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Preface

The two first CEAS (Council of European Aerospace Societies) Specialist Con-
ferences on Guidance, Navigation and Control (CEAS EuroGNC) were held in
Munich, Germany in 2011 and in Delft, The Netherlands in 2013. ONERA The
French Aerospace Lab, ISAE (Institut Supérieur de l’Aéronautique et de l’Espace)
and ENAC (Ecole Nationale de l’Aviation Civile) accepted the challenge of jointly
organizing the 3rd edition. The conference, chaired by Daniel Alazard and Felix
Mora-Camino, took place on April 13–15, 2015, at ISAE-SUPAERO, Toulouse,
France, one of the leading aerospace engineering schools in Europe. The Organiz-
ing Committee composed of Christelle Cumer and Nadine Barriety, and the Interna-
tional Program Committee composed of about 50 eminent scientists and engineers,
strongly contributed to the success of this event. About a hundred papers were se-
lected for presentation at the conference and this book contains the forty best con-
tributions. The topics addressed here represent the most actively researched areas in
guidance, navigation and control.

It is well known that the challenges are often more demanding in aerospace than
in many other fields. The control of aerospace vehicles remains a difficult task be-
cause of ever larger flight domains, more complex and coupled dynamics, and wider
variety of flying vehicles. Among the most promising control techniques, adap-
tive control has gained significant interest due to recent developments ensuring fast
adaptation to environmental changes while preserving robust stability. A renewed
interest in robust control is also observed. Recent advances in non-smooth opti-
mization and developments of efficient softwares have contributed to bridge the gap
between theory and practice, allowing these techniques to be used in many indus-
trial applications. It is now possible for example to design very simple controllers
such as PIDs using H∞ based techniques.

Visual servoing, also known as vision-based control, has emerged more recently
with the development of small, accurate and affordable cameras. This technique uses
feedback information extracted from vision sensors to control the motion of a vehi-
cle or a robot. The ever-growing computer power makes it now possible to process
the rich information provided by these sensors, which is an essential step towards
the control and the guidance of vehicles with fast dynamics. Many theoretical and
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practical results have already been presented, but solid mathematical analyses and
proofs, real-time issues and efficient hardware implementations of image processing
algorithms still deserve to be further investigated.

Then before flight testing, each aerospace vehicle has to go through a rigorous
certification and qualification process to prove to the authorities that the flight con-
trol system is safe and reliable. Currently significant time and money is spent by the
aeronautical industry on this task. Monte-Carlo simulations are used in most cases,
but it is often difficult to isolate worst case scenarios or to confidently assert that no
such scenario exists. Fortunately, many stability, performance, loads and comfort
criteria can be reformulated as robustness analysis problems. Promising techniques
such as multi-objective optimization under uncertainty using for example evolution-
ary algorithms can thus be applied to determine parameters/inputs/flight conditions
for which the criteria are violated or poorly satisfied. A considerable effort is cur-
rently underway to enhance these techniques, motivated by the increase in computer
power and the advent of multi-core processors, which allow to perform parallel com-
puting at a reasonable cost.

These topics are all the more important that they are significant to both traditional
aerospace vehicles as well as to emerging ones such as small Unmanned Aerial
Vehicles (UAVs). Originating in the 60’s as a military tool, UAVs have evolved
from expensive and complicated military tools into inexpensive, relatively easy to
use machines that are accessible to most people. Revenues generated by the activity
have seen a tremendous growth as underlined by the initial public offering (IPO) of
the DJI company.

This class of vehicles introduces many new challenges in term of control and
navigation. Compared to classical flying vehicles, they perform a wider variety of
missions, many of which including tightly space-constrained evolutions requiring
high dynamics trajectories. Another particularity of those vehicles is that they are
often operated closer to one another as well as to obstacles, requiring accurate and
reactive navigation. As many of the applications intended for UAVs are motivated
by their affordability, the costly validation and certification techniques traditionally
used in aerospace can not be directly transposed. Their small mass and velocity
imply limited consequences in case of crash and could justify relaxed regulations.

An additional advantage of this relaxed certification is the possibility of using the
latest generation of microprocessors. The vast processing power available allows to
experiment with a new class of algorithms that were previously inapplicable on other
vehicles. The cost constraint limits the quality of sensors used on those vehicles and
motivates new challenges for navigation algorithms, as does the use of innovative
sensors like vision. Last but not least about unmanned systems, integration with Air
Traffic Management has become a key issue that needs to be urgently tackled.

More recently, the same trend can be seen with CubeSats. Those small low cost
satellites promise to offer a whole new range of applications once the technical
and regulatory issues differentiating them from their full sized counterparts are be
solved.

Obviously the papers presented at the conference and selected in this book do
not suffice to fully cover all these challenging fields. However they represent an
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excellent source of information for those seeking the latest theoretical and practical
developments in guidance, navigation and control of aerospace vehicles.

The organization of the CEAS EuroGNC 2015 would have been impossible with-
out the strong support of many people and communities. On behalf of the Local
Organization Committee of CEAS EuroGNC 2015, we would like to thank all con-
tributors to the conference. These contributors are: Council of European Aerospace
Societies (CEAS), ONERA The French Aerospace Lab, ISAE, ENAC, American
Institute of Aeronautics and Astronautics (AIAA), Fondation ISAE-SUPAERO, all
members of the CEAS EuroGNC 2015 International Program Committee and all
reviewers of technical papers.

The book is divided into four chapters : Guidance and Control, Navigation and
Estimation, Atmospheric Applications and Space Applications. We hope you will
enjoy reading this overview as much we enjoyed assembling it.

Toulouse, France Joël Bordeneuve-Guibé
April, 2015 Antoine Drouin

Clément Roos
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Robust Lateral Control of Future Small Aircraft  

Thaddäus Baier and Matthias Heller  

Abstract. It is a well-known fact that the General Aviation (GA) sector exhibits a 
significant higher accident rate compared to common transport aircraft (airliners). 
This is caused by two major reasons: First, pilots of General Aviation Aircrafts 
commonly show a relatively low training level and a small number of flight hours 
compared to airliner (ATPL) pilots. Thus, their flight experience and hazard 
awareness is in general strictly limited. Second, General Aviation Aircraft usually 
are not equipped with various well-proven safety enhancing assistance systems like 
an active Fly-by-Wire Flight Control System (FbW FCS), as it is state of the art in 
current transport aircraft. The use of active FbW FCS supports the pilot by providing 
excellent Flying and Handling Qualities and thus, reducing pilot’s workload at the 
same time by directly generating appropriate control deflections, dependent on the 
pilot’s commands and (measured) flight condition. Unfortunately, this valuable 
safety increasing systems did not find their way into the General Aviation sector, 
due to the tremendous costs of typical Fly-by-Wire control technology. The 
continuation of the project “Future Small Aircraft (FSA)” at the Institute of Flight 
System Dynamics of the Technische Universität München comprises the 
development of active FbW FCS with the primary objective to provide excellent 
Flying and Handling Qualities to yield best possible pilot’s assistance for General 
Aviation Aircraft. In this paper, the development process of robust lateral flight 
control algorithms and the proof of robustness, both perfectly tailored to the specific 
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needs of manufacturers of small and medium-sized planes, are presented. The 
robustness proof is mandatory for GA aircraft due to the present considerable model 
uncertainty owing to the lower affordable modeling efforts.  

1 Introduction  

By comparison of the accident statistics of General Aviation (GA) versus common 
transport aircraft (airliners) it becomes immediately obvious that the General 
Aviation sector exhibits a significant higher rate of accidents (Ref. [1]). This fact 
is not new and even though the sources are manifold, two main reasons behind 
may be identified. On the one hand, General Aviation Pilots mostly hold a Private 
Pilot License (PPL) only and hence, their number of flight hours and thus their 
experience is commonly considerably limited in contrast to airliner pilots 
possessing an Airline Transport Pilot License (ATPL). On the other hand, current 
modern transport aircraft feature a noteworthy higher technical standard providing 
various beneficial pilot assistant systems in order to support the pilot to fly the 
aircraft safely and to reduce pilot's workload extensively. 

The most important and effective assistant systems, which are well-known as 
active Fly-by-Wire Flight Control Systems (FbW FCS) intervene directly and 
actively into the aircraft's control and besides improving and homogenizing flying 
and handling qualities considerably, they offer a wide range of functionalities 
including pilot input monitoring, provision of warnings plus limitations and advanced 
protections. Hence, they increase the passenger, crew and aircraft comfort and safety 
competently towards the overall ultimate objective "carefree handling".  

This valuable safety increase, which has become standard in current transport 
planes and modern business jets, unfortunately did not find its way into the general 
aviation sector due to the tremendous cost of typical Fly-by-Wire control technology 
always requiring complex redundancy and reversionary systems in order to fulfill 
the strict certification requirements and specifications. However, to achieve a 
corresponding safety enhancement for GA aircraft and thus, to depress their high 
accident rates and to protect human lives, the well-proven beneficial functionalities 
of active Flight Control Systems unquestionably have to be made available and 
especially affordable for this small airplane class. This applies particularly in the 
context of the expected significant rise in the number of GA planes and movements 
(Ref. [2]), which otherwise would inevitably come along with a further increase in 
accidents and victims, and this has to be prevented certainly. Consequently, 
specifically tailored active FbW FCS technology suitable and in particular 
affordable for GA airplanes has to be matured or developed, respectively, and made 
available immediately. For instance, recent technological achievements and trends in 
the field of (miniaturized, efficient and reliable) actuators, sensors and flight control 
computers (FCC) offer the potential to design more cost-effective active assistance 
systems to be utilized within future GA planes.  

A substantial contribution to this subject is one major objective of the 
ambitious Technology Research Program “Future Small Aircraft (FSA)” of the 
Austrian aircraft manufacturer Diamond Aircraft Industries in cooperation with 
the Institute of Flight System Dynamics of the Technische Universität München. 
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Within this joint multinational Research program concerning upcoming Future 
Small Aircraft, first a hybrid control concept for longitudinal dynamics has been 
proposed (Ref. [3]), which currently is extended by the development of an 
appropriate lateral flight control system (refer to Ref. [4]). Although the control 
law layout is aimed for the provision of homogeneous excellent handling & flying 
qualities and thus, highly effective pilot’s assistance, another main focus is set on 
the elaboration of special processes, tools and hardware requirements/solutions 
supporting the design of control algorithms which are perfectly adapted to the 
specific needs of manufacturers of small and medium-sized planes.  

Summarized, the development process applied comprises the following main 
topics:  

– Elaboration of a generalized controller structure for lateral dynamics 
suitable for all classical airplane configurations (fixed-wing aircraft with 
empennage) irrespective of whether a full Fly-by-Wire or “Hybrid Flight 
Control System” will be implemented, see Ref. [4].  

– Provision of a corresponding appropriate gain layout methodology, 
denoted "Model Reference Direct Eigenstructure Assignment” (MR DEA), 
which is directly adapted to the generalized controller structure previously 
introduced in order to determine the gain sets/tables along the entire 
envelope (Ref. [4]).  

– Development of a controller analysis tool for robustness assessment based 
on a detailed multivariable model uncertainty description and evaluation 
by means of the Advanced Structured Singular Value  in order to 
enable a (affordable) strict certification process (main focus of this paper).  

Verification, validation and test of the whole development chain will be 
accomplished by implementation of the lateral controller designed into an state-of-
the-art general aviation aircraft simulator (D-SIM-42) and finally, by actually 
flying the active FbW FCS proposed on the dedicated flying testbed "Fliegender 
Erprobungsträger", a research aircraft based on a DA-42 NG MPP airframe which 
was projected, developed and modified at the Institute of Flight System Dynamics 
of Technische Universität München.  

2 Development, Integration and Test Environment (along) 
with Flight Dynamics Modeling  

A small aircraft featuring an active Fly-by-Wire Flight Control System (FbW 
FCS) represents a new class of general aviation airplanes. By utilizing the benefits 
of such a system, some basic aircraft design objectives (e.g. inherent static 
stability and naturel damping characteristics) may be shifted to other focuses and 
thus, the aircraft concept may differ from today’s conventional shape. 
Nevertheless, the novel active FbW FCS must be implemented, demonstrated and 
tested out within a suitable flying testbed before designing an entire new aircraft 
configuration relying on such a novel active Flight Control System technology.  

For this purpose, the Institute of Flight System Dynamics owns a fully-fledged 
Flight Control System Development and Integration Environment:  
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– A DA-42 Flight Training Device (D-SIM-42 FTD simulator) with 
extensive capabilities to simulate malfunctions of multiple aircraft systems 
for design and validation of control laws and pilot in the loop verification. 

– A DA-42 Airframe and Control System Iron Bird for component tests and 
verification, integration tests for research aircraft and hardware in the loop 
simulation in connection with the Flight Training Device 

– And in particular a research aircraft Diamond DA-42 MPP NG (Multi Purpose 
Platform New Generation), particularly dedicated as in-flight simulator with an 
Experimental Fly-by-Wire (EFbW) control system, see Fig. 1. 

 
Fig. 1 Research Flying Testbed (DA-42MPP NG) featuring EFbW FCS 

With this continuous "end-to-end" development and integration chain at hand, 
it suggests itself to utilize the Diamond DA-42 aircraft as reference configuration 
for the control design methodology application and demonstration. For this type of 
aircraft the feasibility, advantages and reliability of the active FbW FCS for 
general aviation aircraft will be analyzed, verified and finally (in-flight) proven.  

Regarding the functional layout and development of the control system, an 
appropriate high-fidelty flight simulator for functional testing is of vital 
importance. The available D-SIM-42 Flight Training Device is equipped with an 
original glass cockpit, Garmin G1000 Avionics package with primary flight 
display (PFD) as well as a multi-function display in order to achieve the most 
realistic cockpit environment. The DA-42 simulator thus represents a perfect tool 
for functional controller pilot-in-the-loop testing under “real world” conditions. 
Unfortunately, the D-SIM-42 flight dynamics model as well as all internal signal 
processing are completely capsuled “black boxes” and entirely isolated from 
external inputs. Both is adverse for the use of the simulator as design and 
implementation platform regarding the active FCS to be developed.  

 
Fig. 2 FSD DA-42/FSA Nonlinear 6 DOF Flight Dynamics & Simulation Model 
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For this reason, an independent full-fledged nonlinear six 6 DoF model called 
“FSD DA-42/FSA 6 DOF Flight Dynamics & Simulation Model” has been 
implemented using MATLAB / Simulink and the corresponding top-level block 
structure is depicted in Fig. 2. Particular emphasis was placed on a high-fidelity 
physical modeling and on a exact reproduction of the dynamics of the D-SIM-42 
FTD simulator.  

The validation of the FSD DA-42/FSA 6 DOF flight dynamics model was 
accomplished by systematic simulator flight tests conducted in the D-SIM-42 
device (as detailed within Ref. [3]) assuring a excellent matching versus the D-SIM-
42 FTD.  

3 Lateral Flight Control Design Methodology  

3.1 Objectives, Requirements and Derived “Design Philosophy”  

The primary objective of the FSA lateral controller design is to provide excellent 
homogenous flying/handling qualities along the entire flight envelope in order to 
reduce pilot's workload significantly when flying the airplane manually. Related 
intensions are to increase the safety and comfort of passengers and crew together 
with the efficiency of the aircraft (fuel consumption).  

To achieve these goals, it is required to improve and homogenize the stability 
and command characteristics to shape them intuitive and predictable over the 
operational envelope and to accomplish an effective gust load rejection. 
Additionally, the effects of aircraft configuration changes (e.g. one engine 
inoperative) should automatically be compensated and a further reduction of the 
pilot’s workload should be achieved by partial automation of secondary controls, 
e.g. spoilers, flaps or thrust setting. 

Consequently, the following primary design objectives may be deduced and 
appointed in terms of our "design philosophy": 

– Modification of the aircraft’s stability characteristics: 
The basic stability characteristics and thus the flying qualities shall be 
modified by assignment of "optimal" damping and natural frequency or 
time constant, respectively, each to the different eigenmodi of the lateral 
motion. Furthermore, an effective decoupling of roll and yaw axes shall be 
applied. 

– Augmentation of the command behavior: 

• Rate Command/Attitude Hold (RC/AH) characteristics w.r.t. roll 
axis versus Angle of Sideslip (AOS) Command/Zero Lateral Load 
behavior (yaw axis): 
The provision of “velocity vector roll” and angle of sideslip 
command has shown to be very intuitive and predictable for the 
pilot in combination with attitude hold and zero lateral load factor 
(ny=0) characteristics, respectively, when the inceptor is released. 
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• Feed Forward Path Augmentation:  
By implementation of a "direct link" feed forward branch each for 
yaw/roll axis, the aircraft’s control sensitivity will be improved by 
means of “integrator feedback pole” cancellation out of the 
corresponding command transfer functions in order to obtain a 
"crisp" common control response.  

– Decoupling of command inputs (introduction of decoupled "auxiliary 
control effectors"): 
To manually initiate a velocity vector roll, the pilot would have to apply 
coordinated aileron and rudder command and vice versa a pure buildup of 
sideslip would require adding adequate aileron deflections to the pedal 
input. This maneuver coordination concerning the decoupling of 
experimental roll and yaw axes shall be accomplished automatically by 
means of so-called “auxiliary control effectors”. A respective control axes 
decoupling is not only convenient for the pilot, it also makes the 
subsequent controller layout much more intuitive and straightforward. 

3.2 Controller Design  

As described within the previous section, the controller to be developed has to 
comply with several different objectives. The fulfillment of the specific design 
goals is thereby typically associated with the different branches of the controller 
structure. The overall controller structure is depicted in Fig. 3, a detailed 
description can be found in Ref. [4].  

 

Fig. 3 Controller Structure 
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Generally, the controller consists of the Command Signal Generation providing 
roll rate and angle of sideslip command signals, the decoupling Yaw and Roll Axis 
Feedback Controller relying on the calculated commands plus sensor feedbacks 
generating generalized input variables in terms of demanded roll and yaw control 
acceleration (normalized control moment w.r.t. the experimental axes) as well as 
the Control Allocation converting the generalized input variables to equivalent 
allocated rudder/aileron control surface deflection commands.  

The Command Signal Generation path scales, limits and processes the pilot’s 
stick and pedal inputs to yield/provide intuitive stick and pedal characteristics. The 
Yaw and Roll Axis Controller each basically represents a classical PI-scheme 
augmented by a direct link path. Accordingly, the relative and absolute damping 
as well as the natural frequency of the dutch roll, the roll and spiral time constants 
are adjusted to meet so-called “optimal Level 1*” flying qualities derived from 
Ref. [5] and a decoupling of the roll and yaw motion (with regard to the 
experimental frame, i.e. velocity vector roll / pure sideslip buildup) is realized. 
The direct link paths are used to ensure a “crisp” roll and angle of sideslip 
response. The Control Allocation provides a coordinated deflection of rudder and 
aileron according to the Yaw and Roll Axis Controller outputs  and  to 
ensure a decoupled command behavior relating to the experimental frame.  

To ensure proper controller function, high and low frequency measurements 
have to be available appropriately, as listed in the following table (whereas the 
“hat-variables” represent not directly measured but estimated signals).  

Table 1 Measurement Signals  

High Frequency Measurements Low Frequency Measurements 

  

The layout of the specific controller gains (feedback, feedforward plus cross-
feeds) for a representative set of flight conditions along the envelope is performed 
by applying Model Reference Direct Eigenstructure Assignment (MR DEA). A 
detailed description of MR DEA can be found in Ref. [4].  

Appropriate controller gain tables holding for the entire flight range were 
established as follows: For a dense mesh of discrete trim points along the envelope 
corresponding state space models are generated for each of which a gain set has 
been computed by the MR DEA method. Based on these gain matrices, a gain-
scheduled controller covering the whole admissible flight envelope is designed. 
Furthermore, in case of an air data (dynamic pressure) failure, a “reversionary 
mode” fixed- gain back-up controller is developed.  

4 Robustness Considerations and Proof  

To ensure safe and reliable operation  of the controlled aircraft along the entire 
admissible envelope, it is mandatory to proof/verify/demonstrate that the 
minimum required closed-loop stability characteristics are guaranteed for all 

rpny ,, ( )γΘΦ ˆ,,
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deviations (to be expected/specified) between the real (perturbed) system and the 
nominal plant plus controller development model. The differences 
(deviations/errors) between a real system dynamics and the nominal models used 
for control system design are typically denoted by the term model uncertainty. A 
controlled system is called robust, if sufficient stability margins for all perturbed 
plants up to the worst-case model uncertainty are guaranteed.  

In the past until today, robustness verification for flight control systems within 
the governmental permission and certification process is adduced via single-input-
single-output (SISO) phase and gain margins (Nyquist criterion or Nichols “disk 
margins”, respectively), compare Ref. [6]. However, this is also done for multiple-
input-multiple-output (MIMO) systems, e.g. the lateral aircraft dynamics, by 
applying so-called “bottleneck” single loop cuts (with all other loops closed). 
Nevertheless, Doyle showed by counterexample (Ref. [7]), that a single-cut (SISO) 
robustness proof of a MIMO system is basically not sufficient. In contrast, 
sufficient and non-conservative evidence of robustness for a MIMO system can be 
provided by means of the “Structured Singular Value (SSV, -Analysis) see Ref. 
[8]. Hence, an innovative advancement of the -Analysis in order to prove “robust 
compliance” w.r.t. user-defined specific “stability characteristics borders”, will be 
introduced.  

4.1 Introduction of Robust Compliance and -Analysis  

The -Analysis provides a sufficient evidence of robust stability for a controlled 
system (Ref. [8]). That is, via the structured singular value  it can be assured that 
for a specified set of model uncertainties no pole/eigenvalue of a nominal stable 
system reaches or crosses the imaginary axis of the complex plane and thus, the 
system will remain stable.  

From a flight dynamics point of view, the imaginary axis is commonly not 
decisive for sufficient flying qualities and hence, not relevant for adequate 
stability and robustness characteristics. For example, the spiral mode of an aircraft 
with a control and stability augmentation system (CSAS) should preferably be 
neutral stable for excellent flying qualities (“MIL-Level 1*). However, sufficient 
for MIL-Level 1 flying qualities, also a instability featuring a long time-to-double 
of the spiral mode is permitted (Ref. [5]). A verification of robustness with respect 
to a neutral or bounded unstable spiral mode using classical -Analysis is not 
possible due to the nominal stability precondition and the imaginary axis 
reference. Therefore, in order to demonstrate adequate robustness properties w.r.t. 
sufficient flying and handling qualities, e.g. allowing an unstable spiral pole 
meeting the time-to-double limit, the robust compliance and the -Analysis is 
proposed.  

The -Analysis does not refer to the imaginary axis as stability border, but 
evaluates the stability characteristics in relation to a user-defined border  within 
the complex plane. In direct analogy to the imaginary axis as stability border for 
robust stability, we define (robust compliance): If all poles/eigenvalues of a linear 
time-invariant system are to the left of the user specified border  for all perturbed 
plants, the system fulfills the required robust stability characteristics and is called 
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robust compliant. If at least one pole/eigenvalue lies on (or to the right of) the 
specified robustness bound, the system is not robust compliant, i.e. non-compliant. 
In Fig. 4, the concept of compliance and non-compliance in analogy to stable an 
unstable are illustrated.  

 

Fig. 4 Compliant and non-compliant  

The execution of a robustness analysis for a MIMO linear time-invariant 
dynamic system via the -Analysis is based on a standard structure of the robust 
control theory, the -Structure (Fig. 5), compare Ref. [8], [9] et al. The -
Structure yields the partition of known system parts (plant and controller) ( , ) and uncertainties .  

 . 5 -Structure  

In correspondence to the definition of the structured singular value  (Ref. [8]), 
 for the analysis of robust compliance (RC) is defined as follows:  

Definition : If  is the user-defined bijective compliance border and if for 
the -Structure is true:  

• ( ) and ( ) are complex matrixes  
for every point of the compliance border  (Index )  

• ( ) ∈  with  = ( , … , , , … , ) | ∈ ℂ,  ∈ ℂ ×  ,  
the structured singular value  of the matrix  is for every point of the 
compliance border = ( ) +  with ∈ (−∞; +∞) (for the analysis 
of robust compliance) defined as follows:  

 ( ) ≔ min  ( )   |  det − ( ) ( ) = 00 | det − ( ) ( ) ≠ 0,   ∀ ∈  (1) 
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The proof of robust compliance via the structured singular value  of a 
nominal compliant linear time-invariant dynamic system is as follows:  

Robust Compliance via : If  is the user-defined unique compliance 
border and if for the -Structure is true:  

• ( ) and ( ) are complex transfer matrixes, which are both 
compliant, i.e. all poles/eigenvalues of ( ) and ( ) lie to the left of 
the compliance border and  

• ( ) is a structure block diagonal uncertainty matrix conform with ( ) ≤ 1,   ∀ = +       = ( ),  
the closed -Structure is robust compliant (fulfills robust compliance) for all 
permitted uncertainties, if  

 ( ) < 1   ∀ . (2) 

According to the SSV μ the direct calculation of  is not possible, but an 
upper and lower bound of  can be determined based on the properties of . 
This is analog to the -Analysis (Refs. [8], [9]).  

A simplified descriptive interpretation of  and robust compliance is as 
follows: The roots of det − ( ) ( )  are identical with the 
poles/eigenvalues of the closed -Structure. If for every point of the compliance 
border, the equation det − ( ) ( )  is solved, it can be identified if a 
pole/eigenvalue lies on the borderline. Regarding a nominal compliant system (i.e. 
all poles/eigenvalues lie to the left of the compliance border) and considering a 
successively growing uncertainty , the smallest  for which det −( ) ( )) = 0 holds, can be identified. Thereby  is measured by means of the 
maximum singular value ( ) . That means that at least one pole/eigenvalue 
has reached the compliance border. As a result, the structured singular value ( )  is a measure for the crossing of the compliance border by a 
pole/eigenvalue in relation to the uncertainty . A large value of ( )  
means “worse robustness characteristics”; a small value of ( )  means 
“good robustness properties”. According to the small gain theorem (Ref. [8, 9]) 
and under the constraint of allowed uncertainties ( ) ≤ 1, the requirement 
for robust compliance by ( ) < 1 follows.  

A detailed and comprehensive derivation and proof of the robust compliance as 
well as the structured singular value  including its properties is done by the 
authors, but is outside the scope of this paper. The above introduction has no 
claims of completeness and is only intended to provide a short introduction for the 
better understanding of the following.  

4.2 Uncertainty Modeling  

The difference between the real system dynamics and the model used for system 
analysis and controller design (nominal system) is captured in the form of 
uncertainties, against which robust compliance has to be shown.  
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For a sufficient proof of robust compliance, it is necessary to verifiy robustness 
not only for a dense grid of discrete trim points over the entire envelope, but also 
for a continuous close description of the system dynamics over the admissible 
envelope. For this purpose, the trim point uncertainty  is established, which 
represents the dynamic pressure. In dependence of the dynamic pressure, the 
primary change of the dynamic behavior of the aerodynamic forces and as a result 
of the flight dynamics and aircraft characteristics can be described over the 
complete envelope. For that reason, all essential changes over the flying range of 
the matrix elements  and  of the system-describing state space model and also 
the gain scheduling of the controller are represented as a function of . Thus it 
is possible to describe the essential behavior modification of the controlled aircraft 
over the entire flight envelope as a continuum by one state space model. A 
detailed explanation of such a proceeding can be found in Ref. [10]. In the case 
that it is not possible to find an adequate description of the system dynamics 
changes over the envelope by one parameter (here the dynamic pressure and 

), more envelope and aircraft parameters, for example flying speed, flight 
altitude and aircraft mass, and consequently additional trim point uncertainty , 
should be used.  

The difference between the real system dynamics and the nominal system, for 
example caused by wrongly identified aerodynamic parameters like the 
derivatives  or , is measured by parametric uncertainties. These parametric 
uncertainties are considered for every matrix derivative (e.g.  or ) of the state 
space model.  

For a better understanding of the uncertainty modeling of the aircraft dynamics, 
the derivative  is exemplarily considered, as shown in equation (3). The first 
part, summarized as  , represents the nominal value, which changes 
over the flight envelope, dependent on the dynamic pressure. The change of the 
nominal   along the envelope is captured with good approximation as a 
second degree polynomial in dependence of the envelope uncertainty . The 
second part Δ  represents the parametric uncertainty of the particular flight 
condition, which describes the difference between the real system dynamics and 
the nominal model (nominal system).  

 = /  + /  + / 
∙ Δ  (3) 

For the proof of robust compliance, a dynamic uncertainty of the actuators is 
also taken into account, consequently the uncertain transfer function of the lateral 
control units are shown in the following equation.  

  =   (1 + Δ )       = , ζ        mit     Δ ≤ 1  (4) 

In equation (4), Δ  is the norm-bounded uncertainty and  the dynamic 
uncertainty weight, which allows considering uncertainties in dependence of phase 
and amplitude.  
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4.3 Robustness Analysis and Assessment  

Before presenting the results of robust compliance analysis, the specified 
compliance border of the executed -Analysis will be introduced.  

Extracted from Ref. [5], there are three demands from which the compliance 
boundary of the minimum stability characteristics can be defined to ensure 
adequate controllability and stability properties of the aircraft, taking into account 
the most adverse combination of the assumed uncertainties. First, there is the 
request for a maximum permissible instability of the spiral mode. For the 
compliance border, the constraints of the spiral mode that ensure so called MIL-
Level 1 flying qualities ( = 0,0346 [ / ]) are taken into account, to 
fulfill the requirements of the allowed but bounded “in”-stability of the spiral 
mode. Second, there is the request for a minimum absolute damping of the dutch 
roll mode. Since this is a “stable” demand, the requirements for the MIL-Level 2 
flying qualities are taken into account ( = −0,05 [ / ]). Third, there is 
the demand for a minimum relative damping of the dutch roll mode, which is also 
based on the MIL-Level 2 request ( = 0,02 [−]). The roll mode is not 
decisive for the compliance border, because of its position in the left half-plane.  

Based on the selected minimal requirements, that have to be fulfilled in 
consideration of the assumed uncertainties, a compliance border can be established. 
To merge the requirements for the spiral and the dutch roll mode, a tapered region 
along the real axis is inserted. The top of tapered area lies on the real axis and is 
congruent with the requirements for the spiral mode. The real axis values of the 
endpoints of the v-notch correspond to the required minimal absolute damping of the 
dutch roll. For the specification of the imaginary axis values, a theoretically possible 
constellation of a conjugate complex pair of poles/eigenvalues with a minimal time 
of oscillation of about 62 [ ] is considered acceptable, because of its slow dynamic 
motion. The remaining part of the compliance border fulfills the relative and 
absolute damping of the dutch roll. In Fig. 6, the finale compliance border that is 
used for the robustness proof is pictured.  

 

Fig. 6 Compliance border  
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The result of the -Analysis for the defined compliance border 
considering the below specified uncertainty conditions is pictured in Fig. 7. 
The aircraft-describing state space model is equipped with a ±6 percent 
parametric uncertainty of every derivative of the  and  matrix and is taking 
the trim point uncertainty  for a continuous robustness analysis over the 
admissible envelope into account. The actuators of aileron and ruder, modeled 
as PT2-transferfunctions, are performed with dynamic uncertainties, see Eq. 
(4). The scheduling of the controller over the flight envelope is specified in 
dependence of the trim point uncertainty .  

 . 7 -Analysis of the complete System (gain-scheduled controller, trim point 
uncertainty) 

The progression of the upper boundary in Fig. 7 of the structured singular value 
 does not reach the value 1, which means that no pole/eigenvalue of the nominal 

stable system hits the compliance border, considering the specified uncertainty 
model. The system fulfills robust compliance for the admissible flight envelope.  

 
Fig. 8  -Analysis of the complete System (fixed gain controller, trim point uncertainty) 

In addition, a fixed gain back-up controller, which can be used in the case of 
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controller, but significantly better than those of the uncontrolled aircraft. In Fig. 8, 
the results of the -Analysis for the robust compliance of the total system 
consisting of the aircraft, the actuator system and the fixed gain controller, are 
shown. The uncertainty model is the same as in the previous case, but without the 
trim point uncertainty for the controller. As a result, the total system with the fixed 
gain controller also fulfills robust compliance for the complete flight envelope.  

 
Fig. 9 -Analyses for discrete trim points (gain-scheduled controller)  

Supplementary to the robustness proof in form of a continuum over the 
admissible flight envelope, a -Analysis of discrete trim points, is worked out 
according to the today commonly accepted SISO robustness analysis by Nyquist 
Stability Criterion for discrete flight conditions.  

 
Fig. 10 -Analyses for discrete trim points (fixed gain controller)  
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border and the assumed uncertainty model. In Fig. 9, the upper boundaries of the 
structured singular value  of all analyzed trim points with the gain-scheduled 
controller are shown and no curve meets the value 1. In addition, Fig. 10 shows 
the same for the fixed gain controller.  

The presented -Analyses show sufficient robust compliance of the analyzed 
system, considering the defined compliance border. Therefore, the controlled 
aircraft fulfills the specified requirements and exhibits proofed robust stability 
characteristics (robust compliance).  

The reason, that the system, analyzed as a continuum, allows a smaller 
deviation (±6%) compared to the -Analysis of the discrete trim points with a 
parametric uncertainty of (±30%), can be motivated by the conservative effects of 
the curve fitting capturing the change of the  and  matrix elements over the 
flight range, compare eq. (3).  

5 Linear and Nonlinear Analysis  

Finally, a brief linear analysis of the closed loop system is presented to verify the 
dynamic characteristics of the controlled aircraft and to show the improvement 
compared to the uncontrolled airplane. The final evaluation of the complete 
 

 

Fig. 11 Poles / eigenvalues in comparison  
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system including actuator dynamics and dead time for digital processing is done 
with a nonlinear numerical simulation, which will also be introduced.  

In Fig. 11, the poles/eigenvalues of the controlled aircraft with the gain-
scheduled controller, of the controlled aircraft with the fixed gain controller and in 
addition of the uncontrolled aircraft, are illustrated.  

The variation of the roll mode over the envelope is reduced to an acceptable range 
that provides intuitive flying properties and in particular the high absolute damping, 
which causes too large control sensitivity (Ref. [11]), is reduced measurably. The 
position of the dutch roll poles/eigenvalues is changed by the gain scheduled 
controller to receive an optimal absolute and relative damping and also a higher 
natural frequency, so that the dutch roll fulfills MIL-Level 1* properties. In addition, 
the fixed gain controller improves the dutch roll to get high damping and therefore 
better flying properties compared to the uncontrolled aircraft. The spiral mode of the 
uncontrolled aircraft that has stable characteristics is modified by the controller in 
order to be neutral stable as is required for excellent flying and handling qualities of 
an aircraft equipped with a control and stability augmentation system (CSAS).  

 

Fig. 12 Eigenvector dutch roll  
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The requested decoupling of the roll and yaw dynamic, which is an important 
requirement to generate optimal flying characteristics of aircrafts with a CSAS, is 
also realized by the gain-scheduled controller. To demonstrate this fact, the dutch 
roll eigenvector will be analyzed: In Fig. 12, the dutch roll eigenvector of the 
uncontrolled aircraft and of the aircraft with the gain-scheduled controller is 
pictured in dependence on the dynamic pressure. The figure clearly shows that the 
part of the roll rate ( ) and the bank angle ( ) of the controlled aircraft is reduced 
to a minimum and thus the yaw dynamics are decoupled from the roll axis states, 
as required. 

It has been proofed that, in analogy to the dutch roll, the part of the angle of 
sideslip both of the roll and the spiral mode is also reduced to a minimum. As a 
result, the roll axis dynamic is decoupled from the angle of sideslip.  

The analysis of eigenvalues and eigenvectors demonstrates clearly that the 
requirements concerning excellent flying properties, particularly the decoupling of 
the lateral motion, is fulfilled adequately in consideration of the linear model. 

Finally, in the following, the fulfillment of these requirements will be 
confirmed in a nonlinear analysis:  

The nonlinear numerical simulation of the controlled aircraft using the gain-
scheduled controller is performed with the above explained FSD DA-42/FSA 6 
DOF simulation model. The aircraft characteristics will be analyzed first for a 
command in the roll axis ( ), second for an atmospheric disturbance from the 
side. The analysis of the controlled aircraft is always executed in comparison to 
the uncontrolled one.  

The dynamic behavior of the controlled aircraft with a disconnected square-
wave signal of  is shown in the left diagram line of Fig. 13. In comparison to 
the uncontrolled aircraft, the controlled one performs a coordinated motion in 
building up and reducing the bank angle as well as in the stationary turn flight. As 
a result of the automatic coordinated flight, there are almost no effects to the angle 
of sideslip as required. This is caused by the harmonized controller-demanded 
rudder and aileron deflection. As is evident, the uncontrolled aircraft (right 
diagram line of Fig. 13) does not execute a coordinated flight motion for a lateral 
stick input, thus the pilot workload to generate suchlike behavior is very high.  

After the analysis for a -command has been shown, the atmospheric 
disturbance will be examined:  

The shape of the side wind gust has a “1 − ” form, see Ref. [5]. The 
dynamic performance of the aircraft with the gain-scheduled controller is pictured 
in the left diagram line of Fig. 14. The uncontrolled aircraft behavior caused by 
the gust is presented in the right diagram line of Fig. 14. In addition, in the lowest 
diagrams of Fig. 14 the crosswind gust velocity  is shown.  

The controller performs coordinated deflection of the ruder and the aileron, 
which improves the dynamic characteristics of the yaw axis states  and  
significantly, because of the better transient response. Furthermore, the automatic 
surface deflection of the controlled aircraft reduces considerably the effects to the 
roll axis. The roll rate  is reduced to a minimum and thus the bank angle is 
almost zero in contrast to the bank angle of the uncontrolled airplane.  
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Fig. 13 Comparison of controlled (gain-scheduled controller) and uncontrolled aircraft for 
roll command  

The analysis of the disturbance behavior shows that the stability characteristics 
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Fig. 14 Comparison of controlled (gain-scheduled controller) and uncontrolled aircraft for a 
“1-cos” side wind gust  
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assessment of the controlled aircraft considering an extensive uncertainty model 
executed and robust compliance has been verified along the entire envelope.  

A linear and nonlinear analysis (simulation) of the controlled aircraft in 
comparison to the non-augmented aircraft dynamics reveals the potential of the 
concept presented. The analyses presented highlight the significant improvements 
concerning the flight and command behavior/characteristics of the aircraft with the 
active FbW Flight Control System.  
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Flexible Launch Vehicle Control Using Robust
Observer-Based Controller Obtained
through Structured H∞ Synthesis

Emmanuel Chambon, Pierre Apkarian, and Laurent Burlion

Abstract. Control of a flexible launch vehicle in the atmospheric ascent phase is
highly challenging as it involves multiple concurrent design requirements. This
ranges from reduction of the angle of attack in face of wind, minimum gain-phase
and parametric margins as well as flexible modes attenuation. In this work, we
discuss recently available non-smooth optimization techniques as a central tool to
solve this problem. We consider designing an observer-based controller based on a
Kalman filter suitably augmented with Dryden wind dynamics. We suggest a non-
conservative approach to handle model uncertainties based upon multiple models
of the launcher. This preliminary work aims at testing the potential of non-smooth
controller tuning on a generic launcher model. It will serve as a stepping stone for
a more in-depth study of the benchmark developed by M. Ganet at Airbus Defence
and Space.

Keywords: flexible launch vehicle, robust control, observer-based controller, struc-
tured H∞ synthesis, multiple models, unknown input.

Nomenclature

0m Null vector of length m
0m×n m× n null matrix
α Angle of Attack
β Thruster angle relatively to launch vehicle body
Gl Dryden wind gusts forming filter
Gm Gain margin
Fu (M,K) Upper LFT of M with respect to K
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Fl (M,K) Lower LFT of M with respect to K
LFT Linear Fractional Transformation
LPV Linear Parametric Varying
ψ Attitude (Euler angle)
PBH Popov-Belevitch-Hautus (Lemma)
φm Phase margin
Φl Dryden wind gusts spectral density
PSD Power Spectral Density
R Set of real numbers
Tw⇒z Transfer from input w to output z
V Launcher relative velocity
vz Lateral velocity
w Wind disturbance input
|| || H∞ or H2 norm possibly restricted to frequency intervals of interest

1 Introduction

As far as launch vehicle atmospheric flight is concerned, wind speed variation is
critical for dimensioning control laws. A key variable considered for control design
to minimize aerodynamic load is the angle of attack (AoA), that is the angle between
the launcher main axis and the relative speed of wind vector:

α = ψ +
vz −w

V
(1)

where ψ is the attitude Euler angle, vz the lateral deviation, w the unknown wind
speed and V is the launcher relative speed to wind. These notations are illustrated
in Fig. 1. To ensure minimal aerodynamic load, |α(t)| must remain below a given
positive value αmax at every instant of the atmospheric flight. Due to the presence of
flexible modes at specific frequencies which interfere with thruster control β , this
problem is a difficult one.

There is a rich literature on launch vehicle control design. As far as research stud-
ies are concerned the following articles can be mentioned, [17] uses structured H∞
synthesis in parallel with tuned elliptic filters to filter flexible modes; [9] introduces
the use of guardian maps to analyse closed-loop stability; [1] exploits the Normal-
ized Coprime Factorization approach combined with LQG/LTR additions for gain
scheduling problem; [12] investigates the design of LPV control law with industrial
application to flexible launcher. Note that in solutions making use of H2 or H∞ syn-
thesis, deterministic information on the wind model is brought by weighting filters
in the synthesis step. On an industrial application viewpoint, the following can be
cited as an example [15] which deals with the Ares I control system design and the
chosen implementation.

In this study, we propose to enhance wind disturbance rejection by means of an
unknown input estimator as part of the controller. For a comprehensive discussion
on unknown disturbance observers, we refer the reader to [18]. Such techniques try
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Fig. 1 Launch vehicle frame (longitudinal motion) and notations

to estimate both disturbances but also unmodelled plant dynamics. Unknown Input
Observer (UIO) theory [13] makes assumptions on the unknown input model to
estimate the state associated with disturbance. At first, our approach is similar in
the way we augment the existing plant representation by a disturbance model before
using Kalman formalism. Uncertainties are handled using multi-model synthesis.
The purpose of using Kalman formalism are the possibilities

• to model wind in homogeneous meteorological conditions by a stochastic process
where the forming filter can be used to augment base model, and

• to externalize estimation gain and express Kalman variance requirements in
terms of H2 norm which can be used in H∞ synthesis methods.

Wind modelling is difficult and mainly relies on confrontation between physical
theories and on-site measurements such as Jimspheres and smoke-trail. Obviously,
choices need to be made to capture necessary deterministic information [22]. Two
main approaches are used depending on the considered type of wind speed variation
anomaly, namely turbulence in clear sky or wind shears.

The former are modelled using von Kármán [23] or Dryden [8, 19] stochastic
models which can be expressed as filters driven by unbiased Gaussian white noises
whose statistical characteristics are tabulated with respect to altitude and general
meteorological conditions (from light to severe). The latter are discrete anomalies
and as such are modelled using a completely different approach based on synthetic
winds first described in [21]. The discrete approach is highly dependent on wind
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profile measurements. Dimensioning parameters are thus tabulated for a given mea-
surements campaign at a given launching site [14]. Of course, stochastic models are
not designed for capturing wind shears. Assumptions need to be made depending
on the type of anomaly we wish to capture.

In this paper, we use a Kalman filter to estimate the unknown wind input and to
give an observer-based structure to the controller. State augmentation is obtained us-
ing deterministic information brought by making an assumption on the wind speed
variation mathematical nature. Note that the plant model is uncertain and multiple
critical models are thus considered in the synthesis. The main contribution of this
paper is to propose a method to synthesize a robust observer-based controller over
multiple critical models using non-smooth structured H∞ synthesis as presented in
[5, 4].

The paper is structured as follows. Sect. 2 presents the formalism of unknown
input estimation using Kalman filtering and describes the obtained observer-based
controller. Assumptions on the unknown input are made in this section. Based on
this prerequisite, Sect. 3 develops the main result of the simultaneous tuning of
observer-based controller gains, augmented by Youla parameter. Sect. 4 presents an
application to a generic flexible launch vehicle model with five flexible modes, one
unknown input and uncertainties. Concluding remarks are then given.

2 Observer-Based Controller

An observer-based controller is a dynamic controller structured using mixed ob-
server in tandem with state feedback loops. Such observer-based structures are also
present in the so-called Youla parametrization of stabilizing controllers. These struc-
tures are used within controllers to enable a physical interpretation of the controller
variables which are directly linked to the plant states through an observer stage.
It also reduces the number of tuning parameters while benefiting from a dynamic
structure. Moreover it is expected to improve gain-scheduling results by smoothing
transition between controllers as experienced in [3]. This however is far from the
spectrum of this article.

In this section we describe this structure and consider an augmentation relative
to unknown input modelling. The observer stage is designed as a stationary Kalman
filter. A structure useful for simultaneous tuning of all parameters is finally obtained.

2.1 Unknown Input Modelling

Without loss of generality, let consider our plant is subject to a unique unknown
input w. Kalman formalism expects centered Gaussian white noises as inputs [2].
Since we also want to account for biased unknown disturbance, a little reformu-
lation is required. Let mw = E [w(t)] be the mean disturbance and b a unit vari-
ance white noise. Signal b is used to feed a forming filter Gl(s) so that we obtain a
coloured noise with Power Spectral Density (PSD) Φww(s) = Gl(−s)G�

l (s). Such a
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decomposition leads to a Markov representation of w to be determined with state
variable xl . Illustration is provided in Fig. 2 and resulting state space representation
is:

(Gw)

{
ẋl = Alxl +Blb
w = Clxl +mw

(2)

Glb
Clxl

mw

w

Fig. 2 Unknown input model Gw

In case mean disturbance mw(t) is not known, as is the case in our application,
we proceed to state augmentation to estimate mw. The bias is modelled by a new
state ẋb = Abxb where Ab value is discussed in Sect. 2.2.2 and m̂w = xb:

(
ẋl

ẋb

)
=

[
Al 0
0 Ab

](
xl

xb

)
+

[
Bl

0

]
b (3)

w =
[
Cl 1

](xl

xb

)
(4)

In case of multiple disturbances, each unknown input requires dynamic augmen-
tation to model coloured white noises and biases.

2.2 Estimation Stage

We use Kalman formalism as presented in [2] for the observer structure of our con-
troller. A state-space representation of the more conservative stationary Kalman fil-
ter is finally derived.

2.2.1 Plant Model

A multi-model approach means considering multiple plant models. We need to pro-
vide the Kalman filter with one of them. In our case, the choice is guided by physical
considerations as discussed in 4.2. Let this model be a linear model with state vector
x ∈ R

nx and measurements y ∈ R
ny . Inputs are divided into known deterministic in-

puts u ∈ R
nu and an unknown disturbance w ∈ R standing for wind input. The state

space representation is given as:

(
ẋ
y

)
=

[
A Bw Bu

Cy Dyw Dyu

]⎛⎝x
w
u

⎞
⎠ (5)

where all matrices are of appropriate dimensions.
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2.2.2 Kalman Model

In Sect. 2.1, Eq. (4) has been derived from all deterministic information contained
in our modelling of input w. Suppose our measurements are also perturbed by a
Gaussian white noise v ∈ R

ny . The nominal perturbed plant can be described by a
state space representation called the Kalman model [2]:

{
ẋa = Aaxa +Bau+Mb, state equation
ym = Caxa +Dau+ v, measurement equation

(6)

where xa = (x, xl , xb)
� ∈ R

nx+2. Let Covb and Covv be the state and measurement
noise covariance matrices. We have:

Aa =

⎡
⎣ A BwCl Bw

01×nx Al 0
01×nx 0 Ab

⎤
⎦ , Ba =

[
Bu

02×nu

]
, M =

⎡
⎣0nx

Bl

0

⎤
⎦ ,

Ca =
[
Cy DywCl Dyw

]
, Da = Dyu (7)

One can see that Ab is inevitably a model eigenvalue. An important property
of the Kalman model to be valid is that the pair (A,C) be detectable [2]. We use
the Popov-Belevitch-Hautus (PBH) Lemma [20] to easily discard unacceptable Ab

values. We then use the Kalman model to obtain an expression of the Kalman filter.

2.2.3 Stationary Kalman Filter

The Kalman filter is fed with the perturbed measurements ym and the deterministic
input u. It outputs the plant augmented state estimate x̂a. We have the following state
space representation [2]:

{
˙̂xa = Aax̂a +Bau+Kf (ym −Cax̂a)
yk f = x̂a

(8)

where Kf ∈ R
(nx+2)×ny is the stationary Kalman filter gain. Its automated tuning

along with the command feedback and Youla parameter using observer-based struc-
ture in Sect. 2.4 is the core of this article.

2.3 State-Feedback and Youla Parameter

Stationary Kalman filter outputs estimated augmented state x̂a. A static state-
feedback Kv ∈R

1×(nx+2) is then added to the estimation stage to obtain an observer-
based structure (see Fig. 3).

Given the complexity of the problem, the available degrees of freedom (static
Kf and Kv) may not be enough to satisfy specified requirements. The order of the
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controller can be augmented using Youla Q-parametrization theory. Let consider a
plant P and a stabilizing observer-based controller J0:

J0 =

[
Aa −BaKv −KfCa Kf

−Kv 01×2

]
(9)

Let Q a stable transfer function of order nQ. Then Cv =Fl (J�,Q) is a stabilizing
control law for P where:

J� =

⎡
⎣Aa −BaKv −KfCa Kf Ba

−Kv 01×2 1
−Ca I2 02×1

⎤
⎦ (10)

Hence the controller is artificially augmented of nQ states, thus providing more
degrees of freedom.

2.4 Observer-Based Structure

The complete observer-based structure obtained from Kalman filter in Sect. 2.2.3
and state-feedback considerations in Sect. 2.3 is shown in Fig. 3. The controller
Cv is obtained through Cv = Fl (J�,Q) where J� is defined as in Eq. (10). In this
observer-based structure, the parameters to tune are Kv, Kf and Q.

1
s Inx+2 Kv

x̂a yk˙̂xa

Kf

−

ug

yg

Ca

Aa

Ba

ym

Q

−

uq yq

uc
u

Fig. 3 Observer-based controller Cv

3 Simultaneous Tuning

Having obtained a detailed expression of our controller, H∞ synthesis can be used
to tune the components Kf , Kv and Q. A synthesis model is presented where these
components are externalized. Multiple models synthesis is considered to account for
requirements to be enforced even when uncertainties are considered, as is the case
with our application.
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3.1 H∞ Synthesis

Nominal H∞ synthesis solutions have been proposed using algebraic Riccati equa-
tions [7] or semidefinite programming (SDP) [10]. When structural constraints are
expressed on the controller, the H∞ synthesis problem is no longer convex and solu-
tions and algorithms were proposed in [5, 6]. In this work, we use the non-smooth
approach developed in [5, 4, 11] for tuning the structured controller. The considered
problem is to find a controller C(s, p) – where p ∈ R

n are the tunable parameters –
answering to problem 1:

Problem 1
min

p
max

i=1,...,nso f t
{|| Twi→zi (C(s, p)) ||} (11)

subject to || Tw j→z j (C(s, p)) || ≤ 1, j = 1, ...,nhard .

3.2 Synthesis Model

Simultaneous synthesis consists in tuning the Kalman gain Kf , feedback Kv and
Youla parameter Q using a unique synthesis model shown in Fig. 4. The transfers
highlighted by the synthesis model Gsyn are thus used to express requirements both
on the estimation stage and on the feedback. An inner view of this model is provided
in Fig. 5. In this figure, Gplant is an augmented model of the plant where we also
output the augmented state xa so as to obtain the estimation error ε on which vari-
ance requirements will be expressed to obtain a minimal error variance estimator. F
is the LFT-form of observer-based corrector Cv with additional output x̂a. As men-
tioned in Sect. 2.2.2, b and v are Gaussian white noises with respective covariance
matrices Covb and Covv. They indirectly define our confidence in the wind model
and in the measurements.

Gsyn
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Kf

Kv

b
v

yk
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yq

z
u
ε

x̂aug
uq

Fig. 4 Simultaneous synthesis model I/Os; see Fig. 5 for inner Gsyn

In case the controller should stabilize multiple models a multi-model approach
is used. Synthesis model then consists of a collection of models where Gplant is
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chosen so as to enforce specific plant properties. H∞ synthesis requirements can
thus be expressed on all or specific models. In Fig. 5, this is symbolized by yΔ and
uΔ I/Os where uncertainties can be injected using upper LFT of Gplant with respect
to a matrix Δ : Fu

(
Gplant ,Δ

)
.

Gplantb

yΔ

u
y

v

F

ym

yg
yq

−

xa ε
z

uΔ

x̂a

ug
uq

u

Fig. 5 Synthesis model Gsyn inner view

4 Application

In this section, we use a generic launcher linear model to test the potential of the
proposed structured controller. We use multiple uncertain models to account for the
approximate knowledge of flexible modes characteristics, especially frequency and
damping.

4.1 Wind Model

Using a Dryden approach, the wind is approximated by a slow time-varying sig-
nal mw perturbed by random gusts. The longitudinal wind gusts are modelled by a
random noise of spectral density [16]:

Φl(s) =
2Llσ2

l

Vπ
1

1−
(

Lls
V

)2 (12)

where Ll and σl are tabulated with respect to altitude and are thus fixed for a given
working point. We neglect the other wind directions as well as angular rates since
the wind influence is already projected in our longitudinal model. As shown in Sect.
2.1, this spectral density can be recovered using a transfer function Gl(s) with input
a white noise of unit variance and output a random signal of spectral density Φl(s) =
Gl(−s)G�

l (s). In our case, we have:

Gl(s) =

√
2k

s+ a
(13)
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where a = V
Ll

and k =
aσ 2

l
π .

The mean wind is non-zero so we use the Markov representation given in Eq. (4).
Using the PBH Lemma, we notice that the Kalman model Eq. (6) pair (A,C) is not
detectable if Ab = 0. To avoid similar pathological cases and to account for mean
wind slow time variation, we made the choice of a stabilizing Ab = −0.01. Fig. 6
shows a stochastic (severe) wind profile generated using a Dryden model.
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Fig. 6 Dryden wind gust stochastic model around a mean wind profile

These filters are used to augment the plant Kalman model. This enables us to use
the input b as a design input during synthesis with information on its white noise
nature. A Gaussian white noise is applied to this input during simulations.

4.2 Launcher Model

In this application, we only consider longitudinal motion as illustrated in Fig. 1. We
use the generic launcher model from Eq. (14) which is a linearised model around a
given working point. In this model, r ∈ N uncertainties are injected through yΔ by
upper-LFT Fu

(
Gplant ,Δ

)
with Δ = Diag({Δi}1≤i≤r) where ∀i, Δi ∈ {−1,0,1}.

(
Gplant

)
⎧⎪⎪⎨
⎪⎪⎩

⎛
⎝ ẋ

uΔ
y

⎞
⎠=

⎡
⎣ A BΔ Bw Bu

CΔ DΔΔ DΔw DΔu

Cy DyΔ Dyw Dyu

⎤
⎦
⎛
⎜⎜⎝

x
yΔ
w
β

⎞
⎟⎟⎠ (14)

In the presence of 5 flexible modes and considering second-order sensor and ac-
tuator dynamics, A is of dimension 17×17 and r = 27 uncertainties are considered:

• 2 uncertainties on the rigid dynamics,
• 5 uncertainties for each flexible mode especially uncertainties on damping and

frequency of the associated second-order dynamics. Other uncertainties pertain
to coefficients in measurements y which depend on flexible states.

We have y = (α,vz,ψ , ψ̇)� where only the attitude and its rate (ψ , ψ̇) are mea-
sured. We command the system through thruster angle u = β . The angle of attack
α is a critical dimensioning variable for our control law as shown in Sect. 4.3. In
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our application, we consider 5 critical models where diagonal blocks {Δi}1≤i≤27 are
varied to consider worst cases. Bode plots of transfers from system command β to
measurement ψ are shown in Fig. 7 in the 5 considered critical cases. The presence
of peaks in the magnitude due to the dependency of measurements on flexible modes
can lead to instability in the case of an ill-dimensioned control law hence the need
of specifications and the use of robust control synthesis techniques.
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Fig. 7 Magnitude and phase of transfer from command β to measurement ψ (open loop) in
the 5 considered critical cases

4.3 Specifications

To minimize aerodynamic load and ensure flexible modes do not disturb control,
different specifications stated in the frequency- or time-domain are issued. During
synthesis, one must follow these objectives:

• ensure stable closed-loop,
• ensure guaranteed values for gain Gm and phase φm margins,
• phase-control low frequency flexible modes,
• gain-control high frequency flexible modes through roll-off,
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• ensure minimal angle of attack (|α| kept below αmax) – in other words: minimize
wind gusts effects on AoA,

• minimize thruster actuation consumption.

These specifications are captured through the definition of appropriate weighting
functions used to emphasize certain frequency ranges.

4.4 Synthesis

As mentioned above, we use five models in our synthesis, each differing by the
model used in Gplant (see Fig. 5). These models are obtained by upper LFT
Fu (Gsyn,Δ) as shown in Fig. 8. Requirements are expressed on transfers between:
the stochastic b (state noise) and v (measurements noise) inputs, and: regulated out-
put z (angle of attack) and estimation error ε (see Fig. 8). The objective is to reduce
the impact of input noises on estimation stage and performance. Margins and roll-
off requirements are expressed at the plant input. Gain and phase margins results are
presented in Table 1.
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Fig. 8 Synthesis model considering uncertainties in M-Δ LFT form

Table 1 Closed-loop phase and gain margins over critical models

Model Gm (dB) φm (◦)

Nominal 3.85 27.39
Critical 1 2.27 15.22
Critical 2 2.27 24.87
Critical 3 1.57 16.84
Critical 4 1.57 17.77
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From: β To: βk

Fig. 9 Nichols plots with Gplant chosen respectively equal to the rigid model (no flexible
modes) and to the 5 critical models (left to right and top to bottom), loop opening is at
controller output uc = βk (see Fig. 3)
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4.5 Simulations and Validations

Simulations are performed using all critical models in closed-loop with synthesized
controller. We essentially consider the angle of attack α in these simulations. It is to
be kept minimal so as to minimize dynamic load during atmospheric flight.

Table 2 Simulation of maximal AoA over critical models

Model Max. AoA (◦)

Nominal 3.30
Critical 1 3.36
Critical 2 3.36
Critical 3 3.24
Critical 4 3.25

a where T is final simulation time.

Simulation results over all critical models are shown in Table 2. In all cases,
maximal AoA |α| satisfies |α| < αmax as specified. The angle of attack evolution
over time is shown in Fig. 10. The corresponding thruster actuation is shown on
Fig. 11. Note that some critical models require more thruster angular corrections to
satisfy requirements on AoA.
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Fig. 10 Angle of Attack α response after simulation over the five critical models, maximal
value is αmax = 3.4◦
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Fig. 11 Command β required to satisfy specified requirements

5 Conclusions

In this article, we have explored the design of an observer-based controller under mul-
tiple frequency- and time- domain specifications using multi-model non-smooth H∞
synthesis techniques. This approach has been applied to a generic uncertain flexible
launcher model. In this application, we have considered augmentation of the observer
by a stochastic Dryden wind gusts model to account for unknown wind disturbance.

Despite good results – similar to those obtain with different approaches [22] –
fine tuning of parameters especially of the wind model remains critical which may
hamper finding a suitable solution.

This preliminary study indicates that non-smooth optimization approaches hold
promises to design an observer-based controller while accounting for parametric
variations in the plant model. Further research will be dedicated to reduce sensitivity
to the modelling of the unknown wind input.
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Lyapunov-Based Three-Dimensional Terminal
Angle Constrained Guidance Laws

Mingu Kim, Yongwoo Lee, Seokwon Lee, and Youdan Kim

Abstract. Three-dimensional nonlinear guidance laws are proposed considering
terminal angle constraints. Unlike conventional two-dimensional guidance laws,
the three-dimensional geometry is considered without the assumption that the yaw
channel and the pitch channel are decoupled. It is shown that the states converge to
the desired values by using Lyapunov stability theory and LaSalle’s invariance the-
orem. Numerical simulation results are presented to demonstrate the performance
of the proposed guidance laws.

1 Introduction

Lots of studies have been performed to improve the performance or survivability of
vehicles including missiles or unmanned aerial vehicle (UAV) systems. Impact an-
gle constraint is especially important to improve the performance of missiles when
striking a vulnerable area of a target. Also, in the UAV system, the concept of an
impact angle can be utilized to consider an arrival angle, an incident angle, or an
approach angle for precise landing or waypoint approaching. For this reason, the
research on impact angle control problem has been widely performed.

Kim and Grider studied an impact angle constrained problem for terminal guid-
ance schemes of reentry vehicles [1]. Linear quadratic optimization technique was
used to design the terminal guidance law. Song et al. developed an impact angle
control guidance (IACG) law in terminal phase for planar engagement by solving
a minimum energy problem and combined with a suboptimal filter for estimating
target acceleration [2]. Ryoo et al. proposed an optimal IACG law by solving a min-
imum energy problem and considered the first order autopilot [3]. Lee et al. gener-
alized the formulation of optimal IACG laws [4]. Cho et al. developed an optimal
IACG law against maneuvering targets using zero-effort collision triangle [5].
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Proportional Navigation Guidance (PNG) was also used to consider an impact
angle constrained problem against a stationary target by controlling the naviga-
tion constant [6]. It was extended to nonstationary nonmaneuvering target cases [7].
State-Dependent Riccati Equation(SDRE) was utilized to solve the IACG problem
against a stationary target [8]. The backstepping control method was used to design
an IACG law [9]. Simple Lyapunov candidate functions were introduced to design
a pursuit-like IACG law [10].

Most of the conventional guidance laws have been designed in two-dimensional
space under the assumption that the pitch channel and the yaw channel are de-
coupled. In reality, however, the two channels are highly coupled, and therefore,
the consideration of the coupling effect should be considered to improve the per-
formance of missiles or UAVs. The performance and the capturability of three-
dimensional pure PNG law were analyzed using Lyapunov-like approach [11, 12].

Recently, several studies on impact angle control problem in the three-dimensional
environment have been performed. Lyapunov stability theory was used to design a
three-dimensional IACG law [13]. The concept of a reference circle on a moving co-
ordinate frame fixed to a target was used to solve a three-dimensional impact angle
control problem [14]. Model predictive static programming technique was applied
to design a three-dimensional guidance law with impact angle constraints for air-
to-ground missiles [15]. The two-dimensional near-optimal guidance law and the
concept of a maneuvering plane were used for midcourse guidance to a predicted
interception point with a three-dimensional impact angle constraint [16]. A partial
integrated guidance and control scheme was utilized to solve an impact angle control
problem in the three-dimensional environment [17]. A sliding mode control scheme
was used to design three-dimensional IACG laws [18, 19].

In this study, new three-dimensional nonlinear guidance laws considering
terminal angle constraints are proposed. Two Lyapunov candidate functions are in-
troduced to design nonlinear guidance laws with terminal angle constraints. The
longitudinal acceleration command and the lateral acceleration command are de-
rived considering the three-dimensional geometry without the assumption that the
pitch channel dynamics and the yaw channel dynamics are decoupled. The conver-
gence to the desired states is shown using Lyapunov stability theory and LaSalle’s
invariance theorem.

This paper is organized as follows: In Section 2, a three-dimensional geometry is
presented to formulate the problem. In Section 3, two three-dimensional nonlinear
guidance laws are proposed considering terminal angle constraints based on Lya-
punov stability theory. The stability of the proposed guidance laws is also analyzed.
Section 4 provides the results of numerical simulations to demonstrate the perfor-
mance of the proposed three-dimensional terminal angle constrained guidance laws.
Finally, conclusions are given in Section 5.
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2 Problem Formulation

Let us consider a three-dimensional geometry of a point mass vehicle model as
shown in Fig. 1. In Fig. 1, (xI ,yI ,zI), (xL,yL,zL), and (xM,yM,zM) are reference co-
ordinate system, Line-of-Sight(LOS) coordinate system, and body coordinate sys-
tem, respectively, θL and ψL are elevation and azimuth angles of LOS coordinate
system with respect to the reference coordinate system, respectively, θM and ψM are
Euler angles from the LOS coordinate system to the body coordinate system, re-
spectively, and λy and λz are yL and zL components of the LOS vector, respectively.
Note that the direction of the LOS vector is the x-axis of the LOS coordinate system.

To formulate the three-dimensional kinematic equations, the following assump-
tions are required. First, the vehicle is considered as a point mass. Second, the au-
topilot and seeker/sensor dynamics are faster than the vehicle dynamics. Third, the
speed of the vehicle is constant. Fourth, the angle-of-attack of the vehicle is very
small so that it can be neglected. Fifth, the target is stationary. Using the above
assumption, the kinematic equations can be obtained as [11].

Ṙ =−VM cosθM cosψM (1)

λ̇y =
VM

R
sinθM (2)

λ̇z =−VM

R
cosθM sinψM (3)

VM

R

IZ

IX

IY

L

L

M

M

Fig. 1 Three-dimensional geometry of a point mass vehicle model
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θ̇M =
azM

VM
+

1
R

VMsin2ψM tanθL cosθM +
1
R

VM cosψM sinθM (4)

ψ̇M =
ayM

VM cosθM
− 1

R
VM sinθM sin ψM cosψM tanθL

+
1

RcosθM
VMsin2θM sinψM +

1
R

VM cosθM sinψM (5)

where R is the distance between the vehicle and the target, VM is the speed of the
vehicle, and ayM and azM are yaw and pitch accelerations of the vehicle, respectively.

To achieve the terminal angle constraints, let us define variables θLd and ψLd [18].

θLd = θL0 −λyd (6)

ψLd = ψL0 −λzd (7)

where θL0 and ψL0 are the initial elevation and azimuth angles, respectively, and λyd

and λzd are the desired LOS rotation angles, respectively.
To accomplish an interception mission or a waypoint passing mission, the veloc-

ity vector of a vehicle should be coincided with the LOS vector. Therefore, the final
conditions can be constructed as follow.

λ̇y = 0, λ̇z = 0 (8)

θM = 0,ψM = 0 (9)

Note that the terminal angle errors can be substituted as the total LOS rotation error
as follows.

eλy = λy −λyd (10)

eλz = λz −λzd (11)

3 Guidance Laws

In this section, two three-dimensional terminal angle constrained guidance laws are
proposed under the assumption that θL �=±π/2, |θM|<±π/2, and |ψM|<±π/2. In
the physical point of view, θL =±π/2 means the vertical flight, such as a high diving
maneuver, and |θM| < π/2, and |ψM| < π/2 means the flight toward the target. In
other words, the high diving maneuver is not considered in this study. Now, let us
introduce two Lyapunov candidate functions to design the guidance laws.
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3.1 Proportional Navigation(PN)-Like Guidance Law

Using the final conditions, (8), and the terminal angle errors, (10) and (11), let us
consider a following Lyapunov candidate function to obtain the guidance law con-
sidering terminal angle constraints in the three-dimensional space.

fL =
1
2

(
Rλ̇y

)2
+

1
2

(
Rλ̇z

)2
+

1
2

c1V2
Me2

λy
+

1
2

c2V2
Me2

λz
(12)

where c1 and c2 are positive constants. The time derivative of (12) can be expressed
as

ḟL =V2
M sinθM cosθMcos2ψM θ̇M +V2

Mcos2θM sinψM cosψMψ̇M

+ c1V2
Meλy λ̇y + c2V2

Meλz λ̇z (13)

Substituting (2)–(5) into (13) yields

ḟL =
1
2

V2
M sin2θMcos2ψM

(
azM

VM

)
+

1
2

V2
Mcos2θM sin 2ψM

(
ayM

VM cosθM

)

+
1
2

V2
M sin2θMcos2ψM

(
VM

R
cosθM tanθLsin2ψM +

VM

R
cosψM sinθM

)

− 1
2

V2
Mcos2θM sin2ψM

(
VM

2R
sinθM tanθL sin2ψM

)
(14)

+
1
2

V2
Mcos2θM sin2ψM

(
VM

RcosθM
sin2θM sinψM +

VM

R
cosθM sinψM

)

+ c1eλy

VM

R
sinθM − c2eλz

VM

R
cosθM sin ψM

Now, let us propose following acceleration commands.

ayM =−V2
M

R
sinψM + c2

V2
M

R

eλz

cosψM
− c4

V2
M

R
sinψM

cosθM cosψM
(15)

azM =−V2
M

R
sinθM cosψM − c1

V2
M

R

eλy

cosθMcos2ψM
− c3

V2
M

R
sinθM

cosθMcos2ψM
(16)

where c3 and c4 are positive constant guidance gains. Substituting the guidance
commands (15) and (16) into (14) yields

ḟL =−c3
V2

M

R
sin2θM − c4

V2
M

R
sin2ψM (17)

≤ 0

The Lyapunov candidate function (12) is a continuously differentiable function,
such that for some r > 0, Ωr = {xL ∈ ℜn| fL (xL (t))< r} is bounded, and its first
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time derivative is negative semi-definite, where xL =
{

θM,ψM,eλy ,eλz

}
. Let D be

the set of all points satisfying ḟL (t) = 0 within Ωr. And let us define M as the largest
invariant set in D.

D = {xL ∈ ℜn|θM (t) = 0,ψM (t) = 0} (18)

M =
{

xL ∈ ℜn|θM (t) = 0,ψM (t) = 0,eλy (t) = 0,eλz (t) = 0
}

(19)

Assuming that M contains a point with eλy (t) �= 0 and eλz (t) �= 0, following equa-
tions can be obtained.

lim
θM ,ψM→0

θ̇M (t) = lim
θM ,ψM→0

(
azM

VM
+

VM

R
sin2ψM tanθL cosθM +

VM

R
cosψM sinθM

)

= lim
θM ,ψM→0

(
−VM

R
sinψM +c2

VM

R

eλz

cosψM
−c4

VM

R
sinψM

cosθM cosψM

)

+ lim
θM ,ψM→0

(
VM

R
sin2ψM tanθL cosθM +

VM

R
cosψM sinθM

)
(20)

�= 0

lim
θM ,ψM→0

ψ̇M (t) = lim
θM ,ψM→0

(
ayM

VM cosθM
− VM

2R
sinθM tanθL sin2ψM

)

+ lim
θM ,ψM→0

(
VM

RcosθM
sin2θM sinψM +

VM

R
cosθM sinψM

)

= lim
θM ,ψM→0

(
−VM

R
tanθM cosψM +c1

VM

R

eλy

cos2θMcos2ψM

)
(21)

+ lim
θM ,ψM→0

(
c3

VM

R
sinθM

cos2θMcos2ψM
− VM

R
sinθM tanθL sinψM cosψM

)

+ lim
θM ,ψM→0

(
VM

RcosθM
sin2θM sinψM +

VM

R
cosθM sinψM

)

�= 0

Therefore, if the trajectory moves out of D, then it will also move out of M. This is
the contradiction to the definition of the invariant set M.

ḟL = 0 ⇒ θM = 0,ψM = 0 ⇒ θ̇M = 0, ψ̇M = 0 ⇒ eλy = 0,eλz = 0 ⇒ fL = 0 (22)

In other words, according to LaSalle’s invariance theorem, the proposed acceleration
commands make the system be asymptotically stable at the equilibrium point, i.e.,
θM (t) = 0, ψM (t) = 0, eλy (t) = 0, and eλz (t) = 0.

3.2 Pursuit-Like Guidance Law

Using the final conditions, (9), and the terminal angle errors, (10) and (11), let us
consider another Lyapunov candidate function to obtain the three-dimensional guid-
ance law considering terminal angle constraints.
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fL = 2sin2 θM

4
+ 2sin2 ψM

4
+

1
2

k1e2
λy
+

1
2

k2e2
λz

(23)

where k1 and k2 are positive constant. The time derivative of (23) can be expressed
as

ḟL = sin
θM

4
cos

θM

4
θ̇M + sin

ψM

4
cos

ψM

4
ψ̇M + k1eλy λ̇y + k2eλz λ̇z (24)

Substituting (2)–(5) into (24) yields

ḟL =
1
2

sin
θM

2

(
azM

VM
+

VM

R
cosθM tanθLsin2ψM +

VM

R
cosψM sinθM

)

+
1
2

sin
ψM

2

(
ayM

VM cosθM
− VM

2R
sinθM tanθL sin2ψM

)

+
1
2

sin
ψM

2

(
VM

RcosθM
sin2θM sinψM +

VM

R
cosθM sinψM

)
(25)

+ k1eλy

VM

R
sinθM − k2eλz

VM

R
cosθM sin ψM

Let us propose following acceleration commands.

ayM =− V2
M

R
sinψM +

V2
M

4R
sin 2θM tanθL sin2ψM (26)

− k4
V2

M

2R
cosθM sin

ψM

2
+ 4k2eλz

V2
M

R
cosθM cos

ψM

2

azM =− V2
M

R
sinθM cosψM − V2

M

R
cosθM tanθLsin2ψM (27)

− k3
V2

M

2R
sin

θM

2
− 4k1eλy

V2
M

R
cos

θM

2

where k3 and k4 are positive constant guidance gains. Substituting the guidance
commands (26) and (27) into (25) yields

ḟL =−k3
VM

4R
sin2 θM

2
− k4

VM

4R
sin2 ψM

2
(28)

≤ 0

Similarly, the Lyapunov candidate function (23) is a continuously differentiable
function, such that for some r > 0, Ωr = {xL ∈ ℜn| fL (xL (t))< r} is bounded, and

its first time derivative is negative semi-definite, where xL =
{

θM,ψM,eλy ,eλz

}
. Let

D be the set of all points satisfying ḟL (t) = 0 within Ωr. And let us define M as the
largest invariant set in D.

D = {xL ∈ ℜn|θM (t) = 0,ψM (t) = 0} (29)
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M =
{

xL ∈ ℜn|θM (t) = 0,ψM (t) = 0,eλy (t) = 0,eλz (t) = 0
}

(30)

Assuming that M contains a point with eλy (t) �= 0 and eλz (t) �= 0, the following
equations can be obtained.

lim
θM ,ψM→0

θ̇M (t) = lim
θM ,ψM→0

(
azM

VM
+

VM

R
sin2ψM tanθL cosθM +

VM

R
cosψM sinθM

)

= lim
θM ,ψM→0

−
(

k3
VM

2R
sin

θM

2
+ 4k1eλy

VM

R
cos

θM

2

)
(31)

�= 0

lim
θM ,ψM→0

ψ̇M (t) = lim
θM ,ψM→0

(
ayM

VM cosθM
− VM

R
sinθM tanθL sinψM cosψM

)

+ lim
θM,ψM→0

(
VM

RcosθM
sin2θM sin ψM +

VM

R
cosθM sinψM

)

= lim
θM ,ψM→0

(
−k4

VM

2R
sin

ψM

2
+ 4k2eλz

VM

R
cos

ψM

2

)
(32)

�= 0

Hence, if the trajectory moves out of D, then it will also move out of M. This is the
contradiction to the definition of the invariant set M.

ḟL = 0 ⇒ θM = 0,ψM = 0 ⇒ θ̇M = 0, ψ̇M = 0 ⇒ eλy = 0,eλz = 0 ⇒ fL = 0 (33)

Therefore, according to LaSalle’s invariance theorem, the proposed acceleration
commands make the system be asymptotically stable at the equilibrium point, i.e.,
θM (t) = 0, ψM (t) = 0, eλy (t) = 0, and eλz (t) = 0.

4 Numerical Simulations

Numerical simulations are performed to demonstrate the performance of the pro-
posed three-dimensional terminal angle constrained guidance laws. In the simu-
lations, an interception scenario against a stationary target and a carrier landing
scenario are considered. The performance of the proposed guidance laws are com-
pared with that of the three-dimensional sliding mode control(SMC)-based terminal
angle constrained guidance law [19].

4.1 Interception Scenario

In this simulation, three missiles fired at same locations are considered. However,
the guidance laws used for each missile are different. The speed of missiles is
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250m/s, and the initial position of missiles is (0, 0, 0)m. The position of the tar-
get is (8,000, 6,000, 0)m, and θM0 and ψM0 of the missiles are 10deg and 40deg,
respectively. The limit of the acceleration command is chosen as 10g, where g is a
gravitational acceleration. The desired impact angles, θLd and ψLd , are -30deg and
30deg, respectively.

Figure 2 shows the three-dimensional flight trajectories of the missiles. In Fig.
2, the solid line is the trajectory of the missile using the three-dimensional pursuit-
like guidance law with terminal angle constraints, the dashed line is the trajectory
of the missile using the three-dimensional PN-like guidance law with terminal angle
constraints, and the dashed-dot line is the trajectory of the missile using the three-
dimensional SMC terminal angle constrained guidance law. All missiles intercepted
the target successfully while satisfying the given terminal angle constraints. The ab-
solute values of θM and ψM of each missile do not exceed ±π/2 as shown in Fig. 3.
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Fig. 2 Three-dimensional flight trajectory: an interception mission

To compare the performance of three guidance laws, the following performance
indexes, the final impact angle errors ΔθL and ΔψL, the fuel consumption JF , and
the energy consumption JE , are calculated.

ΔθL =
∣∣∣θLf −θLd

∣∣∣ (34)

ΔψL =
∣∣∣ψLf −ψLd

∣∣∣ (35)

JF =

∫ t f

t0

(∣∣ayM

∣∣+ |azM |
)

dt (36)

JE =

∫ t f

t0

(
ayM

2 + azM
2)dt (37)
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Fig. 3 Time history of θM and ψM , and acceleration commands (Interception mission)

The final impact angle errors and the final miss distance of each missile are sum-
marized in Table 1. The final impact angle errors and the final miss distance of each
missile are smaller than 1 deg and 0.5m, respectively. The fuel consumption and
the energy consumption of each missile are summarized in Table 2. In the view of
the fuel consumption and the energy consumption, the three-dimensional PN-like
terminal angle constrained guidance law shows the best performance as shown in
Table 2.

Table 1 The final impact angle error and the final miss distance: an interception mission

Missile The final impact angle error
(deg) ( ΔθL and ΔψL)

The final miss distance(m)

Missile 1 (3D pursuit-like
IACG)

0.15, 0.09 0.23

Missile 2 (3D PN-like IACG) 0.16, 0.06 0.11
Missile 3 (3D SMC IACG) 0.67, 0.09 0.21

Table 2 The fuel consumption and the energy consumption: an interception mission

Missile The fuel consumption ( JF ) The energy consumption (JE )

Missile 1 (3D pursuit-like
IACG)

693.59 1.7082×104

Missile 2 (3D PN-like IACG) 562.00 1.3532×104

Missile 3 (3D SMC IACG) 863.58 3.2609×104
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4.2 Carrier Landing Scenario

In this simulation, three unmanned aerial vehicles(UAVs) trying to land on a nonma-
neuvering, i.e., moving with a constant velocity, carrier are considered. Again, each
UAV uses different a guidance law. The speed of UAVs is 50m/s, and the initial
position of UAVs is (0, 0, 500)m. The initial position, the speed, and the moving
direction of the carrier are (4,000, 2,000, 0)m, 10m/s, and 45deg, respectively.
Therefore, the desired approach angles θLd and ψLd are 0deg and 45deg in this
scenario. The limit of the acceleration command is chosen as 2g. Other simulation
conditions are same as the previous scenario.
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Fig. 4 Three-dimensional flight trajectory: an carrier landing mission

Figure 4 shows the three-dimensional flight trajectories of UAVs. In Fig. 4, the
solid line is the trajectory of the UAV using the three-dimensional pursuit-like guid-
ance law with terminal angle constraints, the dashed line is the trajectory of the UAV
using the three-dimensional PN-like guidance law with terminal angle constraints,
the dashed-dot line is the trajectory of the UAV using the three-dimensional SMC
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Fig. 5 Time history of θM , ψM , and acceleration commands: an carrier landing mission
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terminal angle constrained guidance law, and the red dashed line is the trajectory of
the carrier. All UAVs landed on the carrier successfully while satisfying the given
terminal angle constraints. The absolute values of θM and ψM of each UAV do not
exceed ±π/2 as shown in Fig. 5.

To compare the performance of three guidance laws considering terminal angle
constraints, the same performance indexes considered in the previous simulation
are considered. The final approach angle errors and the final miss distance of each
missile are summarized in Table 3. All guidance laws have the good performance
of the final approach angle errors and the final miss distance as shown in Table
3. The fuel consumption and the energy consumption of each UAV are summa-
rized in Table 4. In the view of the fuel consumption and the energy consumption,
the three-dimensional PN-like terminal angle constrained guidance law has the best
performance as shown in Table 4.

Table 3 The final approach angle error and the final miss distance: an carrier landing mission

UAV The final approach angle error
(deg) (ΔθL and ΔψL)

The final miss
distance(m)

UAV 1 (3D pursuit-like IACG) 0.04, 0.12 0.03
UAV 2 (3D PN-like IACG) 0.08, 0.24 0.03
UAV 3 (3D SMC IACG) 0.001, 0.004 0.01

Table 4 The fuel consumption and the energy consumption: an carrier landing mission

UAV & The fuel consumption
(JF ) & The energy consumption
(JE )

UAV 1 (3D pursuit-like IACG) 141.62 532.32
UAV 2 (3D PN-like IACG) 111.51 434.12
UAV 3 (3D SMC IACG) 217.64 2,405.2

5 Conclusions

In this paper, three-dimensional terminal angle constrained guidance laws were pro-
posed. The three-dimensional geometry was considered without the assumption that
the pitch channel and the yaw channel are decoupled in this study. Two Lyapunov
candidate functions were introduced to develop the guidance laws considering ter-
minal angle constraints. Lyapunov stability theory and LaSalle’s invariance theorem
were used to analyze the stability of the proposed guidance laws. Numerical sim-
ulations were performed to demonstrate the performance of the proposed guidance
laws and to compare the performance of the three-dimensional terminal angle con-
strained guidance laws. The future work will include the singularity avoidance of
three-dimensional terminal angle constrained guidance laws.
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Application of Optimization-Based Worst Case 
Analysis to Control Law Assessment 
in Aerospace 

Hans-Dieter Joos 

Abstract. The flight control law design assessment problem can be formulated as 
a robustness analysis problem, where a set of suitably defined assessment criteria 
must be checked to lie within certain limits for all admissible variations of vehicle 
parameters, external inputs and all flight conditions. Optimization based worst 
case analysis can be used to find those parameters/inputs/flight conditions for 
which the criteria are violated or poorly satisfied. The potential of this approach is 
its general applicability to any kind of simulation models and scenarios including 
complex non-linearity in control laws. But in order to confidently assert that no 
violation of assessment criteria exists, a global optimization problem has to be 
solved. Especially in case of many assessment criteria, global worst case search 
can lead to a huge computational effort. However, solving worst case problems as 
a multi-objective problem can help to reduce the number of computations since all 
or some of the assessment criteria can be considered simultaneously. Optimiza-
tion-based approaches can also be used to detect parameter sensitivities on the 
assessment criteria and can help to find safe parameter regions. 

1 Introduction 

When applying traditional approaches like Monte-Carlo simulations or parameter 
studies for flight control system (FCS) assessment it is problematic to find confi-
dently weak or even worst cases or to confidently assert that those cases do not 
exist [14]. Along with the normally huge computational effort necessary for these 
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approaches, this motivated research in [13] to explore the benefits of several new 
analysis techniques for the assessment analysis of flight control laws, like stability 
analysis of linear parameter varying systems or optimization based worst case 
search. 

In the latter approach, the assessment problem is formulated as a robustness 
analysis problem, where a set of suitably defined assessment criteria must be 
checked to lie above (below) certain bounds for all admissible variations of air-
craft parameters, external inputs and all flight conditions. Optimization tools can 
then be used to find the minimum (maximum) solution indicating whether these 
bounds are violated or not and the global extremum found is called the worst case. 
Such an approach was already formulated in [2].  

Hence the difficulty in using the optimization based approach does not lie in 
finding a parameter combination such that a criterion is not satisfied, i.e. to 
demonstrate that the FCS is not validated, but to confidently assert that a criterion 
is verified in all cases. That means one has to solve a global optimization problem 
and the global solution should be found with some reasonable confidence level. A 
strategy for approaching this is proposed in [12]. 

There exist several investigations on optimization based assessment regarding 
different applications and usage of different single objective optimization algo-
rithms, see e.g. [4, 7, 9, 10, 11, 14]. The results clearly demonstrate the high po-
tential of the optimization-based approach in reliably solving assessment problems 
with many simultaneous uncertain parameters and criteria. The reasons for that are 
in particular the generality and reliability of the approach without adding conserv-
atism. These advantages also hold for the multi-criteria approach. Since the as-
sessment process normally requires demonstrating system performance for a 
whole set of criteria one can expect that the multi-objective approach will reduce 
computational effort substantially since only one optimization run is necessary to 
get the required results for all criteria under consideration. 

Not only worst-case problems can be solved by means of optimization but also 
the effect of individual parameter variations on assessment criteria violation can 
be examined. For this a norm optimization problem has to be formulated with the 
assessment conditions as constraints. 

Moreover using the niching concepts introduced for genetic algorithms [5], re-
gions in the parameter space can be detected where assessment criteria are violat-
ed or the system is of weak performance. These parameter regions may be spread 
over the whole admissible parameter range not only concentrated on the region of 
convergence to the worst case parameter combination.  

In this paper the formulation of assessment and sensitivity problems as optimi-
zation problems will be given in sect. 2. The control law assessment process based 
on this optimization tasks is demonstrated by two aerospace applications. In sect. 
3, multi-objective optimization is used to validate eight control law performance 
criteria of a nonlinear six degrees of freedom time domain simulation model of the 
VEGA launcher [8]. For this application also the effects of the more than eighty  
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parameters are investigated applying the proposed optimization approaches. The 
second application is to find regions of reduced performance in the flight envelope 
of a research FCS for a large civil transport aircraft regarding load limits 
exceedance (Sect. 4). The development of a fault tolerant FCS including protec-
tions is one of the benchmark problems formulated in the FP7 Project 
RECONFIGURE (Reconfiguration of Control in Flight for Integral Global Upset 
Recovery) [15]. 

2 Formulation of Assessment Problems as Optimization Tasks 

2.1 Worst Case Search 

Following the approaches in [2, 4, 7, 9, 10, 11, 13] for utilising optimisation 
methods the assessment problem has to be expressed as a scalar objective function 

),( dpc  with optimisation parameters p that are uncertain or varying during op-

eration (e.g. aerodynamic coefficients, aircraft mass, inertia, speed, height or wind 
parameters, etc.) and discrete conditions d (e.g. aircraft configuration, landing gear 
settings, etc.). The components of p are assumed to be bounded and continuously 
varying over known intervals, defining a hyper-box P. The assessment problem 

can now be formulated as a minimization problem. Let )(0 dc a lower acceptable 

value of c then 

 ( ) =  min ∈ ( ( , )) (1) 

is a measure for the assessment performance. The assessment requirement is ful-
filled for condition d if )()( 0min dcdc ≥ , otherwise the criterion is not cleared. 

This formulation can immediately be extended to several criteria using the the-
ory of Pareto optimality [16, 17]. The following optimization problem has now to 
be solved 

 minimize [ ( )]   = 1, … , , . .  ≤ ≤  , = 1, … . (2) 

If Paretoi Pppc ∈*** ,)]([ is a solution point of the Pareto-optimal set, the worst 

case of criterion  is given by the minimum over all *p : 

 = min ∗∈ ∗( ∗) . (3) 

Generally the two most common approaches to solve multiple objective prob-
lems are: (1) combine them into a single objective function and obtain a single 
solution such as in the cases of the weighted sum method or maximum utility 
functions, or (2) obtain a set of non-dominated Pareto-optimal solutions directly. 
The purpose of this study is to demonstrate the usefulness of approach (2) for 
worst case search problems, where only the extreme values of the Pareto-optimal 
solution set are of primary interest. 
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A sophisticated algorithm called NSGA-II based on non-dominated sorting 
was published by Deb [1]. The objective of the NSGA algorithm is to improve 
the fit of candidate solutions to a Pareto front with respect to a set of objective 
functions based on the concept of Pareto-ranking [3] where the fitness of an indi-
vidual is measured by the number of individuals which dominate it. An individu-
al (set of parameters) A is dominated by an individual B if the all criteria values 
corresponding to B are less than the criteria values corresponding to A. The Pare-
to-rank of an individual is then defined as the number of dominating individuals 
plus one. 

The algorithm itself is an instance of an evolutionary algorithm using evolu-
tionary operators including selection, genetic crossover, and genetic mutation. The 
population is sorted into a hierarchy of sub-populations based on Pareto ranking. 
The diversity of the members along a Pareto-front is improved by fitness sharing 
concepts. 

The computations of the assessment-study of this paper have been performed 
by means of DLR’s optimization environment MOPS [6]. The algorithm for multi-
objective optimization implemented there is a combination of a global exploration 
mechanism based on non-dominated sorting with a local search algorithm based 
on gradient-free pattern search. In such a hybrid approach global multi-objective 
search alternates iteratively with short local single-objective optimization. The 
following advantages can be expected:  

• A deterministic search for each single criterion can provide rapidly good 
solutions marking the minimum solutions of each criterion. 

• Improved minima of the individual objectives widen the range of the Pa-
reto-front. This normally speeds up the search of elements of the Pareto-
front between these points by means of genetic algorithms. 

• The minimum value for each criterion is found more precise by means of 
local search algorithms. This is especially useful for worst case search. 

Experiences showed that a multi-objective WCS costs about the same amount 
on criteria evaluations as a WCS with a single objective only especially when 
using the hybrid optimization technique. Hence in case of usually several assess-
ment criteria multi-objective WCS can help to reduce computational effort since 
all or at least some of the assessment criteria can be considered simultaneously in 
one run. 

2.2 Regions of Compliance 

The problem of finding regions of compliance is of great interest in aerospace in 
order to get information where a flight envelope should be restricted. In practice, 
one has to find ranges in the parameter space where system performance is confi-
dently satisfied is of great interest in aerospace in order to get information where a  
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flight envelope should be restricted. A general formulation of this problem at least 
for simply connected parameter ranges as an optimization problem is: 

 max −  ,   . .   ( ) ≥ 0,    [ ,  ] (4) 

A multi-objective optimization problem has to be solved with the length of pa-
rameter intervals as optimization criteria subject to the constraint that the assess-
ment criteria are satisfied. In general this global optimization problem cannot be 
solved with reasonable effort at least for many parameters. 

Without loss of generality we can assume that the optimization parameters are 
normalized to [−1, 1].  Restricting now the range of compliance problem to search 
for centered equal bounded parameter intervals the following practical formulation 
of the optimization problem can be made assuming that for = 0 all assessment 
criteria are satisfied: 

 max( ), . .  ≥  , ∋ [−1, 1]  (5) 

Now a single objective optimization has to be solved under the constraint that 
the assessment criteria are satisfied. 

Evolutionary computation offers another concept to find regions of non-
compliance, i.e. regions where at least one assessment criterion might be not satis-
fied. These regions may be disconnectedly spread over the entire parameter range. 
With classical optimization techniques, which normally converge in some way to 
the optimal solution, disconnected parameter regions with weak performance can-
not be detected safely. The niching (or crowding distance) concepts developed for 
genetic algorithms allow (i) to keep multiple, highly fit, but significantly different 
solutions in a generation, and (ii) help to avoid premature convergence to local 
minima [5]. 

When niching is applied, the fitness of an individual is calculated as a properly 
scaled ratio of the objective function value and minimal distance to other individ-
uals in the parameter space. In our optimization environment niching is applied 
only for single objective problems. 

2.3 Parameter Effects on Criteria 

The knowledge of the parameter effectivity on the assessment criteria is of great 
interest for the design of robust control laws. The importance of individual param-
eters for cases where assessment criteria are violated can be estimated by means of 
the following optimization problem: 

 min( ), . .  <  , ∋ [−1, 1] (6) 

Again it is assumed that for zero parameter values all assessment criteria are 
satisfied. Since all components of parameter vector  contribute to the 1-norm,  
 



58 H.-D. Joos 

a minimum can only be achieved when all values of ineffective or less effective 
parameters tend to zero. Due to the constraints, the more effective parameters 
achieve nonzero values. The minimum must not be unique. At the global mini-
mum all ineffective parameters are expected to be zero.  

3 Application Control Law Assessment of a Launcher Vehicle 

The assessment analysis performed in this study is based on a standard industrial 
nonlinear, six degree of freedom simulation model of a launch vehicle which was 
also the benchmark model in the ESA project “Robust Flight Control System De-
sign Verification and Validation Framework” (ESA AO/1-6322/09/NL/JK). The 
model describes the VEGA launcher, a new European small launch vehicle devel-
oped under the responsibility of ESA, including non-linear actuator dynamics, 
flight mechanics, aerodynamics, wind input, inertia system and sensors. It is 
equipped with a full guidance navigation and control system for thrust vector con-
trol (TVC) and roll and attitude control (RACS). For assessment studies the model 
is provided as a black-box simulation model allowing no access to structure and 
states.  

However, the model allows external access to a large number of uncertain pa-
rameters regarding aerodynamics, wind, inertial reference system, thrust scatter-
ing, mass, center of gravity, inertia, thrust offset and misalignment, atmosphere 
and separation. In this study the first flight phase with height between 35m and 
60km is considered, utilizing 84 uncertainty parameters for assessment. All pa-
rameters are scaled to [-1, 1] for external access. 

The assessment criteria considered here represent the traditional requirements 
for TVC and RACS during first flight phase. Eight optimization criteria have been 
extracted from the compliance matrix regarding lateral control performance and 
load requirements during flight as well as separation conditions: 

• Load requirements are validated via the product of dynamic pressure 
and angle of attack, , depending on Mach (criterion C1) 

• Drift of position and speed in y- and z-direction are measured within 
the entire altitude range of 35m to 60km (criteria C2, C3, C4, and 
C5). 

• Limits on transversal angular acceleration have to be kept during the 
whole flight phase (criterion C6) 

• Transverse angular velocity at separation must be within some limits 
(criterion C7) 

• Total angle of attack at separation (criterion C8) 

All criteria are normalized to their limits or envelop bounds such that a viola-
tion of the requirement occurs when the criteria values are less than minus one. 
For a given set of uncertain parameters the first phase of the flight is simulated 
until separation. The criteria are then calculated from the various outputs provided 
by the high-fidelity simulation model. 
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The applicability of multi-objective optimization to such a multi-criteria as-
sessment problem has already been demonstrated in [12]. As a consequence of 
these results the control law has been retuned in order to get better performance 
especially for loads criteria C1 making the worst case search much more ambi-
tious even though hybrid optimization techniques have been used now. 

Fig. 1 shows the criteria results of one optimization run for the parameter com-
binations with Pareto rank 1, i.e. those points which are candidate for the Pareto 
front. It shows that all criteria have improved performance compared to the con-
trol law assessed in [12]. However, there are still violations of the assessment 
bound of -1 for criteria 1 and 7. Moreover it can be seen that there exist parameter 
combinations where both criteria are violated at the same time. 

Following the assessment strategy outlined in [12] to assert that the global 
worst cases are reached reliably the WCS has been repeated 10 times with differ-
ent initial and statistical conditions. Applying 10 runs and assuming a success rate 
of 0.7 for sufficiently approaching the (global) worst cases by one optimization 
run a confidence level of 99% is achieved. 

In all runs no WCS could violate criteria C2 to C6 which therefore can be con-
sidered as verified. However, criteria C1, C7 and C8 are violating the assessment 
bounds at least slightly (C8) in all runs. For these criteria the assessment require-
ments are therefore still not fulfilled. 

The hybrid optimization was performed applying a population size of 200 over 
100 generations, yielding 20000 simulations and criteria evaluations for global 
search only. The iteratively activated local searches of the hybrid algorithm re-
quire on average almost the same amount on evaluations. Such an optimization 
run with approximately 40000 evaluations takes about 4 hours of computation 
time on a desktop PC equipped with two Intel® Xeon® Processors X5550 
(2.66GHz) when the parallelization features of MOPS were used utilizing 4  
workers. 

For the overall assessment problem with 8 criteria and 84 uncertain parameters 
a region of non-compliance was looked for by means of the norm optimization 
problem formulated by (5). The max-norm optimization results in the maximum 
parameter interval around zero, normally the nominal case, inside which the as-
sessment criteria are not violated for all parameter combinations, provided that  
the global minimum was found. Fig. 2 shows the result of an exhaustive optimiza-
tion run with about 57.000 evaluations, using the genetic optimization method 
implemented in MOPS. The blue bars indicate that parameters are allowed to de-
viate up to about 75% from nominal before a violation of any of the assessment 
criteria occurs. 

Parameter sensitivity was investigated by a follow on optimization run now 
minimizing the 1-norm of the uncertainties where the parameter range is restricted 
to the maximum magnitude of 0.75 as found before. It is expected that all parame-
ters which have no or only less effect on the criteria will tend to zero. The result is 
shown by the green bars. Several parameters represented by a large blue bar are  
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not accompanied by green ones; see for example parameters numbered as 19 and 
21. This indicates that these parameters have no or only small effect on criteria 
violations. However, since the parameter region is restricted, a deviation of 75% 
from nominal is still necessary for more than 30 parameters in order to violate at 
least one criterion. 

 

Fig. 1 Two-dimensional section planes of the 8-dimensional Pareto-front for all criteria 
pairs. The diagrams in the diagonal show the histogram of a single criterion. 

When deviations of the whole parameter range are allowed, the optimization 
problem (6) gives an answer to the question which parameters are the most sensi-
tive ones. An example result of such an optimization is depicted by the brown bars 
in Fig. 2. Only 10 parameters show a significant deviation from nominal. Hence 
parameter deviations of those 10 most sensitive parameters will result in violations 
of at least one assessment criterion. However, the deviation must be up to 100% 
for most of the parameters. 
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Fig. 2 Range of non-compliance found by max-norm optimization and parameter sensitivity 
found by 1-norm optimization for the launcher vehicle. 

4 Application of the Niching Concepts to Detect Regions of 
Non-compliance 

For a large commercial aircraft one of the assessment requirements is that normal 
load should not exceed 2.5g. This property is validated using a high-fidelity indus-
trial aircraft simulation model which is augmented by an experimental FCS  
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including non-linear protection laws to prevent load factor exceedance and to 
comply with angle of attack, attitude angle or speed limits. WCS is able to  
keep with such a highly non-linear assessment problem without approximations or 
simplifications.  

The diagrams in Fig. 3 and Fig. 4 show the results of two different WC 
searches. Both diagrams depict the points visited during optimization in the 
normalized flight domain. Points that violate load factor assessment bounds are 
marked with a red cross. About 200 evaluations have been performed for each 
optimization run. Fig.3 shows the search result without using niching concepts. 
The optimizer converges rapidly to a minimum indicating bad performance in a 
single region around the normalized altitude of 0.6 and high speed. In Fig.4 
where the results with niching are depicted a second region of weak perfor-
mance can be recognized (normalized altitude about 0). However, the minimum 
found by the run applying niching concepts is not as small as the one found 
without niching. 

 

Fig. 3 WCS results indicating points in the normalized flight envelope with weak perfor-
mance (x) regarding load factor limits of an experimental FCS applying an implementation 
of a genetic algorithm without niching concepts. 
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Fig. 4 WCS results indicating points in the normalized flight envelope with weak perfor-
mance (x) regarding load factor limits of an experimental FCS; application of a genetic 
algorithm including niching concepts. Two disconnected regions of noncompliance can be 
detected. 

5 Conclusions 

From these observations and results obtained for the benchmark problems, one can 
conclude that multi-objective optimization-based approaches can be a valuable 
part of assessment analysis procedures. While several criteria can be examined in 
one step, the computational effort does not increase compared to single objective 
assessment. Furthermore, the detection whether several assessment criteria can be 
violated simultaneously can only be made by multi-objective considerations.  

The concepts of norm minimization with assessment constraints and the nich-
ing concept can be effectively used to find regions of noncompliance or to provide 
information about regions of safe operation. Moreover, the knowledge of parame-
ter effects on assessment criteria can give useful advice for designing a FCS. 

The direct formulation of assessment criteria from simulation results can lead to 
noisy or even discontinuous objective functions with multiple minima which are 
difficult to detect. However, genetic search techniques are insensitive to such kind 
of disturbed criteria and hence are able to solve the worst case search effectively 
and reliably. 

Optimization based worst case search seems to be very 'aggressive' in the sense 
that it can take advantage out of any possibly incomplete or incorrect modelling of 
the validation criterion. Hence, unsatisfactory criterion values are not necessarily 
due to control law weaknesses only. Before identifying a criterion not to be 
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cleared the preconditions have to be verified carefully such as: validity of parame-
ter ranges; completeness and correctness of the models involved (aircraft, control-
ler, criterion); reasonable and realistic maneuvers and according implementations 
as simulation tasks. Since worst case search often operates at extreme flight condi-
tions in the flight envelope, the validity of the aerodynamic models in those re-
gions is of great importance. Therefore worst case search can not only be applied 
for assessment of flight control laws but also for verification of design and simula-
tion models. 

References 

1. Dep, K., Pratrap, A., Agarwal, S., Meyarivan, T.: A Fast and Elitist Multiobjective 
Genetic Algorithm: NSGA-II. IEEE Transactions on Evolutionary Computation 6(2) 
(2002) 

2. Fielding, C., Varga, A., Benani, S., Sellier, M. (eds.): Advanced Techniques for Clear-
ance of Flight Control Laws. LNCIS, vol. 283. Springer, Heidelberg (2002) 

3. Fonseca, C.M., Fleming, P.J.: An overview of evolutionary algorithms in 
multiobjective optimization. Evolutionary Computing 3(1), 1–16 (1995) 

4. Forssell, L.S.: Flight clearance analysis using global nonlinear optimization-based 
search algorithms. In: AIAA Guidance, Navigation, and Control Conference and Ex-
hibit, Austin, Texas, pp. 1023–1030 (2003) 

5. David, E.: Genetic Algorithms with sharing for multimodal function optimization. In: 
Grefenstette, J.J. (ed.) Proceedings of the Second International Conference on Genetic 
Algorithms, Lawrence Erlbaum Associates, Hillsdale (1987) 

6. Joos, H.-D., Bals, J., Looye, G., Schnepper, K., Varga, A.: A multi-objective optimiza-
tion based software environment for control systems design. In: Proceedings of the 
2002 IEEE International Conference on Control Applications and International Sym-
posium on Computer Aided Control Systems Design, CCA/CACSD, Glasgow, Scot-
land, U.K (2002) 

7. Joos, H.-D.: Worst-case parameter search based clearance using parallel nonlinear 
programming methods. In: Varga, A., Hansson, A., Puyou, G. (eds.) Optimization 
Based Clearance of Flight Control Laws. LNCIS, vol. 416, pp. 149–159. Springer, 
Heidelberg (2012) 

8. Andres, M., Christophe, R., Max, R., Hans-Dieter, J., Samir, B., Felipe, P.L., Augusto, 
C.: The V&V problematic for launchers: current practise and potential advantages on 
the application of modern analysis techniques. In: 8th International ESA Conference 
on Guidance, Navigation & Control Systems Proceedings of ESA GNC, Czech Repub-
lic, Karlovy Vary (2011) 

9. Menon, P.P., Kim, J., Bates, D.G., Postlethwaite, I.: Clearance of nonlinear flight con-
trol laws using hybrid evolutionary optimization. IEEE Transactions on Evolutionary 
Computation 10(6), 689–699 (2006) 

10. Menon, P.P., Bates, D., Postlethwaite, I.: Optimization-based flight control law clear-
ance. In: Bates, D., Hagström, D.M. (eds.) Nonlinear Analysis and Synthesis Tech-
niques for Aircraft Control. LNCIS, vol. 365, pp. 259–300. Springer, Heidelberg 
(2007) 



Application of Optimization-Based Worst Case Analysis to Control Law Assessment  65  

11. Menon, P.P., Bates, D., Postlethwaite, I.: Nonlinear Robustness Analysis of Flight 
Control Laws for Highly Augmented Aircraft. Journal of Control Engineering Prac-
tice 15(6), 655–662 (2007) 

12. Pfiffer, H., Joos, H.-D.: Robust Flight Control System Design Verification and Valida-
tion by Multiobjective Worst-case Search. In: AIAA GNC/AFM/MST/ASC, Minneap-
olis, USA (2012) 

13. Varga, A.: Optimization-based Clearance. In: Fielding, C., Varga, A., Benani, S., 
Sellier, M. (eds.) Advanced Techniques for Clearance of Flight Control Laws. LNCIS, 
vol. 283, pp. 107–117. Springer, Heidelberg (2002) 

14. Varga, A., Hansson, A., Puyou, G. (eds.): Optimization Based Clearance of Flight 
Control Laws. LNCIS, vol. 416. Springer, Berlin (2011) 

15. Varga, A., Ossmann, D., Joos, H.-D.: A fault diagnosis based reconfigurable longitu-
dinal control system for managing loss of air data sensors for a civil aircraft. In: IFAC, 
World Congress, Cape Town, South Africa (2014) 

16. Sawaragi, Y., Nakayama, H., Tanino, T.: Theory of Multiobjective Optimization. 
Mathematics in Science and Engineering, vol. 176. Academic Press Inc., Orlando Flor-
ida (1985) 

17. Zitzler, E.: Evolutionary Algorithms fo Multiobjective Optimization: Methods and 
Applications, PhD thesis, Swiss Federal Institute of Technology (ETH), Zurich, Swit-
zerland (November 1999) 



Robust Output Tracking of a 3DOF Helicopter
via High-Order Sliding Mode Observers

Alejandra Ferreira de Loza, Jérome Cieslak, David Henry,
Ali Zolghadri, and Leonid Fridman

Abstract. This paper tackles the output tracking problem of a MIMO system sub-
jected to actuator faults and unmatched perturbations. The proposed methodology is
based on high order sliding mode observation and identification techniques. A dy-
namic sliding surface is proposed using a nested-backward design strategy in order
to counteract the effects of the unmatched perturbations. A super-twisting control
is used to steer the state to the sliding surface. The identified value of the fault is
injected to alleviate the control gain while accomplishing fault accommodation. As
a consequence, the chattering is attenuated. A simulation example for a 3−DOF
helicopter highlights the efficiency of the present method.

1 Introduction

Fault Tolerant Control (FTC) is used to avoid a potentially hazardous, out-of-
tolerance or dangerous behaviour of the controlled system. In the open literature,
one can find a great number of publications on various strategies for FTC, see for
example [1, 2, 4, 20] and many references therein. In this context, sliding mode
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control (SMC) has interesting characteristics thanks to its insensibility to matched
perturbations, i.e. those which appear implicitly at the input channels [7]. This prop-
erty has been taken into account to withstand with actuator faults in a wide class of
applications, [3, 8, 9, 10]. In [8], fault detection and isolation is achieved by means
of a residual generation scheme and thresholds definition. The fault accommodation
takes place using the healthy redundant actuators. The robustness of the method
may be spoiled if a fault occurrence is disregarded due to an inappropriate threshold
selection. This is not the case of [9, 10], where the fault information appears as a
given weighting matrix which contains the effectiveness level of the actuators. Thus
a control allocation is proposed to accommodate the control among the actuators.
Such strategies achieve the proposed goal assuming full state information, whereas
in [10] the results are extended considering only output information an using integral
sliding mode control scheme. Still, the aforementioned approaches are tarnished by
the so-called chattering effect. To overcome this issue, High Order Sliding Mode
(HOSM) techniques have been considered. Strategies based on fault reconstruction
and compensation using HOSM schemes are developed in [11, 12, 13]. In [11] the
actuator fault is reconstructed using a HOSM differentiator and then the identified
signal is injected in the control law in order to compensate its effects. Nevertheless,
it cannot stand for disturbances affecting the sub-actuated dynamics.

Strategies explicitly designed to cope with unmatched perturbations, i.e. those
which are not implicit in the input channels, have been proposed in [12, 13, 14, 15].
In [15] the unmatched perturbations and faults are estimated by means of an adap-
tive mechanism whereas a backstepping technique is applied to compensate its ef-
fects. The performance of the closed-loop system is affected by the convergence
rate of the adaptation mechanism. HOSM identification based strategies circum-
vent this issue owing to its finite time convergence capabilities. In this direction, in
[12] a smooth backstepping control based on exact identification is proposed. This
technique consider full state measurements and exploits a HOSM differentiator to
identify the perturbations at each coordinate. Moreover, additional HOSM differ-
entiators are involved to facilitate the control law computation. In [14, 13] output
regulation strategies are introduced. While a priory knownlege of the perturbation
dynamics is assumed in [14], in [13] perturbations are tackled as unknown inputs.
Thus, a dynamic sliding surface is designed to cope with the unmatched perturba-
tions. While a discontinuous control counteracts the matched perturbations. As a
consequence chattering may occurs.

The goal of the paper is to design an observed-based control for a 3DOF heli-
copter system affected by unmatched perturbations and subjected to a class of ac-
tuator faults. The effect of the perturbations and actuator faults are thus handle as
additive time-varying unknown inputs that can be identified by a HOSM observer
[16, 17]. To achieve the control design, first a finite time convergent HOSM observer
is used to estimate the state and identify the actuator faults as well as the unmatched
perturbations and its successive derivatives based on the available output measure-
ments [18]. Then, a dynamic sliding surface is designed to accomplish the desired
control goal (tracking) despite the unmatched perturbations using a backstepping
approach. Finally, a super-twisting based control law steers the state trajectories to
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the sliding surface guaranteeing that there remains despite the perturbations, the
identified value of the fault is injected to alleviate the controller gain accomplishing
fault accommodation.

In [19] the regulation problem of a 3−DOF helicopter subjected to matched
uncertainties was carried HOSM observation and compensation. However the case
of unmatched uncertainties was not considered.

Contribution. In this work the output tracking problem of a 3DOF helicopter
system affected with actuator faults and unmatched perturbations is achieved. The
proposed solution possesses fault accommodation capability against additive time-
varying actuator faults. Moreover, the effects of the unmatched perturbations are
counteracted.

The paper is organized as follows. In Section II, some preliminaries are given;
the state estimation and perturbation identification by a HOSM observer are sum-
marized. In Section III the problem formulation and control challenge are presented.
Section IV presents the control strategy. The performance of the proposed technique
is illustrated through numerical simulations for a 3-DOF Helicopter in Section 5. Fi-
nally some concluding remarks are given in Section 6.

2 Preliminaries

The following notation is used. For a matrix X ∈R
n×m with rank(X) = r, the matrix

X⊥ ∈ R
n−r×n with rank(X⊥) = n− r is defined such that X⊥X = 0. If X ∈ R

n×m

with rank(X) = m, the matrix X+ = (XT X)−1XT is defined as the pseudo-inverse of
X . If X ∈R

n×m with rank(X) = m. For any x ∈R the symbol |x| denotes its absolute
value. If x ∈ R

n then |x| states for the Euclidean norm. If X ∈ R
n×m is a matrix, the

symbol |X | denotes the corresponding induced norm.
Consider the particular class of faulty systems that can be modeled as a linear

time invariant system affected by unknown inputs

ẋ = Ax+B(u+ f )+Gν (1)

y = Cx (2)

where x ∈R
n, y ∈R

p (1 ≤ p < n) represent the system’s state and measured outputs
respectively. The vector u ∈ R

m represents the input and ν ∈ R
q (q ≤ n−m) are

the perturbations. The matrices A, B, G and C are of the corresponding dimensions.
f ∈R

m f refers to the (actuator) faults and behaves to the particular class of additive
faults, see [20] for more details on modeling faults. The following is assumed hence-
forth: A1) the system is strongly observable, or equivalently the triplet (A,C, [B G ])

has no zeros; A2) span(G)⊂ span(B⊥); A3) ν and its derivatives up to order r are
bounded, i.e. |ν| ≤ ν̆0 as well as |ν(i)| ≤ ν̆i for i = 1,r, for all t ≥ 0; A4) f and
its derivatives up to order r− 2 are bounded, i.e. | f | ≤ f̆0 as well as | f (i)| ≤ f̆i for
i = 1,r− 2, for all t ≥ 0.
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Notice that assumption A2 distinguishes between faults and perturbations which
belong to different subspaces. In this way, the smoothness characteristics of faults
signals are relaxed A3 w.r.t. perturbations signals A4.

Following [18], a HOSM observer is introduced to reconstruct the state vector
and identify the actuator faults, the perturbations as well as the perturbations suc-
cessive derivatives.

2.1 High Order Sliding Mode Observer

First, a dynamic auxiliary system is proposed to bound the observation error, i.e.
·
x̃ = Ax̃+Bu+L(y−Cx̃), x̃ ∈ R

n, the gain L is designed such that Ã := A−LC is
Hurwitz. Let e = x− x̃ whose dynamics follows

ė = Ãe+Dw (3)

where D = [B G ] and w = [ f T νT ]T and ye = Ce. Thus, under the assump-
tions A2 and A3, the unknown inputs vector w, and its successive derivatives,
are also bounded. Thus, it is well known that e will have a bounded norm, i.e.
|e|< ĕ for all t > te.

The error vector will be represented as an algebraic expression of the output and
its derivatives. To this aim, a decoupling algorithm is involved in order to get rid of
the effects of the unknown input vector w.

Starting with M1 :=C and J1 := (M1D)⊥, let Mκ be defined in a recursive way in
the following form,

Mκ =

[
(Mκ−1D)⊥Mκ−1Ã

M1

]
Jκ−1 = (Mκ−1D)⊥

[
Jκ−2 0

0 Ip

]

Due to A1, there exists a unique positive integer κ ≤ n such that the matrix Mκ
generated recursively satisfies the condition rank(Mκ) = n (see [18]). Therefore,
the following algebraic expression can be constructed

Mκ e =
dκ−1

dtκ−1

[
Jκ−1 0

0 Ip

]⎡⎢⎣
ye
...

y[κ−1]
e

⎤
⎥⎦=

dκ−1

dtκ−1 Y (4)

where y[i]e represents the i − th anti-differentiator of ye, that is, y[i]e =∫ t
0 . . .

∫ τi
0 yedτi . . .dt. From the above equation a solution for e exists, i.e. e =

M+
κ

dκ−1

dtκ−1 Y .
Thus, a real time HOSM differentiator is used to provide exact and finite time

differentiation of Y [21]. It is given by
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żi,0 = λ0ϒ
1
� |zi,0 −Yi| �

�+1 sign(zi,0 −Yi)+ zi,1

żi, j = λ jϒ
1

�− j |zi, j+1 − żi, j−1|
�− j
� sign(zi, j − żi, j−1)+ zi, j+1 (5)

żi,� = λ�ϒ |zi,�− żi,�−1| 1
2 sign(zi,�− żi,�−1)

with j = 1, �− 1, � is the differentiator order. The differentiator input Yi for i = 1,n
represents the components of Y . A positive sequence of λ j can be selected as in
[21]. The gain ϒ is a Lipschitz constant of Y (�). Due to assumption A3, the higher
differentiator order may be �= κ+r−3 , i.e. |e(r−1)|<ϒ . Therefore,ϒ ≥ |Ã|r−1ĕ+
∑r−2

j=1 |Ã| j(|B| f̆ j + |G|ν̆ j).
In [21], it was shown that with the proper choice of the constants λ j, and ϒ for

all j = 0, � there is a finite time t ≥ to such that z j =
d j

dt j Y is fulfilled for all j = 0, �,
z j = [ z1, j . . . zn, j ]T . Hence, the vector e in (4) is recovered from the (κ − 1)− th
sliding dynamics, i.e. e=M+

κ zκ−1 holds for t ≥ to. Consequently the next expression
holds

x̂ := M+
κ zκ−1 + x̃ (6)

where x̂ ∈ R
n is the estimated value of x for all t ≥ tx.

2.2 Faults and Perturbations Identification

The perturbations and actuator faults vectors ν and f can be recovered from (3),
where ė can be obtained from the HOSM differentiator (5), i.e. the equality zκ = ė
is accomplished for all t > tx. Hence, working out (3) it yields to

f̂ = (G⊥B)+G⊥(zκ − Ãzκ−1) (7)

where f̂ ∈ R
m represents the identified value of f . Whereas for the perturbations

and its successive derivatives it yields to

ν̂( j) = (B⊥G)+B⊥(zκ+ j − Ãzκ−1+ j) (8)

for j = 0,r− 3, where zκ+ j comes from (5). Therefore, ν̂( j) ∈ R
q represents the

estimate of ν( j) for all t > tx. The next derivative ν̂(r−2) may be achieved from
ν̂(r−2) = (B⊥G)+B⊥(e(r−1)− Ãzκ+r−2) where B⊥e(r−1) can be recovered by means
of B⊥e(r−1) = B⊥ d

dt zκ+r−2. In order to do that, the Lipschitz constant may be calcu-
lated from |B⊥e(r)|<ϒ2, i.e. ϒ2 ≥ |B⊥Γ |+ |B⊥G|ν̆r−1. Thus, with the proper choice
of λi it follows from [21] ν̂(r−2) = ν(r−2) for all t > tν > tx.

3 Problem Statement

Consider a strict feedback form representation of system (1), see [22, 23]. Due
to the pair (A,B) is controllable, system (1) can be always reduced to the block-
controllable form, it is composed into r connected sub-systems, i.e
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ẋ1 = A1x1 +B1(x2 +Γ1ν) (9)

ẋi = Aix̄i +Bi(xi+1 +Γiν) (10)

ẋr = Arx̄r +Br(u+ f ) (11)

for i = 2,r− 1, where x̄i = [ xT
1 . . . xT

i ]T , xi ∈ R
ni , ni = rank(Bi), ∑r

i=1 ni = n. The
state vector x ∈ R

n is given by x̄ = [ xT
1 xT

i . . . xT
r ]T . The measured output signal is

given by (2) while the controlled output is given by x1 ∈ R
n1 . The sub-system (9)-

(10) for i = 2,r− 1 represents the sub-actuated dynamics and (11) corresponds to
the actuated dynamics thus, xr ∈ R

m. The matrices Ai, Γi are of the corresponding
dimensions. Further details can be found in [24].

Control Aim. The goal is to design an output feedback continuous sliding mode
controller u which allows the coordinate x1 to track a smooth signal xd in spite of
system perturbations ν and the occurrence of the faults f . �

The sliding control design relies on the availability, in finite time, of the exact
estimation of the state and the identification of the faults as well as perturbations
and its successive derivatives until r − 2-th order. Thus, from (6), after t > to, the
identities x̂1 = x1, ..., x̂r = xr are certainly obtained.

4 Control Design

First, the design of the sliding surface is achieved in r− 1 steps, it is carried such
that the sub-actuated dynamics (9)-(10) accomplishes the desired behavior in spite
of the perturbations. Then, at the r− th step, the control law is conceived such that
the state trajectories reach the sliding surface and there remain. It is assumed that
the successive derivatives of the desired trajectory xd are available.

Step 1. Starting with sub-system (9), the coordinate x2 can be exploited as a
fictitious control input x2 := φ1,

φ1 =−Γ1v̂−B†
1(A1x1 − Â1(x1 − xd)− ẋd) (12)

where Â1 ∈R
n1 is a Hurwitz matrix containing the desired convergence performance

of x1 towards xd . Notice that since rank(Bi) = ni then BiBT
i is invertible, thus B†

i =
BT

i (BiBT
i )

−1 is the right inverse matrix of Bi.
Step i. The coordinate xi+1 is a fictitious control input for (10), it is xi+1 := φi

φi = −Γiν̂ −B†
i (Aix̄i − Âi(xi −φi−1) (13)

+Xi−1(xi−1 −φi−2)− φ̇i−1)

for all i = 2,r− 1, Âi ∈ R
ni is a Hurwitz matrix and Xi−1 = P−1

i BT
i Pi−1, with Pi a

positive definite matrix satisfying PiÂi + ÂT
i Pi =−I.

Step r. Finally, the sliding surface s is designed like

s = xr −φr−1 (14)
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with s ∈ R
m, s = [ s1 . . . sm ]T and the control law becomes

u =−B†
r

(
Arx̄r −

·
φ̃ r −BT

r−1(xr−1 −φr−2)+υ
)
− f̂ (15)

where
·
φ̃ r is a linear combination of the state x and ν̂, . . . , ν̂(r−2). The control υ ∈R

m

is a super-twisting control (see [25]) given by

υ = K1Ψ1(s)+K2

∫ t

to
Ψ2(s) (16)

with the matrices Kj = diag
(
k j1, . . . ,k jm

)
, for j = 1,2,Ψ1 = diag(ψ11, . . . ,ψ1m) and

Ψ2 = diag(ψ21, . . . ,ψ2m), where ψ1 j = |s j| 1
2 sign(s j) and ψ2 j = sign(s j) for j = 1,m.

Following [26], the components of the matrices gains K1 and K2 are given as

k1 j > 0 k2 j > 3ω̆ + 2

(
ω̆
k j1

)2

(17)

for j = 1,m, the constant |B†
r−1...B

†
2Γ1v(r)| ≤ ω̆ �

Now, the stability of the closed loop system is achieved in two stages. First, the
convergence of the trajectories to the sliding surface s = 0 is shown. Then, a com-
posite Lyapunov function is designed to demonstrate the convergence of the sub-
actuated dynamics.

For the sake of simplicity, the convergence of the individual components of the
sliding surface is studied. Differentiating (14) and applying the control law (15)
it yields to ṡ j = −k j1ψ1 j − k j2

∫ t
to ψ2 j −ω j where j = 1,m, ω j, s j, represent the

components of vectors s,ω . The vector ω = −B†
r−1...B

†
2Γ1ν(r−1) is an uncertainty

due to the effects of the unmatched perturbation in the actuated dynamics. Defining
μ j =−k j2

∫ t
to ψ2 j +ω j, yields to

ṡ j =−k j1ψ1 j + μ j μ̇ j =−k j2ψ2 j + ω̇ j (18)

with ω̇ = B†
r−1...B

†
2Γ1ν(r) which under A3 is bounded, i.e. there exist a constant ω̆

such that |ω̇| ≤ |ω̆ |. In [26], it was stated that the auxiliary system (18) is stabilized
and achievied s = 0 by selecting the controller gains as in (17). From (14), it follows
that xr ≡ φr−1.

Now, the sub-actuated dynamics is examined for the second part of the conver-
gence exposition. Notice that xi+1 = φi is exploited as a fictitious control for the
coordinate xi. First, the error variables σ1 = x1 − xd , σi = xi − φi−1 for i = 2,r− 1
are defined. Second, consider x2 as a pseudo-control to achieve x1 → xd . Then, a
Lyapunov function candidate given by V1 = σT

1 P1σ1 is proposed. Differentiating it
along the time yields to V̇1 = 2σT

1 (A1x1 +B1(x2 +Γ1ν)− ẋd). Since x2 = φ1 +σ1

and in virtue of (12), it yields to V̇1 ≤ −|σ1|2 + 2σ1P1B1σ2. In the next step, the
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second term of the Lyapunov function derivative will be taked into account. To this
aim, equations (9)-(10) are rewritten as:

σ̇1 = Â1σ1 +B1σ2

σ̇2 = A2x̄2 +B2(x3 +Γ2ν)− φ̇1

where x3 can be seen as a pseudo-control to stabilize σ1,σ2 at zero. Consider the
Lyapunov candidate V2 = V1 + σT

2 P2σ2 whose derivative with respect to time is
given by V̇2 = V̇1 +σT

2 P2
(
A2x̄2 +B2(x3 +Γ2ν)− φ̇1

)
. Given that x3 = φ2 +σ2 and

in virtue of (14), it yields to V̇2 ≤−|σ1|2 −|σ2|2 +2σ2P2B2σ3. A similar procedure
is achieved for each coordinate. In the step r−1, the equations (9)-(10) are rewritten
as:

σ̇1 = Â1σ1 +B1σ2

σ̇i = Âix̄i +Biσi+1 −Xi−1σi−1

σ̇r−1 = Ar−1x̄r−1 +Br−1(xr +Γr−1ν)− φ̇r−2

As a result, the composite Lyapunov function candidate for the entire sub-actuated
error dynamics is given by Vσ = ∑r−1

i=1 σT
i Piσi. Differentiating it produces V̇σ =

−∑r−2
i=1 |σi|2 + 2σT

r−1Br−2Pr−2σr−2 +2σT
r−1(Ar−1x̄r−1 +Br−1(xr +Γr−1ν)− φ̇r−2).

Now, as the state trajectories are already on the sliding surface, i.e., s ≡ 0 thus
xr ≡ φr−1 and the composite Lyapunov function yields to V̇σ = −∑r−2

i=1 |σi|2. As a
result, σi for i = r− 1,1 converges asymptotically to zero. Consequently, xi → φi−1

for i = r− 1,2. Therefore, x1 → xd .

5 Example

Consider a 3-DOF helicopter, see [29]. The system is composed by two arms: a
small arm with a propeller at each end connected with an arm swinging in a fixed
base (see Fig. 1). The system can rotate freely around three axes. A linearized model
around ε∗2 = 0 is given by

ε̈1 = 0.45((u1 + f1)+ (u2 + f2)) (19)

ε̈2 = 3.05((u1 + f1)− (u2 + f2)) ε̈3 =−0.49ε2 +ν

Fig. 1 Schematic diagram of a 3-DOF helicopter.
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where ε1,ε2,ε3 ∈ R represent respectively the elevation, pitch and travel angles and
u ∈ R2. The system is subjected to actuator faults f1, f2 while a disturbance signal
ν is acting on the travel dynamics. The measured outputs correspond to the angular
positions, i.e. y = [ ε1 ε2 ε3 ]

T .
The goal is that travel position ε3 tracks a desired trajectory xd = 5sin(1.1t) in

spite of faults and disturbances. The simulation trial consists in four stages: (a) for
0 ≤ t < 60 the system is working free of faults and disturbances (i.e. f = [0 0],
ν = 0); (b) during 60 ≤ t a disturbance appears ν = 2sin3t + 1.5; (c) in 100 ≤ t a
type of liquid oscillatory fault (oscillatory fault is added to the nominal signal [27])
occurs in the first actuator f1 = 5cos(1.5t)+ 5; (d) for 140 ≤ t, a drifting fault (i.e.
f2 = β t : β > 0) appears in the second actuator. Notice that both faults represent
realistic faults that can affect actuator servo-loops in flight systems, see [20]. The
simulation sampling time is 100[μs].

Observer design. Firstly, the state vector is selected as x = [ ε1 ε2 ε3 ε̇1 ε̇2 ε̇3 ]
T .

Then, it can be easily shown that for the obtained state space representation,
the triplet (A,C,D) is strongly observable. Thus, following Section 2.1 an auxil-
iary system matrix Ã with eigenvalues −{1.6,1.5,1.8,1.9,1.7,1.1} is considered.
Subsequently, for κ = 2 iterations a full column rank matrix M2 = [−21 0 0 1 0 0 ;

0 −13 0 0 1 0 ; C] is found.
The differentiator in (5) has an order � = 3, such that x̂, f̂ , ν̂ and ν̂(1) can be

estimated. The bounds are ν̆ = 3.5, ν̆1 = 6, ν̆2 = 18, f̆1 = 10. f̆2 = 7.5. Then, ϒ =
150, λi = {1.1,1.5,3,5}.

Control design. The goal is ε3 → xd . Moreover, the elevation angle is kept at
εo = 15[deg] so, the variables ε̃1 := ε1 − εo and ε4 =

∫
ε̃1 are introduced. As a

consequence, an extended state vector is considered x = [ ε̃1 ε2 ε3 ε̇1 ε̇2 ε̇3 ε4 ]
T .

This extended system can be transformed into (9)-(11). Following the coordi-
nates transformation given in [24] with x1 = ε3, x2 = [ ε̇3 ε4 ]

T , x3 = [ 0.98 0.14;
−0.14 −0.98 ][ ε̃1 ε2 ]

T , x4 = [ ε̇1 −ε̇2 ]
T it yields to

ẋ1 = B1x2 ẋ2 = B2 (x3 +Γ2ν) (20)

ẋ3 = B3x4 ẋ4 = B4(u+ f ) (21)

where B1 = [ 1 0 ], B2 = [ 0.49 0.07; −0.14 0.98 ], B3 = [ 0.14 0.98; −0.98 0.14 ],
Γ2 = [ 1.99 −0.29 ]T , B4 = [−0.45 −0.45;−3.05 3.05 ].

The fictitious controls φi for i = 1,3 are computed following (12)-(14). The slid-
ing surface is thus designed as s = x4 −φ3. The control signal (15) has Â1 = −1.8,
Â2 = diag(−2,−3), Â3 = diag(−4,−5), ω̆ = 160. The super-twisting gains (17)
are k1i = 10, k2i = 600.

For comparison purposes, a LQR control law u = −Knx that involves full state
measurements is considered. The LQR controller is designed for a nominal system
without faults and disturbances, see [29]. The LQR control keeps the elevation at
15[deg] while the travel coordinate tracks the desired trajectory xd . Augmenting the
state with ε̃3 = ε3 − xd and ε5 :=

∫
ε̃3, i.e. x = [ ε̃1 ε2 ε̃3 ε̇1 ε̇2 ˙̃ε3 ε4, ε5 ]

T . The con-
troller gain yields to Kn = [ 15.6 9 −7.8 9.7 3.6 −20.5 2.2 −1; 15.6 −9 7.8 −9.7 −3.6 20.5 2.2 1 ].
Fig. 2 shows the tracking performance. Both controllers achieve the desired travel
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Fig. 2 Travel tracking performance: (A) proposed control and (B) LQR control.

goal when neither faults nor disturbances are present, see stage (a). However, when
disturbances and/or faults are present, see stages (b)-(d), only the proposed con-
troller in Fig. 2.A is capable to attain the prescribed goal. Fig.3 shows the con-
trollers’ capability to maintain the prescribed elevation level (i.e. 15[deg]). Fig. 4.B
shows the continuous control signals. Fig. 4.A. depicts the sliding surfaces. Fig. 5
exhibits the disturbance (A) and the faults (B) acting on the system (solid line). The
identified values ν̂, f̂1, f̂2 are also depicted (dotted line).
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Fig. 4 (A) Sliding surfaces; (B) control signals.
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Fig. 5 Disturbance (A) and faults (B) signals acting on the system (solid line) and their
identified values (dotted line).

6 Conclusions

An output tracking scheme for a 3−DOF helicopter subjected to unmatched pertur-
bations and actuator faults was proposed based on HOMS observation and identifi-
cation techniques. The unmatched perturbations compensation was carried through
the sliding surface. To this aim, a dynamic sliding surface was designed. A super-
twisting control drives the state trajectories to the sliding surface in spite of the per-
turbations effects. Moreover, fault accommodation is achieved by means of the fault
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identification alleviating this way the controller gain. Simulations are considered to
validate the method.
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Nonlinear Quadrotor Control with Online
Model Identification

Peng Lu, Erik-Jan van Kampen, and Qiping P. Chu

Abstract. This paper proposes a new Fault Tolerant Control (FTC) system for
quadrotors which are subjected to actuator loss of effectiveness faults. The proposed
FTC system is composed of three subsystems: the state estimation, the loss of effec-
tiveness estimation and the Backstepping (BS) controller. A new method to estimate
the loss of effectiveness online is proposed, which can provide fault information for
the controller to achieve fault tolerant control. The performance of the FTC system
is validated using two different simulations: position control of the quadrotor in the
presence and absence of actuator faults. The simulation results show that the pro-
posed system can enable the quadrotor to maintain the flight even all the four rotors
fail consecutively, which demonstrate its satisfactory performance.

1 Introduction

Recently, autonomous Unmanned Aerial Vehicles (UAV)s have attracted consider-
able attention due to their strong autonomy and ability to fulfill complex tasks with-
out the aid of the human. Quadrotor is one type of UAV which is an easy to build
and fly system. It is able to take off and land vertically, and hover at a fixed point.
The purpose of these quadrotors are various, ranging from scientific exploration
and data collection, to provision of commercial services, military reconnaissance
and intelligence gathering [6]. Since these vehicles operates in an environment sub-
jected to a high degree of uncertainties and disturbances, the problem of precise
and accurate control and estimation of these vehicles is difficult and requires ad-
vanced control and estimation techniques [6]. Furthermore, due to the increasing
requirement for control systems to be more secure and reliable, Fault Detection and
Diagnosis (FDD) and FTC are becoming more and more critical and significant [6].

Peng Lu · Erik-Jan van Kampen · Qiping P. Chu
Delft University of Technology, Delft, 2600 GB, The Netherlands
e-mail: {P.Lu-1,E.vanKampen,q.p.chu}@tudelft.nl

c© Springer International Publishing Switzerland 2015 81
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A number of control approaches have been applied to the quadrotors in the ab-
sence of failures [11, 13, 14, 3]. However, only few papers consider the actuator
failures of the quadrotor [1, 17, 16]. When there are actuator faults, the effective-
ness of the actuator changes, which could lead to a Loss Of Effectiveness (LOE)
fault. In this situation, the controller of the quadrotor should have tolerance against
the actuator faults to prevent the quadrotor from crashing.

There are some papers which deal with the actuator fault detection [6]. However,
there are few papers which estimate the actuator faults [1, 4]. Most of these papers
use estimation techniques to estimate the faults. Cen et. al[4] uses a adaptive Thau
observer to estimate the actuator faults. Amoozgar et. al [1] applies the Kalman filter
for the detection and diagnosis of the actuator faults.

The contribution of this paper consists of proposing a novel FTC strategy based
on a novel online model identification strategy. The FTC system consists of three
subsystems: a state estimation subsystem, a LOE estimation subsystem and a non-
linear control system. The state estimation subsystem is responsible for correcting
the biases and drifts of sensors and estimating the state of the quadrotor. The LOE
estimation subsystem is based on a novel LOE estimation strategy which makes use
of the information provided by the state estimation subsystem to estimate the actu-
ator LOE factors. The LOE estimation is used by the nonlinear control system to
achieve FTC. The control approach used in this paper is a BS [7] controller.

The performance of the proposed FTC system is validated using two different
simulations: nonlinear quadrotor control with and without actuator faults. Both sim-
ulation results show that the proposed FTC system is able to control the quadrotor
even in the presence of actuator faults. This demonstrates the effectiveness of the
FTC system.

The structure of the paper is as follows: Sect. 2 gives a detailed description of the
quadrotor, its actuator and the measurement. The modeling of actuator LOE faults
is also modeled. Sect. 3 presents the new method which estimates the LOE factors
online. The whole FTC system structure is given in Sect. 4. The performance of
the proposed FTC is validated in two different situations, whose result is given in
Sect. 5. Sect. 6 concludes the paper.

2 Modeling of the Quadrotor, The Actuator Faults and the
Measurement

This section first introduces the model of the quadrotor, which includes the trans-
lational and rotational dynamics. The assumptions which are required are also pre-
sented. Then, the modeling of actuator and actuator faults are introduced. Finally,
the measurement model is given.

2.1 Dynamics of the Quadrotor

Define an earth frame {Σe}(Oe,xe,ye,ze) and {Σb}(Ob,xb,yb,zb) in which Ob is
fixed to the quadrotor (see Fig. 1). The earth frame is the North East Down (NED)
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Fig. 1 Block diagram for the MMAE scheme

frame in which the ze axis points down. The zb axis of the body frame also points
down. The rotation of the body frame with respect to the earth frame is denoted by
the following rotation matrix R:

R =

⎡
⎣cosθ cosψ sin φ sinθ cosψ − cosφ sin ψ cosφ sinθ cosψ + sinφ sinψ

cosθ sinψ sin φ sinθ sin ψ + cosφ cosψ cosφ sinθ sinψ − sinφ cosψ
−sinθ sinφ cosθ cosφ cosθ

⎤
⎦
(1)

where φ , θ and ψ will be defined later.
Before introducing the equations of motion of the quadrotor, the following as-

sumptions have to be made [2]:

1. The structure is supposed rigid.
2. The structure is supposed symmetrical.
3. The center of Gravity and the origin of the body fixed frame are assumed to

coincide.
4. The propellers are supposed rigid.
5. The thrust and the drug are proportional to the square of the propeller’s rotational

speed.

Let η denote the Euler angles and ω denote the angular rates of the quadrotor:

η = [φ ,θ ,ψ ]T (2)

ω = [p,q,r]T (3)

The Euler angles φ and θ are assumed to satisfy the following conditions in this
paper:
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φ ∈ [−π/2,π/2] (4)

θ ∈ (−π/2,π/2) (5)

The position of the quadrotor is denoted as d = (x,y,z) while the velocity of the
quadrotor expressed in the inertial frame is denoted as V = (Vx,Vy,Vz). The total
thrust generated by the four rotors are denoted as T . Therefore, the translational
dynamics of the quadrotor can be described by the following equations:

ẋ =Vx (6)

ẏ =Vy (7)

ż =Vz (8)

V̇x =−(cosφ sinθ cosψ + sinφ sinψ)T (9)

V̇y =−(cosφ sinθ sinψ − sinφ cosψ)T (10)

V̇z = mg− (cosφ cosθ )T (11)

where g = 9.81 m/s−2 is the gravity constant, m is the total mass of the quadrotor.
The relationship between the derivative of the Euler angles and the angular rates

can be described as follows:

φ̇ = p+ qsinφ tanθ + r cosφ tanθ (12)

θ̇ = qcosφ − r sinφ (13)

ψ̇ = q
sinφ
cosθ

+ r
cosφ
cosθ

(14)

Since the vehicle is assumed to be rigid and symmetrical, the inertia matrix of the
quadrotor can be denotes as

I =

⎡
⎣Ix 0 0

0 Iy 0
0 0 Iz

⎤
⎦ (15)

Let ωi, i = 1,2,3,4 denote the rotational speed of the four rotors. Using the well-
known rigid-body dynamics, the rotational dynamics of the quadrotor including the
propeller gyro effect can be described as follows:

ṗ =
1
Ix
[(Iy − Iz)qr+ τx + Irqωr] (16)

q̇ =
1
Iy
[(Iz − Ix)rp+ τy − Ir pωr] (17)

ṙ =
1
Iz
[(Ix − Iy)pq+ τz+ Irω̇r] (18)

where Ir is the inertia of the propeller and ωr is defined as
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ωr =−ω1 +ω2 −ω3 +ω4 (19)

The thrust generated by the rotor is given by the following equation [5]:

T =CT ρA(ωR)2 (20)

CT

σa
= (

1
6
+

μ2

4
θ0)− (1+ μ2)

θtw

8
− λ

4
(21)

where A, R are the parameters of the rotor. λ and μ are the inflow ratio and the
advance ratio of the rotor respectively. For simplicity, it is assumed that the rela-
tionship between the thrust and torque is linear such that the following equation
holds:

⎡
⎢⎢⎣

T
τx

τy

τz

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

br br br br

0 −Lbr 0 Lbr

Lbr 0 −Lbr 0
−dr dr −dr dr

⎤
⎥⎥⎦

⎡
⎢⎢⎣

ω2
1

ω2
2

ω2
3

ω2
4

⎤
⎥⎥⎦ (22)

where L is the distance between the center of the mass and the rotor. br and dr are
the thrust and torque coefficient which varies with the flight condition. For controller
design without model identification, the thrust and torque coefficient are assumed to
be constant such that the following equation is used for controller design:

⎡
⎢⎢⎣

T
τx

τy

τz

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

b b b b
0 −Lb 0 Lb

Lb 0 −Lb 0
−d d −d d

⎤
⎥⎥⎦

⎡
⎢⎢⎣

ω2
1

ω2
2

ω2
3

ω2
4

⎤
⎥⎥⎦ (23)

where b and d are the thrust coefficient and torque coefficient during the hovering
of the quadrotor, respectively.

2.2 Modeling of the Actuator and Actuator Faults

The actuator dynamics are modeled by a simple first-order filter. It is assumed that
there are no sensors to measure the rotational speed of the actuators. The rotational
speed of the rotors and the commanded rotational speed are described as:

ωi =
K

τs+ 1
ωci, i = 1,2,3,4 (24)

where ωci are the commanded rotational speed to the actuator. τ is the time constant
of the actuator and K is the gain of the actuator.

In case of actuator faults, the actuator effectiveness will decrease. Denote li, i =
1,2,3,4 as the LOE factor of the four actuators. Then Eq. (23) should be adapted to
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⎡
⎢⎢⎣

T
τx

τy

τz

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

b b b b
0 Lb 0 −Lb

Lb 0 −Lb 0
−d d −d d

⎤
⎥⎥⎦

⎡
⎢⎢⎣

ω2
1 0 0 0

0 ω2
2 0 0

0 0 ω2
3 0

0 0 0 ω2
4

⎤
⎥⎥⎦

⎡
⎢⎢⎣
(1− l1)
(1− l2)
(1− l3)
(1− l4)

⎤
⎥⎥⎦ (25)

It can be seen that li = 0, i = 1,2,3,4 when the quadrotor is in hover. When the
quadrotor is not in hover or there is an actuator fault in the ith rotor, br and dr are
not constant. In these conditions, li �= 0.

2.3 Measurement Model

The position and velocity of the quadrotor is assumed to be measured by a optic
track system which is composed of cameras. It is assumed that there are no biases
in the measurement of the position and velocity. The Euler angles are measured
by the attitude reference system and the angular rates are measured by the Inertial
Measurement Unit (IMU). The biases in the IMU are considered. Therefore, the
complete measurement model is as follows:

xm = x+νx (26)

ym = y+νy (27)

zm = z+νz (28)

vxm = vx +νvx (29)

vym = vy +νvy (30)

vzm = vz +νvz (31)

φm = φ +νφ (32)

θm = θ +νθ (33)

ψm = ψ +νψ (34)

pm = p+νp+λp (35)

qm = q+νq+λq (36)

rm = r+νr +λr (37)

where λp, λq and λr are the biases in the IMU measurement. These biases maybe
time-varying and will be removed using the state estimation.

3 Online Model Identification of the Quadrotor

This section presents the novel model identification for the quadrotor. It should be
noted that there are some papers which estimate the actuator fault using filters or
observers. This section proposes a new method to estimate the LOE factors. This
method consists of two steps. The first step is state estimation, whose objective is
to correct the biases of the IMU sensors and estimate the states of the system. The
second step is to estimate the LOE factors using the estimated states. One advantage
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of using this method is that there is no need to choose the process noise covariance
matrix which is required by the filter to estimate the LOE factors. Another advantage
is that it can both cope with sensor biases and actuator fault estimation.

3.1 State Estimation

Since there are biases in the IMU measurement, they will also be estimated in order
to get a more accurate state estimation. The idea is to use the IMU measurements as
the input to the system and use other measurements as the output.

The state vector of the estimation is

x = [x,y,z,vx,vy,vz,φ ,θ ,ψ ] (38)

The input vector of the system is

u = [Axm,Aym,Azm, pm,qm,rm] (39)

The measurement vector of the estimation is

y = [xm,ym,zm,vxm,vym,vzm,φm,θm,ψm] (40)

The equations used for the state estimation are Eqs. (6) - (11) and Eqs. (12) - (14).
It should be noted that a number of people have worked with this problem. Mul-

der et al. [12] and Lombaerts [9] used Extended Kalman Filter (EKF) and Iterated
Extended Kalman Filter (IEKF) to cope with the problem. Van Eykeren et al. [15]
dealt with the problem using Augmented Extended Kalman Filter (AEKF) while
Lu et al. [10] used Augmented Unscented Kalman Filter (AUKF). For details, the
reader is referred to these references.

3.2 LOE Factor Estimation

In this section, the state estimated by the first step is applied to estimate the LOE
factors. Combining Eqs. (11), (16), (17) and (18), it follows

T̂ = m(g− V̇z)/(cosφE cosθE) (41)

τ̂x = [Ix ṗ− (Iy − Iz)qErE ] (42)

τ̂y = [Iyq̇− (Iz− Ix)rE pE ] (43)

τ̂z = [Izṙ− (Ix − Iy)pEqE ] (44)

where subscript “E” denotes the estimated states. There are a number of approaches
which are suitable to compute the derivatives of the angular rates such as Sliding
Mode Differentiator (SMD) [8]. The details are omitted here.

Using Eq. (25), it is possible to compute the LOE factors. The estimated LOE
factors are
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⎡
⎢⎢⎣

l̂1
l̂2
l̂3
l̂4

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

1
1
1
1

⎤
⎥⎥⎦−

⎡
⎢⎢⎣

ω2
1 0 0 0

0 ω2
2 0 0

0 0 ω2
3 0

0 0 0 ω2
4

⎤
⎥⎥⎦
−1⎡

⎢⎢⎣
b b b b
0 Lb 0 −Lb

Lb 0 −Lb 0
−d d −d d

⎤
⎥⎥⎦
−1⎡

⎢⎢⎣
T̂
τ̂x

τ̂y

τ̂z

⎤
⎥⎥⎦ (45)

The estimated LOE factors will be used by the controller to achieve adaptive
control in the presence of actuator faults.

4 Nonlinear Adaptive Controller Structure

In this section, the complete controller structure will be presented. The controller is
implemented using the BS approach since it can provide a guaranteed stable control
law for nonlinear systems.

The BS controller is a multi-loop controller which control the position and alti-
tude of the quadrotor. The control input of the BS controller is the thrust and torques
generated by the rotors. The BS controller design details are omitted here and the
readers are referred to [7].

Com

Om_com Om

BS actuator aircraft sensor

LOE

altitude_com

actuator_faults

state estimation

Fig. 2 Block diagram for the FTC scheme

As can be seen from Fig. 2, the complete FTC system is composed of three
subsystems: the state estimation, the LOE estimation and the BS controller. The state
estimation system deals with the biases of the IMU sensors and estimate the states of
the quadrotor. The estimated information is used to estimate the LOE factors. Both
the information of the state estimation and the LOE estimation is used by the BS
controller to achieve actuator FTC. The performance of this adaptive control system
will be demonstrated in the following section.

5 Simulation Results

In this section, the performance of the proposed adaptive controller is shown. The
different simulation situations are shown as follows:
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1. Without actuator faults
2. With actuator faults

The performance will be compared to the normal BS controller without online
model identification. The objective is to control the position and altitude of the
quadrotor with and without actuator faults.

5.1 Simulation without Actuator Faults

This subsection will compare the performance of the adaptive controller with the
BS controller without adaptation, in the absence of actuator faults. The result us-
ing the normal BS is shown in Fig. 3. As can be seen from the figure, the control
performance is good despite of little delay which is caused by the actuator dynam-
ics. The position and altitude of the quadrotor can track the reference well. A small
steady-state error is observed in the response.
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Fig. 3 Position response using normal BS without online model identification, in the absence
of actuator faults

The result using the proposed FTC system is shown in Figs.4 - 8. The position
performance is shown in Fig. 4. It can be seen that the performance is good. There
is also some delay in the response. However, a slightly bigger overshoot is observed
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from the response. The estimation of the LOE factors introduces additional slight
delay which leads to a bigger overshot. However, when the quadrotor reaches hov-
ering condition, the steady-state error is eliminated. This is better than the normal
BS controller without the online model identification system. The reason is that dur-
ing the process, the control effectiveness of the actuator does not remain constant,
which introduces uncertainties to the BS controller. Therefore, the normal BS con-
troller without the model identification will suffer from performance degradation
while the FTC system does not since the control effectiveness is estimated online.
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Fig. 4 Position response using the FTC system in the absence of actuator faults

The velocity response and its reference of the quadrotor using the FTC system
is shown in Fig. 5. As can be seen, the velocity can track the reference well. The
Euler angles of the quadrotor is shown in Fig. 6. The roll angle and pitch angle
can track the reference well while the yaw angle of the quadrotor cannot fully track
the reference. However, the discrepancy between the response and the reference is
small (the maximum deviation is 0.01 rad). This is caused by the maneuvers of the
quadrotor. The angular rates of the quadrotor can also track the reference except
there is a discrepancy between the yaw rate response and its reference, as shown in
Fig. 7.

The LOE factor estimation result using the FTC system is presented in Fig. 8.
The red dotted lines denote the real LOE factors caused by the faults while the blue
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Fig. 5 Velocity response using the FTC system in the absence of actuator faults

solid lines represent the LOE caused by both the faults and the maneuver of the
quadrotor. It is obvious that the LOE factors are not zero even when there are no
actuator faults. They only remain constant during 1 s < t < 2 s when the quadrotor
is in hover. As long as the quadrotor is not in hover, the LOE factors varies with
the rotational speed of the rotors. This is caused by the changing inflow velocity
and advancing ratio of the quadrotor. Since these speed-varying LOE factors are
estimated online, the control performance will be better as long as the estimation
converges. This is the reason why the steady-state error using the FTC system is
better than that using the normal BS without online model identification.

5.2 Simulation with Actuator Faults

This section compares the performance of the FTC system with the normal BS with-
out online model identification. The fault type is LOE fault which means that the
quadrotor losses some effectiveness probably caused by the loss of part of its pro-
pellers. It is assumed that all of the four rotors experience LOE faults consecutively.
The fault scenario is given in Table 1.

The result of using the normal BS without the online model identification is
shown in Fig. 9. It can be seen that immediately after the first fault, the controller
shows no ability to recover the control and the quadrotor begins to loss control.
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Fig. 6 Euler angle response using the FTC system in the absence of actuator faults

Table 1 Actuator LOE fault scenario

Rotor Failure time Fault Type Fault Magnitude

1 t = 5 s LOE 0.2
2 t = 10 s LOE 0.2
3 t = 15 s LOE 0.2
4 t = 20 s LOE 0.2

The result using the FTC system is demonstrated in Fig. 10. The FTC system
successfully recovers the control in the presence of four consecutive actuator LOE
faults. The position response of the quadrotor degrades which is caused by the actu-
ator faults. However, the controller can maintain the flight after it is recovered. The
altitude response is good despite of the four consecutive faults. The reason is that
the altitude is directly controlled by the thrust which is less affected by the actuator
faults than the torques generated by the four rotors.

The velocity response is shown in Fig. 11. There is also discrepancy between the
response and its references. The vertical speed can track the reference though. The
Euler angle response is shown in Fig. 12. It is noticed that the yaw angle error is
larger than the situation where there are no actuator faults. One of the reasons is that
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Fig. 7 Rate response using the FTC system in the absence of actuator faults
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Fig. 8 LOE estimation using the FTC system in the absence of actuator faults
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Fig. 9 Position response using the normal BS without online model identification, in the
presence of actuator faults
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Fig. 10 Position response using the FTC system in the presence of actuator faults
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Fig. 11 Velocity response using the FTC system in the presence of actuator faults
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Fig. 12 Euler angle response using the FTC system in the presence of actuator faults



96 P. Lu, E.-J. van Kampen, and Q.P. Chu

0 5 10 15 20 25 30
−5

0

5

p 
(r

ad
/s

)

 

 
Ref
Response

0 5 10 15 20 25 30
−5

0

5

q 
(r

ad
/s

)

0 5 10 15 20 25 30
−0.5

0

0.5

r 
(r

ad
/s

)

time (s)

Fig. 13 Rate response using the FTC system in the presence of actuator faults
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Fig. 14 LOE estimation using the FTC system in the presence of actuator faults
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in the presence of actuator faults, the yaw torque is also influenced by the faults.
Therefore, the yaw angle response will deviate from the reference as long as there
is an actuator fault. The angular rates of the quadrotor response is shown in Fig. 13.
Oscillations can be observed from the yaw rate response.

The key point of the FTC system is the LOE estimation. The estimation of the
LOE during the faults can be found in Fig. 14. The LOE factor of the faults are
denoted by the red dotted lines while the blue solid lines represent the estimation of
the LOE factors using the FTC system. Note that the real LOE here means the LOE
caused by the faults. The estimated LOE contains both the LOE caused by the faults
and the maneuver of the quadrotor. Therefore, the estimated LOE does not coincide
with the real LOE caused by the faults as seen in the figure.

6 Conclusions

This paper presents a new FTC system for the quadrotor which is capable of main-
tain the flight even in the presence of actuator faults. The system is composed of
three subsystems which are the state estimation, the LOE estimation and the BS
controller. All the subsystems play a vital role in the reconfiguration control. The
state estimation can remove the biases in the sensors such as the IMU sensors which
usually suffer from biases and drifts. The LOE estimation subsystem provides the
real-time model of the quadrotor which is used by the BS controller to design adap-
tive control laws even in the presence of actuator faults.

The performance of the proposed FTC system is validated by two different simu-
lations: with and without actuator faults. As for the situation when there are no actu-
ator faults, the control performance of the FTC system shows more overshoot but its
steady-state error is smaller than the BS controller without online model identifica-
tion. In terms of actuator faults, the FTC system shows a satisfactory performance.
It can maintain the flight even when all the rotors fail consecutively.

The proposed FTC system can be used by the quadrotor to enhance its control
performance since it can achieve a better performance no matter whether there is an
actuator fault or not. It can prevent the quadrotor from crashing when the quadrotor
loses its effectiveness.

In the future, the present work should be implemented on a real quadrotor to en-
hance the safety and performance of the quadrotor. Another interesting topic would
be to investigate the influence of the actuator dynamics. Since the actuator dynamics
can also be influenced by the battery level, the actuator dynamics can change during
the flight.
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6. Freddi, A., Longhi, S., Monteriù, A.: A Diagnostic Thau Observer for a Class of Un-
manned Vehicles. Journal of Intelligent & Robotic Systems 67(1), 61–73 (2012)

7. Krstic, M., Kanellakopoulos, I., Kokotovic, P.: Nonlinear and Adaptive Control Design.
John Wiley & Sons, Inc. (1995)

8. Levant, A.: Robust exact differentiation via sliding mode technique. Automatica 34(3),
379–384 (1998)

9. Lombaerts, T.J.J., Chu, Q.P., Mulder, J.a., Joosten, D.a.: Modular flight control reconfig-
uration design and simulation. Control Engineering Practice 19(6), 540–554 (2011)

10. Lu, P., Van Eykeren, L., Kampen, E.v., Chu, Q.P., Yu, B.: Adaptive Hybrid Unscented
Kalman Filter for Aircraft Sensor Fault Detection, Isolation and Reconstruction. In:
AIAA Guidance, Navigation, and Control Conference, National Harbor, Maryland, pp.
1–18 (2014)

11. Marconi, L., Naldi, R.: Robust full degree-of-freedom tracking control of a helicopter.
Automatica 43(11), 1909–1920 (2007)

12. Mulder, J.A., Chu, Q.P., Sridhar, J.K., Breeman, J.H., Laban, M.: Non-linear aircraft
flight path reconstruction review and new advances. Progress in Aerospace Sciences 35,
673–726 (1999)

13. Raffo, G.V., Ortega, M.G., Rubio, F.R.: An integral predictive/nonlinear control structure
for a quadrotor helicopter. Automatica 46(1), 29–39 (2010)

14. Slegers, N., Kyle, J., Costello, M.: Nonlinear Model Predictive Control Technique for
Unmanned Air Vehicles. Journal of Guidance, Control, and Dynamics 29(5), 1179–1188
(2006)

15. Van Eykerenand, L., Chu, Q.P.: Air Data Sensor Fault Detection using Kinematic Rela-
tions. In: Proceedings of the EuroGNC 2013, 2nd CEAS Special Conference on Guid-
ance, Navigation & Control, pp. 414–428 (2013)

16. Zhang, X., Zhang, Y., Su, C.-y., Feng, Y.: Fault Tolerant Control for Quadrotor via Back-
stepping Approach. In: AIAA Aerospace Sciences Meeting, Orlandeo, Florida, pp. 1–12
(2010)

17. Zhang, Y., Chamseddine, A.: Fault Tolerant Flight Control Techniques with Application
to a Quadrotor UAV Testbed (2011)



Comparison of L1 Adaptive Augmentation
Strategies for a Differential PI Baseline
Controller on a Longitudinal F16 Aircraft Model

Fabian Hellmundt, Andreas Wildschek, Rudolf Maier,
Robert Osterhuber, and Florian Holzapfel

Abstract. In this paper two different approaches are presented to design an adaptive
augmentation using L1 Adaptive Control. In terms of reference dynamics, the first
one takes the closed-loop aircraft with baseline controller into account. The second
approach tries to maintain nominal open-loop aircraft dynamics, with the baseline
controller wrapped around the adaptive augmentation. They are compared by ap-
plication to a model of the longitudinal dynamics of a F16 aircraft. The aircraft
model is equipped with a Differential PI (DPI) baseline controller. The design of
the combination of baseline controller and augmentation takes saturation as well as
rate limitation of the control signal directly into account. Simulation results show
the nominal closed-loop behavior is not harmed by the adaptive augmentation and
that an increase of performance in case of uncertainty can be achieved. As an exem-
plary uncertainty case a rapid shift of the center of gravity (CG) is examined. The
robustness of the controller structure is assessed by the use of both linear and non-
linear methods to obtain the Time Delay Margin (TDM) and the Gain Margin (GM)
of the closed loop system. It can be observed, the adaptive augmentation leads to a
significant decrease of robustness w.r.t. the plant input channel. This drop in TDM
and GM can be fully restored by the application of a hedging strategy.
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1 Introduction

For many years Adaptive Control is investigated in order to be used within Flight
Control Systems (FCS) to improve the performance in case of failure or uncer-
tain aerodynamics. A common philosophy is to design a baseline controller, which
ensures the desired performance of the nominal aircraft, by application of practi-
cal proven techniques (e.g. linear control [2, 11, 26], nonlinear dynamic inversion
[7, 22], ...) That way, the existing know-how of the manufacturer in terms of con-
troller design can be fully used. The baseline controller is then augmented by an
adaptive controller, which significantly contributes to the total control signal only
in case of an existing deficiency between a nominal reference model and the ac-
tual aircraft response. As an increase w.r.t. performance gained by Adaptive Control
usually effects decreasing robustness properties, it is the challenge to find a suitable
trade-off.

For the following application on a model of the F16 aircraft, L1 Adaptive Con-
trol [13] is used to augment the DPI baseline controller [21, 20, 4]. As stated in
[28], L1 Adaptive Control offers guaranteed transient performance and robustness
through its architecture. Moreover, estimation loop and control loop are decoupled
by design, which allows application of fast adaptation. Furthermore, with the choice
of Piecewise Constant Parameter Update Laws [27] the tuning effort can be reduced
drastically, the adaptation process does not rely on persistency of excitation and the
design results in a linear control law [3]. Thus, it is possible to use methods from
linear control theory to assess the robustness. The speed of adaptation is theoreti-
cally only limited by the available CPU power (Sampling Time). It is also worth
noting, that a standalone controller using L1 Adaptive Control was flight tested on
the NASA AirSTAR, which is a turbine powered, subscaled model of a transport
aircraft [8, 9, 10, 23].

2 Aircraft Model

For this paper a model of the nonlinear, rigid dynamics of a F16 aircraft is used.
Aerodynamic data and inertia properties are taken from [25]. The model was orig-
inally introduced in [19]. Using this data the model was implemented by the TUM
Institute of Flight System Dynamics (TUM-FSD) using MATLAB/Simulink. At this
point of the study only longitudinal aircraft dynamics are considered.

The model is valid for low speed up to Ma ≈ 0.6, since no dependence on Mach
number is considered for the aerodynamic coefficients. [19] states a valid range for
angle of attack as −20◦ ≤ α ≤ 90◦, whereas [25] claims that only −10◦ ≤ α ≤ 45◦
should be used. This is because on the one hand it can be avoided to dynamically
model the post-stall region, on the other hand the aircraft can barely reach an an-
gle of attack α ≥ 25◦ due to limitations of the control surfaces. In addition, the
reference CG for the aircraft model is at 0.35c̄. This leads to static instability in the
longitudinal motion. In order to be able to investigate the effect of large, off-nominal
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CG-shifts, which destabilize the aircraft, the nominal CG is shifted forward to 0.3c̄,
i.e. the considered nominal aircraft behavior is stable in the longitudinal motion.

The original aircraft uses mainly two control surfaces for the longitudinal motion,
namely the elevator and the leading edge flap (LEF). The deflection of the LEF
δLEF is determined as a function of α and Ma. As the Ma-dependence is very low
for the considered valid envelope and neglecting the actuator dynamics, the control
of the LEF was merged into the aerodynamic coefficients. This leaves the elevator
deflection η as only aerodynamic control input for the longitudinal motion. The
elevator is modeled as a well damped PT2 transfer function with a natural frequency
ω0 = 40 rad

s and relative damping ζ = 0.71. Its absolute deflection is limited to
|η | ≤ 25◦ with a rate limit of |η̇ | ≤ 60

◦
s .

The sensors of the aircraft states are uniformly modeled as a time delay of TD =
55ms.

3 Baseline Controller

It is the task of the baseline controller to ensure the required Level 1 handling qual-
ities for the nominal case, where no failure occurrs. In order to gain better compara-
bility in terms of the basic FCS functionality with the Eurofighter Typhoon aircraft,
the DPI approach was chosen for the design of the baseline controller [21, 20, 4].
It is very similar to the well-known PI controller, but distinguishes crucially with
the introduction of differentiation operators at every input (i.e. sensor signals) and
an integrator at the output. Thus, it is possible to limit both the absolute value and
the rate of the control signal at the integrator, according to the properties of the
actuator, without having to deal with integrator windup. Another advantage of this
control structure is the possibility to use fast states e.g. α as scheduling parameters
for the gains within the controller without generating hidden feedback. The integra-
tor also has a smoothing effect on the control signal when using noisy measurements
as scheduling parameters.

Fig. 1 Structure of the DPI Baseline Controller
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The basic structure of the controller is depicted in Figure 1. For shaping of the
closed-loop behavior w.r.t. the short-period, feedback of the states α and q is used.
The commanded angle of attack αcmd is fed in both the feed-forward path and Δα =
αcmd −α . As it is not differentiated the Δα-path leads to integral feedback of α ,
ensuring zero steady-state error. αcmd is obtained by the stick input δs,lon, where full
stick deflection translates to αcmd,max and αcmd,min, respectively. For δs,lon = 0 an
angle of attack α0 is commanded, which trims the aircraft in the current flight state.
α0 is stored as a pre-calculated lookup-table.

Neglecting the limitations within the controller structure enables one to use the
whole spectrum of linear control theory to design the gains h, kI , kα and kq accord-
ing to the desired handling qualities. Within this work, Eigenstructure Assignment
is chosen for this task. Specifically in aircraft applications it is often used for the de-
sign of the lateral controller due to its capability to systematically and automatically
calculate gains suiting the requirements on eigenvalues and to ensure decoupling of
eigenmotions for MIMO systems. Examples can be found in [6, 15, 12]. In case of
a SISO system presented here, Eigenstructure Assignment allows systematic pole
placement with output feedback. This is required, because the actuator model and
sensor delays, being modeled as Pade-approximations, are incorporated in the de-
sign process, for the sake of a more accurate representation of the actual plant within
the design model of the controller. Actuator and sensor model contribute additional
states to the design model, which are not available as outputs.

The DPI Controller for the F16 aircraft was designed with a CAP1 of 1.3 and
a relative damping of the short period ζSP = 0.95. The chosen CAP leads to e.g.
ω0,SP = 5.98 rad

s at the envelope point with the velocity V = 177 m
s and at the alti-

tude h = 5000m. Since Eigenstructure Assignment without modifications inherits
no robustness assessment, it has to be validated after, that robustness margins are
ensured by the controller design.

Fig. 2 Interconnection for L1 DPI Augmentation

1 Control Anticipation Parameter: Ratio between the initial angular acceleration q̇0 and the
resulting steady state load factor nz,s (CAP = q̇0

nz,s
), can be seen as measure for the longitu-

dinal control sensitivity [4]



L1 Adaptive Augmentation Strategies for a Differential PI Baseline Controller 103

Fig. 3 Interconnection for L1 Plant Augmentation

4 L1 Adaptive Augmentation

In order to increase the controller performance and to ensure robustness in case of
uncertainty, it is proposed, to augment the DPI baseline controller using L1 Adap-
tive Control with Piecewise Constant Parameter Update Laws. Simultaneously, the
augmentation should neither degenerate the performance for the nominal case, nor
should it significantly decrease the robustness properties of the closed-loop. As an
additional requirement it should be ensured, that the control law

u = ubl + uad (1)

where ubl is the control signal portion generated by the baseline controller and uad

the one produced by the L1 Adaptive Controller, respectively, does not exceed given
saturation and rate limits for the actuator, as they are stated above. Thus uad has to
be fed in at summation I© of the baseline controller depicted in Figure 1, which
is upstream the limiting structure of the DPI controller. In this paper, two different
approaches to augment the interconnection of aircraft and DPI baseline controller
and to generate the adaptive control signal uad are presented.

The first would be the most obvious choice and can be found quite often in liter-
ature, see e.g. [11, 16, 2]. The basic structure is illustrated in Figure 2. In that case
the L1 Adaptive Controller with its elements State Predictor, Adaptation Law and
L1 Control Law with Low-Pass tries to maintain the dynamics of the closed-loop
aircraft with the baseline controller. For this reason the reference model to be used
is the nominal closed-loop aircraft. This also requires the consideration of the base-
line controller within the adaptive controller e.g. in the State Predictor. Thus it is
called DPI Augmentation here.

An alternative augmentation method was developed at the TUM Institute of Flight
System Dynamics (TUM-FSD) and is given in Figure 3. For this approach the base-
line controller is wrapped around a unit consisting of aircraft and L1 Adaptive Con-
troller. It is now the task of the adaptive augmentation to ensure, that the baseline
controller always ”sees” its design model. Thus the reference model of the L1 Adap-
tive Controller can be reduced to the open-loop aircraft model in this case. This
approach is called Plant Augmentation in the context of this paper.
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Although the approaches differ from each other from a structural point of view,
the desired aircraft dynamics to be achieved by the combination of adaptive augmen-
tation and baseline controller in terms of the transfer function αcmd →α remains the
same. The desired aircraft behavior is determined by the interconnection of aircraft
and DPI baseline controller and can be conducted as

ẋre f (t) = Amxre f (t)+bm ·GDelay (t)∗GActuator (t)

∗ sat

{∫ t

t0
sat

[
kT

DPI ·
d

dτ
xre f (τ)+ h · d

dτ
αcmd (τ)

]}
dτ

+

⎡
⎣ 0

0
1

⎤
⎦αcmd (t) (2)

where xre f (t) contains the states αre f , qre f and the integrated error eI,re f =∫ (
αcmd −αre f

)
dt. The nominal open-loop aircraft is described by the short-period

approximation, which is enhanced by an integration of −αre f . Hence the system and
input matrices are defined as

Am =

⎡
⎣ Zα Zq + 1 0

Mα Mq 0
−1 0 0

⎤
⎦ (3)

bT
m =

[
Zη Mη 0

]
. (4)

The dynamics w.r.t. the short-period and the error integrator are shaped by the feed-
back gains

kT
DPI =

[
kα kq −kI

]
, (5)

while the feed-forward contribution of αcmd is scaled by the gain h. Actuator and
sensors are considered by the transfer functions GActuator (t) and GDelay (t), which is
a 2nd-order Pade approximation. To reflect the combination of baseline controller
and aircraft model as precise as possible w.r.t. the reference dynamics, it is impor-
tant to also consider the specific structure of the DPI controller. For that matter the
differentiations, the integrator and the saturation function [17]

sat(x) =

{
x i f |x| ≤ xlim

xlim · sgn(x) i f |x|> xlim
(6)

are included in Equation (2). Especially the saturation function is the reason, why
the reference dynamics cannot be summarized into one single Am matrix and the
feedback kT

DPI has to be considered separately.
The reference dynamics are not determined for one single envelope point. Instead

Am and bm as well as the gains of the modeled controller h and kDPI are scheduled
with the dynamic pressure q̄, which is the same scheduling as applied to the baseline
controller shown in Section 3.
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4.1 DPI Augmentation

At first the elements of the DPI Augmentation are presented, namely the State Pre-
dictor, the Parameter Update Law and the Control Law. As it is stated above, the
augmentation is based on L1 Adaptive Control with Piecewise Constant Parameter
Update Laws [13].

State Predictor

As this approach requires modeling of aircraft and baseline controller within the
adaptive controller, the state predictor can be constructed analogous to the reference
model described in Equation (2) and is compiled as shown in Figure 4 and through

˙̂x(t) = Amx̂(t)+Λ0 ·bm ·GDelay (t)∗GActuator (t)

∗ sat

{∫ t

t0
sat

[
kT

DPI ·
d

dτ
x̂(τ)+ h · d

dτ
αcmd (τ)+

d
dτ

uad,1 (τ)
]

dτ
}

+ bmσ̂m (t)+Bumσ̂um (t)+

⎡
⎣ 0

0
1

⎤
⎦[

uad,2 (t)+αcmd (t)
]

+ bm ·Δu(t)+Kex̃(t) (7)

with estimations of the matched σ̂m and unmatched σ̂um uncertainties. Their esti-
mation law is defined in Equation (10). The adaptive control law is subdivided into
one portion uad,1 (t) to compensate matched uncertainties and another one uad,2 (t)
to compensate unmatched uncertainties. The definition of the control laws can be
found in equations (13) and (14). uad,2 (t) is directly inserted into the integrator of
the DPI Controller in order to avoid additional integral error feedback [3]. Thus the
insertion point for uad,2 (t) in Figure 1 is II©. Bum is a constant matrix chosen so that
bT

mBum = 0 is satisfied [13]. Λ0 is an initial guess on the control effectiveness and is
set to Λ0 = 1. Additional feedback of the estimation error

x̃(t) = x̂(t)− x(t) (8)

is used to further tune the performance w.r.t. error dynamics by adjusting the gain
matrix Ke =diag(k1,k2,k3). To account for additional unmodeled dynamics at the
plant input channel the hedging term

Δu = ηmeas −Λ0 ·GDelay (t)∗GActuator (t)

∗ sat

{∫ t

t0
sat

[
d

dτ
uad,1 (τ)+

d
dτ

ubl (τ)
]

dτ
}

(9)

is used. This term is constructed utilizing the idea of Pseudo-Control Hedging [14].
d

dτ ubl (τ) is the deflection rate, which is commanded by the baseline controller with-
out any limitations applied. Thus, it is the output of summation point I© in Figure
1 without the contribution of uad,1. Δu compares the measured actuator deflection
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ηmeas with the expected control signal considering all elements, which are already
implemented within the state predictor. As shown in Section 5.2, this term has a
significant role in preserving the robustness properties of the baseline controller.

Just like the reference dynamics, the state predictor uses scheduled versions of
Am, bm, kDPI and h. This also leads to the introduction of scheduling within the
Parameter Update Law and the Control Law shown below as well as for the matrix
Bum.

Parameter Update Law

The matched and unmatched uncertainties are gained through the piecewise constant
update law [13]

[
σ̂m (t)
σ̂um (t)

]
= K(Ts) x̃(iTs) ∀t ∈ [iTs,(i+ 1)Ts] (10)

where

K(Ts) =−[
bm Bum

]−1
[
A−1

e

(
eAeTs − In

)]−1
eAeTs (11)

and with
Ae = Am,CL +Ke = Am +bmk̂T

DPI +Ke. (12)

Since the sampling time Ts is constant, the adaptation gain K(Ts) can be
pre-calculated for all Am and bm. Am,CL is constructed such, that it has the same
eigenvalues as the closed-loop aircraft with the baseline controller in terms of short-
period and error integration. As actuator and sensors are not considered for Am,CL

the set of gains k̂T
DPI differs from the one used within the baseline controller.

Fig. 4 DPI Augmentation - State Predictor
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Control Law

The control law, which is based on [13], is subdivided in portions for matched and
unmatched uncertainties, respectively. They are defined as

uad,1 = C1 (s) σ̂m (s) (13)

uad,2 = H−
m1(s)Hum (s)

[
C2 (s) 0

0 C3 (s)

][
σ̂um,1 (s)
σ̂um,2 (s)

]
︸ ︷︷ ︸

σ̂um

. (14)

Within the transfer functions

Hm (s) = cm (sIn −Am)
−1

⎡
⎣ 0

0
1

⎤
⎦ (15)

Hum (s) = cm (sIn −Am)
−1 Bum (16)

it is considered, that uad,2 is fed into the integrator of the baseline controller as

mentioned above. For that reason, the input vector
[

0 0 1
]T

is used instead of bm

for (15) [3]. The output vector is set as cm =
[

1 0 0
]
. The Low-Pass Filters are

chosen as PT1 transfer functions defined as

Ci (s) =
ωC,i

s+ωC,i
∀i ∈ {1;2;3} . (17)

4.2 Plant Augmentation

Next the elements of the Plant Augmentation approach are conducted. For the sake
of comparison only the differences to the DPI Augmentation are highlighted.

Fig. 5 Plant Augmentation - State Predictor
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State Predictor

While designing the Plant Augmentation, modeling of the baseline controller within
the adaptive controller can be neglected. Therefore A�

m and b�
m are reduced to

A�
m =

[
Zα Zq + 1
Mα Mq

]
(18)

b�T
m =

[
Zη Mη

]
(19)

and the state predictor is constructed as

˙̂x� (t) = A�
mx̂� (t)+Λ0 ·b�

m ·GDelay (t)∗GActuator (t)

∗ sat

{∫ t

t0
sat

[
d

dτ
(
ubl (τ)+ u�ad,1 (τ)+ u�ad,2 (τ)

)]
dτ

}

+ b�
mσ̂�

m (t)+bumσ̂�
um (t)+b�

m ·Δu� (t)+K�
e x̃� (t) (20)

with b�T
m bum = 0. The structure is also depicted in Figure 5. With no integrator state

available, u�ad,2 does not generate an additional integral feedback and can thus be
directly fed into the plant input. This is also why u�ad,2 is added at summation point
I© within the baseline controller shown in Figure 1. As u�ad,1 is still fed in at the

same position, the limiting structure of the DPI controller remains within the state
predictor. According to the described changes, the hedging term is modified to

Δu� = ηmeas −Λ0 ·GDelay (t)∗GActuator (t)

∗ sat

{∫ t

t0
sat

[
d

dτ
u�ad,1 (τ)+

d
dτ

u�ad,2 (τ)+
d

dτ
ubl (τ)

]
dτ

}
. (21)

Parameter Update Law

The parameter update law [13] is defined as
[

σ̂�
m (t)

σ̂�
um (t)

]
= K� (Ts) x̃� (iTs) ∀t ∈ [iTs,(i+ 1)Ts] (22)

where

K� (Ts) =−[
b�

m bum
]−1

[
A

�−1
e

(
eA�

eTs − In

)]−1
eA�

eTs (23)

with A�
e = A�

m +K�
e .

Control Law

At last the control law [13] can be described through

u�ad,1 = C�
1 (s) σ̂�

m (s) (24)

u�ad,2 = C�
2 (s)H

�−1
m (s)H�

um (s) σ̂ �
um (25)
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where

H�
m (s) = c�m (sIn −A�

m)
−1 b�

m (26)

H�
um (s) = c�m (sIn −A�

m)
−1 bum (27)

with the output vector c�m =
[

1 0
]
.

5 Simulation Results

In this section both the performance and the robustness properties of the proposed
augmentation structures are shown. In order to not exceed the framework of this
study, only one exemplary envelope point is considered for evaluation. The aircraft
model described in Section 2 is trimmed at the velocity V0 = 177 m

s in an altitude of
h0 = 5000m. Thus the simulation starts at Ma ≈ 0.55.

The sample time is uniformly set to Ts = 0.001s for the whole simulation envi-
ronment, which includes the L1 Adaptive Controller. The Low-Pass Filters for the
matched uncertainty is set to ωC,1 = 40 rad

s , which is the actuator bandwidth. The
filters corresponding to the unmatched uncertainties are adjusted to ωC,2 = 1 rad

s
and ωC,3 = 0.01 rad

s with the intention to tune the robustness properties w.r.t. the
plant output channels. The additional error feedback gains are determined as ki =
−230 ∀i ∈ {1;2;3} after some manual tuning. It has to be noted that a reasonable
choice of this gain is highly depended on the sample time of the controller. That
means the smaller the sample time is set, the faster the error dynamics can be ren-
dered.

5.1 Performance

In order to assess the performance, the controllers are interconnected with the non-
linear F16 aircraft model. The simulations are conducted for the nominal aircraft
and for two different CG-shifts of 5% and 7% aft. The uncertainty is implemented
as a step function, which is activated at t = 10s, in order to model a rapid change in
system dynamics. Next to simulation plots, the performance metrics

ML2 =
∥∥α (t)−αre f (t)

∥∥
L2

=

√∫ t f

t0

(
α (t)−αre f

)2
dt (28)

ML∞ =
∥∥α (t)−αre f (t)

∥∥
L∞

= max
t∈[t0,t f ]

∣∣α (t)−αre f (t)
∣∣ (29)

are used to compare the different controller configurations [24]. ML∞ measures the
maximum value of the control error, ML2 is a measure for its energy. This means in
both cases the smaller the value, the better the performance.

The simulation results for the nominal aircraft are depicted in Figure 6. The figure
contains the history of angle of attack α for the configurations Baseline Controller
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only, DPI Augmentation and Plant Augmentation. α should follow the black dotted
line for αre f as close as possible. It can be seen, that the performance is not de-
graded by the application of adaptive augmentation for both cases. On the contrary,
it even leads to slight improvements in terms of tracking, which is also confirmed by
the performance metrics given in Table 1. Furthermore, the adaptive augmentation
generates reasonable control signals without any oscillation. This is also illustrated
in Figure 6 by both the plots of commanded actuator rate η̇cmd and the integrated
deflection ηcmd after application of rate limitation. Although η̇cmd exceeds the limit
several times, the performance of the adaptive controller is not perturbed.

Table 1 Comparison of performance metrics

nominal 5% CG-Shift 7% CG-Shift

Controller ML2
[-] ML∞ [-] ML2

[-] ML∞ [-] ML2
[-] ML∞ [-]

Baseline 1.9957 0.0347 11.8138 0.1755 164.8498 2.1355
L1 DPI Augmentation 0.8759 0.017 1.6612 0.0358 2.8796 0.0516
L1 Plant Augmentation 0.8609 0.0144 1.7646 0.0375 3.3317 0.0583
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Fig. 6 Angle of attack and command: Nominal aircraft
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The second case to be investigated is a CG-shift of 5% aft, which renders the
open-loop aircraft unstable. The simulation results are outlined in Figure 7. The
baseline controller still manages to stabilize the aircraft, albeit heavy overshoot is
induced and α is oscillating, which is also reflected by an increase of ML∞ and ML2 ,
respectively. Both augmentation approaches are able to compensate for the uncer-
tainty in reasonable time and restore good handling qualities. Differences between
the two augmentation approaches are barely visible, only the performance metrics
reveal a slight advantage of the DPI Augmentation.

At last a CG-shift of 7% aft is examined to exhaust the possibilities of the adap-
tive augmentation for the considered aircraft model. It has to be noted, that the ca-
pability of the actuator in terms of the possible control momentum and how fast the
momentum can be build up sets this limit. This is not due to limitations of the adap-
tive augmentation. In Figure 9 it can be seen that activation of uncertainty makes the
combination of baseline controller and aircraft unstable, whereas both augmentation
approaches stabilize the aircraft and perform even when the deflection saturation is
hit at t ≈ 15s and t ≈ 27s for a short period of time. Still DPI Augmentation and
Plant Augmentation behave quite similar, whereas the latter exhibits slightly larger
overshoot at t ≈ 18s, t ≈ 23s and t ≈ 26s. This also manifests in the performance
metrics in Table 1. The history of the parameter estimations for this case is depicted
in Figure 8. It is no surprise that σ̂um,2 remains close to zero, as it corresponds to the
state eI , which contains no uncertainty by design.
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Fig. 8 Parameter estimations of the L1 Adaptive Controller for 7% CG-shift

Additional experiments have shown that introducing the hedging term Δu has no
effect on the overall performance of the controller.
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Fig. 10 Nichols plot - Open-Loop assessment at actuator input

5.2 Robustness

The assessment of the robustness properties of the proposed adaptive augmentation
methods is performed in this section. These are measured by Time-Delay-Margin
(TDM) and Gain-Margin (GM). Unlike for the resulting performance, the hedging
term Δu decisively influences the robustness of the closed-loop system. Thus, it is
always distinguished between controller configurations with and without hedging
(Δu = 0) in the following statements.

Since the augmentation approaches use piecewise constant update laws, the
closed-loop can be analyzed by the methods of linear control theory. This can also
be an advantage in terms of certification issues, which are commonly associated
with adaptive control laws. Nonlinear robustness measurements are performed ad-
ditionally, to show comparability to the results gained by linear assessment.

The controllers are compared at the same envelope point as for the performance
benchmark, which is V0 = 177 m

s and h0 = 5000m. The following evaluation consid-
ers the nominal CG position.

5.2.1 Linear Assessment

In order to be analyzed by linear methods, the closed-loops of the different controller
configurations presented above and also considering activated and deactivated hedg-
ing are numerically linearized. The loop is at first cut at the actuator input ηcmd to
measure the robustness at this location.

For the resulting systems Nichols plots are generated, which are shown in Figure
10. The required robustness margins are chosen according to [18] and are illustrated
through the diamonds around the critical point [−180◦ 0dB]. The relevant margin
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Fig. 11 Nichols plot - Open-Loop assessment at plant output q

for this assessment is marked by the outermost diamond, whereas the two smaller
diamonds are applied e.g. in case of failure. The black circles show the frequency
of the phugoid and the black diamonds are located at the estimated frequency of
first wing-bending mode. First it can be seen quite clearly that the curves of the
baseline controller and the adaptive augmentations with hedging barely differ in the
relevant frequency range. Deactivation of hedging leads to crossing of the 0dB line
far more left, which indicates degraded robustness. Although the minimal robust-
ness requirements are still met, because the outermost diamond is not cut by the
frequency response curve.

As the phase margin is not determinable in the nonlinear world, it is chosen to
compare the TDM in addition to GM. The TDM is calculated from the phase margin
Φm and the gain crossover frequency ωgc by the following formula [1]:

T DM =
Φm

ωgc
(30)

The results are summarized in Table 2. It can be seen that both TDM and GM
drop significantly without applied hedging for the adaptive augmentations. These
are fully restored in comparison to the baseline controller by activation of hedging.
As for the performance, there are only slight differences in the robustness properties
in the two different augmentation methods.

As opposed to the plant input channel, the proposed hedging strategy has no
effect on the robustness properties of the output channels, namely angle of attack
α and pitch rate q. Especially for the pitch rate channel a significant drop in both
TDM and GM can be observed, while the robustness requirements are still fulfilled.
This can be seen in Figure 11. The baseline controller has a TDM = 0.266s, which
drops to T DM = 0.07s for the DPI Augmentation and to T DM = 0.071s for the
Plant Augmentation. The GM changes from [13.47 −∞] to [6.88 − 14.86] and
[7.12 − 15.45], respectively.



L1 Adaptive Augmentation Strategies for a Differential PI Baseline Controller 115

Table 2 Linear robustness assessment: TDM and GM

without Hedging with Hedging

Controller TDM [s] GM [dB] TDM [s] GM [dB]

Baseline 0.431 [13.97 −∞] — —
L1 DPI Augmentation 0.082 [7.08 −∞] 0.436 [14.34 −∞]
L1 Plant Augmentation 0.081 [7.07 −∞] 0.435 [14.34 −∞]

Table 3 Nonlinear robustness assessment: TDM and GM

without Hedging with Hedging

Controller TDM [s] GM [dB] TDM [s] GM [dB]

Baseline 0.426 [13.86 −∞] — —
L1 DPI Augmentation 0.081 [6.74 −∞] 0.43 [13.5 −∞]
L1 Plant Augmentation 0.08 [6.71 −∞] 0.429 [13.5 −∞]

5.2.2 Nonlinear Assessment

Due to space limitations only the plant input channel is analyzed in this section. Yet,
there is no generic way known to calculate the robustness properties TDM and GM
mentioned above for a nonlinear system. Thus, they have to be determined using
simulations. Therefor the actuator input is perturbed with artificial delay and gain.
At the same time a slight deviation is applied on the trim deflection η0. One can
find TDM by systematically increasing the delay, analogous GM is found through
increase of the gain. In both cases the margins are reached, if unstable oscillation
in the system response can be detected. The drawback of this method is, that it
obviously leads to a significant simulation effort for large systems.

The results gained under the same conditions used for the linear assessment are
summarized in Table 3. The statement remains the same, the beneficial effect of
hedging on the robustness can as well be detected at the nonlinear system. Further-
more the applied method shows good comparability to the results gained by linear
methods in Table 2.

Finally, a method is presented to visualize the offset between the required and the
actual robustness margins for nonlinear systems. Its aim is to give a similar repre-
sentation of the margin between frequency response and appropriate diamond within
Nichols plots for linear systems. The results are illustrated in Figure 12. Again the
margins for the different controller configurations are determined by application of
artificial gain and time delay at the plant input channel. In contrast to the assessment
made above, the two parameters are now varied at the same time. Thus, the result-
ing points define the boundary between stability and instability in the whole space
spanned by time delay and gain. The required margin is defined analog to the dia-
mond in Figure 10 with the only difference, that the phase margin is replaced with a
certain TDM limit. The minimum required TDM is determined according to [5] by
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Fig. 12 TDM over GM for nonlinear assessment of robustness

demanding a phase margin of 35◦ at the system bandwidth, which is the frequency
of the short-period. Then the TDM can be calculated using Equation (30), resulting
in a T DM ≈ 0.1s for this case.

It can be clearly seen that there is sufficient distance between the minimal re-
quired margin and the margins for Baseline Controller and Augmentations with
hedging applied. As for the linear assessment, hedging nearly leads to full match
of the two curves, whereas for deactivated hedging the requirements are not met.
Comparing this result to the linear assessment, which indicates sufficient margin,
one could conclude for this case, the proposed nonlinear method leads to a more
conservative statement on robustness margin fulfillment.

6 Conclusion

In this paper two different adaptive augmentations for a DPI baseline controller
are presented using L1 Adaptive Control. It is their task to compensate uncertain-
ties within the system. In this case rapid CG-shifts are exemplarily chosen. The
approaches are both successfully applied on a nonlinear model of a F16 aircraft.
Simulation results show only slight differences between the two approaches for
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the considered uncertainty in terms of performance. Thus, it is possible to simplify
the design of the state predictor and also the parameter update law and the control
law of the L1 Adaptive Controller choosing the Plant Augmentation approach. The
controllers perform well within the physical limits of the aircraft, even for large
CG-shifts and with the actuator hitting the saturation limit. One can state, the DPI
baseline controller is well suited for adaptive augmentation, especially when actua-
tor limitations play an important role for the application. The robustness properties
are also examined by both linear and nonlinear methods. It is shown, that the ro-
bustness in the plant input channel can be restored by introduction of an additional
hedging term, which contains feedback of the measured actuator deflection.

References

1. Bates, D., Postlethwaite, I.: Robust Multivariable Control of Aerospace Systems. DUP
Science, Delft, Netherlands (2002)

2. Bichlmeier, M., Holzapfel, F., Xargay, E., Hovakimyan, N.: L1 Adaptive Augmenta-
tion of a Helicopter Baseline Controller. In: Guidance, Navigation, and Control and Co-
located Conferences, American Institute of Aeronautics and Astronautics (August 2013)

3. Bierling, T.: Comparative Analysis of Adaptive Control Techniques for Improved Robust
Performance. PhD thesis, TU München (2014)

4. Brockhaus, R., Alles, W., Luckner, R.: Flugregelung, 3rd edn. Springer, Berlin (2011)
5. Dorobantu, A., Seiler, P., Balas, G.J.: Time-Delay Margin Analysis for an Adaptive Con-

troller. Journal of Guidance, Control, and Dynamics 35(5), 1418–1425 (2012)
6. Farineau, J.: Lateral Electric Flight Control Laws of a Civil Aircraft Based Upon Eigen

Structure Assignment Technique. In: AIAA Guidance, Navigation and Control Confer-
ence, American Institute of Aeronautics and Astronautics (1989)

7. Geiser, M., Xargay, E., Hovakimyan, N., Bierling, T., Holzapfel, F.: L1 Adaptive Aug-
mented Dynamic Inversion Controller for a High Agility UAV. In: Guidance, Navigation,
and Control and Co-located Conferences, American Institute of Aeronautics and Astro-
nautics (August 2011)

8. Gregory, I., Cao, C., Xargay, E., Hovakimyan, N., Zou, X.: L1 Adaptive Control Design
for NASA AirSTAR Flight Test Vehicle. In: Guidance, Navigation, and Control and Co-
located Conferences, American Institute of Aeronautics and Astronautics (August 2009)

9. Gregory, E., Xargay, C.: Flight Test of an L1 Adaptive Controller on the NASA AirSTAR
Flight Test Vehicle. In: Guidance, Navigation, and Control and Co-located Conferences.
American Institute of Aeronautics and Astronautics (August 2010)

10. Gregory, I., Xargay, E., Cao, C., Hovakimyan, N.: Flight Test of L1 Adaptive Control
Law: Offset Landings and Large Flight Envelope Modeling Work. In: Guidance, Navi-
gation, and Control and Co-located Conferences, American Institute of Aeronautics and
Astronautics (August 2011)

11. Griffin, B., Burken, J., Xargay, E.: L1 Adaptive Control Augmentation System with Ap-
plication to the X-29 Lateral/Directional Dynamics: A Multi-Input Multi-Output Ap-
proach. In: Guidance, Navigation, and Control and Co-located Conferences. American
Institute of Aeronautics and Astronautics (2010)

12. Holzapfel, F., Heller, M., Weingartner, M., Sachs, G., da Costa, O.: Development of control
laws for the simulation of a new transport aircraft. In: Proceedings of the Institution of
Mechanical Engineers, Part G: Journal of Aerospace Engineering, vol. 223, pp. 141–156
(2009)



118 F. Hellmundt et al.

13. Hovakimyan, N., Chengyu, C.: L1 Adaptive Control Theory - Guaranteed Robustness
with Fast Adaptation. Society for Industrial and Applied Mathematics (2010)

14. Johnson, E.N.: Limited Authority Adaptive Flight Control. PhD thesis, Georgia Institute
of Technology (2000)

15. Lee, H.P., Youssef, H.M., Hanel, R.P.: Application of Eigenstructure Assignment to the
Design of STOVL Flight Control System. In: Guidance, Navigation and Control Confer-
ence, American Institute of Aeronautics and Astronautics (1988)

16. Leman, T., Xargay, E., Dullerud, G., Hovakimyan, N., Wendel, T.: L1 Adaptive Control
Augmentation System for the X-48B Aircraft. In: Guidance, Navigation, and Control and
Co-located Conferences, American Institute of Aeronautics and Astronautics (August
2009)

17. Li, D., Hovakimyan, N., Cao, C.: L1 Adaptive Controller in the Presence of Input Sat-
uration. In: Guidance, Navigation, and Control and Co-located Conferences. American
Institute of Aeronautics and Astronautics (August 2009)

18. Moritz, N., Osterhuber, R.: Three-Stage Gradient-Based Optimization Scheme in Design
of Feedback Gains within Eurofighter Primary Control Laws. In: Guidance, Navigation,
and Control and Co-located Conferences, American Institute of Aeronautics and Astro-
nautics (August 2006)

19. Nguyen, L.T., Ogburn, M.E., Gilbert, W.P., Kibler, K.S., Brown, P.W., Deal, P.L.: Sim-
ulator study of stall/post-stall characteristics of a fighter airplane with relaxed longitudi-
nal static stability. Technical report, NASA Langley Research Center, Hampton, Virginia
(1979)

20. Oelker, H.-C., Osterhuber, R., Hanel, M.: Experiences with Eurofighter Handling Quali-
ties Testing. In: Guidance, Navigation, and Control and Co-located Conferences, Amer-
ican Institute of Aeronautics and Astronautics (August 2009)

21. Osterhuber, R., Hanel, M., Hammon, R.: Realization of the Eurofighter 2000 Primary
Lateral/Directional Flight Control Laws with Differential PI-Algorithm. In: Guidance,
Navigation, and Control and Co-located Conferences. American Institute of Aeronautics
and Astronautics (August 2004)

22. Peter, F., Holzapfel, F., Xargay, E., Hovakimyan, N.: L1 Adaptive Augmentation of a
Missile Autopilot. In: Guidance, Navigation, and Control and Co-located Conferences.
American Institute of Aeronautics and Astronautics (August 2012)

23. Seiler, P., Dorobantu, A., Balas, G.: Robustness Analysis of an L1 Adaptive Controller.
In: Guidance, Navigation, and Control and Co-located Conferences. American Institute
of Aeronautics and Astronautics (August 2010)

24. Stepanyan, V., Krishnakumar, K., Nguyen, N., Eykeren, L.V.: Stability and Performance
Metrics for Adaptive Flight Control. In: Guidance, Navigation, and Control and Co-
located Conferences. American Institute of Aeronautics and Astronautics (August 2009)

25. Stevens, B., Lewis, F.: Aircraft Control and Simulation. John Wiley & Sons (2003)
26. Wise, K., Lavretsky, E., Hovakimyan, N., Cao, C., Wang, J.: Verifiable Adaptive Con-

trol: UCAV and Aerial Refueling. In: Guidance, Navigation, and Control and Co-located
Conferences. American Institute of Aeronautics and Astronautics (August 2008)

27. Xargay, E., N., Hovakimyan, C.C.: L1 Adaptive Controller for Multi-Input Multi-Output
Systems in the Presence of Nonlinear Unmatched Uncertainties. In: American Control
Conference (ACC), pp. 874–879 (2010)

28. Xargay, E., Hovakimyan, N., Dobrokhodov, V., Statnikov, R., Kaminer, I., Cao, C., Gre-
gory, I.: L1 Adaptive Flight Control System: Systematic Design and Verification and
Validation of Control Metrics. In: Guidance, Navigation, and Control and Co-located
Conferences, American Institute of Aeronautics and Astronautics (August 2010)



Flight Path Management System of EOLE UAV∗

Frank Jouhaud

Abstract. Within the PERSEUS project of CNES (French National Space Cen-
tre), EOLE is a demonstrator for a reusable unmanned automatic carrier for air-
borne rocket launchers. EOLE will lift a small scale rocket from an airport up to
4000 m in altitude. A ground pilot controls EOLE for take off and landing manually
via radio-controls at viewing distance. The guidance and autopilot system is then
switched on for autonomous flight including climb, cruise flight, launch and sepa-
ration maneuver, return flight and initial descent. This paper deals more particularly
with the design of the guidance for the flight path management system, which was
successfully used in flight tests.

Keywords: EOLE - UAV dynamics, control, guidance and navigation - Airborne
Launcher

1 Introduction

PERSEUS is the European Academic and Scientific Space Student Research Project
initiative of the CNES (French National Space Centre, see [2]). Within this context,
EOLE is a UAV (unmanned automatic vehicle), demonstrator of a reusable carrier
for an airborne rocket launchers. The development of EOLE is supervised by both
CNES and the French Aerospace Lab Onera, see [5]. EOLE will lift a rocket from
an airport up to 4000 m in altitude. A ground pilot controls EOLE take off and
landing manually via radio-controls at viewing distance. The guidance and autopilot
system is then switched on for autonomous flight including initial climb, cruise
flight, launch and separation maneuver, return flight and final descent.
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At first a guidance system was defined (see [3]) for an automatic separation ma-
neuver (see Fig. 1) which occurs at a high flight path angle of about 45 degrees
ensuring a quick separation between the carrier Eole and the rocket such that Eole
avoids the plume of the rocket.

As the separation maneuver must occur in a segregated airspace, out of view and
with long outbound and return flights the guidance system was augmented in order
to manage the monitoring of a flight plan with climbs and descents.

This article presents the details of the guidance law function which is divided in
two parts (see Fig. 2):

• inner loops for the respect of short term objectives: regulation of altitude in the
neighborhood of a target altitude (output is desired load factor nzd ), regulation
of ground track relatively (output is roll angle φd desired value) to a prescribed
ground track. If the altitude is too far from the target altitude, the altitude regula-
tion law is switched to the respect of an ascent or descent profile with minimum
and maximum air speed protection. The output is a desired flight path angle (γd);

• flight plan monitoring: a sequencer computes, from the actual position and the
current leg between two way points (defined by a their position with target values
on altitude and air speed), the objectives for the inner loops. When the initial
position is too far from any leg of the flight plan, then additional way points can
be inserted. Between two legs, a circular turn is defined.

The outputs of the above guidance functions are either transmitted directly as
inputs to a previously defined attitude control law (load factor nzc , side slip βc, roll
angle φc and equivalent air speed Vac orders, see [6]) or either through a low level
guidance loop linking the desired flight path angle to an order on load factor. This
low level loop was also already defined for the separation maneuver (see [3]).

Fig. 1 Separation maneuver
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Fig. 2 Structure of Guidance System

List of Symbols

α angle of attack
β side slip
γ air speed flight path
δl aileron command
δm elevator command
δn rudder command
δx reduced thrust command
λ geocentric latitude
χ air speed azimuth
μ aerodynamic bank angle
φ roll angle
ρ air density
ρ0 ground air density
θ pitch angle
δT engine pitch angle
CD drag coefficient, aerodynamic frame
CL lift coefficient, aerodynamic frame
g ground gravity acceleration
G longitude
h altitude
nx total axial load factor, aerodynamic frame
nz normal load factor, aerodynamic frame
r radius from Earth Center
Va true air speed
Veas equivalent air speed
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x, y local horizontal North, East coordinates
T thrust
Sre f reference area of the vehicle

2 Modeling for Guidance

In order to shape the trajectory and tune the inner guidance laws, we used the fol-
lowing 3 degrees of freedom simplified model where attitude motion is supposed
instantaneous (see [7, 4]):

ṙ = Va sinγ [= ḣ] (1)

r λ̇ = Va cosγ cos χ [= ẋ] (2)

r Ġ cosλ = Va cosγ sin χ [= ẏ] (3)

V̇a = g nx − g sin γ (4)

Va γ̇ = g nz cos μ − g cosγ (5)

Va χ̇ = g nz
sin μ
cosγ

(6)

where axial and normal load factors are respectively:

nx =
−D+ cos(α + δT ) T

m g
� −D+T

m g
(7)

nz =
L+ sin(α + δT )T

m g
� L

m g
(8)

and:

Drag Force D = pdyn Sre f CD

Lift Force L = pdyn Sre f CL

Dyn. Pressure pdyn =
1
2

ρ V 2
a =

1
2

ρ0 V 2
eas

Equivalent Air Speed Veas =

√
ρ
ρ0

Va

This model is used only for the synthesis of guidance laws, for validation, the so
synthesized guidance laws are used on the complete 6 degrees of freedom simulator.

The local horizontal North (x) and East (y) coordinates are defined using a chosen
close reference point of latitude λre f and longitude Gre f and radius of Earth rE :

x = rE (λ −λre f ) (9)

y = rE cosλr (G−Gre f ) (10)
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Given a desired flight path angle dynamic γ̇d , from (5), one can extract the de-
sired value for nzd and similarly, given a desired azimuth dynamic χ̇d , (6) yields the
desired bank angle μd :

nzd =
Va γ̇d + g cosγ

g cos μ
(11)

sin μd =
Va cosγ

g nz
χ̇d (12)

3 Guidance Laws for Flight Path Monitoring

3.1 Longitudinal Guidance Laws

3.1.1 Altitude Keeping

Altitude keeping is obtained through a PID (Proportional, Integral and Derivative)
controller toward a target altitude hd:

nzac =

[
1+ khp (h− hd)+ khd Va sinγ + khi

∫
(h− hd) dt

]
1

cos μc
(13)

Although this linear regulation shall in theory deal with any discrepancy in altitude,
when the current altitude is too far from the target altitude, in practice, it is better to
commute to an ascent or descent optimal trajectory, as presented in the next section.

3.1.2 Ascent and Descent Profiles

Several kinds of optimal trajectories can be defined, according to the chosen criteria:

1. maximum flight path angle: useful after take-off for obstacle avoidance;
2. minimum ascent or descent time. A slightly suboptimal solution corresponds to

a trajectory with almost constant air speed and flight path angle and with an
extremum vertical speed;

3. minimum time to reach both a target altitude and a target final air speed: optimal
computation necessary.

In order to avoid delicate and costly optimal computation the extremum vertical
speed solution is retained as it is compatible with the mission duration.

The mathematical representation of the problem is then:
Find nz such that:

• J =Va sinγ is extremum
• V̇a = 0 constant speed
• γ̇ = 0 constant flight path angle

The last two constraints, using (4) and (5), leads to a relation for speed indepen-
dant of flight path angle:
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λ 2 (C2
L +C2

D)V 4
a − 2 λ CD T̄ V 2

a + T̄ 2 − 1 = 0 (14)

where: λ (h) = 1
2

ρ(h) S
m g , T̄ = Tmax

mg for ascent or Tmin
mg for descent (Tmax is maximum

continuous trust, ie 90% of maximum thrust available; Tmin is the residual thrust at
idle level).

The solution of this equation is given by:

Va =
λ CD T̄ +

√
λ 2 C2

D T̄ 2 +(1− T̄2) λ 2 (C2
L +C2

D)

λ 2 (C2
L +C2

D)
(15)

Hence the criterion J can be now rewritten as:

J =Va (T̄ −λ CD V 2
a ) (16)

The extremum of the criterion is then seeked numerically by iterations on CL. The
best value is called CL re f .

The corresponding flight path angle is then:

γre f (h) = arccos(λ CL re f V 2
a ) (17)

All the parameters are depending on the altitude and so is the resulting flight path
angle. Nevertheless, on Fig. 3, one can see that the variations are slow and compat-
ible with the initial constraint of constant speed and path angle.

On this Fig. 3, one can see the effect of an arbitrary adjustment in order to reduce
the minimum time to reach 4000 m in altitude and a maneuver speed of 80 m/s. The
effect is a reduction of ascent time of about 50 s for an ascent of 7 min in nominal
conditions. One can note also on Fig. 3 that the angle of ascent becomes negative
just before an altitude of 6000 m : the trajectory is optimized for a climb up to
4000 m. For flying higher, it would be necessary to lower the speed by keeping a
higher, positive, value of flight path angle.

The tabulated result is directly an input for the inner loop of the guidance law.

3.1.3 Air Speed Protection

An air speed protection is implemented because, for some combinations of input,
the reference profiles computed above can lead to a too low speed in ascent (while
at full throttle) or to a too high speed in descent (while at idle throttle). Furthermore,
for the early flight tests, it is necessary to stay within viewing distance of the security
pilot with a limited speed range.

As stated before, this protection is activated when the throttle are at their extrema,
so the only remaining available parameter is the flight path angle : it has to be
adjusted in order to regulate the speed toward the target value.

A Proportionnel and Integral (PI) regulation is chosen:

γc = γre f (h)+ kvp (Va −Vd)+ kvi

∫
(Va −Vd) dt (18)
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Fig. 3 Ascent (positive values) and descent profiles (negative values) (dotted line: vertical
speed optimum, solid line: adjusted optimum)

When it is needed to respect a maximum speed vmax lower than the achievable max-
imum speed v̄max of the vehicle, then:

• in descent: vmax
v̄max

γre f (h) is taken as new reference path angle;
• in ascent: γre f (h) is kept but maximum value of throttle is limited at the following

value: vmax
v̄max

δxmax

In order to avoid oscillations different threshold are taken on speed for entering and
leaving this mode.

3.2 Lateral Guidance Laws

Lateral guidance laws are elaborated in order to follow an assigned ground track
made of several straight legs linked by circular arcs. The initial flight point when
initiating flight plan monitoring does not need to be close to the beginning of the
flight plan, see Fig. 4. The explicit definition of a link circle, see Fig. 5, instead of
only a heading turn, allows to be more robust to unknown wind and to smooth the
trajectory.

The ground track is followed using modulation of roll angle μ in order to regulate
the cross distance Δ to the track (see Figs. 6 and 7). A proportional and derivative
(PD) regulator is chosen:

Δ̈ = Kp Δ +Kd Δ̇ (19)
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Fig. 4 Example of the ground track of a
flight plan

Fig. 5 Link turn

Fig. 6 Straight ground track Fig. 7 Circular arc ground track

In effect, by derivation of Eqs. (2) and (3) for constant air speed and flight path angle,
we see that the second derivative of position is directly linked to the derivative of
azimuth, itself linked through (6) to the sine of the roll angle:

Δ̈ � Va cosγa χ̇a = g nz sin μ (20)

The approximation in (20) relies on (χT12 − χa) being small, when it is not the
case, a constant roll turn is initiated in a suitable direction as explained in the flight
plan initialization section (see 3.3). This leads to the classical form for ground track
monitoring:

sin μc = sin μd +
Kp

g nz
Δ +

Kd

g nz
Δ̇ (21)

μd is 0 for a straight leg and is set to a chosen reference value for a circular leg, as
detailed in the next sections.

3.2.1 Straight Leg

Using the notations of Fig. 6, we obtain:
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Δ =−→wP .
−−→
T2M = [−(x− xT2) sin χT12 +(y− yT2) cosχT12 ]

Δ̇ =−→wP .
−→V a =Va cosγa sin(χa − χT12)

(22)

where −→wP is the right cross unit vector:

−→wP =

(−sin χT12

cos χT12

)
(23)

3.2.2 Circular Arc Ground Track

Using the notations of Figs. 5 and 7 , we have:

Δ =−ε(r− rC) =−ε(
√
(x− xC)2 +(y− yC)2 − rC)

Δ̇ = ε2 −→wP .
−→V a =Va cosγa sin(χa − χP)

(24)

The sign of Δ is chosen such that it is positive when point M is on the right of point
P according to the orientation of air speed.

The value of ε is +1 or -1 according to respectively right (increasing headings)
or left turn. With such a convention we deduce:

μd = ε μre f (25)

The radius rC of the circle center C is linked to horizontal air speed and to reference
rotation speed χ̇re f using following relation:

rC =
Va cosγa

χ̇re f
(26)

The expression of χ̇re f is a function of chosen reference roll angle μre f (from (6)
and (5)):

χ̇re f =
g nzre f sin μre f

Va cosγa
=

g tan μre f

Va
(27)

The local coordinates xC and yC of the circle center C are based on those of the way
point T2 at distance ρC in direction χC according to:

xC = xT2 +ρC cos χC (28)

yC = yT2 +ρC sin χC (29)

The other characteristic values of Figs. 5 and 7 are then:

• half angle of turn, seen from center C: θ =
diff(χT23−χT12)

2
( function diff framed an angle between −π and π);

• half angle of turn, seen from summit T2: β = π
2 −|θ |

• direction of C from T2: χc = χT23 + sign(θ ) β
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• distance between C and T2: ρc =
rC

sinβ
this last formulae presents an indetermination when β tends toward 0: the flight
plan must be tuned in order to avoid this reversal trajectory case.

Apart from last equation, all quantities are computed only once at flight plan initial-
ization time. ρc is pre-computed using rC = 1 and then actualized during flight.

One last quantity depends on actual position M during flight: P is the point of the
circle located on the radius from C to M. The reference azimuth χP at this point is
then:

tan χP =
(x− xC)

−(y− yC)
(30)

Similarly to (23), unit cross vector −→wP is:

−→wP =

(−sin χP

cos χP

)
(31)

At the beginning and at the end of the circular leg, there is a transitory effect due
to the fact that the roll angle is not instantaneous: a deviation occurs outside at the
beginning and inside at the end. This last effect is attenuated by beginning the end
of the turn for a heading deviation equal to the reference roll angle.

In order to reduce deviations a value of 45◦is retained for the reference roll angle
as 60◦are allowed at maximum for corrections.

3.3 Flight Plan Initialization

The activation of the monitoring of the flight plan raised the issue of the choice of
the first leg according to the current position.

A first simple mode consists in selecting the first leg, then a sequencer checks if
the transverse projection of the current flight position lies within the boundaries of
the leg. If it is not the case, then the test is done with the next leg and so on.

When the flight plan is almost in line (see Fig. 4), this process will find the correct
leg. But when there are turns, the selected leg may be not the nearest from the current
position.

So another mode is added in which an initial seek is led on all the eligible legs,
choosing the nearest.

For a more extreme case, as the one displayed on Fig. 8, representative of an
approach phase, the first selected leg might be inappropriate, whatever the mode: a
short simulation is needed before any use of the flight plan.

In case of a too great cross distance at initial position, one or two supplementary
legs are automatically inserted:

• from the initial flight position to the corresponding transverse point on the first
leg;

• from the transverse point to the end point of the leg if the distance is lower than
the turn radius, if not, the end point is selected instead of the transverse point.
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Fig. 8 Selection of first leg for complex flight plan

4 Simulations

The guidance laws were used along the attitude control laws (see [6]) in a full 6
degrees of freedom simulator, ”MUSIC” (= MUlti Simulators in Combination, al-
lowing several vehicles). The software is coded in Matlab R© except for the attitude
control and guidance laws that are implemented in C language, in order to be close
to the onboard embedded software. MUSIC allowed in particular to generate many
perturbation causes and to process, store and analyze Monte-Carlo simulations.

For the separation maneuver (about 30 s of flight) of the rocket from Eole, as
presented in [3], 3000 trajectories were computed for Monte-Carlo analysis. For the
flight plan monitoring, we restricted the computations to some worse cases detected
for separation as the flight plan for complete ascent, acceleration and descent is
about 16 min of flight long and as there is an infinite variety of ground tracks.

4.1 Perturbations Causes

Three main categories are considered for the perturbation causes:

• vehicle environment (moderate wind and turbulence):

– static wind (up to 8 Kts, all directions)
– Dryden turbulence (up to 3 Kts);
– air density deviations (up to 4%).

• deviations on measurements of:

– airspeed (up to 3% and 0.6 Kts bias);
– clinometric values (up to 3% and 0.3◦ bias);
– inertial measurement unit (up to 1◦for atitude angles, 0.2 m/s2 for accelera-

tions);
– GPS (up to 5 m for position, 1 m/s for velocities);
– air surface position measurement deviations (up to 1% and 0.2◦ bias–used for

re-initialisation of integral terms in attitude controller);



130 F. Jouhaud

• modeling uncertainties on:

– mass (up to 2 kg), centering (up to 3 cm), inertia (up to 10%);
– thrust (up to 10%) with left/right deviation (up to 10%);
– aerodynamic coefficients (up to 5% and 0.1% bias).

Most values are standard deviation for a Gaussian sampling. It implied that typical
values could reach more than 3 standard deviations.

The level of wind and turbulence could be enforced by a no go for the experiment
when weather conditions are not met.

4.2 Examples of Flight Plan Monitoring

First example of flight plan is constructed in order to test all the capacities of the
guidance law: climb from take-off to 4000 m in altitude, acceleration to initial ma-
neuver air speed,about 80 m/s of indicated air speed, then descent to 300 m in alti-
tude with reduced air speed of 35 m/s. The ground track is wrapped in order to stay
within a limited space and to test the turn capacities. The whole flight lasted about
16 min.

Figures 9 to 11 displayed successively:

• Fig. 9: ground track in local coordinates;
• Fig. 10/left: time evolutions of altitude h, air speed (true air speed in dotted line,

equivalent air speed Veas in solid line), flight path γ;
• Fig. 10/right: time evolutions of pitch angle θ , attack angle α and normal load

factor nz;
• Fig. 11/left: time evolutions of side slip β , aerodynamic bank μ , roll φ and az-

imuth χ angles;
• Fig. 11/right: time evolutions of air surface deflections dl, dm, dn and thrust

command dx.
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Fig. 9 Example of a flight plan in perturbed conditions (1/3)
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Fig. 10 Example of a flight plan in perturbed conditions (2/3)
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Fig. 11 Example of a flight plan in perturbed conditions (3/3)

The blue solid lines are the actual values, the green solid lines indicate desired or
indicative reference values for objectives while the red solid lines represent either
the reconstructed desired values for inputs that are not directly controlled (such as
angle of attack and pitch angle) of orders for the actuators. In figure labels, the greek
letters are written using their latin equivalent: beta for β , theta for θ ,... and so on.

On Fig. 10/left, the indicative reference value for air speed is at constant maxi-
mum value in ascent and constant minimum value in descent but the actual value re-
spect the ascent then descent profiles at intermediate varying speed. On Fig. 11/left,
the indicative reference value of azimuth is constantly zero as no good value is
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computed by ground track monitoring as it defines directly the roll angle from cross
distance.

Transients can be seen at the beginning of the figures: initial condition is com-
puted through equilibrium computed without turbulence. It takes then about 2 s for
the integrators to counteract.

The obtained trajectory respect the aimed flight plan with the normal load factor
between -0.5 and 1.5 as designed. The incidence is kept under 12◦.
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Fig. 12 Eight shape flight plan
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Fig. 13 Diamond like shape flight plan
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Fig. 14 Flight plan with replanning of initial point

One can see also on Fig. 11/left that the roll angle presents a little variation during
turns as expected due to the latency in the following of the circle at beginning of turn.

On Fig. 11/right, we can see that the orders coming out of control law are much
affected by turbulence. Instead of filtering these outputs, they are send directly to the
actuators which dynamics act as a natural filter. More generally, turbulence effects
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can be seen on several variables after about 800 s of simulation at low altitude and
low velocity.

Several other forms of flight plans were tested with different speed and altitude
profiles, see Figs.12-14. On Fig. 12, we can see that two turns doesn’t overlap:
they are executed at different air speeds. Furthermore wind, supposed unknown, can
distort the eight shape : up to 200 m for 10 m/s of wind for a low speed (about
35 m/s) flight plan.

On Fig. 14, the initial point is at some distance and with a different azimuth of the
first leg (from point at lower left corner to point at about the middle of the figure):
the flight plan is modified such that a new leg is inserted in order to reach first the
initial cross point on former first leg.

5 Conclusion

The guidance laws for flight plan monitoring for the UAV launcher vehicle EOLE
were presented. Simulations were conducted in presence of many perturbation
causes (wind, turbulence, measurement errors, model uncertainties, ...).

These guidance laws were derived from a more generic ONERA Toolbox μFMS
for integration in EOLE.

Test flight at low altitude and low air speed (in order to stay at visual range of a
security human pilot) took place in October, 2014 at Saint-Yan airport (in the middle
of France). The eight shaped flight plan monitoring was successfully achieved. On
Fig. 15 (from [1]), the whole flight is represented : it has been verified that out of
eight shaped track are sections under manuel control.

Fig. 15 October, 2014 flight recording – including manually controled sections
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Fault Tolerant L1 Adaptive Control
Based on Degraded Models

Toufik Souanef and Walter Fichter

Abstract. This paper proposes a method for fault tolerant control. The design is
based on an L1 adaptive controller with a nominal reference model and a set of
degraded reference models. In a degraded model the criteria of stability margins
and performance bounds are reduced. The simulation results, for the altitude hold
control of a small fixed-wing UAV, show good compromise between performance
and robustness against faults and large uncertainties.

1 Introduction

In flight control systems, fault tolerance is usually achieved using redundancy in
sensors and actuators. This approach places additional supplementary constraints
on the system design, maintenance, payload and costs. All these reasons make re-
dundancy unsuitable for UAVs. A solution to this problem is the design of a fault
tolerant control method [13, 15, 21].

Adaptive control is a very suitable method for fault tolerant control, due to its
ability to automatically adapt to changes in the parameters of the system without a
fault detection scheme [2, 18]. This leads to a relatively simple design and reduced
computing effort, which make it suitable for low cost flight systems [6, 7, 11].

Among all the possible methods that can be used to design fault tolerant adaptive
control, this paper focuses on L1 adaptive control [8]. This approach is beneficial
because it offers fast and robust adaptation that leads to bounded transient perfor-
mances for both input and output signals. Successful applications of L1 adaptive in
fault tolerant control are reported in [9, 4, 16, 5, 12, 19].

Nonetheless, and despite the good performance of the L1 adaptive control, it
is still true that when the uncertainties induced by disturbances, faults or failures
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are too large, they may reduce the performance of the controller or even make the
system unstable. Actually, if the uncertainties caused by a fault are larger than the
system design, the L1 norm stability condition [8] will not be satisfied.

Furthermore, when a fault affects the system actuators, it reduces their capabili-
ties and, if the nominal performance of the system is maintained, the actuators will
work beyond their nominal set point, which might lead to severe failures that cannot
be compensated by a fault tolerant controller.

Therefore, it is not reasonable to maintain the same desired performance of the
system, because after a fault or a failure it is not possible to recover the nominal
performance. This is especially true for non-redundant systems such as low cost
UAVs.

An approach to this problem was presented in [10, 20] based on performance
degradation of the nominal controller. The method considers a model that combines
the control with a fault detection scheme. The design is made under the assumption
that the model of the plant has no uncertainties, which is not realistic, especially for
post-fault systems. Furthermore, only actuator faults are addressed while structural
faults are not considered.

This paper proposes an approach to this problem that uses a multiple model L1

adaptive control. The key idea is to design an L1 adaptive controller with a nominal
reference models and a set of degraded reference models. In a degraded model the
criteria of stability margins and performance bounds are reduced.

The main contributions of this paper are:

• It introduces a new approach for fault tolerant control based on performance
degradation of the nominal L1 adaptive controller.

• It proves the performance bounds of the architecture for both system input and
output.

• It shows, through simulations, that this approach maintains system stability under
large uncertainties.

2 Problem Formulation

Given a general class of systems with matched uncertainties represented as

ẋ(t) = Apx(t)+ b
(
ωup(t)+σ(t)

)
,

y(t) = c�x(t) , x(0) = x0,
(1)

where Ap ∈ R
n×n is an unknown matrix, b ∈ R

n and c ∈ R
n are known constant

vectors, x(t) ∈ R
n is the state vector, up (t) ∈ R is the control input, y(t) ∈ R is the

output of the system, ω ∈R is an unknown constant with known sign and σ(t) ∈ R

is a time-varying matched disturbance.
Consider the following control structure

up(t) = ul(t)+ u(t), (2)
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where ul = −K�x(t) is a linear control law that yields to the desired performance
in the absence of uncertainties. The linear controller is designed such that Ap =
Am + bK� where Am ∈ R

n×n is a known Hurwitz matrix that defines the desired
dynamics of the system. The adaptive control law u(t) will be defined later. Hence,
the system in (1) an be written as

ẋ(t) = Amx(t)+ b
(
ωu(t)+θ�x(t)+σ(t)

)
,

y(t) = c�x(t) , x(0) = x0,
(3)

where Am ∈ R
n×n is a known Hurwitz matrix that defines the desired dynamics of

the system.

Assumption 1. The unknown parameters are bounded, i.e. θ ∈Θ where Θ is a known
compact convex set, 0 < ωl ≤ ω ≤ ωu and |σ(t)| < � where � ∈ R

+. We fur-
ther assume that σ (t) is continuously differentiable and its derivative is uniformly
bounded, i.e. |σ̇(t)|< dσ where dσ ∈R

+.

Assumption 2. The pair (Am,b) is controllable.
For the system in (3) the L1 adaptive controller is composed of a state predictor,

an adaptation law and a control law [8].
The state predictor is defined by

˙̂x(t) = Amx(t)+ b(ω̂u(t)+ θ̂�(t)x(t)+ σ̂(t)),

ŷ(t) = c�x̂(t), x̂(0) = x0,
(4)

where x̂(t) is the state vector of the predictor and ω̂(t), θ̂ (t) and σ̂(t) are respectively
the estimations of the unknown parameters ω , θ and σ(t) respectively, governed by
the following adaptation law

˙̂ω(t) =−Γ Pro j
(
x̃�(t), Pbu(t)

)
,

˙̂θ (t) =−Γ Pro j
(
x̃�(t), Pbx(t)

)
,

˙̂σ(t) =−Γ Pro j
(
x̃�(t), Pb

)
,

(5)

where x̃(t) = x̂(t)− x(t) is the prediction error, Γ ∈ R
+ is the adaptation rate, P =

P� > 0 is the solution of the Lyapunov equation A�
mP+PAm =−Q with Q=Q� > 0

arbitrary and Pro j(·, ·) is the projection operator [14].
The control law is given by

u(s) = kD(s)
(
kgr(s)− η̂(s)

)
, (6)

where η̂(s) is the Laplace transformation of the term ω̂(t)u(t)+ θ̂�(t)x(t)+ σ̂(t),
D(s) is a transfer function that leads to a strictly proper stable filter C(s) =
ωkD(s)/(1+ωkD(s)) with C(0) = 1 and the static gain is chosen as kg =
−1/(c�A−1

m b).
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Furthermore, we define the following

L =max︸︷︷︸
θ∈Θ

‖θ‖1, H(s) = (sI −Am)
−1b and G(s) =

(
1−C(s)

)
H(s).

The L1 adaptive controller defined by equations (4), (5) and (6) is subject to the
following L1-norm condition

‖G(s)‖L1L < 1. (7)

It is clear that if a fault or a failure occurs on the system the unknown parameters
may go outside the predefined sets. As a consequence, the L1-norm condition in (7)
may become not satisfied. Hence, it is necessary to maintain system stability and a
minimum of good performance, this is done through the design of a set of degraded
models which become effective when large uncertainties appear on the plant.

3 Multiple-Model L1 Adaptive Controller

Based on engineering insights, several models are built, including a nominal model
and a set of degraded models. The desired performance of each degraded model is
made through the design of the pair (Am(i),bi), for i = 0...M, where M is the number
of degraded models and i = 0 is the nominal system.

Consequently, the system in (3) can be written as

ẋ(t) = Am(i)x(t)+ bi
(
ωiu(t)+θi

�x(t)+σi(t)
)
,

y(t) = c�x(t) .
(8)

Remark 1. The unknown parameters are within different known bounds, i.e. θi ∈
Θi where Θi is a known compact convex set, 0 < ωl(i) ≤ ωi ≤ ωu(i) and |σi(t)| <
�i < +∞. Furthermore, σi(t) are continuously differentiable and their derivatives
are uniformly bounded, i.e. |σ̇i(t)|< dσ(i) <+∞.

3.1 Controller Design

For the system in (8) the proposed L1 adaptive controller is composed of a bank of
state predictors, adaptation laws, a control law acting similarly on the plant and the
state predictors and a switching logic.

The state predictors are defined by

˙̂xi(t) = Am(i)x(t)+ bi
(
ω̂iu(t)+ θ̂�

i (t)xi(t)+ σ̂i(t)
)
, x̂i(0) = x0, (9)

with the adaptation laws
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˙̂ωi(t) =−ΓiPro j
(
x̃�i (t)Pibu(t)

)
,

˙̂θi(t) =−ΓiPro j
(
x̃�i (t)Pibx(t)

)
,

˙̂σi(t) =−ΓiPro j
(
x̃�i (t)Pib

)
,

(10)

where Γi ∈R is the adaptation rate of each model, Pi = Pi
� > 0 is the solution of the

Lyapunov equation A�
m(i)Pi +PiAm(i) =−Qi with Qi = Qi

� > 0 arbitrary.

3.2 The Switching Logic

The design of the L1 adaptive controller consists of a set of a candidate state predic-
tors, adaptation laws and control outputs. At least one of these controllers is assumed
to ensure system desired performance. The “best” controller is selected through the
switching logic.

The quadratic criterion with forgetting factor is used for switching between con-
trollers and it is given by

min
(
Ji(t)

)
=

∫ t

0
e−β (t−τ)‖x̃i(τ)‖2dτ (11)

where x̃i(t) = x̂i(t)− x(t) is the prediction error, and β > 0 is the forgetting factor.
The plant with the selected controller is written

ẋ(t) = Am(∗)x(t)+ b∗
(
ω∗u(t)+θ�∗(t)x(t)+σ∗(t)

)
. (12)

The selected state predictor is given by

˙̂x∗(t) = Am(∗)x(t)+ b∗
(
ω̂∗u(t)+ θ̂�

∗ (t)x(t)+ σ̂∗(t)
)
, x̂∗(0) = x0, (13)

and the control law acting on the system is written

u(s) = k∗D∗(s)
(
kg(∗)r(s)− η̂∗(s)

)
, (14)

where η̂∗(s) is the Laplace transformation of the term ω̂∗u(t)+ θ̂�∗ (t)x(t)+ σ̂∗(t),
D∗(s), k∗ and kg(∗) =−1/(c�(Am(∗))−1b∗) are the parameter of the selected model.

Define the following

L∗ = max︸︷︷︸
θ∗∈Θ∗

‖θ∗‖1, H∗(s) = (sI−Am(∗))−1b and G∗(s) =
(
1−C∗(s)

)
H∗(s).

The L1 adaptive controller defined by equations (4), (5) and (6) is subject to the
following L1-norm condition

‖G∗(s)‖L1L∗ < 1. (15)
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4 Controller Analysis

4.1 Analysis of the Multiple Predictors

The following lemma shows that the prediction errors x̃i(t) = x̂i(t)− x(t), i = 1...N
of all the state predictors are bounded.

Lemma 1. The prediction error of each state predictor, x̃i(t) is bounded with respect
to initial conditions and its bound is given by

‖x̃i(t)‖ ≤ ρi =

√
θm(i)

λmin(Pi)Γi
, i = 0...M, (16)

where θm(i) = 4θmax(i)
2 + 4�i

2 +
(
ωu(i)−ωl(i)

)2
and + 4dσ� λmax(Pi)

λmin(Qi)
and θmax(i) =

max
θi∈Θi

‖θi‖.

Proof. The prediction error dynamics of every state predictor can be written as

˙̃xi(t) = Am(i)x̃i(t)+ bi

(
ω̃i(t)u(t)+ θ̃�

i (t)x(t)+ σ̃i(t)
)
, (17)

where θ̃i(t) = θ̂i(t)−θ , ω̃i(t) = ω̂i(t)−ω and σ̃i(t) = σ̂i(t)−σ(t) are, respectively,
the estimation errors of the unknown parameters θ , ω and σ(t).

We consider the set of Lyapunov function candidates

Vi(t) = x̃�i (t)Pix̃i(t)+
1
Γi

(
ω̃2

i (t)+ θ̃�
i (t)θ̃i(t)+ σ̃2

i (t)
)
. (18)

The derivatives of Vi(t) are given by

V̇i (t) =x̃�i (t)
(

A�
m(i)Pi +PiAm(i)

)
x̃i(t)

+ 2x̃�i (t)Pibiω̃i(t)u(t)+ 2x̃�i (t)Pibiθ̃�
i (t)x(t)+ 2x̃�i (t)Pibiσ̃i(t)

+
2
Γi

(
ω̃i(t) ˙̂ωi(t)+ θ̃�

i (t) ˙̂θi(t)+ σ̃i(t) ˙̂σi(t)
)
− 2

Γi
σ̃i(t)σ̇i(t).

(19)

Next, the adaptation laws (10) are included which yields

V̇i (t) =−x̃i
�(t)Qix̃i(t)

+ 2ω̃i(t)
(

x̃�i (t)Pibiu(t)+Pro j
(
ω̂,−x̃�i (t)Pibiu(t)

))

+ θ̃�
i (t)

(
x̃�i Pibix(t))+Pro j

(− x̃�i (t)Pibixi(t)
))

+ σ̃i(t)
(

x̃�i Pibi +Pro j
(− x̃�i (t)Pibi

))− 2
Γi

σ̃i(t)σ̇(t)

≤−x̃i
�(t)Qix̃i(t)+

2
Γi
|σ̃iσ̇i| .

(20)
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The projection operator also ensures that for all t ≥ 0

max
t≥0

(
θ̃�

i (t)θ̃i(t)+ ω̃2
i (t)+ σ̃2

i (t)
)
.≤ 4θ 2

max + 4�2+(ωu −ωl)
2,

and
σ̃iσ̇i ≤ 2dσ(i)�i.

If at any time t1 > 0, one has Vi(t1)> θm(i)/Γi the we have

V̇i(t1)< 0, (21)

and it follows that for all t ≥ 0

V̇i(t)<
θm(i)

Γi
. (22)

Since λmin‖x̃i(t)‖2 ≤ x̃�i (t)Pix̃i(t)≤Vi(t) it follows that

‖x̃i(t)‖2 ≤ θm(i)

λmin(Pi)Γi
, (23)

and the proof is complete. �
Remark 2. It is clear that all the estimated states and parameters are bounded, inde-
pendently from if one is selected by the switching logic or not.

Remark 3. Similar to L1 adaptive control [8], in multiple model L1 adaptive control,
the prediction error of every model can be made arbitrarily large by selecting high
adaptation rates.

4.2 Reference System Analysis

If a controller is selected by the switching logic, it becomes the reference model
defined by

ẋre f
∗ (t) = Am(∗)xre f

∗ (t)+ b∗
(
ω∗ure f (t)+θ∗�xre f

∗ +σ∗(t)
)
, xre f

∗ (0) = x0 (24)

where ω∗, θ∗ and σ∗(t) are the nominal parameters of the selected model.
The control law for the reference system is given by

ure f (s) =
C∗(s)

ω∗
(kg(∗)r(s)−η∗re f (s)), (25)

where ηre f (s) is the Laplace transformation of the term ω∗ure f (t)+θ∗�xre f
∗ +σ∗(t).

We define proper BIBO stable transfer functions H∗(s) = (sI−Am(∗))−1b∗,
G∗(s) = H∗(s)(1−C∗(s)), and we note L∗ = max

θ∗∈Θ∗
‖θ∗‖1 and we demonstrate.
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The stability of the closed loop reference system is stated through the following
lemma.

Lemma 2. If the filter C∗(s) is designed such that it verifies the L1 norm condition

‖G∗(s)‖L1L∗ < 1, (26)

then the closed-loop reference system in (24) and (25) is BIBS stable with respect
to the reference input and initial conditions.

Proof. The proof is similar to Lemma 2.2.1 in [8] and is omitted here.

4.3 Performance Bounds

The following Theorem shows that the performance bounds of closed loop system,
generated by the selected model, are bounded.

Theorem 2. Given the system (12), the reference system (24), (25) and the selected
L1 adaptive model (13) and (14) we have

∥∥xre f
∗ − x

∥∥L∞
≤ γ1∗

Γ∗
, (27)

and

∥∥ure f
∗ − u

∥∥L∞
≤ γ2∗

Γ∗
, (28)

where γ1∗ =
‖C∗(s)‖L1

1−‖G∗(s)‖L1
L∗

√
θm∗

λmin(P∗) , γ2 = ‖C∗(s)
ω∗ ‖L1L∗γ1∗ + ‖H1∗(s)

ω∗ ‖L1

√
θm∗

λmin(P∗)
and H1∗(s) is defined below.

Proof. The control law in (14) can be formulated as

u(s) =
C∗(s)

ω
(kg∗r(s)−θ∗�x(s)−σ∗(s)− η̃∗(s)), (29)

where η̃∗(s) is the Laplace transformation of the term ω̃∗(t)u(t)+ θ̃�∗ (t)x(t)+ σ̃∗(t).
The Laplace transformation of the closed loop system (12) and (29) can be written

x(s) = H∗(s)C∗(s)kg∗r(s)+G∗(s)
(

θ�
∗ x(s)+σ∗(s)

)
−H∗(s)C∗(s)η̃∗(s)+ xin∗(s),

(30)
where xin∗(s) = (sI −Am∗)−1x0.

On the other hand, the closed loop reference system (24) and (25) can be written

xre f
∗ (s) = H∗(s)C∗(s)kg∗r(s)+G∗(s)

(
θ�
∗ xre f

∗ (s)+σ∗(s)
)
+ xin∗(s). (31)

Considering the difference of equations (31) and (30) it follows that
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xre f
∗ (s)− x(s) = G∗(s)θ�

∗
(
xre f
∗ (s)− x(s)

)
+H∗(s)C∗(s)η̃∗(s). (32)

From (17) the Laplace transformation of the prediction error of the selected sys-
tem is written

x̃∗(s) = H(s)η̃∗(s). (33)

Consequently

xre f
∗ (s)− x(s) = G∗(s)θ�

∗
(
xre f
∗ (s)− x(s)

)
+C∗(s)x̃∗(s). (34)

This leads to the following bound

‖(xre f
∗ − x)τ‖L∞ = ‖G∗(s)‖L1L∗‖(xre f

∗ − x)τ‖L∞ + ‖C∗(s)‖L1‖(x̃∗)τ‖L∞ (35)

and the bound in (27) is straightforward.
To show the bound of the control law u(t), from equations (25) and (29) one can

write

ure f
∗ (s)− u(s) =−C∗(s)

ω∗
θ∗�

(
xre f
∗ (s)− x(s)

)
+

C∗(s)
ω∗

η̃∗(s). (36)

From Lemma A.12.1 in [8] there exists a vector vector c0 verifying

H1∗(s) =C∗(s)
c�0

c�0 H∗(s)
. (37)

Hence equation (36) can be written

ure f
∗ (s)− u(s) =−C∗(s)

ω∗
θ∗�

(
xre f
∗ (s)− x(s)

)
+

H1∗(s)
ω∗

x̃∗(s), (38)

and leads to the bound in (28). This completes the proof. �
Remark 4. Similar to L1 adaptive control [8], in multiple model L1 adaptive con-
trol, the performance bounds of the selected model can be made arbitrarily large by
taking high adaptation rates.

5 Application: Altitude Hold Control of a Small UAV

In this section, the proposed approach is demonstrated on a full nonlinear simulator
of a BO-Munsun 209 small fixed wing UAV (Fig. 1). The numerical simulation
model of the UAV runs on a standard desktop PC with Matlab/Simulink [1]. The
objective is the design of an altitude hold controller.

It is proposed here an integrated design based on a full longitudinal model that
includes the airspeed, the altitude and the attitude of the plant. The main advantage
of the integrated approach, compared to a classical design with an outer-loop (guid-
ance controller) and an inner-loop (attitude controller), is that it permits to solve the
problem of computing feasible reference commands to the inner loop [3].
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Fig. 1 Bo Monsun 209 model aircraft.

Assuming that the true airspeed is constant, the longitudinal model of a fixed
wing airplane can be written in matrix form as [17]:

⎛
⎜⎜⎜⎜⎝

V̇
α̇
q̇
θ̇
ḣ

⎞
⎟⎟⎟⎟⎠

︸ ︷︷ ︸
ẋ

=

⎡
⎢⎢⎢⎢⎣

XV Xα Xq −gcos(γ0) 0
ZV
V0

Zα
V0

1+ Zq
V0

−gsin(γ0)
V0

0
MV Mα Mq 0 0
0 0 1 0 0
0 −V0 0 V0 0

⎤
⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Ap

⎛
⎜⎜⎜⎜⎝

V
α
q
θ
h

⎞
⎟⎟⎟⎟⎠

︸ ︷︷ ︸
x

+

⎛
⎜⎜⎜⎜⎝

Xδ
Zδ
V0

Mδ
0
0

⎞
⎟⎟⎟⎟⎠

︸ ︷︷ ︸
b

δe (39)

where V is the airspeed, α is the angle of attack, q is the pitch angular veloc-
ity, θ is the pitch angle, h is the altitude, (XV ,Xα ,Xq,Xδ ), (ZV ,Zα ,Zq,Zδ ) and
(MV ,Mα ,Mq,Mδ ) are the partial derivatives of the aerodynamic force Z and the
pitching moment M, with respect to α , q, and δe respectively. V0 is the trimmed
airspeed and γ0 is the trimmed flight path angle.

Numerical values for the considered UAV trimmed at V0 = 20 m/s, α0 = 0.07 rad,
θ = 0 rad, q0 = 0 rad/s, and altitude h0= 50 m are given by

Ap =

⎡
⎢⎢⎢⎢⎣

−0.12 13.07 −0.64 −9.77 0
−0.03 −11.04 0.94 −0.02 0
0.42 −248.8 −14.47 0 0

0 0 1 0 0
0 −20 0 20 0

⎤
⎥⎥⎥⎥⎦ , b =

⎛
⎜⎜⎜⎜⎝

0.09
−0.2840
−112.4126

0
0

⎞
⎟⎟⎟⎟⎠ .
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The elevator dynamics are assumed to be negligible.
The control approach is based on the augmentation of a baseline linear controller

by the L1 adaptive controller as it is common in flight control systems. The total
deflection of the elevator δe(t) = ul(t)+ u(t) is the sum of the commands from the
baseline linear controller ul(t) and the nominal adaptive controller u(t).

For the nominal controller, the desired dynamics matrix Am(0) is designed based
on LQR approach. The model eigenvalues are λ1,2 = −0.5± 0.5 j, λ3,4 = −14.5±
10.8 j and λ5 =−0.11.

The system takes the form defined in equation (8) for i = 0

ẋ(t) = Am(0)x(t)+ b0
(
ω0u(t)+θ0

�x(t)+σ0(t)
)

y(t) = c�x(t)
(40)

For the implementation of the controller the compact sets are chosen Ω0 =
[0.5,1.5], Θ0 =

{
ϑ = [ϑ1,ϑ2] ∈ R

2 : ϑi ∈ [−0.5,0.5], i = 1, ..,4
}

, Δ0 = 1. The fil-

ter parameters are taken D(s) = k0
s(s+2k0)

, and k0 = 350. The adaptation rate is set as
Γ0=1000.
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Fig. 2 Closed loop response of the system and control input with the nominal controller
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The proposed scenario for the real time simulations, was to follow a path defined
by four way points at a fixed altitude h = 50m. The adaptive controller was turned
on at simulation time t = 100s.

To show the necessity of a multiple model design, three types of matched uncer-
tainties were added to the system at simulation time t = 200s:

• linear-in-state uncertainty θ = [−0.1,0.1,−0.1,−0.01,0]�
• A loss of actuator effectiveness ω=0.5
• A constant control bias σ(t) = 0.25.

It is shown in Fig. 2 that the system becomes unstable under this combination
of uncertainties and faults. Note the presence of peaks due to the compensation of
rolling motion of the UAV when turning.

The degraded model is chosen so that the desired dynamics of the system
are slower than those of the nominal model. In this example the eigenvalues
of the degraded model are chosen λ1,2 = −0.35 ± 0.35 j, λ3,4 = −10.5 ± 8.6 j
and λ5 = −0.08. The compact sets are chosen Ω1 = [0.25,1.25], Δ1 = 1, Θ1 =

{ϑ = [ϑi ∈ [−0.5,0.5], i = 1, ..,4}. The filter parameters are taken D(s) = k1
s(s+2k1)

,
and k1 = 350. The adaptation rate is set as Γ1=1000.
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Fig. 3 Closed loop response of the system and control input with the degraded controller
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In Fig. 3 it is shown that the degraded controller is robust against the disturbances.
However, the performance of the disturbances-free system is relatively weak com-
pared to the nominal controller. Particularly, it can be noted the presence of high
frequency oscillations on the elevator command, due to the fact that degraded con-
troller “steers” more than the nominal model to compensate for unknown parame-
ters. Furthermore, it is noted the presence of low frequency oscillations in the control
command, when faults and disturbances occur. This is caused by the compensation
of the oscillations induced by the uncertainties, that have caused the instability of
the nominal model.

Using the approach described above, based on the combination of the nominal
model the degraded model, and the switching logic defined in equation (11), one can
see that before the introduction of the large uncertainties, the system is controlled
by the nominal controller and it switches to the degraded controller exactly when
uncertainties appear on the system, as it is shown in figure Fig. 4.

It can be concluded that the design based on multiple models presents a
better compromise between performance and robustness against faults and large
uncertainties.
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Fig. 4 Closed loop response of the system and control input with the multiple model con-
troller
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6 Conclusion

This paper presented an approach for L1 adaptive fault tolerant control. The design
is based on a nominal model for a fault-free plant and a set of degraded models for
the plant under failures or large disturbances. The switching between the models is
based on a simple quadratic criterion.

The main advantage of this approach is that it allows a larger class of uncer-
tainties and faults to be considered and can also achieve better accommodation.
Furthermore, there is no need for a fault detection scheme, while using an adaptive
fault tolerant control, which simplifies the design and the implementation.
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L1 Adaptive Control of Systems
with Disturbances of Unknown Bounds

Toufik Souanef, Ahsene Boubakir, and Walter Fichter

Abstract. This paper presents an L1 adaptive controller for systems with distur-
bances of unknown bounds. The estimation laws borrows insights from the sliding
mode control to estimate the unknown bounds of disturbances. Simulation results
are provided to show the benefits of the presented control scheme.

1 Introduction

L1 adaptive control was developed to improve the robustness of the model reference
adaptive control in the presence of high frequency noise induced by fast adaptation
[8]. An approach was also designed to deal with unmatched disturbances, where
the problem of the inversion of the control matrix for unmatched disturbance com-
pensation is reduced to the inversion of transfer functions involving the system’s
desired dynamics and the low pass filter [20]. The closed-loop L1 adaptive con-
trol system has uniform and quantifiable transient performance bounds. However,
when the bounds of the external disturbances are not known, as it is in practice, the
performance bounds cannot be clearly evaluated.

In this article, a disturbance estimator is presented based on the concept of the
sliding surface, used in the sliding mode control [19]. We notice that adaptive
schemes have been used with sliding mode control to estimate the unknown up-
per bounds of perturbations and achieve global asymptotic stability [12, 21, 9] and
[7]. The main disadvantage of these approaches is that there is no systematic way to
quantify and improve the transient performance. Moreover, fast adaptation may lead
to poor robustness characteristics [10]. Furthermore, a major drawback of the slid-
ing mode control is the lack of robustness against unmatched disturbances [6], that
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J. Bordeneuve-Guibé et al. (eds.), Advances in Aerospace Guidance,
Navigation and Control, DOI: 10.1007/978-3-319-17518-8_10



152 T. Souanef, A. Boubakir, and W. Fichter

is, perturbations that do not lie in the range space of the input matrix. Undeniably,
if a sliding mode controller is improperly designed, eliminating the matched distur-
bances could lead to amplification of the unmatched ones [17]. Several solutions to
this problem were developed in [5, 16, 3, 1] and [2]. Their common issue is the need
for a compromise between system performance and disturbance attenuation.

The main contributions of this work are the following:

• Improving the robustness of L1 adaptive control systems in the presence of dis-
turbances with unknown bounds by using the sliding surface structure from slid-
ing mode control;

• Proving stability and achieving quantifiable performance bounds both for the
system output and the control signal.

In addition, the low pass filter used in the control law contributes to eliminate
the high frequency oscillations that cause chattering and ensures continuity of the
control signal [11].

In order to show the application potential of this approach, simulation results
of a pitch rate control of a small fixed-wing Unmanned Aerial Vehicle (UAV) are
presented, with large uncertainties in aerodynamic parameters.

2 Problem Formulation

Given a class of nonlinear single input single output systems defined by

ẋ(t) = Amx(t)+ b
(
ω u(t)+θ�x(t)

)
+ d

(
t,x(t)

)
, x(0) = x0,

y(t) = c�x(t),
(1)

where Am ∈ R
n×n is a known Hurwitz matrix that defines the desired dynamics of

the system; b, c ∈R
n are known constant vectors; x(t)∈R

n is the state vector which
is assumed available for measurement; u(t) ∈R is the control input; y(t) ∈R is the
scalar performance output; ω ∈R is an unknown constant with known sign; θ ∈R

n

is a vector of constant unknown parameters representing model uncertainties; and
d(t,x(t)) ∈RxRn → R

n is an unknown nonlinear map.

Assumption 1. The pair (Am,b) is controllable.

Assumption 2. The nonlinear map d(t,x(t)) has matched and unmatched terms , i. e.,
there exist a nonlinear continuous functions ηm(t,x)∈R and ηu(t,x)∈RxRn →R

n,
such that system (1) is written

ẋ(t) = Amx(t)+ b
(
ωu(t)+θ�x(t)+ηm(t,x)

)
+ηu(t,x). (2)

Assumption 3. The nonlinear functions ηm(t,x) and ηu(t,x) are uniformly bounded,
i. e., there exists an unknown real constant Lm > 0 and Lu > 0, such that for all t ≥ 0
the following bounds hold:
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‖ηm(t,x)‖ ≤ Lm and ‖ηu(t,x)‖ ≤ Lu.

Assumption 4. The unknown model parameters are bounded, i.e., θ ∈ Θ , where Θ
is a known compact convex set and 0 < ωl ≤ ω ≤ ωu.

The objective is to design a state-feedback controller to ensure that the output of
the system tracks a given piecewise continuous bounded reference signal r(t).

3 L1 Adaptive Control with Sliding Mode

We consider the architecture of L1 adaptive controller, as shown in Fig. 1, which is
composed of the state predictor, the adaptation law and the control law. The main
difference of it from prior versions is that we now have an estimation law of both the
disturbance and its bound using a sliding surface, whereas the L1 adaptive control
is based on the estimation of the disturbance within its known conservative bound.

Fig. 1 Block diagram of the control architecture.

Given the state predictor

˙̂x(t) = Amx̂(t)+ b
(
θ̂�(t)x(t)+ ω̂(t)u(t)+ η̂m(t)

)
+ η̂u(t), x̂(0) = x0, (3)

where x̂(t) is the predicted state and, θ̂ (t), ω̂(t), η̂m(t), and ηu(t) are the estimates
of the unknown system parameters and disturbances.

Define the sliding surface by
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σ(t) = λ x̃(t), (4)

where x̃(t) = x̂(t)− x(t) is the state estimation error and λ ∈ R
1×n is a constant

arbitrary row vector, chosen such that λ b �= 0.
The estimation of the matched disturbance η̂m(t) is defined by

η̂m(t) =−(λ b)−1(λ Amx̃(t)+ασ(t)
)− L̂m(t)

λ bσ(t)
‖λ bσ(t)‖ , (5)

where α > 0 is arbitrary, and the estimated bound L̂u(t) of the unmatched distur-
bance dm(t,x) is given by

˙̂Lm(t) = Γ |λ bσ(t)|, Lm0 = L̂m(0), (6)

where Γ ∈ R
+ is the adaptation rate.

The estimation of the unmatched disturbance η̂u(t) is defined by

η̂u(t) =−L̂u(t)

(
λ σ(t)

)�
‖λ σ(t)‖ , (7)

where the estimated bound L̂u(t) of the unmatched disturbance du(t,x) is computed
by

˙̂Lu(t) = Γ ‖λ σ(t)‖1, Lu0 = L̂u(0), (8)

where Γ ∈ R
+ is the adaptation rate.

The estimation of the unknown parameter θ and the input gain ω are defined by
the following equations:

˙̂ω(t) =−Γ Proj
(
ω̂(t),λ b σ(t)u(t)

)
,

˙̂θ (t) =−Γ Proj
(
θ̂ (t),λ b σ(t) x(t)

)
,

(9)

where Pro j(·, ·) is the projection operator [15] defined, for two vectors ξ ,ε ∈R
n by

Pro j(ξ ,ε) =

{
ε − 	g(ξ )(	g(ξ )�)

‖	g(ξ )‖2 εg(ξ ) if g(ξ )> 0∧	g�(ξ )ε > 0

ε otherwise

where g : Rn →R
n is an arbitrary convex function.

The projection operator ensures that the estimates of the unknown parameters
remain within their sets.

The control law is given by

u(s) = kD(s)
(

kg r(s)− ν̂(s)−φ(s)η̂u(s)
)
, (10)
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where k > 0 is arbitrary, D(s) is a transfer function that leads to a strictly proper
stable filter C(s) = ωkD(s)/(1+ωkD(s)) with C(0) = 1; the static gain is chosen
as kg = −1/(c�A−1

m b); ν̂(s) is the Laplace transformation of the term θ̂ (t)x(t)+
ω̂(t)u(t)+ η̂m(t); φ(s) = c�(sI −Am)

−1/c�(sI−Am)
−1b; and η̂u(s) is the Laplace

transform of η̂u(t).

4 Analysis of the Control Architecture

4.1 Definitions and L1-norm Condition

Let

L = max︸︷︷︸
θ∈Θ

‖θ‖1, H(s) = (sI−Am)
−1b, G(s) =

(
1−C(s)

)
H(s).

(11)

The L1 adaptive controller is defined via equations (4) to (10) and is subject to the
following L1-norm condition

‖G(s)‖L1L < 1. (12)

Moreover, the design of k and D(s) needs to ensure that

Gu(s) = (sI−Am)
−1 −C(s)H(s)φ(s), (13)

is proper and stable.
Furthermore, from Lemma A.12.1 in [8], there exists a vector c0, such that

H1(s) =C(s)
1

c0H(s)
c0. (14)

4.2 Analysis of the State Predictor

In this section, the dependence of the parameters on (t) is dropped unless it is not
clear from the context.

From (2) and (3), the prediction error dynamics can be written

˙̃x = Amx̃+ b
(
ω̃u+ θ̃�x+ η̃m

)
+ η̃u, (15)

where θ̃ = θ̂ − θ , ω̃ = ω̂ −ω , η̃m = η̂m −ηm and η̃u = η̂u −ηu. We define also
L̃m = L̂m −Lm and L̃u = L̂u −Lu.

Lemma 1. The following uniform bound holds for the prediction error

‖x̃‖L∞ ≤ θ̄√
Γ ‖λ‖ , (16)
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where θ̄ = θ̃�(0)θ̃ (0)+ ω̃2(0)+ L̃2
m(0)+ L̃2

u(0).

Proof. Consider the Lyapunov function candidate

V =
1
2

σ2 +
1
2

Γ −1(θ̃�θ̃ + ω̃2 + L̃2
m + L̃2

u

)
. (17)

The derivative of the Lyapunov function is given by

V̇ = σσ̇ +Γ−1(θ̃� ˙̃θ + ω̃ ˙̃ω + L̃m
˙̃Lm + L̃u

˙̃Lu
)
. (18)

From (4), the derivative of the sliding surface can be written as

σ̇ = λ Amx̃+λ b
(
θ̃�x+ ω̃u+ η̃m

)
+λ η̃u. (19)

Replacing in (18), it follows that

V̇ =σ
(

λ Amx̃+λ b
(
θ̃�x+ ω̃u+(η̂m−ηm)

)
+λ (η̂u −ηu)

)

+Γ−1(θ̃� ˙̂θ + ω̃ ˙̂ω + L̃m
˙̂Lm + L̃u

˙̂Lu
)
.

(20)

Given η̂m and η̂u, from (5) and (7) and the adaptation law (9) it can be written

V̇ =−ασ2 −λ bσηm−λ σηu

−|λ bσ |L̂m −‖λ σ‖L̂u+Γ −1(L̃m
˙̂Lm + L̃u

˙̂Lu
)
.

(21)

Recalling that ‖ · ‖1 ≥ ‖ · ‖, the following upper bound can be derived

V̇ ≤−ασ2 + |λ bσ |‖ηm‖+ ‖λ σ‖1‖ηu‖
− |λ bσ |L̂m−‖λ σ‖1L̂u +Γ−1(L̃m

˙̂Lm + L̃u
˙̂Lu
)
.

(22)

Using assumption 3, it can be written

V̇ ≤−ασ2 −|λ bσ |L̃m −‖λ σ‖1L̃u +Γ−1(L̃m
˙̂Lm + L̃u

˙̂Lu
)
. (23)

Considering the adaptation laws from (6) and (8), it follows that

V̇ ≤−ασ2. (24)

it follows that the prediction error x̃, the estimation errors of θ̃ , ω̃ ; and the distur-
bances errors L̃m and L̃u are uniformly bounded.

Furthermore, we have

‖λ‖‖x̃‖2 ≤V (t)

≤V (0)

= Γ −1(θ̃�(0)θ̃ (0)+ ω̃2(0)+ L̃2
m(0)+ L̃2

u(0)
)
,

(25)
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and therefore

‖x̃‖2 ≤ θ̄
‖λ‖Γ

. (26)

Recalling, that ‖ · ‖∞ ≤ ‖ · ‖ this completes the proof. �
Remark 1. From (6) and (8) it follows that the estimation errors of the disturbances
ηm

(
t,x(t)

)
and ηu

(
t,x(t)

)
are bounded.

Remark 2. Similar to L1 adaptive control [8], the bound of the prediction error can
be made arbitrarily small by increasing the adaptation rates.

4.3 Reference System Analysis

The reference system in this case is the same as in all L1 adaptive control architec-
tures; in fact, compensation of uncertainties is assumed within the bandwidth of the
feedback channel. The reference system, i.e. the closed-loop system with nominal
parameters, is considered, defined by

ẋr(t) =Amxr(t)+ b
(
ωur(t)+θ�xr(t)+ηm(t,xr)

)
+ηu(t,xr), xr(0) = x0,

yr(t) =c�xr(t).
(27)

The control law of the reference system is given by

ur(s) =
C(s)

ω

(
kgr(s)−νr(s)−φ(s)ηur(s)

)
, (28)

where νr(s) is the Laplace transformation of the term θ�xr(t) +ηmr(t); D(s), kg

and φ(s) are defined above; and ηmr(s) and ηur(s) are the Laplace transform of the
functions ηm(t) = ηm(t,xr) and ηu(t) = ηu(t,xr), respectively.

Lemma 2. If the filter C(s) is designed such that it verifies the L1 norm condition
in (17), then the closed-loop reference system in (27) and (28) is Bounded-Input
Bounded-State (BIBS) stable with respect to the reference input and initial condi-
tions.

Proof. The closed-loop reference system can be written

xr(s) =C(s)H(s)kgr(s)+G(s)θ�xr(s)

+G(s)ηmr(s)+Gu(s)ηur(s)+ xin(s),
(29)

where xin(s) = (sI−Am)
−1x0.

Then, for all t ∈ [0,τ], we have

‖xrτ‖L∞ ≤‖C(s)H(s)‖L1kg‖rτ‖L∞ + ‖G(s)‖L1L‖xrτ‖L∞

+ ‖G(s)‖L1‖L1‖ηmrτ‖L∞ + ‖Gu(s)‖L1‖ηurτ‖L∞ + ‖xinτ‖L∞ .
(30)
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Substituting the upper bounds of ηmr and ηur and solving for ‖xrτ‖L∞ in the equation
above to obtain the following bound

‖xrτ‖L∞ ≤‖C(s)H(s)‖L1kg‖rτ‖L∞ + ‖G(s)‖L1Lm

1−‖G(s)‖L1L

+
‖Gu(s)‖L1Lu + ‖xin‖L∞

1−‖G(s)‖L1L
.

(31)

If the L1 norm condition in (11) is verified and Gu(s) is proper and stable, then
‖xrτ‖L∞ is uniformly bounded for all τ > 0, and the proof is complete. �

4.4 Performance Bounds

The following theorem shows the performance bounds of the L1 adaptive controller.

Theorem 1. Given the system (1), the reference system (27), (28) and the L1 adaptive
controller (10), (3), (9), and (6), we have

‖xr − x‖L∞
≤ γ1, (32)

‖ur − u‖L∞ ≤ γ2, (33)

where

γ1 =
‖C(s)‖L1

1−‖G(s)‖L1L
(ρ + 2Lm)+ 2

‖Gu‖L1

1−‖G(s)‖L1L
Lu,

and

γ2 = ‖C(s)
ω

‖L1(Lγ1 + 2Lm)+ ‖φ(s)‖L1Lu + ‖H1

ω
‖L1ρ .

Proof. The control law in (10) can be written as

u(s) =
C(s)

ω
(
kgr(s)−ν1(s)−φ(s)ηu(s)− ν̃(s)

)
, (34)

where ν1(s) is the Laplace transform of the function θ�x(t) + ηm(t), ν̃(s) is the
Laplace transformation of the function ω̃u+ θ̃x(t)+ η̂m(t)−ηm(t)+ η̃u1(t), where
ηu1(t) is the function with the Laplace transform η̃u1(s) = φ(s)(η̂u(s)−ηu(s)).

Hence, the Laplace transformation of the closed loop system (1) can be written

x(s) =H(s)C(s)kgr(s)+G(s)θ�x(s)+G(s)ηm(s)

+Gu(s)ηu(s)−C(s)H(s)ν̃(s)+ xin(s).
(35)

Taking the difference of (29) and (35), it follows that
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xr(s)− x(s) =G(s)θ�(xr(s)− x(s))+C(s)H(s)ν̃(s)
+G(s)

(
ηm(s)−ηmr(s)

)
+Gu(s)

(
ηu(s)−ηur(s)

)
.

(36)

From (15) the prediction error dynamics can be written

˙̃x(t) = Amx̃(t)+ b ν̃(t), (37)

and its Laplace transform is

x̃(s) = H(s)ν̃(s). (38)

Substituting in (36) and solving for xr(s)− x(s), the following bound holds for
t ∈ [0,τ]

‖(xr − x)τ‖L∞ ≤ ‖C(s)‖L1

1−‖G(s)‖L1L
‖x̃τ +ηmτ −ηmrτ ‖L∞

+
‖Gu‖L1

1−‖G(s)‖L1L
‖(ηu −ηur)τ‖L∞ .

(39)

Given the upper bound of x̃(t) from Lemma 1, and the disturbance bounds from
Assumption 3, it follows that

‖(xr − x)τ‖L∞ ≤ ‖C(s)‖L1

1−‖G(s)‖L1L
(ρ + 2Lm)

+ 2
‖Gu‖L1

1−‖G(s)‖L1L
Lu,

(40)

which holds uniformly for all τ ≥ 0 and leads to the bound in (32).
To show the second bound in (33), by taking the difference of (28) and (34), the

control bound can be written

ur(s)− u(s) =− C(s)
ω

(
θ�xr(s)− x(s)

)
+

C(s)
ω

η̃(s)

− C(s)
ω

(
ηm(s)−ηmr(s)

)− C(s)
ω

φ(s)
(
ηu(s)−ηur(s)

)
.

(41)

Thus
C(s)

ω
η̃(s) =

1
ω

H1(s)x̃(s). (42)

From Lemma A.7.1 [8], it follows that (41) can be upper bounded as

‖(ur − u)τ‖L∞ ≤‖C(s)
ω

‖L1‖(xr − x)τ‖L∞ + ‖H1

ω
‖L1‖x̃τ‖L∞

+ ‖C(s)
ω

‖L1(2Lm + ‖φ(s)‖L1Lu),

(43)

which holds uniformly for all τ ≥ 0, leading to the bound in (33). �
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Remark 3. Similar to the classical L1 adaptive control, the performance of the de-
veloped sliding mode L1 adaptive controller is bounded for both input and output
signals, and it can be arbitrarily small by increasing the adaptation rate.

Remark 4. From the results of Lemma 1 and Theorem 1 it can be shown that the
prediction error x̃(t) is asymptotically stable. Actually, boundedness of the control
signal and the estimated parameters implies the boundedness of ˙̃x(t) in (15), which
results in uniform boundedness of the second derivative of the Lyapunov function
in (17). Applying Barbalat’s Lemma, it follows that limt→∞ x̃(t) = 0.

5 Implementation Issues

In practice, the sliding surface σ(t) does not go to zero. This results in a persis-
tent increase of the estimated bounds of (6) and (8), and may lead to bound over-
estimation with negative effects [14] and [4]. A solution to this problem is the dead-
zone modification [13], which works by switching the estimator off when the pre-
diction error gets below a certain threshold.

The adaptation laws in (6) and (8) are modified to be

˙̂Lm(t) =

{
Γ |λ bσ(t)| if |σ(t)|> εm,
0 if not,

(44)

and
˙̂Lu(t) =

{
Γ ‖λ σ(t)‖1 if |σ(t)|> εu,
0 if not,

(45)

where εm > 0 and εu > 0 are the arbitrary small thresholds of the dead-zone function.
Lemma 3. The same bound in (15) holds for prediction error when using the

adaptation laws in (44) and (45).
Proof. Consider the Lyapunov function defined in (17) and following the same

steps as in equations (18) to (23), it can be written

V̇ (t)≤−ασ2(t)+ L̃m(t)
(
Γ −1 ˙̂Lm(t)−|λ bσ(t)|)

+ L̃u(t)
(
Γ −1 ˙̂Lu(t)−‖λ σ(t)‖1

)
.

(46)

By introducing the adaptation laws from (44) and (45), and if at any time t1 > 0 one
has |σ(t1)|> δ = max{εm,εu}, and it follows that

V̇ (t1)≤−ασ2(t1), (47)

Consequently, the prediction error x̃(t), the estimation errors of θ̃ (t), ω̃(t); and the
disturbances errors L̃m(t) and L̃u(t) are uniformly bounded.

Similar to equations (25) and (26), it can be shown that the same bound in (15)
holds and the proof is complete. �
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6 Application: Pitch Control of a Small Unmanned
Aerial Vehicle

The developed approach was applied to the pitch dynamics of a fixed wing UAV,
to show its performances in the control of systems with unmodeled uncertainties,
external disturbances and faults. The linearized short period dynamics of an aircraft,
while assuming that an additive disturbance affects the plant, can be written in a
general state space representation, from [18]

ẋ(t) = A x(t)+ b ω δe(t)+ d(t,x) (48)

where x = [α, q]� is the state vector, α is the angle of attack, q is the pitch angular
velocity, A ∈ R

2 is the unknown matrix of the linearized short period dynamics of
the UAV, b ∈ R

n is known and represents the input vector, ω ∈ R is an unknown
constant with known sign representing control vector uncertainty, and d(t,x(t)) ∈
RxR2 →R

2 is the nonlinear map of external disturbances.
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Fig. 2 Response of the closed loop system with uncertainties.
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Fig. 3 Estimated disturbances bounds.

The control approach is based on the augmentation of a linear controller by the
L1 adaptive controller, as it is common in flight control systems. The total deflection
of the elevator δe(t) = ub(t)+ u(t) is the sum of the commands from the baseline
linear controller ub(t) and the adaptive controller u(t).

Consequently (48) takes the form defined in (2)

ẋ(t) = Amx(t)+ b
(
ωu(t)+θ�x(t)+ηm(t,x)

)
+ηu(t,x). (49)

The controller is designed to be robust against model uncertainties within the
compact sets ω = [0.4, 1.4], Θ =

{
ϑ = [ϑ1,ϑ2] ∈ R

2 : ϑi ∈ [−0.5, 1.5], i = 1,2
}

.
The L1 adaptive controller parameters are set Γ = 1000, D(s) = 1/s and k = 500.
The controller is implemented with dead-zone thresholds εm = 0.05 and εu = 0.05.

To show system robustness, three types of matched uncertainties are introduced
at t=8s:

1. Linear-in-state uncertainty representing 50% decrease in system damping and
static stability;

2. Control efficiency constant uncertainty ω = 0.5;



L1 Adaptive Control of Systems with Disturbances of Unknown Bounds 163

0 5 10 15 20 25 30
−1.5

−1

−0.5

0

0.5

1

1.5
[d

eg
/s

]

time [s]

Reference r(t) and Output q(t)

 

 

−q (t )

r (t )

0 5 10 15 20 25 30
−1.5

−1

−0.5

0

0.5

[d
eg

]

time[s]

Command u(t)

Fig. 4 Response of the closed loop system in the presence of unmodeled sensors and actuator
dynamics.

3. A matched nonlinear uncertainty ηm(x, t)= 0.5e[−(α−αc)
2)/2α2

k ] with αc = 2π/180
and αk = 0.0233;

4. An unmatched component of the disturbance as a periodic signal ηm(t) =
0.1sin(πt).

This combination of uncertainties represents a situation where the vehicle becomes
50% more statically unstable, loses 50% of its pitch damping ability, and the UAV
controllability decreases by 50%.

In Fig. 2, it can be seen that without any re-tuning, the controller copes with
large parameter uncertainties and shows good performance. Moreover, the elevator
command is within acceptable limits.

To underline the robustness of the controller against unmodeled system dynam-
ics, the same plant given in (1) is considered with the actuator dynamics given by
μa(s) = 30

s+30 and sensor dynamics μs(s) = 1
0.0001s2+0.02s+1

. Simulation results are
given in Fig. 4. One can see that the controller is able to track the reference com-
mand, and no high frequency oscillations are noted in the control channel.
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Fig. 5 Estimated disturbances bounds in the presence of unmodeled sensors and actuator
dynamics.

7 Conclusion

An L1 adaptive controller for systems with matched and unmatched disturbances
of unknown bounds is presented in this paper. The unknown bounds are estimated
using a sliding surface. The proposed scheme guaranteed a fast transient response
with bounded tracking. Simulation results show good performance for pitch angle
control of a small fixed-wing UAV in the presence of large uncertainties.
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Differential Games Based Autonomous
Rendezvous for Aerial Refueling

Ezra Tal and Tal Shima

Abstract. An integrated guidance law and auto-pilot for autonomous
rendezvous towards aerial refueling using the probe-and-drogue system is
presented. For the derivation the rendezvous problem is considered as a differ-
ential game in which the trailing aircraft’s objective is to capture the drogue.
A linear quadratic cost formulation is utilized in order to develop an optimal
control expression for pursuer aircraft elevator, ailerons, and rudder control,
as well as optimal evasive action. Optimal evasive action herein represents
the worst-case drogue movement. Results of numerical simulations using a
longitudinal lateral-directional flight dynamic model of a realistic aircraft are
presented.

1 Introduction

Rendezvous for aerial refueling refers to the connecting of the probe on the
receiver aircraft, and the drogue at the end of the hose on the tanker aircraft,
before commencement of the actual refueling. For a successful rendezvous
both position and velocity must be equal, which is complicated by the move-
ment of the drogue. Due to aerodynamic coupling between tanker aircraft,
drogue, and receiver aircraft the rendezvous is one of the most challenging
maneuvers to perform for pilots.
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The emergence of autonomous unmanned aerial vehicles calls for the de-
velopment of guidance and control laws that enable autonomous execution of
the rendezvous for aerial refueling. The problem has been approached using
various methods for robust and adaptive controller design [Wang et al.(2008),
Pachter et al.(1997)], and incorporating sensor systems [Tandale et al.(2006)].

Owing to similarities to the problem of missile guidance, control methods
based on the concepts of proportional navigation and line of sight angle con-
trol have been proposed [Ochi and Kominami(2005)]. Also originating from
missile guidance is the concept of zero-sum pursuit-evasion differential game-
based guidance laws [Bryson and Ho(1969)]. The method presented in this
paper is based on the formulation of the rendezvous for aerial refueling as
such a zero-sum pursuit-evasion differential game. Within this formulation
the drogue acts as evader and the recipient aircraft as pursuer. The cost of
the zero-sum game consists of the final position and velocity differences be-
tween drogue and recipient aircraft. It has been shown that for the case of
unpredictable evasive action differential game guidance laws surpass optimal
control based guidance laws in terms of performance [Anderson(1981)].

In order to account for control boundaries, weighed quadratic terms are
added to the cost function. These terms act as penalty functions on the
otherwise unbounded control inputs of both pursuer and evader, leading to a
linear quadratic (LQ) differential game formulation [Bryson and Ho(1969)].

Within the zero-sum differential game it is the objective of the pursuer
to minimize the cost, whereas it is the aim of the evader to maximize this
cost. The solution of the game consists of optimal control actions for both
pursuer and evader. The former serves as the autonomous aerial refueling
guidance law, while the latter can be considered a worst-case movement of
the drogue. Hence, the optimal evasive action can be used to give a measure
of the robustness of the guidance law with respect to any possible movement
by the drogue.

The recipient aircraft is represented by a model involving both dynamic
and kinematic states leading to the derivation of an integrated guidance law
and autopilot. In previous work the development of an integrated controller
for missile autopilot guidance motivated by a differential game formulation
has been presented [Shima et al.(2006)]. Application to elevator control for
autonomous rendezvous using a longitudinal flight dynamic model has been
shown as well [Tal and Shima(2015)].

In the current work, the integrated controller commands elevator, ailerons,
and rudder. The concept of a differential games multi-control guidance law
has been presented in the context of a dual-control guidance law for intercep-
tion using missiles with multiple control surfaces [Shima and Golan(2007)].
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2 Dynamics Modeling

A linearized rendezvous model considering movement perpendicular to the
fixed relative horizontal closing speed Vc with which the recipient aircraft is
approaching the drogue is used. The fixed relative horizontal closing speed
leads to a known time of interception tf . An overview of the rendezvous
geometry is given in Figure 1.

0

Vc

he

Vctgo

E

P
yp

0

hp

ye

Vph

Vpy

Vey

Veh

Fig. 1 Rendezvous geometry

The drogue, i.e. evader, has direct control of its acceleration in both the
horizontal and vertical plane. The position is given by double integration of
the corresponding acceleration input. For vertical position

ḧe = amax
e v1 (1)

and equivalently for lateral position

ÿe = amax
e v2 (2)

where amax
e is the maximum magnitude of acceleration per direction, which

is set equal for both directions, with amax
e > 0, and v1 and v2 are normalized

control variables with |vi| ≤ 1 for i ∈ {1, 2}.
By introducing the vertical evader speed Veh and the lateral evader speed

Vey , the evader kinematics can be formulated as a system of first order dif-
ferential equations

⎧⎪⎪⎨
⎪⎪⎩

ḣe = Veh

ẏe = Vey

V̇eh = amax
e v1

V̇ey = amax
e v2

(3)
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The aircraft, i.e. pursuer, kinematic and dynamic equations are linearized
around a horizontal symmetric steady flight condition. The state variables
correspond to the state’s deviation from this trim condition.

The aircraft vertical position is given by integration of its vertical speed

ḣp = Vph
= V0(θ − α) (4)

where V0 is the total airspeed in trimmed condition, θ is the pitch angle, and α
is the angle of attack. Assuming that V0 is constant, the vertical acceleration
is

V̇ph
= V0(θ̇ − α̇) = V0(q − α̇) (5)

where q is the pitch rate. The lateral speed is given by

ẏp = Vpy = V0(ψ + β − α0φ) (6)

where α0 and θ0 correspond to the trimmed angle of attack and pitch angle,
respectively. The sideslip, heading, and roll angles are indicated by β, ψ, and
φ, respectively. The lateral acceleration is then given by

V̇py = V0(ψ̇ + β̇ − α0φ̇) = V0(r + β̇ − α0φ̇) (7)

where r is the yaw rate.
The force and moment contributions of α̇ and β̇ are neglected. It is as-

sumed that the aircraft and flight condition are perfectly symmetrical and
that there is no longitudinal lateral-directional coupling due to engine ro-
tor angular momentum. Consequently the linear system of kinematic and
dynamic equations is uncoupled. The differential equations for the aircraft
dynamics are formulated using dimensional stability and control derivatives.
For the control surface dynamics first order lags with time constant τδ are
assumed. The resulting system of first order equations is given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ḣp = Vph

ẏp = Vpy

V̇ph
= −Zαα− Zqq − Zδeleδele

V̇py = gφ+ Yββ + (Yp − V0α0)p+ Yrr + Yδail
δail + Yδrud

δrud
φ̇ = p+ θ0r

V0α̇ = Zαα+ (V0 + Zq)q + Zδeleδele
V0β̇ = gφ+ Yββ + Ypp+ (Yr − V0)r + Yδail

δail + Yδrud
δrud

ṗ = Lββ + Lpp+ Lrr + Lδail
δail + Lδrud

δrud
q̇ = Mαα+Mqq +Mδeleδele
ṙ = Nββ +Npp+Nrr +Nδail

δail +Nδrud
δrud

δ̇ele = − 1
τδ
δele +

1
τδ
δmax
ele u1

δ̇ail = − 1
τδ
δail +

1
τδ
δmax
ail u2

δ̇rud = − 1
τδ
δrud +

1
τδ
δmax
rud u3

(8)
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where p is the roll rate, and δmax
ele , δmax

ail , and δmax
rud are the maximum elevator,

aileron, and rudder deflection magnitudes, respectively. The inputs u1, u2,
and u3 are normalized control variables with |ui| ≤ 1 for i ∈ {1, 2, 3}.

Several observations can be made regarding the resulting system of dif-
ferential equations. The model is considerably more complicated than the
idealized missile dynamics models that are often used for the application
of differential game-based guidance [Shinar and Shima(2012)], as it is com-
posed of both dynamical and kinematical states leading to an integrated
guidance law and autopilot design. The system is not fully controllable by
u, as is typical for linear aircraft models involving both longitudinal and
lateral-directional dynamic and kinematic states.

An interesting feature is the fact that the aircraft vertical speed is non-
minimum phase with regard to elevator control: The additional lift of a pos-
itive elevator deflection will initially result in a positive vertical acceleration,
after which it leads to pitch down and negative vertical acceleration. Similar
non-minimum phase behavior is exhibited by the response of the lateral speed
to aileron and rudder inputs, due to the direct side-force and subsequent re-
spective roll and yaw rates that these inputs cause. These phenomena are
relevant, as they lead to control reversal during the final part of rendezvous.

A state-space system incorporating both the receiver aircraft (pursuer)
and drogue (evader) dynamics can now be defined. Since the aircraft model
is already formulated including vertical and lateral positions and speeds as
states, the composite system can straightforwardly be formulated as

ẋ = Ax+Bu+Cv (9)

where

x =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hp − he

yp − ye
Vph

− Veh

Vpy − Vey

φ
α
β
p
q
r

δele
δail
δrud

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10)
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A=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

02×2 I2×2 02×6 02×3

08×2 08×2

0 −Zα 0 0 −Zq 0
g 0 Yβ Yp − V0α0 0 Yr

0 0 0 1 0 θ0
0 Zα

V0
0 0 1 +

Zq

V0
0

g
V0

0
Yβ

V0

Yp

V0
0 Yr

V0
− 1

0 0 Lβ Lp 0 Lr

0 Mα 0 0 Mq 0
0 0 Nβ Np 0 Nr

−Zδele 0 0
0 Yδail

Yδrud

0 0 0
Zδele

V0
0 0

0
Yδail

V0

Yδrud

V0

0 Lδail
Lδrud

Mδele 0 0
0 Nδail

Nδrud

03×2 03×2 03×6 − 1
τδ
I3×3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(11)

B =

⎡
⎢⎢⎢⎣

010×3
δmax
ele

τδ
0 0

0
δmax
ail

τδ
0

0 0
δmax
rud

τδ

⎤
⎥⎥⎥⎦ , C =

⎡
⎣ 02×2

−amax
e I2×2

09×2

⎤
⎦ (12)

For a successful rendezvous the first four states, vertical and lateral posi-
tion and speed difference, must be nulled. Hence the pursuer is minimizing
these values, whereas the evader is maximizing these values. Both are as-
sumed to have perfect knowledge of the entire state.

The admissible gamespace is limited by several constraints. The states φ,
α, β, p, q, and r are limited by operational limits during the rendezvous.
The aircraft control surface states are limited by their respective maximum
deflection magnitudes.

3 Guidance Law

Three elements are taken into account in the formulation of the linear-
quadratic cost function that is used for guidance law optimization: Terminal
relative position and relative speed contributions, the cost of pursuer control,
and the cost of evader control. The relative position R is the Euclidean dis-
tance between the evader and the pursuer in the vertical-lateral plane and
the relative speed Vr is the Euclidean norm of the difference between their
velocities in the aforementioned plane. The cost function is given by

J =
1

2
R2(tf ) +

QV

2
Vr

2(tf )+

1

2

tf∫
t0

(
α1u1

2(t) + α2u2
2(t) + α3u3

2(t)− β1v1
2(t)− β2v2

2(t)
)
dt (13)
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whereQV , α1, α2, α3, β1, and β2 are all non-negative weights. Note that if the
weights approach zero an interception guidance law is found. Equivalently,
setting QV → ∞ leads to a nulling of relative speed.

3.1 Order Reduction

In order to reduce the order of the problem the terminal cost Z(tf ) is in-
troduced. In order to express the terminal cost the zero-effort vector is used.
Making use of the terminal projection transformation [Bryson and Ho(1969)]
the zero-effort vector is defined as

Z(t) = DΦ(tf , t)x(t) (14)

where

D =
[
I4×4 09×4

]
(15)

and Φ(tf , t) is the transition matrix associated with Eq. (9)

Φ(tf , t) = eAtgo (16)

with

tgo = tf − t (17)

Given the time-derivative of the transition matrix

Φ̇(tf , t) = −Φ(tf , t)A (18)

the time-derivative of the zero-effort vector is

Ż(t) = B̃(tf , t)u(t) + C̃(tf , t)v(t) (19)

where

B̃(tf , t) = DΦ(tf , t)B, C̃(tf , t) = DΦ(tf , t)C (20)

The zero-effort vector includes contributions of both the vertical and lateral
position and speed differences. It represents the vertical and lateral position
and speed differences that would be created by the time tf if none of the
parties were to apply any control from time t onward. Z1(t) is referred to
as the vertical zero-effort miss distance (VZEM), Z2(t) is referred to as the
lateral zero-effort miss distance (LZEM), Z3(t) is referred to as the vertical
zero-effort speed difference (VZES), and Z4(t) is referred to as the lateral
zero-effort speed difference (LZES). The zero-effort vector at tf is given by
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Z(tf ) = Dx(tf ) =

⎡
⎢⎢⎣
x1(tf )
x2(tf )
x3(tf )
x4(tf )

⎤
⎥⎥⎦ (21)

Using the zero-effort vector and the definition of the Euclidean norm the
LQ cost function J can now be reformulated as

J =
1

2
ZT (tf )QZ(tf ) +

1

2

tf∫
t0

(
uT (t)αu(t)− vT (t)βv(t)

)
dt (22)

where

Q =

[
I2×2 02×2

02×2 QV I2×2

]
, α =

⎡
⎣α1 0 0

0 α2 0
0 0 α3

⎤
⎦ , β =

[
β1 0
0 β2

]
(23)

It should be noted that no explicit constraints are defined; the conditions
|ui(t)| ≤ 1 ∀t for i ∈ {1, 2, 3} and |vi(t)| ≤ 1 ∀t for i ∈ {1, 2} as well as
the operational constraints on φ, α, β, p, q, and r are to be satisfied by
appropriate selection of Q, α and β.

3.2 Optimal Control

Using the reduced-order LQ cost function the differential game can now be
solved. The Hamiltonian is given by (time indices are omitted for brevity)

H = L+ λT
Zf (24)

where

L =
1

2

(
uT (t)αu(t)− vT (t)βv(t)

)
, f = Ż = B̃u+ C̃v (25)

The adjoint equation is then given by

λ̇T
Z = −

(
∂L

∂Z
+ λT

Z

∂f

∂Z

)
= − (

01×4 + λT
Z04×4

)
= 01×4 (26)

and

λT
Z(tf ) =

∂
(

1
2Z

T (tf )QZ(tf )
)

∂Z
= ZT (tf )Q (27)

which results in

λZ(t) = QZ(tf ) (28)
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In order to find the optimal control law the derivative of the Hamiltonian
with regard to the control input is set to zero

∂H

∂u
= uTα+ ZT (tf )QB̃ = 0 (29)

This results in the optimal pursuer control

u∗ = −α−1B̃
T
QZ(tf ) (30)

Similarly it can be shown that the optimal evader control is

v∗ = β−1C̃
T
QZ(tf ) (31)

Integration after the substitution of the expressions for the optimal control
actions into Eq. (19) gives

Z(tf ) = Z(t) + Fαβ(tf , t)Z(tf ) (32)

where

Fαβ(tf , t) =

tf∫
t

−B̃(tf , ξ)α
−1B̃T (tf , ξ)Q+ C̃(tf , ξ)β

−1C̃T (tf , ξ)Qdξ (33)

Now the control laws can be written as functions of the current zero-effort
vector as

u∗(t) = −α−1B̃
T
(tf , t)Q (I4×4 − Fαβ(tf , t))

−1
Z(t) (34)

v∗(t) = β−1C̃
T
(tf , t)Q (I4×4 − Fαβ(tf , t))

−1
Z(t) (35)

3.3 Conjugate Point Analysis

Eq. (34) and Eq. (35) signify that a conjugate point exists if the matrix
(I− Fαβ(tf , t)) is singular. In this case the trajectory may not be optimal
going back in time beyond the conjugate point.

Considering that Fαβ → 0 as tgo → 0, (I− Fαβ(tf , t)) → I and conse-
quently Δ → 1, where Δ = det (I− Fαβ(tf , t)). Since Fαβ is a continuous
function of t, the optimal LQ differential game solution exists if

Δ = det (I− Fαβ(tf , t)) > 0 ∀t (36)

or equivalently using the analytic expression of the determinant

Δ = (κ1 + κ2 − κ1κ2 + κ3κ4 − 1) (κ5 + κ6 − κ5κ6 + κ7κ8 − 1) > 0 ∀t
(37)
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where

κ1 =

tf∫
t

amax
e

2

β1
φ1,3

2(tf , ξ)− δmax
ele

2

α1τδ2
φ1,11

2(tf , ξ)dξ (38)

κ2 =

tf∫
t

QV a
max
e

2

β1
φ3,3

2(tf , ξ)− QV δ
max
ele

2

α1τδ2
φ3,11

2(tf , ξ)dξ (39)

κ3 =

tf∫
t

QV a
max
e

2

β1
φ3,3(tf , ξ)φ1,3(tf , ξ)− QV δ

max
ele

2

α1τδ2
φ3,11(tf , ξ)φ1,11(tf , ξ)dξ

(40)

κ4 =

tf∫
t

amax
e

2

β1
φ3,3(tf , ξ)φ1,3(tf , ξ)− δmax

ele
2

α1τδ2
φ3,11(tf , ξ)φ1,11(tf , ξ)dξ (41)

κ5 =

tf∫
t

amax
e

2

β2
φ2,4

2(tf , ξ)− δmax
ail

2

α2τδ2
φ2,12

2(tf , ξ)− δmax
rud

2

α3τδ2
φ2,13

2(tf , ξ)dξ (42)

κ6 =

tf∫
t

QV a
max
e

2

β2
φ4,4

2(tf , ξ)− QV δ
max
ail

2

α2τδ2
φ4,12

2(tf , ξ) (43)

− QV δ
max
rud

2

α3τδ2
φ4,13

2(tf , ξ)dξ

κ7 =

tf∫
t

QV a
max
e

2

β2
φ2,4(tf , ξ)φ4,4(tf , ξ)− QV δ

max
ail

2

α2τδ2
φ2,12(tf , ξ)φ4,12(tf , ξ)

(44)

− QV δ
max
rud

2

α3τδ2
φ2,13(tf , ξ)φ4,13(tf , ξ)dξ

κ8 =

tf∫
t

amax
e

2

β2
φ2,4(tf , ξ)φ4,4(tf , ξ)− δmax

ail
2

α2τδ2
φ2,12(tf , ξ)φ4,12(tf , ξ) (45)

− δmax
rud

2

α3τδ2
φ2,13(tf , ξ)φ4,13(tf , ξ)dξ

with φi,j(tf , t) the element on the i-th row of the j-th column of Φ(tf , t).
An analytic expression for Φ(tf , t) can be found by performing an inverse

Laplace transform of (sI−A)
−1

, but is too lengthy to be shown here.
Examination of Eq. (37) - Eq. (45) shows that Δ → 1 ∀t as μ → ∞, where

μ = α1 = α2 = β1 = β2 = β3. The maximum value of Δ on the closed
interval {tgo ∈ R|0 ≤ tgo ≤ 10} was calculated as a function of μ in order to
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assess the existence of an LQ differential game solution on the aforementioned
interval for the case with QV = 0.5, and amax

e = 2 ft/s2 using parameters
corresponding to an F-16 in trimmed wings-level flight at 15,000 ft and 315
KTAS (532 ft/s) as given in Table 1 [Stevens and Lewis(1992)]. The value
for QV was selected such that the rendezvous is completed with minimal
distance error, whereas some speed error is permissible. Results are shown in
Figures 2 and 3. The numerical results shown in the figures conform to the
statements made above regarding the condition μ → ∞. It can be seen that
a conjugate point exists for μ < 0.015.

A similar analysis was performed for the interception problem with QV =
0, and amax

e = 2 ft/s2. It was found that in this case a conjugate point exists
only for μ < 1 · 10−5.

Table 1 Parameter values for F-16 longitudinal dynamics model using ft-sec-rad
units

Mα −1.773 Yβ −114.5 Lβ −24.69 Nβ 6.771 τδ 0.0495
Mq −0.932 Yp 35.17 Lp −2.416 Np −0.035 δmax

ele 25 π
180

Mδele −7.381 Yr −1060 Lr 0.537 Nr −0.334 δmax
ail 21.5 π

180

Zα −362.2 Yδail
5.614 Lδail

−29.77 Nδail
−1.604 δmax

rud 30 π
180

Zq −32.72 Yδrud
16.39 Lδrud

3.896 Nδrud
−3.036

Zδele −43.95 θ0 0.066 V0 532 g 32.17

10
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−20
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m
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Fig. 2 Minimum Δ-values for QV = 0.5, amax
e = 2 ft/s2
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Fig. 3 Δ-values for QV = 0.5, amax
e = 2 ft/s2, 3.1 · 10−3 ≤ μ ≤ 1.0 · 103

3.4 Navigation Gains

By rewriting Eq. (34) the control law can be formulated as a function of the
navigational gains NV ZEM , NLZEM , NV ZES , and NLZES as

u∗(t) =
NV ZEM

τδV0
Z1(t)+

NLZEM

τδV0
Z2(t)+

NV ZES

V0
Z3(t)+

NLZES

V0
Z4(t) (46)

where the navigational gains are defined by (time indices are omitted for
brevity)

NV ZEM =V0

[
δmax
ele

φ1,11−φ1,11κ2+QV κ4φ3,11

α1(κ1+κ2−κ1κ2+κ3κ4−1)

02×1

]
(47)

NLZEM =V0

⎡
⎢⎣

0

δmax
ail

φ2,12−φ2,12κ6+QV κ8φ4,12

α2(κ5+κ6−κ5κ6+κ7κ8−1)

δmax
rud

φ2,13−φ2,13κ6+QV κ8φ4,13

α3(κ5+κ6−κ5κ6+κ7κ8−1)

⎤
⎥⎦ (48)

NV ZES =V0

[
δmax
ele

QV φ3,11+φ1,11κ3−QV κ1φ3,11

α1τδ(κ1+κ2−κ1κ2+κ3κ4−1)

02×1

]
(49)

NLZES =V0

⎡
⎢⎣

0

δmax
ail

QV φ4,12+φ2,12κ7−QV κ5φ4,12

α2τδ(κ5+κ6−κ5κ6+κ7κ8−1)

δmax
rud

QV φ3,13+φ2,13κ7−QV κ5φ4,13

α3τδ(κ5+κ6−κ5κ6+κ7κ8−1)

⎤
⎥⎦ (50)

The control input u∗ is linear in the zero-effort vector and is bounded if all
navigational gains are bounded, which is the case if and only if no conjugate
point exists. The denominator of every non-zero element in the navigational
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gain matrices contains one of the factors of Δ as defined in Eq. (37). Since
Δ = 0 at a conjugate point the navigational gains will become unbounded
at such a point. In case a conjugate point exists the unbounded navigational
gains will asymptotically approach ±∞ at the conjugate point and change
sign if the sign of Δ changes.

Sign changes due to the non-minimum phase dynamics of the aircraft with
regard to elevator control can be observed for all of the elements of the
transition matrix that appear directly in the gains in Eq. (47) - Eq. (50).
The sign changes occur at the point where the contribution by direct lift
due to control surface deflection becomes larger than the contribution of the
resulting angle of attack or side-slip angle. This point occurs at small values
for tgo where the value of κi with i ∈ {1, 2, ..., 8} is approaching zero. Hence
the nominators of the navigational gains are dominated by the terms that are
not multiplied by these values. Consequently, the navigational gains exhibit a
change in sign at approximately the same time as the element of the transition
matrix that occurs in the first term of their nominator.

If QV is set to zero (the interception problem), NV ZES and NLZES are
equal to zero for all tgo.

3.5 Optimal Trajectories

If QV , α, and β are set such that no conjugate point exists, then optimal
trajectories can be calculated by integration of Eq. (19) with u(t) = u∗(t)
and v(t) = v∗(t) as defined in Eq. (34) and Eq. (35), as long as |u∗

i (t)| ≤ 1 ∀t
for i ∈ {1, 2, 3} and |v∗i (t)| ≤ 1 ∀t for i ∈ {1, 2}. Since Ż(t) is a linear function
of u(t) and v(t), and u∗(t) and v∗(t) are both linear functions of Z(t); Ż(t)
is also a linear function of Z(t). Consequently, any optimal trajectory Z(t)
obtained using some QV , α, and β forms a linearly dependent set with any
other optimal trajectory that is obtained using the same QV , α, and β, if
their initial conditions Z(0) are linearly dependent, no conjugate point exists,
and the control saturation constraints are not violated.

Due to the fact that a linearized aircraft model is used, the pursuer’s
maximum acceleration is very large. If a negative unit step input is given
to the elevator, an equilibrium for the vertical acceleration V̇ph

is obtained

at V̇ph
≈ 500 ft/s2. However, in practice the maximum acceleration is never

obtained by a control law based on a cost function with well tuned weights,
due to the inclusion of u(t) in Eq. (13).

Despite its larger maximum acceleration, the pursuer cannot guarantee a
zero miss vector. This is due to the fact that the pursuer has second order
dynamics, whereas the evader has ideal dynamics and thus can instantly apply
an acceleration. As tgo nears zero the evader applies a large control action.
Due to its higher order dynamics the pursuer is incapable of immediately
responding to the evader acceleration, resulting in an increase in miss distance
and miss speed.
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Fig. 5 Lateral optimal trajectories for QV = 0.5, (α1, α2, α3) = (1, 2, 1), (β1, β2) =
(0.75, 0.75), and amax

e = 5 ft/s2

Figures 4 and 5 show optimal trajectories for QV = 0.5, (α1, α2, α3) =
(1, 2, 1), (β1, β2) = (0.75, 0.75), and amax

e = 5 ft/s2. Again QV is selected such
that rendezvous is achieved with minimum miss distance, while some speed
difference is acceptable. The weight on aileron control action is increased in
order to keep the roll angle within reasonable limits. Finally, β and amax

e are
chosen such that no conjugate point occurs, so that the obtained trajectory
is optimal.
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It should be noted that the vertical optimal trajectories in Figure 4 can-
not be directly related to the lateral optimal trajectories in Figure 5. Due to
decoupling of longitudinal and lateral-directional dynamics, there is no lon-
gitudinal control action due to lateral-directional states and vice versa. This
is evidenced by the zero-valued elements of the navigation gains, Eq. (47) -
Eq. (50), and results in uncoupled vertical and lateral optimal trajectories.

4 Simulation Results

In order to assess the performance of the guidance law two types of sim-
ulations were performed: The first type involves the LQ differential game
guidance laws for both evader and pursuer, whereas the second type involves
a burst noise signal as evader control.

4.1 Optimal Evader Guidance

Figures 6 and 7 show trajectory simulations corresponding to Figures 4 and
5. The simulation is initialized with the drogue located 100 ft above and 25
ft to the right of the pursuer aircraft. In order to prevent the occurrence of a
conjugate point, the control weightsα and β cannot be decreased indefinitely,
as described in Section 3.3. This causes both the evader and pursuer control
inputs to remain small. The pursuer is however able to achieve small miss
distance and speed. The terminal vertical and lateral distance are respectively
0.22 ft and -0.0093 ft, and the terminal vertical and lateral speed are 0.13
ft/s and 0.17 ft/s. The same values can also be found at tgo = 0 on the lines
corresponding to V ZEM(tgo = 10) = −100 ft in Figure 4 and LZEM(tgo =
10) = −25 ft in Figure 5. Vertical and lateral distance are reduced smoothly,
while the angle of attack, sideslip angle, roll angle, and rotation rates remain
well within operational limits.

4.2 Random Evader Guidance

For the simulation using burst noise evader control to mimic accelerations due
to atmospheric turbulence, the evader control signal is divided into blocks of
0.4 s. Each block consists of a Gaussian white noise signal with σ = 0.15 and
μ randomly selected to be either -0.5 or 0.5 separately for vertical and lateral
acceleration.

An example of a simulation run using QV = 0.5, (α1, α2, α3) = (1, 2, 1),
(β1, β2) = (0.75, 0.75), and amax

e = 5 ft/s2 and starting at -100 ft vertical
distance and -25 ft lateral distance is shown in Figures 8 and 9. It can clearly
be seen that the evader control action is much larger than for the optimal
evasion guidance. Consequently, a larger control action is also applied by the
pursuer. The condition |ui| ≤ 1 for i ∈ {1, 2, 3} is still satisfied though.
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e = 5 ft/s2

Larger angle of attack, sideslip angle, and roll angle are reached, due to the
increase in control action. Also the roll rate reaches rather large values, but does
reduce during the final part of the trajectory. However, for runs in which the
evader control had several successive blockswith equalμ values towards the end
of the trajectory larger terminal rotation rates and roll angles were observed.

A 10,000 run Monte Carlo simulation was performed using the burst noise
evader control signal and QV = 0.5, (α1, α2, α3) = (1, 2, 1), (β1, β2) =
(0.75, 0.75), and amax

e = 5 ft/s2. Accumulated terminal total distance and to-
tal relative speed are shown in Figure 10. These values are defined by the Eu-
clidean norm of their respective vertical and lateral components. In all of the
runs themagnitude of the terminal distance is below 0.50 ft, and themagnitude
of the terminal speed is below 0.30 ft/s. The mean terminal distance is 0.22 ft,
and the mean terminal speed is 0.20 ft/s. The terminal distance and speed re-
sults are negatively correlatedwith a Kendall’s τ value of -0.23 (p < 1·10−100).
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5 Concluding Remarks

In this article LQ differential game-based guidance was presented to be a
viable option for control of an aircraft during refueling rendezvous. The con-
trol method is capable of dealing with the complexity of the dynamics. It is
however not able to guarantee zero miss for the rendezvous problem.

The results of a Monte Carlo simulation using burst noise evader control
were presented. Results show promise, although there were issues with large
aircraft rotations and rotation rates. Inclusion of these state variables in the
cost function could potentially be a way to mitigate these issues.

This article showed an initial study along with practical results. A more
elaborate dynamics model will result in more realistic results. A non-linear
6 degree of freedom flight dynamic model could be used to study the effects
of longitudinal lateral-directional coupling. During this research the probe
position was assumed to coincide with the aircraft center of gravity, thus
neglecting the influence of aircraft rotation on the miss.

Further research into the movement of the drogue is also recommended.
The application of realistic turbulence models and the addition of a coupling
that simulates the effect of the wake of the drogue on the receiver aircraft are
recommended for the purpose of obtaining more accurate simulation results.

Acknowledgements. This research was partially supported by the German-
Israeli Foundation for Scientific Research and Development.
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Abstract. This paper presents a study on fault tolerant flight control of a high per-
formance aircraft using multivariate splines. The controller is implemented by mak-
ing use of spline model based adaptive nonlinear dynamic inversion (NDI). This
method, indicated as SANDI, combines NDI control with nonlinear control alloca-
tion based on an onboard aerodynamic spline model and a real-time identification
routine. The controller is tested for an aileron hardover failure and structural dam-
ages which change the global aerodynamic properties of the aircraft. It is shown that
the controller can quickly tune itself in failure conditions without the need of failure
detection and monitoring algorithms. Instead, self-tuning innovation based forget-
ting is applied to reconfigure the onboard aerodynamic model. The controller is able
to tune itself each time a model error is detected and does not require any external
triggers for re-identification. Multivariate splines have a high local approximation
power and are able to accurately model nonlinear aerodynamics over the entire flight
envelope of an aircraft. As a result the identification routine gives a robust adaption
of the aerodynamic model in case of a failure.
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Glossary

Ax,Ay,Ax specific forces along the body X/Y/Z axis [m/s2]

Cl ,Cm,Cn aerodynamic moment coefficients around the body X/Y/Z axis

I inertia matrix

S wing area [m2]

V airspeed [m/s]

b wing span [m]

c̄ mean aerodynamic chord [m]

p,q,r roll, pitch and yaw rate around the body X/Y/Z axis [rad/s]

ps static pressure [Pa]

q̄ dynamic pressure [Pa]

u,v,w velocity components along the body X/Y/Z axis [m/s]

u input vector

x state vector

α,β angle of attack and sideslip angle [rad]

φ ,θ ,ψ roll, pitch and yaw angle [rad]

δe,δa,δr,δle f elevator, aileron, rudder and leading edge flap control surface deflec-
tion [rad]

ε model error

λ forgetting factor

ρ air density [kg/m3]

τ virtual input

ν virtual input

Σ0 filter information content

σ time constant
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1 Introduction

This paper presents a study on fault tolerant flight control using multivariate splines.
Self-tuning adaptive control is applied in which a real time identification routine is
used to supply updated information to the control system in case of a failure. The
controller is based on the nonlinear dynamic inversion principle in which the aero-
dynamic model is used to linearize the system after which single linear controllers
can be used to control the system [10, 16, 20]. Currently, most adaptive NDI con-
trollers use either polynomial structures [11, 12, 14] or neural networks [1, 8] for
their internal model.

In this study multivariate simplex splines are used for the internal model. A mul-
tivariate spline is a piecewise defined polynomial function in which each basis poly-
nomial is defined on a simplex [9, pp. 18-25]. Any number of basis polynomials can
be combined with predefined continuity by combining simplices into a geometric
structure called a triangulation. The approximation power of simplex spline func-
tions is therefore is not only proportional to the polynomial degree, but also to the
number and density of the polynomial pieces. Multivariate splines are linear in the
parameters and are easily integrated into standard and recursive parameter estima-
tion routines [3, 5].

Recently a new framework for spline model based NDI flight control is intro-
duced in [19]. It is shown that the use of splines significantly improves the per-
formance of NDI based control systems compared with ordinary polynomial based
NDI. The controller from [19] is now augmented with a real time identification and
applied for fault-tolerant flight control. First the aircraft model and the failure sce-
narios are discussed in Sec. 2. In Sec. 3 the fault tolerant control method is presented
and in Sec. 4 the controller is evaluated.

2 Aircraft Model and Failure Cases

The aircraft to be controlled in this study is a model of the F-16 fighter aircraft
from NASA, which is based on a set of data tables based on wind-tunnel measure-
ments [15]. The model has the traditional aerodynamic control surfaces: elevator,
ailerons and rudder for pitch, roll and yaw control. In addition, the leading edge flap
is scheduled with angle of attack and q̄

ps
to optimize performance [15]. Models for

the actuators are included in the form of first order lags:

u̇ =
1
σ
(ucom − u) (1)

In which the commanded input is bounded by umin ≤ ucom ≤ umax and the deflection
rate is bounded by |u̇| ≤ u̇lim. The time constants σ and actuator limits are listed in
table 1 which are taken from [15] and [18, pp.633-664]. For simulating the response
and for flight control design the flat earth, body axis six degree of freedom equations
of motion are used [18, pp. 107-116]. All simulations are performed in a determin-
istic environment. No external disturbances like wind gusts are added to the models
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and the sensor information is considered to be noise free. Stochastic adaptive control
is reserved for future studies. Two failure cases are considered:

Table 1 Actuator model

deflection limit rate limit time constant
Elevator ±25.0o 60o/s 0.0495 s lag
Ailerons ±21.5o 80o/s 0.0495 s lag
Rudder ±30.0o 120o/s 0.0495 s lag
leading edge flap 0o −25o 25o/s 0.136 s lag

Aileron Hardover

The first failure scenario is a aileron hardover in which the right aileron gets stuck
in an offset position. The failure scenario is described by:

δaactual = δale f t + δaright =
1
2

δacommand + δao f f set (2)

The offset position is chosen as δao f f set = 7o. Due to the hardover failure the aileron
channel will become less effective. Furthermore, the aircraft will get a constant nom-
inal rolling moment which needs to be compensated by the left aileron.

Structural Damage

The second failure case considered is a structural damage. It is assumed the struc-
tural damage changes the global aerodynamic properties of the aircraft. Two types
of aerodynamic changes are considered based on earlier work by Choi et al [2]:

1. Magnitude scaling: In this case the coefficients in failure conditions are obtained
by scaling the magnitude of the nominal aerodynamic coefficients from the look-
up table:

Cact(x) = [1+ amag]Cnom(x) (3)

2. Variable scaling: In this case the coefficients in failure conditions are obtained by
scaling the independent variable of the aerodynamic coefficient from the look-up
table:

Cunc(x) =Cact([1+ avar]x) (4)

A combined magnitude scaling and variable scaling with amag = avar = −0.3
applied to all coefficients from the lookup table. In addition the center of gravity is
shifted 10% rearward to make the actual aircraft model less stable. Fig. 1 visualizes
the uncertainties for the pitch moment coefficients. It can be observed that these
uncertainties have a nonlinear effect on the model especially in the high angle of
attack operating region.
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Fig. 1 Cm surface plots generated from data tables without uncertainties (top left) and with
uncertainties (top right) (q̃ = 0.0015, δe = 5o, δle f = 10o)

3 Fault Tolerant Flight Control Method

The fault tolerant control method used in this study is spline model based adaptive
NDI (SANDI). A structure for spline based NDI control was first introduced in [9]
which combines NDI control with nonlinear control allocation based on the onboard
spline model. This structure is now augmented with a self tuning online estimator
for simplex splines and applied to control the F-16 aircraft in failure conditions. The
control diagram is shown in Fig. 2. The architecture has three major assemblies: 1)
NDI control augmented with 2) control allocation based on the onboard aerody-
namic spline model and 3) a real-time model identification routine. The aim of this
setup is to update an a-priory aerodynamic model online in case of a failure with
adaptive simplex splines to eliminate model errors within the NDI control system.
In [19] the F-16 aerodynamic model is identified with multivariate splines using
flight testing based system identification techniques from [3, 4, 6]. This is an accu-
rate global model and is used as the a-priori nominal onboard aerodynamic model
in this study. Refer to [19] for the complete structure, the accuracy and error bounds
of the model.
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Fig. 2 Overview of the spline based adaptive control setup

Consider the aircraft state equations in the input affine form:

ẋ = f(x)+ g(x)τ (5)

τ = Φ (x,u,Θ ) . (6)

with x ∈ R
n the state vector, u ∈ R

m the control input vector, τ ∈ R
l representing

the aerodynamics assumed to be a nonlinear function of the aircraft state and control
input, and with Θ ∈R

r the parameter vector to be updated in case of a failure. With
NDI the system is linearized by solving for the input τ by introducing an outer loop
control input ν :

τreq = g−1(x)(ν − f(x)) (7)

Which results in a closed-loop system with a decoupled linear input-output relation:

ẋ = ν (8)

Eq. (6) represents the aerodynamic model and maps the physical control inputs to
the virtual controls, i.e. to the forces and moments of the aircraft:

τ = Φ (x,u,Θ) : Rm → R
l (9)

The spline model for τ is non-affine in the controls. Furthermore, the basis polyno-
mials of the simplex splines are defined locally on each simplex in terms of barycen-
tric coordinates instead of globally in terms of Cartesian coordinates [9, pp.18-25].
Therefore the NDI control structure is augmented with a separate control alloca-
tion module that determines the physical control inputs for a required demand τ req

from the NDI control law Eq. (7). For flight control purposes the required moment
coefficients have to be translated into control surface deflections based on the on-
board spline model. Note that by separating the NDI loop from the control allocation
task the need to reconfigure the NDI control laws to accommodate for the failure is
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avoided. Instead, reconfiguration is completely encapsulated within the control al-
location module. The control allocation problem is solved by minimizing the least
square errors with respect to the control input u:

min
u≤u≤u

J = ‖s(x,u,Θ)− τreq‖2
2 =

N

∑
i=1

(
si(x,u,Θ)− τreqi

)2
(10)

The derivation of the solution for Eq. (10) is not trivial, refer to [19] for the analytic
derivation and solution for this optimization problem.

3.1 Adaptive Simplex Splines

A real time identification algorithm is used to reconfigure the aerodynamic model
in failure conditions. The algorithm combines a recursive squares least estimator for
multivariate splines [5] with an innovation based self-tuning forgetting factor [7],
see Fig. 3.

A disadvantage of applying real time identification routines for fault-tolerant con-
trol is that the parameter vector converges quickly after which new data has no
or little impact on the parameter estimate; the estimator has saturated. However,
a fault-tolerant controller must be able to identify time-varying models in failure
conditions. A frequently used approach to ensure adaptivity of the identification
routine is to incorporate a trigger for re-identification of the aerodynamic model,
see e.g [12,14]. A disadvantage of this approach is that it requires monitoring algo-
rithms to identify and isolate the failure and it requires significant off-line analysis
in order to define robust reset triggers.

In this study adaptivity is ensured by applying a variable forgetting factor pro-
posed by Fortescue in [7] in the RLS algorithm which is tuned based on the RLS
innovation:

λ (t) = 1− [1−X(t)L(t)]ε2(t)/Σ0 (11)

with X the row regression matrix for a new observation, L the adaptation gain of the
filter and, ε the innovation and with Σ0 a measure of the filter’s information content.
By keeping the information content constant it is ensured that the estimation is al-
ways based on the same amount of information. The amount of forgetting at each
time step corresponds to the amount of new information in the latest measurement.
In nominal flight conditions the estimation error will be small. Either the system
has not been excited, there has been an excitation with the correct set of parame-
ter values, or the estimator is sensitive enough to reduce the estimation error. In all
these cases the forgetting factor is close to one. However in failure conditions when
the error becomes larger the sensitivity of the estimator is increased and the estima-
tor starts discounting past data in favor of more recent data. Σ0 controls the speed
of the adaptation and determines the sensitivity of the system. A small value for Σ0
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gives a large covariance matrix and a sensitive system; a larger value will give a less
sensitive system and slower adaptation. However choosing a larger Σ0 increases the
robustness of the parameter estimate.

Fig. 3 Adaptive splines

3.2 NDI Flight Control System

An NDI flight control system is implemented using a two loop time-scale separated
design [16], an inner rate control loop and an outer angle of sideslip control loop.
This control setup is frequently used for manual flight control [12, 13, 17, 21] and
is shown in Fig. 4. First order lag prefilters (Hp f =

1
σs+1 ) are added to ensure com-

fortable aircraft response and to avoid unachievable commands due to the actuator
rate limits. Only proportional control is used for the sideslip feedback and pitch rate
feedback.

Fig. 4 Control setup. An angular rate inner NDI loop combined with a sideslip angle outer
NDI loop
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In the inner loop the system is influenced by commanding the moments coeffi-
cients of the aircraft. The inner loop quantities are the body angular rates:

⎡
⎣ ṗ

q̇
ṙ

⎤
⎦=−I−1

⎡
⎣ p

q
r

⎤
⎦× I

⎡
⎣ p

q
r

⎤
⎦+ I−1 1

2
ρV 2S

⎡
⎣b 0 0

0 c̄ 0
0 0 b

⎤
⎦
⎡
⎣Cl

Cm

Cn

⎤
⎦ (12)

With I the moment of inertia, b the wingspan and c̄ the mean aerodynamic chord.
Rewriting for the moment coefficients into the form of Eq. (7) by introducing a
virtual control input νω gives:

⎡
⎣Cl

Cm

Cn

⎤
⎦

req

=
I

1
2 ρV 2S

⎡
⎣ b 0 0

0 c̄ 0
0 0 b

⎤
⎦
−1⎧⎨

⎩
⎡
⎣νp

νq

νr

⎤
⎦+ I−1

⎛
⎝
⎡
⎣ p

q
r

⎤
⎦× I

⎡
⎣ p

q
r

⎤
⎦
⎞
⎠
⎫⎬
⎭ (13)

= g−1
ω (x) [νω − fω (x)] (14)

An outer sideslip control loop is implemented for the yaw channel using time scale
separation with the yaw rate r as control input. The sideslip angle can be written as:

β = arcsin
v
V

(15)

with V the total true airspeed:

V =
√

u2 + v2 +w2 (16)

Taking the time derivative of Eq. (15) gives:

β̇ =
v̇V − vV̇

V
√

u2 +w2
=

v̇√
u2 +w2

− v(uu̇+ vv̇+wẇ)

(u2 + v2 +w2)
√

u2 +w2
(17)

Substituting the following body axis equations for u̇, v̇ and ẇ in Eq. (17):

u̇ = Ax − gsinθ + rv− qw (18)

v̇ = Ay + gsinφ sincosθ − ru+ pw (19)

ẇ = Az + gcosθ cosφ + qu− pv (20)

and writing as an affine function of the yaw rate gives:

β̇ =
1√

u2 + v2

[−uv
V 2 (Ax − gsinθ )+

(
1− v

V 2

)
(Ay + gsinφ cosθ )− (21)

vw
V 2 (Az + gcosφ cosθ )+wpre f

]
+

−u√
u2 +w2

rre f
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Solving for the input r by introducing the second virtual control input νβ gives:

rre f =

( −u√
u2 +w2

)−1(
νβ − 1√

u2 + v2

[−uv
V 2 (Ax − gsinθ )+

(
1− v

V 2

)
(22)

×(Ay + gsinφ cosθ )− vw
V 2 (Az + gcosφ cosθ )+wpre f

])
(23)

= g−1
β (x)

[
νβ − fβ (x)

]
(24)

Parallel to the control structure in Figure 4 an airspeed NDI loop is added for thrust
control. In the velocity axis reference frame the dynamics of the true airspeed is
given by:

V̇ =

(
Ax +

T
m

)
cosα cosβ +Ay sinβ +Az sinα cosβ (25)

Rewriting for the thrust lever input T by introducing a third virtual control input νV

gives:

T =

(
1
m

cosα cosβ
)−1

[νV − (Ax cosα cosβ +Ay sinβ +Az sinα cosβ )] (26)

= g−1
V (x) [νV − fV (x)] (27)

4 Performance Evaluation

A high performance maneuver is used to evaluate the fault-tolerant controller. The
maneuver is a combined pitch qre f = 8o/s and turn command pre f = ±15o/s at
zero side-slip and constant airspeed Vtrim = 83.5m/s. The aircraft is trimmed at
αtrim = 10o. The maneuver is performed in three flight scenarios: 1. The unfailed
scenario (Fig. 5), 2. aileron hardover (Fig. 6) and 3. the structural damage scenario
(Fig. 7). In both failure cases, the failure is activated after two seconds. The unfailed
scenario serves as a comparison basis for the two failure cases.

The results for each scenario are presented through three sub figures. Subfigure
(a) shows the response of the tracking quantities and aircraft states, subfigure (b)
shows the control inputs and subfigure (c) shows the performance quantities which
are the forgetting factor (Eq. (11)), the RLS innovation which is the error between
the actual and the estimated moment coefficients:

εCM(t) =CM(t)− ĈM(t)

and the control allocation error. The control allocation error is the error between the
required moment coefficient delivered by the NDI controller and the actual moment
coefficient delivered by the control allocator:

ΔCM(t) =CMreq (t)−CM(t)
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The action of the identification algorithm is illustrated in Fig 8. This figure shows
the onboard spline models for Cl , Cm and Cn at two time intervals during the ma-
neuver. The models are parameterized as a function of the angle attack. The flight
trajectories for the three scenarios are shown in Fig. 9. The performance assessment
is based on the RMS values of the model errors, allocation errors and forgetting
factor which are listed in Table 2.

Nominal Unfailed

In the unfailed scenario tracking is satisfactory and minimal couplings exist in the
three control channels as can be seen from Fig. 5a. From the forgetting factors in
Fig. 5c and the updated models in Fig. 8 it can be observed that the controller is
able to make small scale local modifications to the onboard spline model to reduce
the errors within the control system. This property is a direct result of the high local
approximation power of multivariate splines.

Aileron Hardover

From Fig. 6 it can be observed that this failure does not represent a major challenge
for the control system. The controller immediately compensates for the disturbing
moment generated by the stuck aileron. There is no significant deterioration in the
performance of the control system. There is only a slight increase in RLS innova-
tions and control allocation errors as compared with the unfailed scenario, see Table
2, and the flight trajectories are nearly identical as can be seen from Fig. 9 .

Structural Damage

This failure does also not represent a major challenge for the control system as can
be seen from Fig. 7. Although the global aerodynamic properties of the aircraft have
changed significantly the controller is still able to perform the requested maneuver.
Again the control allocation and innovation RMS values have not increased signifi-
cantly compared to the unfailed case. The higher value for RMS ΔCm is also due to
saturation of the elevator actuator as can be seen from Fig. 7b and Fig. 7c. From the
innovations in Fig. 7c it can be seen that during excitation the controller detects the
error and reduces it to zero mean quickly. The flight trajectory has changed signifi-
cantly compared to the unfailed case which is to be expected since the aerodynamic
properties have changed.
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(c) Performance parameters: Forgetting factor, innovation and CA error

Fig. 5 Tracking quantities, states, control deflections and performance parameters for the
unfailed scenario.
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(c) Performance parameters: Forgetting factor, innovation and CA error

Fig. 6 Tracking quantities, states, control deflections and performance parameters for the
aileron hard-over scenario. The failure is activated after 2 seconds.
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(c) Performance parameters: Forgetting factor, innovation and CA error

Fig. 7 Tracking quantities, states, control deflections and performance parameters for the
structural failure scenario. The failure is activated after 2 seconds.
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(b) Aileron hard-over scenario
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Fig. 8 Updated models within two time intervals with: α ≤ α ≤ α the operat-
ing region within each interval. (β = 0o, p̃ = 0.0049, q̃ = 0.0018, r̃ = 0.0049, δa =−5o,
δe = 5o,δr =−5o, δle f = 15o)
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Fig. 9 Flight trajectories for the three scenarios

Table 2 Performance parameters for the three scenarios

nominal aileron structural
hardover damage

RMS εCl 0.0002 0.0012 0.0003
RMS εCm 0.0016 0.0016 0.0025
RMS εCn 0.0004 0.0006 0.0007
RMS ΔCl 0.0003 0.0017 0.0004
RMS ΔCm 0.0026 0.0026 0.0094
RMS ΔCn 0.0007 0.0009 0.0016
Mean λl 0.9951 0.9942 0.9932
Mean λm 0.9975 0.9975 0.9942
Mean λn 0.9987 0.9963 0.9950

5 Conclusions

This study shows that self-tuning adaptive control using multivariate splines is an
effective and robust approach for fault-tolerant flight control. It is shown that the use
of innovation based variable forgetting can circumvent the need for fault-detection
and monitoring algorithms. Furthermore, the use of multivariate splines for real time
model identification gives a robust adaptation of the internal model in case of a
failure.



Nonlinear and Fault-Tolerant Flight Control Using Multivariate Splines 203

References

1. Calise, A.J., Lee, S., Sharme, M.: Nonlinear adaptive flight control using neural net-
works. IEEE Control Systems 18, 14–25 (1998)

2. Choi, J.Y., Chwa, D., Kim, M.: Adaptive control for feedback-linearized missiles with
uncertainties. IEEE Transactions on Aerospace and Electronic Systems 36(2), 467–481
(2000)

3. de Visser, C.C., Chu, Q.P., Mulder, J.A.: A new approach to linear regression with mul-
tivariate splines. Automatica 45(12), 2903–2909 (2009)

4. de Visser, C.C., Chu, Q.P., Mulder, J.A.: A multidimensional spline based global nonlin-
ear aerodynamic model for the cessna citation ii. In: AIAA Atmospheric Flight Mechan-
ics Conference, number AIAA-2010-7950 (2010)

5. Visser, C.C.d., Chu, Q.P., Mulder, J.A.: Differential constraints for bounded recursive
identification with multivariate splines. Automatica 47(9), 2059–2066 (2011)

6. de Visser, C.C., Chu, Q.P., Mulder, J.A.: Validating the multidimensional spline based
global aerodynamic model for the cessna citation II. In: AIAA Atmospheric Flight Me-
chanics Conference, number AIAA-2011-6356 (2011)

7. Fortescue, T.R., Kershenbaum, L.S., Ydstie, B.E.: Implementation of self-tuning regula-
tors with variable forgetting factors. Automatica 17(6), 831–835 (1981)

8. Kim, B.S., Calise, A.J.: Nonlinear flight control using neural networks. AIAA Journal of
Guidance, Control and Dynamics 20(1), 26–33 (1997)

9. Lai, M.J., Schumaker, L.L.: Spline Functions on Triangulations. Cambridge University
Press (2007)

10. Lane, S.H., Stengel, R.F.: Flight control design using non-linear inverse dynamics. Au-
tomatica 24(4), 471–483 (1988)

11. Lombaerts, T.J.J., Chu, Q.P., Mulder, J.A., Joosten, D.A.: Modular flight control recon-
figuration design and simulation. Control Engineering Practice 19(6), 540–554 (2011)

12. Lombaerts, T.J.J., Huisman, H.O., Chu, Q.P., Mulder, J.A., Joosten, D.A.: Nonlinear
reconfiguring flight control based on online physical model identification. AIAA Journal
of Guidance, Control, and Dynamics 32, 727–748 (2009)

13. Lombaerts, T.J.J., Smali, M.H., Stroosma, O., Chu, Q.P., Mulder, J.A., Joosten, D.A.:
Piloted simulator evaluation results of new fault-tolerant flight control algorithm. AIAA
Journal of Guidance, Navigation, and Control 32(6), 1747–1765 (2009)

14. Lombaerts, T.J.J., Van Oort, E.R., Chu, Q.P., Mulder, J.A., Joosten, D.A.: Online aero-
dynamic model structure selection and parameter estimation for fault-tolerant control.
AIAA Journal of Guidance, Control, and Dynamics 33(3), 707–723 (2010)

15. Nguyen, L.T., Ogburn, M.E., Gilbert, W.P., Kibler, K.S., Brown, P.W., Deal, P.L.: Simu-
lator study of stall/post-stall characteristics of a fighter airplane with relaxed longitudinal
static stability. Technical Report 1538, NASA (1979)

16. Reiner, J., Balas, G.J., Garrard, W.L.: Flight control design using robust dynamic inver-
sion and time-scale separation. Automatica 32(11), 1493–1504 (1996)

17. Sieberling, S.: Robust flight control using incremental nonlinear dynamic inverstion and
angular acceleration prediction. AIAA Journal of Guidance, Control, and Dynamics 33,
1732–1742 (2010)

18. Stevens, B.L., Lewis, F.L.: Aircraft Control and Simulation, 2nd edn. John Wiley & Sons,
Hoboken (2003)



204 H.J. Tol et al.

19. Tol, H.J., de Visser, C.C., van Kampen, E., Chu, Q.P.: Nonlinear multivariate spline-
based control allocation for high-performance aircraft. AIAA Journal of Guidance, Con-
trol, and Dynamics 36(6), 1840–1862 (2014)

20. Walker, G.P., Allen, D.A.: X-35b stovl flight control law design and flying qualities. In:
Biennial International Powered Lift Conference and Exhibit (2002)

21. Wang, Q., Stengel, R.F.: Robust nonlinear flight control of a high-performance aircraft.
IEEE Transactions on Systems Technology 13(1), 15–26 (2005)



Rotor State Feedback in the Design
of Rotorcraft Attitude Control Laws

Simone Panza and Marco Lovera

Abstract. Helicopter flight control law design including rotor state feedback (RSF)
is considered. A mathematical model suitable for analysis and design of RSF con-
trol systems is obtained and a structured H∞ approach to the problem is proposed,
capable of guaranteeing stability and performance robustness. The framework also
encompasses fault tolerance with respect to failures of the rotor state sensors. Sim-
ulation results comparing the proposed approach to results obtained using conven-
tional attitude control laws are presented and discussed.

1 Introduction

Future rotorcraft will be required to operate in degraded visual environments and
in poor weather conditions, to achieve high levels of agility and maneuverability,
and at the same time to relieve the pilot workload when tackling demanding mission
task elements. In such a context, the capability to provide a fast and accurate attitude
response while rejecting external disturbances, such as wind gusts, is of fundamental
importance, both in a military and a civil framework. This can be summarized in the
notion of disturbance rejection bandwidth [1]: the higher the bandwidth, the faster
the rejection of disturbances will be, resulting in a more “crisp” vehicle response
and helping the pilot in the task of governing the vehicle, allowing him to focus on
higher-level tasks. Of course other factors come into play into defining the desirable
vehicle behaviour: the efforts of the helicopter community led in the 90’s to the
definition of the notion of handling qualities, and to the formulation of the ADS-
33 specification [2], which defines the handling quality requirements for US army
military rotorcraft; this specification has gained widespread acceptance and became
the standard reference document in the community.
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Modern helicopters are equipped with a flight control system (FCS); it usually
has the capability to stabilize the vehicle and to assist the pilot. The control system
acquires measurements related to fuselage motion (usually attitude, angular rates
and linear accelerations) and feeds them back to the control inputs. If the FCS op-
erates on the basis of fuselage measurements only, control law gains can be tuned
so as to achieve a trade-off between disturbance rejection bandwidth and damping
of oscillations in the fuselage response. This trade-off between disturbance rejec-
tion bandwidth and damping ratio became of interest in recent years ( [3–5]) and
it is of fundamental importance to understand its mechanism in order to assess the
closed-loop performance boundaries the control law can achieve.

At this point, the notion of rotor state feedback (RSF) comes into play. In fact,
it can be shown that introducing rotor state measurements in the feedback control
law, in addition to classical fuselage measurements, has the potential to overcome
the trade-off between bandwidth and damping: higher disturbance rejection band-
width can be achieved, while keeping sufficiently high levels of damping. The main
motivation of this performance increment lies in the fact that the fuselage attitude
dynamics are coupled to rotor dynamics in the range of frequency in which the at-
titude control loop is closed: thus, adding rotor-state measurements to the feedback
control law introduces information about rotor dynamics in the loop and drives in
turn to better performance; the issue of fuselage-rotor coupling and its importance
in the synthesis of high-bandwidth attitude control laws was studied by [6–9]. The
interested reader can refer to [4, 6, 10, 11] for further details about RSF.

However, the available literature offers few studies about the role of attitude con-
trol law in determining the closed-loop properties of the system, both in the case
traditional feedback measurements are used (fuselage angles and rates) and in the
case the novel rotor-state measurements are introduced; on the other hand, both the
literature state-of-the-art and the industry know-how are in agreement on the fact
that the control law structure should be kept simple: in this way, the feedback con-
trol law can be given a physical interpretation. As far as the attitude control law
design is concerned, the most common structure of feedback control law consists in
static gains on the attitude angles and rates [12]. Thus, a better understanding of how
the control law gains affect the closed-loop performance and, more in general, the
handling qualities, would certainly help in the stage of attitude control law design.

In addition, the issue of closed-loop robustness with respect to model uncertainty
is often neglected, nor the fault tolerance to rotor-sensor faults: the latter issue is of
particular importance, as stated in [11].

This work proposes itself as a continuation and extension of the methodology
defined in [11]; while [11] constituted a preliminary study intended to show the po-
tential of RSF on a simple, second order, uncoupled helicopter model (an articulated
rotor UH-60 helicopter), in this paper the same methodology is applied to a high or-
der, fully coupled, articulated rotor helicopter model provided by the industry. The
same procedure performed in the cited paper, which consists in model reduction,
study of the closed-loop performance and control law synthesis, was undertaken; in
particular, it turns out that a second order approximation of the coupled fuselage-
rotor dynamics is valid to represent the attitude dynamics, as was shown in [6, 11].
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Results similar to those presented in the cited papers were obtained. In addition,
this work accomplishes also a closed-loop robustness analysis with respect to the
model uncertainty due to physical parameters variations; also, a study of the closed-
loop attitude performance limitations is performed, with the twofold objective of
assessing the performance limits achievable with a traditional attitude control law
(resulting in a trade-off between bandwidth and damping ratio), and evidencing the
benefits deriving from RSF, which show up in the form of improved performance as
a consequence of the relaxation of the bandwidth-damping trade-off; in alternative,
better noise rejection properties can be achieved by means of using RSF. Also, the
methodology proposed in [11] allows to address fault tolerance requirements.

2 Control-Oriented Attitude Model

For the purpose of this study, a sample linearized FLIGHTLAB model has been
provided by AgustaWestland. The model, corresponding to 58 states, linearized in
hover, takes into account both fuselage and rotor dynamics; in particular, body dy-
namics (Euler angles, angular rates, translational speed), main rotor dynamics (flap
and lag angles in Multi-Blade Coordinates (MBC) and their derivatives), main rotor
inflow model (10 states), main rotor wake model (3 states) and tail rotor dynamics
(collective inflow and coning angle) are modeled. The model takes into account the
four classical helicopter control inputs: main rotor collective, lateral and longitudi-
nal cyclic, and tail rotor collective.

Actuator and sensor dynamics have been cascaded upstream and downstream to
the FLIGHTLAB model. Focus was put on the lateral and longitudinal axes. Models
for the fly-by-wire actuators of the lateral and longitudinal cyclic inputs have been
provided by the manufacturer, according to which they can be modeled as third-
order systems with 8Hz bandwidth. As far as sensors are concerned, roll and pitch
rate gyros can be modeled as second-order systems, with 8Hz bandwidth and 0.7
damping ratio. Moreover, an equivalent time delay of 20ms was cascaded to the
model, in order to take into account delays related to signal processing and ZOH. A
third-order Padé approximation of the pure time delay was used.

For the sake of attitude control law synthesis, the full-order augmented model
was reduced. Starting from the 58 states model, a 25 states reduced model has been
obtained by truncating the less relevant states, with the aim of obtaining a model
which describes the lateral and longitudinal attitude dynamics, in order to achieve an
accurate model in the frequency range in which the attitude control loop bandwidth
lies. The truncation approach retains the faster dynamics associated to attitude and
rotor states, while the low frequency behaviour associated to the states of linear
velocities is lost. Also, states related to other axes than the lateral and longitudinal
ones, e.g., the vertical and directional axes, were truncated too, because they were
not relevant to the pitch and roll attitude control loop synthesis.

The only states retained in the 25 states model were:

• roll and pitch Euler angles and angular rates;
• main rotor inflow and wake model;
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• lateral and longitudinal cyclic flap and lag angles, and their derivatives.

The 25 states model was then further reduced, in order to obtain a model which
retained only the dominant attitude dynamics and, as a consequence, to shed light
over the most relevant closed-loop dynamics of the system. For the same reasons
stated in [6,11], such a reduced-order model needs to take into account not only the
fuselage attitude dynamics, but also rotor dynamics: indeed, when the attitude loop
is closed at high bandwidth, the rotor dynamics get coupled to fuselage dynamics;
in particular, as far as the lateral axis is concerned, it turns out the regressive flap
mode (which is associated to two real-valued eigenvalues) plays a fundamental role
in this coupling, while the longitudinal attitude dynamics are dominated by pitch
and roll subsidence modes.

Starting from the 25 states model, a second order model which approximates the
lateral attitude response was hence obtained; the modal decomposition of the fre-
quency response of the transfer function from lateral cyclic to roll rate (Figure 1)
showed that, as far as the magnitude is concerned, the regressive flap modal com-
ponents (in this case, regressive flap is given by the sum of two real-valued modal
components, associated respectively with −3.7 and −5.6 rad/s eigenvalues) is the
most relevant in the frequency response, at least up to 10 rad/s (Figure 2).

Fig. 1. Modal decomposition, 25 states lateral cyclic to roll rate frequency response.

In order to take into account the phase delay due to neglected higher order rotor
modes, and to actuator and sensor dynamics, a pure time delay of 71ms has been in-
troduced in the second order model; this was computed as the time delay necessary
for the second order model in order to fit the phase of the 58 states augmented model
at 10 rad/s. Figure 2 shows the second order model compared to the 58 states aug-
mented model, and shows the phase contribution given by the equivalent time delay.
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Fig. 2. Lateral cyclic to roll rate frequency response, 58 states augmented model vs 2nd order
model, with and without 71ms time delay.

The transfer function from lateral cyclic to roll angle was obtained by multiplying
the roll rate transfer function by an integrator (1/s), as suggested by [6].

Finally, the transfer function from lateral cyclic to lateral flap was obtained in a
similar way: again, the most relevant modal component in the frequency response
magnitude turned out to be the regressive flap mode; a fitting routine was run, which
had the objective of minimizing the difference between the lateral flap response
of the 25 states augmented model and a second order transfer function where the
2 poles coincided with the regressive flap poles, the static gain was fixed to the
25 states one, and the only free parameters were a zero, which turned out to be
non-minimum phase, and a time delay, in order to take into account the unmodeled
dynamics (high frequency rotor modes, actuator, sensor, transport delay) phase lag.
This resulted in a 23ms equivalent time delay.

The longitudinal axis was addressed in a similar fashion, thus obtaining a second
order approximation.

As a conclusion, Table 1 shows the parameters of the 2nd order models for the
pitch and roll axes, defined

G(s) = g
(1+ s/z)

s2 + a1s+ a2
a2e−τs (1)

as the transfer function from the proper input to attitude rate (in which case g, z, τ
are referred to with the ḟ subscript, thus becoming respectively g ḟ , z ḟ , τ ḟ ) and
rotor flap (r subscript: gr, zr, τr); poles (defined by a1,a2) are the same for both
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Table 1. Second order approximated model parameters (pitch and roll dynamics)

a1 a2 g ḟ z ḟ [rad/s] τ ḟ [ms] gr zr[rad/s] τr[ms]

Roll 9.267 20.58 0.0362 27.12 71 −9.793×10−4 -0.797 23
Pitch 8.173 5.322 0.0508 22.52 71 -0.0011 -0.159 11

fuselage and rotor responses; attitude response can be obtained by multiplying the
rate response by 1/s.

3 Closed-Loop Analysis

In this section the closed loop behaviour of the helicopter will be studied. An ACAH
(attitude command, attitude hold) command configuration will be taken into consid-
eration in the following (see [2] for details). Focus will be put on the attitude control
loop (inner loop), which is in charge of tracking the attitude commanded by pilot;
this is the control loop which can benefit from the most relevant improvements de-
riving from RSF, and is closed at high frequency. The velocity (outer) loop, which
is closed at lower frequency and is not influenced by RSF, is neglected. The attitude
control loop is closed for each axis separately. No decoupling between axes is taken
into consideration, for the time being.

3.1 Baseline Attitude Control Law

The baseline control law is a PD controller on the attitude; as far as the roll axis
is concerned, the required measurements are attitude angle ϕ and attitude rate p.
The lateral cyclic control input is then computed as a linear combination of these
measurements.

The same holds true for the pitch axis, where the measurements are respectively
θ ,q and the control input is the longitudinal cyclic.

Focus on the roll axis, and let G(s) be the transfer function from lateral cyclic
to roll rate as defined by Equation 1. Closing the loop with the baseline PD control
law (K = [Kp, Kϕ ]) and breaking the loop in the actuator, the (scalar) loop transfer
function L(s) can be computed as1

L(s) = g
(1+ s/z)

s2 + a1s+ a2
a2e−τs

(
Kp
Kϕ

s+ 1
)

s
Kϕ . (2)

L(s) takes the classical form of a loop transfer function with an integrator (its
magnitude is infinite at 0 rad/s, then it decreases in magnitude as the frequency

1 Consistently with the notation adopted previously in this work, the model parameters are
referred to fuselage and can be found in Table 1 under the ḟ subscript, here not reported
for simplicity.
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increases); the effect of the two control law gains Kϕ
[%]
[rad] and Kp

[%]
[rad/s] can be inter-

preted in this way:

• Kϕ moves vertically upwards or downwards the whole magnitude plot of the
frequency response of L(s); thus, it determines the position of the point where
the magnitude plot crosses the 0 dB axis (which is, approximately, the closed-
loop bandwidth location): the higher Kϕ , the higher the bandwidth (since the 0
dB cut point moves rightwards);

• the ratio Kp
Kϕ

determines the location of the L(s) zero introduced by the control
law; this is a real-valued zero, and its interpretation is less immediate than Kϕ .

Figure 3 shows bandwidth and damping ratio for different lateral axis control
laws; bandwidth is computed based on the sensitivity function (the closed-loop
transfer function from disturbance on ϕ to ϕ), which is also referred to as the dis-
turbance rejection bandwidth, DRB2; the damping ratio is computed based on the
closed-loop regressive flap poles location, since the regressive flap mode dominates
the roll attitude dynamics.

The graph is meant to be read along two directions:

• each curve represents a different value of Kϕ . Starting from the top-left corner of
the figure, and proceeding towards the bottom-right corner, Kϕ increases (from
50 to 290); the curves - which have a “hill” shape - move to the right, and their
peak reduces. The shift to the right is due to the fact that, when Kϕ increases, then
also bandwidth increases; the peak reduction is related to a smaller damping; so,
the trend is: the higher the bandwidth, the lower the damping;

• focusing on one curve at a time, each point of the curve represents a different
Kp/Kϕ ratio value. Starting from the right end of the curve, and proceeding to
the left, climbing the hill and descending, the ratio Kp/Kϕ increases, from 2% to
100%. Each curve reaches a peak, which is the maximum damping ratio achiev-
able, having Kϕ fixed.

As Figure 3 clearly shows, there exists a limit, represented by the envelope of
all the points, beyond which no point can stand: in other words, there is a trade-off
between bandwidth and damping ratio, a maximum performance achievable by the
baseline control law; the best combinations of bandwidth/damping ratio lie on the
envelope of the graph, and that is the limit performance which can be obtained with
a baseline control law. The bandwidth cannot be increased arbitrarily, because at a
certain point, damping would become too low to be tolerated; points that lie under
the 0 damping ratio horizontal line represent unstable systems, and the rightmost
point in the graph which is at the same time stable, lies at a bandwidth of about 3
rad/s.

2 Sensitivity bandwidth is computed as the highest frequency at which the sensitivity func-
tion cuts -3 dB axis.
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Fig. 3. Baseline control law: trade-off between bandwidth and damping ratio, lateral axis.
Kp/Kϕ = [0.02, 0.04, 0.06, 0.08, 0.1, 0.13, 0.2, 0.25, 0.3, 0.5, 1].

3.2 RSF vs Baseline Performance

Up to now, only a baseline control law has been considered, which exploits fuselage
measurements.

Let now rotor state measurements be introduced. The MBC transformation is
applied to flap and lag angles; in particular:

• the lateral axis is most influenced by lateral flap angle β1s (which is related to the
lateral thrust component, which in turn causes a roll moment) and by lateral lag
angle ζ1c (which can be interpreted as the rotor blades center of mass offset in the
lateral direction, thus again related to a roll moment), so these two measurements
are eligible to be introduced in the roll axis feedback control law;

• on the other hand, the longitudinal axis is most influenced by longitudinal flap
β1c and longitudinal lag ζ1s, for reasons analogous as above.

In particular, as far as the roll attitude is concerned, a control law which exploits
feedback measurement of lateral flap β1s will be considered, so that the control law
is a static gain matrix

K =
[

Kβ1s
Kp Kϕ

]
.

Figure 4 shows the effect of increasing the Kβ1s
gain only, starting from a base-

line control law (Kϕ , Kp gains fixed). It can be seen that the regressive flap (Rβ ) root
locus is well described by the second order approximate model (at least for realis-
tic values of Kβ1s

); the introduction of lateral flap measurement in the control law
has the power of moving the regressive flap pole into regions of the complex plane
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where the damping ratio is much higher with respect to a simple baseline control
law (Kβ1s

= 0), up to a certain point beyond which the damping ratio no longer in-
creases. Also, the progressive flap (Pβ ) pole is subject to a damping ratio increment,
even though less remarkable with respect to the regressive flap damping increment.
As far as the lag (regressive, Rζ and progressive, Pζ ) poles are concerned, their
displacement in the complex plane is significantly less sensitive to Kβ1s

variations,
with respect to flap modes.

Fig. 4. Root locus varying lateral flap gain Kβ1s
.

As far as the loop closure on the lateral flap measurement is concerned, the in-
terested reader can refer to [6, 11] for a more detailed analysis about the RSF and
baseline control law gains and their effect on the closed-loop system. One difference
with respect to the cited studies is that, while in the problem formulation proposed
by [6] all the three output channels were given the same time delay, in the work
here presented it was deemed more proper to define for the flap feedback channel
a different (smaller) time delay with respect to fuselage attitude measurements (see
Table 1).

The same procedure undertaken when assessing the bandwidth-damping trade-
off for the baseline case was repeated for the RSF case, for different values of Kβ1s

.
In Figure 5, which represents the roll axis, a cloud of red points shows a set

of the possible control law configurations for the baseline case (which basically
correspond to the same points of Figure 3, in which Kβ1s

= 0), while blue points are
referred to the RSF case (different combinations for the three gains Kβ1s

Kp Kϕ ).
The effect of introducing rotor state measurements in the control law is that the cloud
of points expands in the top-right direction with respect to the baseline red cloud,
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and this enables to reach higher bandwidth at equal damping, or vice versa. RSF
thus makes it possible to overcome the trade-off between bandwidth and damping
which emerged in the baseline control law.

Fig. 5. Baseline vs RSF: trade-off between bandwidth and damping ratio, lateral axis.

It is important to remark that introducing RSF does not allow to raise the max-
imum reachable bandwidth (in fact, there are no blue points at the right end of the
graph, beyond red points): the bandwidth is essentially determined by Kϕ ; however,
at equal bandwidth, RSF allows to achieve a higher damping ratio, that is, RSF
makes it possible to cover complex plane regions that were not reachable in the
baseline case, due to inadequate damping ratio. In this sense, RSF makes it possible
to raise bandwidth.

4 Model Uncertainty

In this section, the issue of model uncertainty with respect to physical parameters
variations is addressed. The physical parameters which have been taken into account
are mass, altitude and center of mass offset in the three directions. A set of linearized
model was provided by AgustaWestland, taking into account different combinations
of these parameters (details are omitted for confidentiality reasons). Notice that the
model used throughout this work up to now is linearized in the nominal parameters
values and will be referred to as the nominal model. The nominal model will be the
basis on which the model uncertainty description will be defined. The other models
in the set will be referred to as the “perturbed”, or “off-nominal” models.
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An analysis of sensitivity to the parameter variations, performed on the frequency
responses on the main axes, highlighted that the most relevant effects of mass, alti-
tude, CG offset variations show up at low frequency, on the translational dynamics;
as far as the rotor modes are concerned, the lateral axis frequency response does
not seem to be particularly influenced by these variations, at least in the frequency
range interested by fuselage attitude dynamics. In conclusion, since little variability
is evidenced on the fuselage attitude dynamics, parameter variations are expected
not to influence in a significant way the closed-loop robustness of the attitude loop.

In order to keep into account model uncertainty during the control synthesis
phase, it is necessary to obtain a representation of the model uncertainty in the
frequency domain. Since this work is a natural extension and application of the
methodology proposed in [11], a multiplicative uncertainty representation is to be
obtained; such uncertainty representation will then be introduced in the control syn-
thesis process, in order to satisfy the requirement of robustness with respect to model
uncertainty.

As an example, the roll rate frequency response was considered; Figure 6 shows
the frequency response of the nominal and the perturbed models. A multiplicative
uncertainty description was computed, both for the 58 and 25 states model (Figure
7). While the two of them are very similar at high frequency (> 2 rad/s), the same
does not hold true at low frequency; in particular, as far as the 58 states model is
concerned, there is a significant amount of uncertainty below 0.1 rad/s (almost 0
dB), and a very remarkable peak of uncertainty in the neighborhood of the lateral
oscillation mode. This is due to the fact the 58 states model takes into account low
frequency dynamics related to translational modes, which are very sensitive to pa-
rameter variations, and which are neglected by the 25 states model. However, uncer-
tainty seems to be of small entity in the 1-10 rad/s range, which is the one interested
by the attitude dynamics (as confirmed by the roll rate frequency response for the
perturbed models in Figure 6); this suggests uncertainty should not be a concern in
the control law synthesis.

5 Inner Loop Control Synthesis

Once the structure of the control law has been chosen as seen in Section 3 and the
control requirements have been defined, a control law synthesis approach is needed,
such that the closed-loop system achieves the control requirements. Such synthesis
approach shall provide some means to formulate the control requirements, and must
be able to tune the control law parameters, given an arbitrary control law architecture.
Following the methodology proposed in [11], the structured H∞ approach was chosen.

Not unlike the classical H∞ approach, in the structured H∞ case the plant is aug-
mented with performance inputs and outputs, which are defined as signals that need
in some sense to be minimized; an optimal regulator is computed such that the H∞
norm of the system closed in loop with the regulator, from the performance inputs
to the performance outputs, is minimized [13]. In this framework, performance in-
puts and outputs can be chosen such that the norm to be minimized is a function of
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Fig. 6. Nominal vs perturbed models, 58 states, roll rate frequency response.

Fig. 7. Multiplicative uncertainty on the roll rate frequency response, 58 vs 25 states models.
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the closed-loop sensitivity functions (sensitivity, control sensitivity, complementary
sensitivity), weighted with proper frequency weights; control requirements are thus
encoded as the frequency weights. In the classical H∞ approach the optimization
problem is solved without constraints on the structure and order of the controller,
which implies that the obtained regulator is high order (the sum of the order of the
plant and of the frequency weights) and it is a full matrix from all the measurable
outputs to all the control inputs of the plant; in the case of rotorcraft flight con-
trol system, both these issues represent a limitation to the feasibility of the classical
H∞ approach, since the control law architecture is often fixed and simple, and the
computational power on board is limited. The structured H∞ approach, on the other
hand, can cope with both these issues and overcome the limitations of the classical
H∞ approach: the main difference with respect to the latter is that the structure of the
control law can be defined a priori; the optimization algorithm tunes the parameters
of the control law such that the H∞ norm is minimized. This requires non-smooth
optimization techniques to be employed [14]; such techniques allow new constraints
to be added to the optimization process, which would not be available by means of
classical H∞, hence control requirements of different nature can be introduced in the
control synthesis problem [15]. It should be remarked that by means of structured
H∞, the methodology presented herein can be applied to already existing flight con-
trol law structures, provided that the control law parameters are not fixed a priori and
can be tuned. On the other hand, of course the so-obtained solution is sub-optimal
with respect to the solution of the classical H∞ problem, since the number of degrees
of freedom is significantly lower.

The control law synthesis methodology presented in [11] was applied to the 25
states augmented model here obtained; control requirements were formulated as
follows:

• performance requirements were formulated as weights on the attitude angle sen-
sitivity functions (for ϕ and θ );

• control moderation requirements were formulated as a weight matrix on control
sensitivity function: these requirements can also be interpreted from the point of
view of measurement noise rejection requirements;

• the requirement of robustness with respect to uncertainty is formulated as a mul-
tiplicative uncertainty description.

In order to highlight the benefits of RSF with respect to a baseline control law,
two sets of performance requirements for the feedback system have been defined:
a set of soft requirements, with low bandwidth; a set of hard requirements, with
higher bandwidth; the parameters of the weighting functions on roll sensitivity are
summarized in Table 2. Pitch requirements were chosen in the same fashion and are
not shown here, for simplicity.

Similarly, two sets of requirements concerning the rejection of measurement
noise have been defined: a soft and a hard set of requirements, the latter empha-
sizing improved performance in terms of high frequency noise attenuation. In se-
lecting the control sensitivity weight, the high frequency pole was chosen keeping
into account the actuators’ bandwidth, assuming a value of 50 rad/s, in order to
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Table 2. Performance requirements formulated as weight on the roll attitude sensitivity func-
tion.

soft hard

Desired bandwidth [rad/s] 1.5 2
DC gain KDC 500 500

High frequency gain KHF 0.9 0.5

Table 3. Control action moderation requirements formulated as weight on roll control sensi-
tivity function.

soft hard

High frequency gain 3.5 ·10−3 12 ·10−3

Pole frequency [rad/s] 50 50
Ratio KHF/KDC 5 ·105 5 ·105

reduce out-of-bandwidth control action. Again, parameters for the weights on the
roll control sensitivity functions are summarized in Table 3.

As far as the requirement of robustness to uncertainty is concerned, since the
results of the uncertainty analysis shown in Section 4 evidence that uncertainty is
negligible in the frequency range interested by attitude dynamics, it was deemed
sufficient to perform just a robustness analysis a posteriori on the perturbed models
closed in loop with the regulator computed on the nominal model.

6 Simulation Results

Following the methodology proposed in [11], in order to show the benefits of RSF
over a traditional attitude control law, four different laws were designed with the H∞
approach: a baseline (B) law, a RSF hard (RSFH) law, a soft (RSFS) law, and a fault
robust (RSFFR) law; for further details about the rationale that drove this choice,
refer to [11]. For the sake of simplicity, only results related to the roll axis will be
presented in the following.

Table 4 shows the values of the four control law gains for the lateral axis, tuned by
H∞ optimization (based on the 25 states model), along with the DRB bandwidth ωB

and phase margin3. In particular, the latter was computed both in nominal conditions
and in case of fault of the lateral flap sensor, in which case the β1s measurement is
simply put to zero.

It has to be remarked that, in order to tune control laws for the lateral axis and
avoid interferences due to the coupling with longitudinal axis, it was necessary to
synthesize the lateral axis control law with the longitudinal attitude loop closed;

3 Bandwidth was computed based on the 58 states augmented model; phase margin was
computed breaking the loop in the actuator.
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the gains for the (baseline) longitudinal attitude loop were chosen according to soft
longitudinal performance requirements.

Some remarks follow:

• Kϕ is related to bandwidth: as this gain increases, so bandwidth does;
• when switching from the nominal case to the faulty one, phase margin drops.
• the baseline control law has been set Kβ1s

= 0, since it does not consider lateral
flap measurement; for the same reason, the fault condition for such a control law
is not defined.

• the RSFS controller appears to be the least sensitive to rotor sensor fault, since
its bandwidth is lower with respect to the other two RSF control laws (the PM
drop in RSFS is negligible if compared to the others); this is in some way intuitive,
since Kβ1s

is very low and the β1s measurement is expected to have a less relevant
role in the feedback loop, with respect to other laws in which Kβ1s

is higher.

Table 4. Comparison between controller gains for the four control laws obtained using the
H∞ approach, lateral axis.

Kβ1s

[%]
[rad] Kp

[%]
[rad/s] Kϕ

[%]
[rad] ωB[rad/s] PM[°] PM fault

RSF hard 88 76 259 2.15 37.8 23.5
RSF soft 12 45 91 1.21 56.8 54.3

RSF fault robust 231 63 158 1.49 76.2 36.8
Baseline 0 65 119 1.27 42.5 -

Some comparisons between the four control laws for the lateral axis follow; the
comparison is based on the 58 states augmented model.

6.1 Step Responses

Comparing the ϕ attitude responses of B, RSFS, RSFH to a step reference ϕ0 in Fig-
ure 8, it appears evident the RSFH response is much faster than the other two, which
have basically the same response. Moreover, RSFH shows some oscillations in the
first second of the response. The drift in the response that shows up after a few
seconds is due to the fact the 58 states model describes also the low frequency
translational dynamics, which includes the unstable longitudinal phugoid mode; the
velocity (outer) loop is in charge of stabilizing this low frequency modes, exploit-
ing fuselage speed measurements, since it is apparently not possible to stabilize the
longitudinal phugoid mode with attitude measurements (θ , q) only.

Figure 9 shows the lateral flap response to a 10° step change in ϕ reference;
again, the RSFH flap response is more remarkable than other control laws, due to
the higher bandwidth; RSFS lateral flap reaches a lower peak than B.
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Fig. 8. Step response, ϕ: baseline vs RSFH vs RSFS.

Fig. 9. Lateral flap response to a 10° step change in ϕ: baseline vs RSFH vs RSFS.
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6.2 Control Sensitivity: Baseline vs RSFS

Figure 10 shows the magnitude of the control sensitivity function on the three chan-
nels (from β1s, p, ϕ measurements to lateral cyclic input), both for the B and RSFS

laws. This is the closed loop transfer function from measurement noise to control
input, but it can also be interpreted as the function from disturbances on the output
(such as wind gusts) to control input; in both cases, it is desirable to have a low
control sensitivity, in order to reduce control action due to measurement noise in
the former case (especially at high frequencies), and to reduce control action as a
response to disturbances in the latter (especially in the range of frequencies in which
the disturbance acts).

From the inspection of the values of the gains reported in Table 4 one can see
that the gains Kp, Kϕ of the RSFS controller have a smaller magnitude with respect
to the ones for the B controller, so one expects a smaller control sensitivity in this
case. As can be seen from Figure 10, the RSFS controller leads to a smaller control
sensitivity at high frequencies, which implies a reduced sensitivity of the control
action to measurement noise; also, peaks in magnitude are lower.

At the same time, while showing such improvements in terms of control sensitiv-
ity reduction, RSFS achieves similar results to B in terms of performance: the closed
loop bandwidth is basically the same, and also step responses are similar (Figure 8).

Fig. 10. Control sensitivity function on the three channels, magnitude: baseline vs RSFS.

6.3 Fault Robustness

The last point of interest in the analysis of the performance of the considered con-
trol laws is the occurrence of faults leading to the loss of the measurement of β1s,
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e.g., β1s = 0. In this respect one wishes the closed-loop system to fall back to a per-
formance level comparable to the one for the baseline controller. Figure 11 shows
a comparison between the closed-loop responses to a step change in the set-point
for ϕ for the fault robust RSFFR controller and the baseline B one. As can be seen,
the response of the fault robust controller remains faster than the baseline one even
in faulty conditions, a result which is consistent with the values for the bandwidth
presented in Table 4.

Similarly, in Figure 12 the closed-loop step responses corresponding to the RSFFR

and RSFH controllers in fault condition are compared. Again, the simulation results
are consistent with the analysis, as they show that the RSFFR controller in the faulty
case leads to a non-oscillatory step response, unlike the RSFH control law, which
has not been designed to be fault robust and shows remarkable oscillations in the
response; the price to pay, however, is that the (nominal) bandwidth achieved by
RSFFR is lower than the hard control law, although RSFFR was intended to achieve
the same hard performance requirements as RSFH .

Fig. 11. Step response, ϕ: baseline vs RSFFR
(nominal) vs RSFFR (fault).

Fig. 12. Step response, ϕ: RSFH (fault) vs
RSFFR (fault).

6.4 A Posteriori Robustness Analysis

A robustness analysis a posteriori on the closed-loop system, based on the control
law gains obtained with the H∞ approach and shown in Table 4, has been performed.
Notice that these control laws were synthesized based on the nominal model, with-
out taking into account the uncertainty description obtained in Section 4.

Since the multiplicative uncertainty description may be interpreted as a weight
on the complementary sensitivity in order to show the amount of uncertainty as a
function of frequency, the complementary sensitivity function was computed for
the nominal model closed in loop with the B, RSFH, RSFS control laws, and then
weighted with the multiplicative uncertainty description, in order to show possible
closed-loop robustness issues. The complementary sensitivity was computed based
on the model outputs β1s,p,ϕ and is a [3× 3] transfer matrix; it can be interpreted
as the closed-loop transfer matrix from set-points on these variables to the outputs.
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In order to analyze the closed-loop robustness to multiplicative uncertainty, it is
useful to inspect the singular values plot of the weighted complementary sensitivity
function: indeed, the largest singular value of the weighted complementary sensi-
tivity represents an indication of the maximum magnitude the frequency response
of the [3× 3] MIMO transfer matrix can reach, as a function of frequency; the max-
imum singular value magnitude over frequency is defined as the H∞ norm of the
transfer matrix. From such inspection, it is evident that the B and RSFS control laws
always remain under the 0 dB threshold, thus indicating the robustness requirement
is accomplished; RSFH exceeds the 0 dB bound in the 3-10 rad/s range of frequen-
cies, although the peak is low (3 dB); this indicates the RSFH control law anyway
has good robustness properties.

Figure 13 shows the ϕ step responses of a set of perturbed (off-nominal) models
closed in loop with the RSFH control law. This is just an example to show that pa-
rameter variations do not significantly affect the attitude response when the system
is closed in loop with the attitude control law computed on the nominal model; the
variation in the peak height between 0.5 and 1s is probably due to mass variation; the
overall response shape remains the same even in presence of parameter variations.

Fig. 13. RSFH , ϕ step responses, off-nominal models.

7 Concluding Remarks

A linearized helicopter model in hover was obtained; the model was reduced up
to a second order approximation of roll dynamics, keeping into account the dy-
namic coupling between rotor and fuselage; in this way, it was possible to assess the
role of the gains of a traditional attitude control law in determining the dominant
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closed-loop properties of the system. As a main result, the presence of a trade-off
was evidenced between bandwidth and damping ratio, which constitutes a limit on
the achievable performance in the case a traditional control law is used; RSF has
the potential to overcome this limitation, allowing to achieve higher bandwidth be-
ing the damping ratio equal, or the other way round; as an alternative, RSF allows
to decrease the gains at equal bandwidth, resulting in better noise rejection prop-
erties. In addition, a robustness analysis to parameters variations was performed,
suggesting that the uncertainty stemming from such variations does not constitute a
limitation in achieving the desired performance while maintaining adequate levels
of robustness. As a final remark, it has to be pointed out that this study is based
on the assumption that ideal rotor state measurements are available; future work is
going to keep into account also realistic rotor measurements, and on the basis of the
results herein obtained, to assess if the same benefits achieved by RSF in the case of
ideal measurements can be obtained even in the case of realistic ones.

Acknowledgements. This research was supported by the CleanSky GRC5 MANOEUVRES
project, grant agreement no. 620068.
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Cooperative 2-On-1 Bounded-Control Linear
Differential Games

Shmuel Y. Hayoun and Tal Shima

Abstract. A linearized 2-on-1 engagement is considered, in which the players’ con-
trols are bounded and have first order dynamics and equal terminal instants. A cap-
turability analysis is performed, presenting necessary and sufficient conditions for
the feasibility of exact capture against any target maneuver and for arbitrary control
dynamics. Wishing to formulate the engagement as a zero-sum differential game, a
suitable cost function is proposed and validated, and the resulting optimization prob-
lem and its solution are presented. Construction and analysis of the game space for
the case of strong pursuers is shown, and the players’ closed form optimal controls
are derived.

1 Introduction

Cooperative strategies are becoming more and more popular with the continuing
evolution and advancement in decision making capabilities of autonomous vehi-
cles. Utilizing multiple agents to perform a given task can be beneficial even in
cases when the goal is achievable by a single agent. With regard to interception
engagements with a single target a single superior missile could be replaced by a
group of inferior ones in order to maintain or improve capturability. Through shared
information and coordinated actions the capability requirements and/or the number
of required agents may be relaxed and reduced respectively, resulting in an overall
reduced engagement cost.

Since Isaacs’s [10] pioneering work on pursuit-evasion games, both linear and
non-linear two-player differential games have been extensively studied. Differential
game based solutions to 1-on-1 interception engagements, in cases where the target
is likely to execute unknown evasive maneuvers, provide the optimal strategies for
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both the pursuing missile and the evading target. Since the interests of the adver-
saries are typically diametrically opposed, such engagements are typically formu-
lated as zero-sum differential games [21]. The nature of such games promises that
in case of a deviation from its optimal solution any player can only cause a decrease
in its own payoff, and thereby an increase (of the same magnitude) in its opponent’s
payoff. Hence the optimal pursuit-evasion strategies couplet was dubbed a ”saddle
point”. This property implies that the optimal differential game based strategy of
each player holds regardless of its opponent’s actual behavior.

Apart from the optimal strategies the game solution also includes a mapping of
optimal trajectories depicting the guaranteed outcome of the game, known as the
game space. An interesting phenomenon in games of pursuit is the existence of sin-
gular surfaces. In [10] the initial analysis and terminology of the different surface
types was presented. The theory regarding the methods of solving problems with
singular surfaces was later given in [13], and was briefly discussed in [12] for a
more general case with more than two players. Usually such surfaces emerge within
voids or between intersecting fields of regular optimal trajectories. In finite horizon
and some infinite horizon engagements the existence of voids is also possible. Voids
are bounded by optimal trajectories emanating from same-cost terminal states, and
constitute singular zones in which one or more players’ optimal strategy is inde-
terminate. In both cases of singularity the behaviour of the players is not trivial,
and must be analyzed with care. Generally the solution finally fills the void with so
called ”tributaries” emanating from the singular surface, in a manner defined by the
singular surface’s type.

In many cases the motion of each of the adversaries during the endgame can be
linearized about its corresponding initial collision course. The two main approaches
to the solution of such linear games of pursuit include the linear quadratic cost
& unbounded controls formulation [9, 1] and the norm cost & bounded controls
formulation [8, 7, 20, 19]. The closed form optimal controls derived for the latter
are typically bang-bang controls, whereas the optimal controls of the former can
generally be represented in linear form by the product of a time-varying gain and
the expected miss distance.

Solutions to linearized two-player zero-sum differential games of both types also
include variations on the order of the players’ control dynamics. In [8] the solution
to a simplified linear pursuit-evasion game in which both players have bounded
controls and ideal control dynamics (DGL/I) is presented. A general solution for
an arbitrary set of linear system dynamics was later presented in [7], which also
included a demonstration for the specific case of a pursuer with first order control
dynamics intercepting an ideal evader (DGL/0). This was followed by [20], in which
a more general case of both players having first order control dynamics (DGL/1) was
solved. In [19] five types of possible game structures of the DGL/1 solution were
presented, dependant on the dynamics capabilities of the pursuer relative to those of
the evader: maneuverability (μ) and agility (με).

There have also been studies regarding multi-player linear pursuit-evasion games.
Solutions to a linear quadratic three-player nonzero-sum pursuit-evasion game, in
which two pursuers attempt to intercept a single evader, were presented in [5] and
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in [14]. The cost functions to be minimized by each of the pursuers included the
corresponding pursuer’s quadratic miss and control effort, and the evader’s payoff,
to be maximized, included the minimum of the pursuers’ quadratic misses and its
own control effort. In [15] a study of a two-person zero-sum linear quadratic game
was given, in which a pursuing missile strives to intercept a maneuvering target
while avoiding capture by a defending missile (the target-defender team is regarded
as a single player with two controls). The common cost function included a sum
of the quadratic target-missile and missile-defender misses and of the adversaries’
control efforts. Solutions to a bounded controls 2-on-1 pursuit evasion game were
presented in [11] and in [6]. In the former an optimal evasion strategy in the frame-
work of DGL/1 against two strong pursuers (μ ≥ 1,με ≥ 1) was proposed, for
cases in which the evader initiates and terminates between the two pursuers. The
latter presented an extensive numerical study of value function level sets, and pro-
posed a switching lines based method for constructing optimal feedback controls.
In both studies the engagement was formulated as a two-person zero-sum game (the
pursuing team regarded in both cases as a single player with two controls), where
the performance index was defined as the minimum of both pursuers’ misses.

The examined previous studies in which the two-person approach was used,
demonstrated two acceptable forms of the shared cost function: the weighted sum
of the misses and the minimum of the misses. The former is typical of the lin-
ear quadratic formulation, and the latter of the bounded controls formulation. Of
these two forms the first will produce an overall convergence of the pursuers toward
the target, but does not accurately represent the evader’s interest. The second bet-
ter represents the evader’s goal, however in many cases the outcome of the game
is determined by the actions of only a few or even just one of the pursuers. This
crucial aspect of the definition of the performance index coupled with the existing
approaches begs the investigation of alternative definitions.

A great point of interest when analyzing games of pursuit is whether or not the
evader’s capture can be guaranteed. The first work to specifically address the issue
of capturability was presented in [4]. In it the case of a 1-on-1 planar engagement
was considered, in which both adversaries have constant speeds, bounded lateral
accelerations and ideal dynamics. It was proven that the pursuer can capture (de-
fined as position coincidence) the evader from any initial state if and only if it has
a speed advantage and is at least as maneuverable as the evader. This theory was
later extended in [16] to address motion in three dimensional space. It was shown
that a sufficient condition for capture of the target is the pursuer’s superiority both in
speed and in maneuverability. In [2] an analogous study to that in [4] was presented.
It was proven that in the 1-on-1 planar engagement the evader can avoid capture
for any initial conditions if and only if: a) it has a speed advantage and is at least
as maneuverable as the pursuer, b) its speed is equal to the pursuer’s and it has a
maneuverability advantage. This work was extended to a planar case of n pursuers
vs. a single evader in [17]. It was shown that if the evader has a speed advantage and
is at least as maneuverable as the pursuer it can avoid capture indefinitely. In a later
publication [19] it was shown that in the framework of DGL/1 capture is possible
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only if the pursuer does not have a maneuverability or an agility disadvantage (μ ≥
1,με ≥ 1) or is only more agile (μ < 1,με > 1). This work was also extended to
include biproper control dynamics of the adversaries in [18].

These previous capturability analyses have yielded important conclusions with
regard to the necessary and sufficient requirements of pursuers in interception en-
gagements. As opposed to the non-linear case studies, the linear analysis included
an additional factor which is the adversaries controls dynamics. Following [19] it
will be interesting to examine the necessary and sufficient conditions for capture in
the more general case of an n-on-1 engagement, the results of which have important
implications on the merits of utilizing a multiplicity of pursuers.

This paper presents an initial analytical study of a perfect information linear 2-
on-1 pursuit-evasion game in the framework of DGL/1, in a scenario where the
pursuers are launched simultaneously from a single platform. Conditions for the
feasibility of exact capture are derived for arbitrary control dynamics, and compared
to those obtained for the 1-on-1 game in the case of first order control dynamics. The
engagement is treated as a two-person zero-sum differential game, for which a new
cost function is proposed. Solution to the game is presented, including construction
and analysis of the game space and the derivation of closed form controls for both
the pursuers and the evader.

The remainder of this paper is organized as follows: The next section includes
the 2-on-1 engagement formulation and its mathematical model in the framework
of DGL/1. It is followed by a general capturability analysis, which provides the
necessary and sufficient conditions for the feasibility of the evading target’s exact
capture. In the next section the problem is regarded as a two-person zero-sum dif-
ferential game, a new cost function is proposed and utilized and the game solution
is presented. The game space construction and analysis is shown in the following
section, for the case of two strong pursuers.

2 2-On-1 Engagement Formulation

Consider the endgame geometry of a planar 2-on-1 pursuit-evasion game as shown
in Fig. 1, where the X axis is along the initial line of sight (LOS) of pursuer P1 and
the Y axis is perpendicular to it. V and a⊥ denote the velocity and lateral acceleration
respectively, and γ and λ denote the path and LOS angles respectively from the X
axis. Subscript Pi denotes the i-th pursuer and E the evader. We will denote the
group of entities G = {P1,P2,E} and the pursuer tags N = {1,2}. The non-linear
kinematics are given by

ṙPi =−VE cos(γE +λPi)−VPi cos(γPi −λPi)

λ̇Pi =
VE sin(γE +λPi)−VPi sin(γPi −λPi)

rPi

, i ∈ N (1)

where r is the range between a pursuer and the evader.
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Fig. 1 2-on-1 Engagement Scheme

The evolution of the path angles is according to

γ̇ j =
a⊥j
Vj

, j ∈ G. (2)

Assuming near-collision course flight the engagement can be linearized around
a single fixed reference line, of angular slope λo. For simplicity we choose λo = 0
(LOSo = LOSoP1).

2.1 Linearized System Kinematics

The linearized kinematics of the intercept geometry are given by

ẏi =VE sin(γoE)−VPi sin(γoPi)

ÿi = aE − aPi

, i ∈ N (3)

where yi is the relative displacement between the evader E and pursuer Pi normal
to X , and where a j are the lateral accelerations of the adversaries normal to X . γo j

denotes player j’s initial path angle.

aPi = a⊥Pi
cos(γoPi)

aE = a⊥E cos(γoE)
, i ∈ N (4)

Assuming first order pursuer and evader control dynamics
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a j(s)

ac
j(s)

=
1

1+ sτ j
, j ∈ G (5)

where ac
j is the commanded lateral accelerations of player j.

Assuming constant speeds of the adversaries during the engagement the interception
time of the i-th pursuer can be approximated by

t fi =
roPi

Vci

, i ∈ N (6)

where roPi is the initial i-th pursuer-evader range. Vci is the closing speed, which is
approximately constant for each pursuer, and equal to

Vci =VE cos(γoE +λoPi)+VPi cos(γoPi −λoPi), i ∈ N (7)

with λoPi denoting pursuer i’s initial LOS angle. Assuming equal terminal instants

t f1 = t f2 = t f (8)

Subsequently, the time-to-go is defined by

tgo = t f − t (9)

Defining the state vector as follows

x(t) = [y1(t) ẏ1(t) aP1(t) y2(t) ẏ2(t) aP2(t) aE(t)]
T (10)

and substituting the commanded lateral accelerations with the following expression

ac
j = amax

j u j, j ∈ G (11)

results in the following linear system

ẋ = Ax+B1uP1 +B2uP2 +CuE , x(to) = xo, |u j| ≤ 1, j ∈ G (12)

where

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0 0
0 0 −1 0 0 0 1
0 0 − 1

τP1
0 0 0 0

0 0 0 0 1 0 0
0 0 0 0 0 −1 1
0 0 0 0 0 − 1

τP2
0

0 0 0 0 0 0 − 1
τE

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,B1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0

amax
P1
τP1

0
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,B2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0

amax
P2
τP2
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,C =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0
0

amax
E
τE

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(13)

The corresponding transition matrix, satisfying

Φ̇(t, to) = AΦ(t, to); Φ(to, to) = I
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is

Φ(t f , t) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 tgo −τ2
P1

ψ (θε1) 0 0 0 τ2
E ψ (θ )

0 1 −τP1

(
1− e−θε1

)
0 0 0 τE

(
1− e−θ)

0 0 e−θε1 0 0 0 0
0 0 0 1 tgo −τ2

P2
ψ (θε2) τ2

E ψ (θ )
0 0 0 0 1 −τP2

(
1− e−θε2

)
τE

(
1− e−θ)

0 0 0 0 0 e−θε2 0
0 0 0 0 0 0 e−θ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(14)

where

ψ (α) = e−α +α − 1

θ =
tgo

τE

εi =
τE

τPi

, i ∈ N

(15)

2.2 Order Reduction

By means of the terminal projection transformation introduced in [3] we are able to
reduce the order of the problem to two state variables, each known as the zero-effort
miss (ZEM)

zi(t) = DiΦ(t f , t)x(t), i ∈ N

where
Di =

[
[0]1×3(i−1) 1 [0]1×3(3−i)

]
, i ∈ N.

resulting in the normalized reduced order dynamic equations

żi(t) = Di
[
Φ̇(t f , t)x+Φ(t f , t)ẋ

]
= DiΦ(t f , t) [BiuPi +CuE ]

zi(to) = DiΦ(t f , to)x(to) = zoi
, i ∈ N.

Substituting the system matrices

żi(t) = amax
E τEψ (θ )uE − amax

Pi
τPi ψ (θε1)uPi , i ∈ N, zi(to) = zoi. (16)

We define a non-dimensional state vector as the normalized ZEM vector

Z(θ )� z(t)
τ2

Eamax
E

(17)

yielding the normalized dynamic system

dZi

dθ
=

μi

εi
ψ (θεi)uPi −ψ (θ )uE , i ∈ N, Zi(θo) = Zoi (18)

where
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μi =
amax

Pi

amax
E

, i ∈ N (19)

3 Capturability Analysis

The following section deals with the derivation of necessary and sufficient condi-
tions for the feasibility of the evader’s exact capture by the pursuing team in the case
of bounded adversaries’ controls. Meaning we are interested in finding the condi-
tions under which there exists a set of initial conditions for which point capture is
possible, regardless of the evader’s behavior, i.e. the existence of a capture zone.

Definition 1. Reachable Set. Given its state the reachable set of any player at instant
t is the set of achievable vertical distances from the fixed reference line at instant t f .

Lemma 1. The necessary and sufficient condition for the existence of a capture zone
in case of equal terminal instants is

∃to < t f : SE(ξE , tgo)⊆
⋃
i∈N

SPi(ξPi , tgo) ∀t ∈ [
to, t f

]
(20)

where the state of each player is

ξ j(t) = [y j(t) ẏ j(t) a j(t)]
T

and where S j : ξ j(t) � [y
j
(t f ),y j(t f )] is the reachable set of player j at a given

instant t.
y j denotes player j’s displacement perpendicular to the reference line LOSo, and
y

j
(t f ) and y j(t f ) represent the lower and upper limits of y j(t f )’s value range re-

spectively.

Proof. Assuming this condition is not satisfied, meaning at any instant there exists
a subset of the evader’s reachable set which is not in the union of the pursuers’
reachable sets ( ∀t̃ < t f ∃S̃E(ξE , t̃go) ⊆ SE(ξE , t̃go) : S̃E(ξE , t̃go) �

⋃
i∈N

SPi(ξPi , t̃go) ),

it is clear that at any instant t̃ < t f the evader can avoid capture by maneuvering
towards any point in S̃E(ξE , t̃go), thereby proving necessity.
In order to prove sufficiency we merely consider the limit value lim

t→t f
S j(ξ j, tgo) of

each player j, which, under physical constraints, converges to a single point y j(t f ).
By definition, if (20) is satisfied it is satisfied particularly for the aforementioned
limit values, meaning necessarily that there exists a pursuer Pi that coincides with
the evader at the terminal instant ( ∃i ∈ N : yPi(t f ) = yE(t f ) ).

�

Corollary 1. Condition (20) is equivalent to the following sub-conditions:

1. The upper (lower) bound of the union of the pursuers reachable sets must be
greater (lesser) than the upper (lower) bound of the evaders reachable set
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SE(ξE , tgo)⊆
[

min
⋃
i∈N

SPi(ξPi , tgo),max
⋃
i∈N

SPi(ξPi , tgo)

]
∀t ∈ [

to, t f
]

(21)

2. If SPi(ξPi , tgo)
⋂

SE(ξE , tgo) 
= SE(ξE , tgo) ∀i ∈ N then the intersection of the pur-
suers reachable sets must not be empty

⋂
i∈N

SPi(ξPi , tgo) 
= /0 ∀t ∈ [
to, t f

]
(22)

Clearly if both sub-conditions hold then the existence of a capture zone is assured.

Consider a more general case of (16)

żi(t) = amax
E fE(t f , t)uE − amax

Pi
fPi(t f , t)uPi , i ∈ N. (23)

f j(t f , t) represents player j’s control dynamics, and is assumed to be a bounded
function of t throughout the engagement ( −∞ < f j(t f , t)< ∞ ∀t ∈ [

to, t f
]

).
By integrating from t to t f we obtain

zi(t f ) = zi(t)+ amax
E

t f∫
t

[
fE(t f ,τ)uE − μi fPi(t f ,τ)uPi

]
dτ, i ∈ N (24)

Remark 1. Each player j’s reachable set is a closed interval, the upper (lower) bound
of which is obtained for u j = sign

[
f j(t f , t)

]
( u j =−sign

[
f j(t f , t)

]
) ∀t ≤ t f .

Theorem 1. The necessary and sufficient condition for the existence of a capture
zone in a 2-on-1 engagement for the case of equal terminal instants is

∃i ∈ N : μi
FPi(t f , t)

FE(t f , t)
≥ 1 ∀t ∈ [

to, t f
]

(25)

where

Fj(t f , t) =

t f∫
t

∣∣ f j(t f , t)
∣∣dτ, j ∈ G (26)

Proof. Necessity is proven regarding two separate cases.

Case A: sign [z1(t)] = sign [z2(t)]

Without loss of generality assume

z1(t)> 0, z2(t)> 0
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In this case in order to satisfy (21) there must exist a pursuer capable of reaching or
surpassing the evader on either side, particularly for the upper bound of the evader’s
reachable set

(
uE = sign

[
fE(t f , t)

] ∀t ≤ t f
)

∃i ∈ N : zi(t f )|uE=sign[ fE (t f ,t)] ≤ 0 (27)

Substituting (24) with uE = sign
[

fE(t f , t)
] ∀t ≤ t f and pursuer i’s best response

uPi = sign
[

fPi(t f , t)
] ∀t ≤ t f yields the necessary condition

∃i ∈ N : zi(t)≤ amax
Pi

FPi(t f , t)− amax
E FE(t f , t) (28)

Even for the most lenient case of zi(t)→ 0 we therefore require

∃i ∈ N : μi
FPi(t f , t)

FE(t f , t)
≥ 1 (29)

Case B: sign [z1(t)] 
= sign [z2(t)]

Without loss of generality assume

z1(t)> 0, z2(t)< 0

and that SPi(ξPi , tgo)
⋂

SE(ξE , tgo) 
= SE(ξE , tgo) ∀i ∈ N.
In order to satisfy (21) the most lenient requirement is that each pursuer must be

capable of maintaining its ZEM sign for any target maneuver

z1(t f )|uE=−sign[ fE (t f ,t)] ≥ 0

z2(t f )|uE=sign[ fE (t f ,t)] ≤ 0
(30)

As in the previous case the best response of each of the pursuers is

uP1 =−sign
[

fP1(t f , t)
]

; uP2 = sign
[

fP2(t f , t)
]
.

In order to satisfy (22) the pursuers’ reachable sets must overlap

z1(t f )|uP1=sign[ fP1 (t f ,t)]− z2(t f )|uP2=−sign[ fP2 (t f ,t)] ≤ 0 (31)

Define

Δz12(t)� z1(t)− z2(t) (32)

By substituting (24) we derive the following necessary conditions on the relative
ZEM displacement of the pursuers at any instant t

Δz12(t)≥ 2amax
E FE(t f , t)− amax

P1
FP1(t f , t)− amax

P2
FP2(t f , t) (33a)

Δz12(t)≤ amax
P1

FP1(t f , t)+ amax
P2

FP2(t f , t) (33b)
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where (33a) assures that (30) holds, and (33b) assures that (31) holds.
Recalling that all players’ control dynamics functions are bounded during the en-
gagement

lim
t→t f

Fj(t f , t) = lim
t→t f

t f∫
t

∣∣ f j(t f ,τ)
∣∣dτ = 0, j ∈ G (34)

Therefore, looking at the limit case t → t f

lim
t→t f

Δz12(t) = 0 (35)

meaning simultaneous capture is required. For simultaneous capture to be possible
for any target maneuver each pursuer’s reachable set must include the intersection of
the reachable sets of the second pursuer and the evader ( SPj(ξPj , tgo)

⋂
SE(ξE , tgo)⊆

SPi(ξPi , tgo), i, j ∈ N, i 
= j ). This implies that each pursuer’s reachable set must
include the entire evader’s reachable set, which in terms of the ZEM translates into

zi(t f )|uE=−sign[ fE (t f ,t)] ≥ 0

zi(t f )|uE=sign[ fE (t f ,t)] ≤ 0
, i ∈ N (36)

Substituting (24) and the respective best responses uPi =−sign
[

fPi(t f , t)
]

and uPi =
sign

[
fPi(t f , t)

]
yields the condition

μi
FPi(t f , t)

FE(t f , t)
≥ 1, i ∈ N (37)

which in particular satisfies (25).
In conclusion (25) is a necessary condition for exact capture.
Sufficiency is easily proved by regarding the 2-on-1 engagement as a 1-on-1 pursuit-
evasion game between pursuer i, for which (25) holds, and the evader. The same
initial conditions which assure exact capture of the evader by pursuer i in the 1-on-1
scenario necessarily assure exact capture in the 2-on-1 scenario.

�
Corollary 2. It can be readily shown that (25) is also necessary and sufficient for
the existence of a capture zone for the 1-on-1 case.

4 Optimization Problem and Solution

Due to the desired element of cooperation between the interceptors and the opposing
nature of the pursuing team and evader, the two-person zero-sum game formulation
is chosen, defined by

min
uP1

,uP2

max
uE

J (38)
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4.1 Cost Function

Formulation of the cost function is a key part in any optimization problem. The
payoff must be suitable to the desired problem formulation, and more importantly,
it must reflect the desired interests (or goals) of each of the players.

J = min { |y  
1
(t 

f
)| , |y  

2
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f
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Fig. 2 Level Sets of Different Type Cost Functions

For a 2-on-1 engagement a logical choice for the cost function is the minimum
of both pursuers’ miss distances

Jmin = min{|y1(t f )|, |y2(t f )|} (39)

It can also be represented by a piecewise differentiable function as follows

Jmin =
1
2

[|y1(t f )|+ |y2(t f )|−
∣∣ |y1(t f )|− |y2(t f )|

∣∣] (40)

Although this cost function suitably reflects the players goals in the 2-on-1 game
several issues arise, of which the main two are:
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• Expansion to n ≥ 3 pursuers. For a large number of pursuers the complexity of
the resulting cost’s algebraic form makes the derivation of analytical results and
their analysis problematic

• Individual performance. In this form of the cost the individual performance of
each of the pursuers is not reflected (see Fig. 2 (a)). This becomes evident in cases
when one of the pursuers is only ”slightly more threatening” than the other (one
pursuers is capable of terminating slightly closer to the evader than the other). In
such cases the second, less threatening pursuer, is initially not provided with a
single optimal strategy.

A rather trivial choice for a cost function which addresses these issues is the sum
of both pursuers’ miss distances

Jsum = |y1(t f )|+ |y2(t f )| (41)

However, it is quite plain to see that this cost does not reflect the significance of
the minimum of the miss distances (see Fig. 2 (b)), and therefore does not suitably
reflect any of the players’ true goals.

After considering the desired behavior of the players in several basic cases, the
product of the miss distances was proposed as a suitable cost function

J = |y1(t f )| · |y2(t f )| (42)

Comparing the behavior of this cost function (Fig. 2 (c)) with the behavior of the
min and sum cost functions we realize the following:

• When |y1(t f )| ≈ |y2(t f )| (nearly equally threatening pursuers) the proposed cost
function tends towards the sum cost function.

• When |y1(t f )| � |y2(t f )| or |y1(t f )|  |y2(t f )| (single threatening pursuer) the
proposed cost function tends towards the min cost function.

This implies that the proposed cost function encompasses the desired qualities of
both the min and the sum cost functions. Using the ZEM variables

J = |z1(t f )| · |z2(t f )| (43)

4.2 Optimization Solution

Using the normalized ZEM variables

J =
(
τ2

Eamax
E

)2 |Z1(0)| · |Z2(0)| (44)

Since
d
dt

=− 1
τE

d
dθ

the Hamiltonian of the normalized reduced order game is

H =− 1
τE

λ T dZ
dθ

=− 1
τE

λ1
dZ1

dθ
− 1

τE
λ2

dZ2

dθ
(45)



240 S.Y. Hayoun and T. Shima

Substituting (18) and rearranging yields

H = (λ1 +λ2)
ψ (θ )

τE
uE −λ1

μ1

ε1

ψ (θε1)

τE
uP1 −λ2

μ2

ε2

ψ (θε2)

τE
uP2 (46)

The adjoint equations are obtained from

dλi

dθ
= τE

∂H
∂Z1

; λi(0) =
∂J

∂Z1(0)
, i ∈ N (47)

The optimal controllers are such that
(
u∗P1

,u∗P2

)
= arg min

uP1 ,uP2

H

u∗E = argmax
uE

H
(48)

therefore

u∗Pi
= sign [λi(θ )ψ (θεi)] , i ∈ N

u∗E = sign [(λ1(θ )+λ2(θ ))ψ (θ )]
(49)

It can be readily proven that ψ(α)> 0 ∀α > 0, by which it follows

u∗Pi
= sign [λi(θ )] , i ∈ N

u∗E = sign [λ1(θ )+λ2(θ )]
(50)

Substituting (44) and (46) in (47) yields

dλi

dθ
= 0; λ1(0) =

(
τ2

E amax
E

)2
sign [Z1(0)] · |Z2(0)|

dλ2

dθ
= 0; λ2(0) =

(
τ2

E amax
E

)2
sign [Z2(0)] · |Z1(0)|

(51)

therefore

λ1(θ ) =
(
τ2

E amax
E

)2
sign [Z1(0)] · |Z2(0)|

λ2(θ ) =
(
τ2

E amax
E

)2
sign [Z2(0)] · |Z1(0)|

(52)

Substituting into (50) yields

u∗Pi
= sign [Zi(0)] , i ∈ N

u∗E = sign{|Z2(0)|sign [Z1(0)]+ |Z1(0)|sign [Z2(0)]}
(53)

A simple investigation shows that these strategies lead to the players’ expected/
desired behavior.
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4.3 Candidate Optimal Trajectories

Substituting (53) into (18) yields the following dynamic equations

dZ∗
1

dθ
=

μ1

ε1
ψ (θε1)sign [Z1(0)]−ψ (θ )sign{|Z2(0)|sign [Z1(0)]+ |Z1(0)|sign [Z2(0)]}

dZ∗
2

dθ
=

μ2

ε2
ψ (θε2)sign [Z2(0)]−ψ (θ )sign{|Z2(0)|sign [Z1(0)]+ |Z1(0)|sign [Z2(0)]}

(54)

Integration from θ to 0 (from t to t f ) yields the candidate optimal trajectories

Z∗
1(θ ) = Z1(0)− sign [Z1(0)]

[
μ1

ε1
W1(θ )− sign{|Z2(0)|+ |Z1(0)|sign [Z1(0)Z2(0)]}W0(θ )

]

Z∗
2(θ ) = Z2(0)− sign [Z2(0)]

[
μ2

ε2
W2(θ )− sign{|Z2(0)|sign [Z1(0)Z2(0)]+ |Z1(0)|}W0(θ )

]

(55)

where

W0(θ ) =
0∫

θ

ψ (τ)dτ = ψ (θ )− θ 2

2

Wi(θ ) =
0∫

θ

ψ (τεi)dτ =
1
εi

[
ψ (θεi)− (θεi)

2

2

]
, i ∈ N

(56)

5 Case of Two Strong Pursuers

We now present an analysis of the solution for the case that μi > 1, μiεi > 1 ∀i ∈ N.

5.1 Game Space Construction

5.1.1 Regular Zones

We begin by finding the boundary trajectories Z±
i (θ ) = lim

Zi(0)→0±
Zi(θ ), i ∈ N of the

regular zones

Case 1: sign [Z1(0)] = sign [Z2(0)]

Z±
i (θ ) =±

[
W0(θ )− μi

εi
Wi(θ )

]
(57)
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Case 2: sign [Z1(0)] 
= sign [Z2(0)]

Case 2.1: |Zi(0)|> |Zj(0)|, i, j ∈ N, i 
= j

Z±
i (θ ) =∓

[
W0(θ )+

μi

εi
Wi(θ )

]
(58)

Case 2.2: |Zi(0)|< |Zj(0)|, i, j ∈ N, i 
= j

Z±
i (θ ) =±

[
W0(θ )− μi

εi
Wi(θ )

]
(59)
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Fig. 3 Regular Zone Boundaries

As depicted in Fig. 3 (a), appropriate combinations between the two pursuers’
trajectories yields the following three boundary lines

Z2 =
W0(θ )− μ2

ε2
W2(θ )

W0(θ )− μ1
ε1

W1(θ )
Z1; Z2 =

W0(θ )− μ2
ε2

W2(θ )
W0(θ )+ μ1

ε1
W1(θ )

Z1; Z2 =
W0(θ )+ μ2

ε2
W2(θ )

W0(θ )− μ1
ε1

W1(θ )
Z1

(60)
Regular trajectories, emanating from the vertical and horizontal axes, are parallel to
each of these lines according to the zone in question (Fig. 3 (b)). These boundary
trajectories lead to the target’s capture by either one or both of the pursuers. Com-
plete the regular zones by constructing the trajectories emanating from all points
on the θ = 0 plane. It can be easily verified that no intersections exist between the
resultant curves.
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Fig. 4 Singular Zones

5.1.2 Singular Zones

Upon completion of the regular trajectories field’s construction the existence of three
voids becomes apparent (Fig. 4). The central void, representing the capture zone, is
denoted as D0. In it J = 0 and all players’ optimal controls are not uniquely defined.
Additionally, by comparison to the two 1-on-1 games of Pi vs. E , i ∈ N, the zones
defined by

Z1(θ )Z2(θ )< 0 (61a)

|Zi(θ )|>−μi

εi
Wi(θ )+W0(θ ), i ∈ N (61b)

|Z1(θ )−Z2(θ )| ≤ −μ1

ε1
W1(θ )− μ2

ε2
W2(θ ) (61c)

constitute an enlargement of the two 1-on-1 games’ combined capture zone, ob-
tained simply by the presence of an additional pursuer.

The two remaining voids, representing the no escape zones, are denoted by DE
0 .

In them the pursuers’ optimal controls are equal to those in the relevant quadrant,
but the evader’s optimal control is not uniquely defined. Interestingly, these zones’
interior is defined by

|Z1(θ )−Z2(θ )|=−μ1

ε1
W1(θ )− μ2

ε2
W2(θ )+ |Z1(0)−Z2(0)| ∀Z1(0) =−Z2(0)

(62)
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relating to the required capture condition (33b), subject to equal pursuers’ misses
(|Z1(0)|= |Z2(0)|). In effect these zones are made up of curvilinear slices in which
J is constant and equal to the cost at the point of origin.

5.2 Closed Form Controls

In order to obtain the closed-loop form optimal controls we examine (55) in two
cases: sign [Z1(0)] = sign [Z2(0)] and sign [Z1(0)] 
= sign [Z2(0)]. We are assisted by
the readily proven characteristics of ψ(α) and its integral.

Case 1: sign [Z1(0)] = sign [Z2(0)]

u∗Pi
= sign [Zi(θ )] , i ∈ N

u∗E = sign [Z1(θ )] = sign [Z2(θ )]
(63)

Case 2: sign [Z1(0)] 
= sign [Z2(0)]

u∗Pi
= sign [Zi(θ )] , i ∈ N

u∗E =−sign

[
(Z1(θ )+Z2(θ ))+

(
μ1

ε1
W1(θ )− μ2

ε2
W2(θ )

)
sign [Z1(θ )]

]
(64)

Finally, we deduce that the evader’s control can be represented by a single term,
yielding the following closed form controls

u∗Pi
= sign [Zi(θ )] , i ∈ N

u∗E = sign [Z1(θ )Z2(θ )]sign

[
(Z1(θ )+Z2(θ ))+

(
μ1

ε1
W1(θ )− μ2

ε2
W2(θ )

)
sign [Z1(θ )]

]

(65)

6 Conclusions

A linear bounded control 2-on-1 pursuit-evasion game has been presented. A study
of the feasibility of exact capture yielded the necessary and sufficient conditions,
which evidently are unchanged in comparison to the conditions in a 1-on-1 scenario.

The engagement was treated as a two sided optimization problem. A new product-
form cost was presented and utilized in the game solution. It was verified that the
proposed cost yields the expected and/or desired behavior of the players compared
to the min and sum cost functions.

Solution of the case of two strong pursuers was presented in full. The game space
construction was shown, revealing the existence of three singular zones: a central
capture zone, and two additional no escape zones in which the evader’s optimal
strategy is not uniquely defined. Within these zones, assuming optimal pursuit, the
outcome is guaranteed. Comparison of the obtained game space with that of a 1-on-1
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engagements showed that the presence of an additional pursuer enlarges the capture
zone. Further analysis of the obtained solution yielded optimal closed form controls
for all players: the optimal pursuit strategies were identical to those obtained in a
1-on-1 scenario, whereas the optimal evasion was found to be different.
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A New Impact Angle Control Guidance Law
to Reduce Sensitivity on Initial Errors

Hyo-Sang Shin, Jin-Ik Lee, and Antonios Tsourdos

Abstract. This paper proposes a new homing guidance which reduces sensitivity
on initial zero effort miss and error in flight path angle to the desired angle while
achieving the terminal angle constraint on the impact. To develop such a guidance
law, the guidance problem is formulated as an optimal guidance problem with a new
performance index and constraints including the terminal angle one. The main idea
enabling this approach is introduction of distribution functions to the input weight-
ing. The distribution functions in the new performance index allows distributing of
the relative input weighting over the entire homing phase. Then, a homing guidance
law is derived by applying the optimal control theory with the new performance
index. Consequently, the proposed guidance law generates a time-varying gain to
ease the sensitivity at the initial homing phase. The characteristics of the proposed
guidance algorithm are investigated and its performance is demonstrated through
numerical simulations.

1 Introduction

The satisfaction of desired terminal angle reference, which is often called the impact
angle, is an important requirement for anti-ship and anti-tank missile systems. The
guidance laws meeting the terminal angle requirement can significantly improve the
performance and effectiveness of the missile. For example, such a guidance law
enables missiles to attack a weak spot on a target and enhance the warhead ef-
fects by improving penetration. Furthermore, this type of guidance could improve
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survivability of the missile since it could allow the missile to approach to the target
with a terminal angle for which the enemy’s counter measures are difficult to effec-
tively strike the missile. For this reason, over the past decades, there have been ex-
tensive studies on the impact angle control guidance laws, based on optimal control
theory [1, 2, 3, 4, 5]and biased proportional navigation guidance (BPNG) [6, 7, 8].

For medium or long range missiles, mid course guidance is required as effective-
ness ranges of missile seekers are limited. In practice, mid course guidance could
be different from terminal homing guidance, especially when impact angle control
guidance is applied at the homing phase. For instance, command guidance such as
beam riding guidance, inertial navigation guidance or PN guidance could be used
in the mid course phase. Since each guidance strategy produces each own colli-
sion course, having different guidance strategies likely generates different collision
course geometry for the two phases. Thus, zero effort miss, ZEM, generated by the
midcourse and homing guidance algorithms might be different from each other at
the handover. Moreover, an error in the flight path angle to the desired terminal ori-
entation angle is likely present. Consequently, achieving zero ZEM at the mid course
phase can still result in initial errors at the beginning of the homing phase.

Most of impact angle control problems are solved by optimal control theory in
which the command profiles and the flight trajectories are determined by a given
initial geometry. In impact angle control guidance, non-zero ZEM and the flight
path angle error are two dominant sources generating the acceleration command at
the homing phase. When homing guidance is sensitive to the initial ZEM and flight
path angle error, a small ZEM and angle error could result in an abrupt change of
the missile acceleration at the initial homing phase. This sudden change in acceler-
ation also causes an abrupt transition manoeuvre which can be regarded as external
disturbance to the seeker. This phenomenon is undesirable for the terminal hom-
ing guidance. It cannot be decoupled completely from the guidance system even
though it can be stabilised by the internal stabilisation loop. The disturbance makes
the seeker provide undesirable and incorrect measurements to the guidance system.
Since consecutive incorrect information may prevent the seeker from tracking its
target, the guidance system may not be able to effectively intercept and destroy the
target. Although transition filters such as low pass filters are often introduced to mit-
igate this problem in the guidance loop, it is difficult to successfully cope with this
issue.

The key idea of this paper is that the sensitivity issue could be mitigated by hav-
ing a small navigation gains at the initial homing phase: if with the same ZEM and
flight path angle error, the smaller the navigation gains are, the smaller acceleration
commands will be generated. However, in order to guarantee interception and im-
prove robustness, it is desired to have a navigation gain larger than a certain value.
If a navigation gain varies over time, these issues could be naturally resolved.

Therefore, this study aims to develop a new homing guidance law which has
time-varying navigation gains. In our previous studies, it is shown that PN-type
homing guidance with varying navigation gains can be obtained by introducing new
weighing functions to an optimal guidance problem and applying the optimal con-
trol theory [9, 10]. Therefore, introducing an appropriate weighing function to the
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conventional Linear Quadratic (LQ) energy optimal problem should enable devel-
opment of a new homing guidance law with varying gains.

There have been a few weighted performance indexes introduced not only to the
LQ based PN guidance problem, but also to the optimal guidance problems with
terminal angle constraints [11, 12, 4, 13, 14, 15]. Ben-Asher et al. [12] proposed
an exponentially weighted performance index to the optimal guidance problem to
relax manoeuvrability as air density decreases for aerodynamically manoeuvring
ground-to-air missiles. This resulted in a new PN law with time-varying navigation
gain where larger navigation gains are obtained at the early engagement and they are
decreasing over engagement. Ryoo et al. [11] introduced a weighted performance
index, where the weighting is a function of air density and missile varying velocity,
to the optimal guidance problem. The optimal guidance law obtained minimises the
drag for subsonic or supersonic missiles depending on design parameters values.

Relative weighting with respect to the minimum weighting in the LQ optimal
problem represents the relative importance on minimising the corresponding ac-
celeration command. If it is possible to distribute this relative weighting over the
entire engagement, then shaping acceleration commands will be possible: increas-
ing relative weighting at the initial homing phase will reduce the initial acceleration
commands compared with having the identical relative weighting over the engage-
ment. The linear quadratic optimal problem providing conventional impact angle
control guidance with constant gains have either identical or monotonically increas-
ing weighting on the cost function [4, 16]. Introducing a second order time-to-go
weighted polynomial to the weighting function of the optimal guidance problem
could generate a non-monotonic weighting function which possibly has a stationary
point. One can readily distribute the relative weighting over the entire engagement,
by determining the characteristics of the second order polynomial function includ-
ing minimum and maximum values, their positions, ratio of initial and final values
to the minimum value, etc.

Our previous studies showed that a PN guidance law optimally obtained from
this weighting function can reduce sensitivity on the initial heading errors [9]. For
this reason, in the proposed weighting function, a second order time-to-go weighted
polynomial is introduced into a inverse weighted the time-to-go function. This way,
the proposed impact angle control guidance law will be able to alleviate the sensi-
tivity on the initial ZEM and flight path angle error at the homing phase, as well as
handle other design requirements.

In the next section, the effect of ZEM and flight path angle to the impact angle
control guidance and its sensitivity issue at the initial homing phase are reviewed.
Section 3 first introduces the main idea of this paper and then derives the proposed
guidance law. In Section 4, characteristics of the new impact angle control guid-
ance law are analysed. Then, Section 6 concludes this study after demonstrating
the performance of the new homing guidance via some numerical simulations in
Section 5.
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Fig. 1 Planar engagement geometry

2 Preliminary

This paper considers a 2D engagement geometry shown in Fig. 1. As shown in
the geometry, the inertial reference frame is denoted as (XI, ,YI). For convenience,
a new coordinate system, called the guidance frame, is defined and expressed as
(xF , ,yF). Variables with subscripts of M and T represent those of the missile and
target, respectively. The notations of r, λ , and γF are the relative range, line-of-sight,
and desired impact angle. γ and θ denote the flight path angle defined in the inertial
reference frame and in the guidance frame, respectively, so that:

θM = γM − γF ,

θT = γT − γF .
(1)

The velocity and lateral acceleration are denoted as V and a. The lateral distance of
the missile perpendicular to the impact course, expressed by y, is given by:

y = yT − yM (2)

The conventional impact angle control guidance problem is to find guidance com-
mands which minimises the following performance index

J =
1
2

∫ tF

t0
a2

Mdt, tF : given (3)

subject to the missile kinematics and the terminal constraints such that:

y(tF) = yF

ẏ(tF) = ẏF
(4)
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Under the assumption of the lag-free missile system, the optimal solution is given
in of the form [3, 16]:

aIACG =
N1ygo +N2ẏgotgo +N3ẏgo(tF)tgo

t2
go

(5)

where (N1, N2, N3) = (6, 4, 2), ygo = yF − y(t) and tgo(=: tF − t) denotes time-to-
go. Note that this guidance law is well known as OGL (Optimal Guidance Law) or
trajectory shaping guidance law.

Zero effort miss, ZEM, can be approximated as [16]:

ygo + ẏgotgo ≈ ZEM (6)

With small angle approximation, we have:

ẏgo =VCθM(t)

ẏgo(tF) =VCθMF
(7)

where VC denotes the closing velocity. Substituting Eqns. (6) and (7) into Eqn. (5)
yields:

aIACG = NZEM
ZEM(t)

t2
go

+NθVC
θMF −θM(t)

tgo
(8)

where NZEM = 6 and Nθ = 2.
If impact angle control guidance is applied at the homing phase, as shown in

Eqn. (8), there are two main components generating the missile commanded ac-
celeration at the hand-over: ZEM and the error in the flight path angle from the
desired one. The midcourse guidance law plays an important role in leading the
missile into the so-called “lock-on basket” for the seeker to track the target. If the
mid course guidance provides hand-over conditions where the two main contribu-
tors to the commanded acceleration are very small or even close to zero, the initial
commanded acceleration remains small. However, in general, the energy minimised
manoeuvring is accomplished to follow the optimal trajectory or command to line-
of-sight guidance is applied in the mid course phase. The potential discrepancy in
the mid course and homing guidance results in non-zero ZEM and flight path angle
error Eqn. (8) at the hand-over. Furthermore, zero ZEM and flight path angle error
are hard to be fulfilled in practice with measurement noise and uncertainties on the
future target acceleration.

From Eqn. (8), the initial commanded acceleration of the missile at the hand-over,
i.e., t = 0, is given by:

aM(0) = NZEM
ZEM(0)

t2
F

+NθVC
θMF −θM(0)

tF
(9)

Therefore, the initial commanded acceleration has some value unless the initial ZEM
and flight path angle error are zero. Since an initial condition is unlikely to sat-
isfy the zero ZEM and flight path angle error condition at the initial homing phase,
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initial errors on these two may exist. These errors trigger an abrupt transition of the
acceleration command at the initial homing phase.

The commanded acceleration is proportional to the effective navigation constants
NZEM and Nθ . Adjusting NZEM and Nθ , rather than applying a navigation constant,
could enable mitigation of an abrupt acceleration transition caused by initial errors
on ZEM and flight path angle. Thus, the following section develops a new homing
guidance having time varying navigation gains to reduce the sensitivity on the initial
errors.

3 New Impact Angle Control Guidance Law

From the engagement geometry shown in Figure 1, let us define relative position of
the missile w.r.t. the target in yF axis as a new state z1 and its first time derivative as
z2:

z1 := y = yT − yM

z2 := ẏ = ẏT − ẏM
(10)

Under the assumption that the target flies on a straight course, the state equation of
the homing guidance problem is given by:

ż = Az+Bu, z0 = z(t0) (11)

where z := [z1, z2]
T and

A =

[
0 1
0 0

]
, B =

[
0
1

]
. (12)

Now, let us consider following optimal control problem: find optimal control com-
mand u(t) which minimizes the performance index defined by:

J =

∫ t f

t0

1
2

u(t)T R(t)u(t)dt, t f : given (13)

subject to Eqn. (11) with terminal constraints given by

Dz(tF) = E, (14)

where

D =

[
1 0
0 1

]
, E =

[
0

z2F

]
. (15)

In typical homing guidance such as PN, the terminal constraint is given only to
guarantee the interception of the target, that is, z1 should converge to zero. However,
in terminal impact angle control guidance, one more constraint is imposed to the
relative velocity along the yF axis to meet the terminal impact angle constraint as
shown in Eqn. (15). If the target is non-manoeuvring and has a constant speed,
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the optimal solution minimising the performance index (13) is identical to (8) with
NZEM = 6 and Nθ = 2 for a constant weighting function, R(t) = 1.

The key idea of this study is to shape the guidance command as required by
changing the weighting function, R(t). In order to enable this idea, this paper intro-
duces a second order polynomial function to the weighting function:

R(t) = μ2
1 (tgo − μ2)

2 + 1 (16)

where μ1 ∈�+ and μ2 ∈�+ are the distribution parameters to be designed. Note
that �+ represents the set of non-negative real numbers. This relative weighting
function with respect to the minimum weighting can be interpreted as relative im-
portance on minimising the corresponding acceleration command. If the relative
weighting is more significant at some engagement instance than any other points,
the solution of the linear quadratic optimal problem puts more efforts to reduce the
guidance commands on this instance.

Unlike the conventional impact angle control guidance having either identical or
monotonically increasing weighting on the cost function, the proposed approach can
generate non-monotonic weighting functions which could have a stationary point.
This means that the proposed approach in this paper enables guidance designers or
engineers to shape the relative weighting on the guidance command profile over the
entire homing phase by tuning the twi design parameters μ1 and μ2. The weighting
function has the minimum value, 1, at t = t f − μ2 and the maximum value either at
the initial homing phase (t = 0) or the terminal homing phase (t = t f ).

Figure 2 shows an example illustrating the difference on the weighting functions
between the conventional impact angle control guidance and the proposed guid-
ance law. The weighting function for the conventional impact angle control guid-
ance is assumed to be 1 and that for the proposed guidance is

[
0.3 ∗ (tgo− 4)2 + 1

]
.

Whereas the weighting in the impact control guidance law remains constant, the
proposed guidance has its minimum value at tgo = 4(= μ2) and its maximum value
at the interception, that is when tgo = 0. Therefore, relative weighting, which is
relative importance, during the entire homing time window with respect to the min-
imum weighting and its position can be completely determined by the values of the
design parameters. This allows the proposed guidance law to shape the accelera-
tion commands over the entire homing phase. For example, increasing the relative
weighting at the initial homing phase will generate smaller acceleration commands
than those of the equivalent impact angle control guidance law. Therefore, introduc-
ing the performance index Eqn. (16) will enable the homing guidance not only to
reduce sensitivity to ZEM and the initial errors in the flight path angle at the be-
ginning of the homing phase, but also to consider other design requirement such as
overall robustness.

The optimal guidance problem described in Equations (13) and (14) is a linear
quadratic problem. The optimal solution of this quadratic problem can be derived
by using the sweep method considering the normality and the convexity conditions
[1]:

u∗(t) = K(FT z−E) (17)
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Fig. 2 An example of difference on the weighting function between a PN guidance law and
the proposed guidance law: The weighting function for the PN guidance law is R(t) = 1 and
that for the proposed guidance is R(t) = 0.3∗ (tgo −4)2 +1.

where
K = R−1BT FG−1 (18)

{
Ḟ =−AT F
Ġ = FT BR−1BT F

, (19)

with terminal conditions:

F(t f ) = DT , G(t f ) = 0 (20)

From Eqn. (19) and (20), Ḟ is given by:

Ḟ =−
[

0 0
1 0

][
f11 f12

f21 f22

]
=−

[
0 0
f11 f12

]
; F(tF) =

[
1 0
0 1

]T

. (21)

Integrating Eqn. (21) yields,

F =

[
1 0

tgo 1

]
(22)

Substituting F(t) derived and the new weighting R(t) into Ġ(t) in Equation (19)
yields:

Ġ = FT BR−1BT F

=
1

μ2
1 (tgo − μ2)2 + 1

[
t2
go tgo

tgo 1

]
; G(tF) = 02×2; (23)

From this equation, we have:
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G =

[
g11 g12

g21 g22

]
=−

∫ t f

t

1

μ2
1 (tgo − μ2)2 + 1

[
t2
go tgo

tgo 1

]
dt (24)

Solving Eqn. (24) yields:

g11 = − 1
μ3

1

{
μ1tgo + μ1μ2 ln W(tgo)

W (0) + (W (0)− 2)tan−1 g(tgo)
}
,

g12 = g21 =− 1
2μ2

1

{
ln W (tgo)

W(0) + 2μ1μ2 tan−1 g(tgo)
}

g22 = − 1
μ1

tan−1 g(tgo)

(25)

where

W (tgo) = μ2
1 (tgo − μ2)

2 + 1; (26)

g(tgo) =
μ1tgo

1− μ2
1 μ2(tgo − μ2)

. (27)

After some algebra, the close loop solution is given by:

u =−KT η
Λ

, (28)

where the initial states η is defined as

η =
[

z10 z20 z2F
]T

(29)

and the control gains are given by:

K =

⎡
⎣ k1

k2

k3

⎤
⎦=

⎡
⎣ 0 2α2 4α3(tgo −β )

4tgoα2 4α2(tgo −β ) 4α(R− 2)
4tgoα2 2α2(tgo − 2β ) 4α(Rp − 2)

⎤
⎦
⎡
⎣ 1

ξ1

ξ2

⎤
⎦ (30)

where
α = μ1tF , β = 1− μ2

tF
,

Λ = R(ξ 2
1 + 4ξ 2

2 − 4tgoRαξ2),

ξ1 = ln RF
R , ξ2 = tan−1 μ1tgo

Rp
,

RF =: R(tF) = μ2
1 μ2

2 + 1, Rp =: μ2
1 μ2(tgo − μ2).

(31)

Alternative form of Eqn. (28) is obtained as:

u =
N1z10 +N2tgoz20 +N3tgoz2F

t2
go

, (32)

where

N =

⎡
⎣N1

N2

N3

⎤
⎦= Λ−1t2

go

⎡
⎣ k1

k2/tgo

k3/tgo

⎤
⎦ . (33)
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4 Characteristics of the New Impact Angle Control
Guidance Law

Note that the alternative form in Eqn. (32) is the same form as in Eqn. (5). Unlike
the conventional impact angle control guidance algorithms, as can be deduced from
Eqns (30) and (33), the navigation gains of the proposed guidance algorithm could
vary over the entire engagement. This enables the guidance algorithm developed in
this paper to shape the guidance command over the flight time depending on the two
design parameters, μ1 and μ2. Therefore, the proposed algorithm can handle more
design requirements. Consequently, by simply tuning the three design parameters,
the proposed algorithm is able to reduce the sensitivity to the errors at the initial
homing phase and handle other design requirements.

It is obvious that the parameters, N1, N2, and N3, are directly related to the design
parameters, μ1 and μ2. For the simplicity of comparison, some variables are defined
as:

ρ =: μ1tgo (34)

tρ =: tan−1 ρ (35)

lρ =: ln
(
ρ2 + 1

)
(36)

Let us investigate the characteristics of guidance law in Eqn. (32) with respect to
the design parameters. If μ1 goes to zero which means that the weighting function
is constant, R = 1, the commanded acceleration is given by

u =
6z10 + 4z20 tgo + 2z2F tgo

t2
go

(37)

Since z10 = ygo, z20 = ẏgo, and z2F = ẏgo(tF), the commanded acceleration for μ1 = 0
is equivalent to that of the OGL which is represented in in Eqn. (5).

If μ2 becomes zero and μ1 equals to unity which mean the weighting function is
proportional to the square of the time-to-go, R = t2

go + 1, the commanded accelera-
tion is obtained as:

u =
2(l1 − 2tgot1)z10 + 4

{
tgo(l1 − 1)− (t2

go− 1)t1
}

z20 + 2
{

tgo(2+ l1)− 2tα
}

z2F

(t2
go + 1)(l2

1 + 4t2
1 − 4tgot1)

(38)

5 Numerical Simulations

In this section, the performance of the proposed method is investigated via numeri-
cal simulations for several several values of μμμ = (μ1,μ2). The initial conditions for
numerical simulations are represented in Table 1. This paper examines the perfor-
mance of the proposed guidance laws for the following sets of design parameters,
μμμ , combinations, (0.1, 0), (0.3, 3), and (0.5, 6).
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Table 1 Initial simulation conditions

Initial separation Closing velocity Initial Heading error Flight time tF

6 km 1,000 m/s -5 deg 6.0 s

The proposed guidance law with all given μμμ combinations succeeded to intercept
the target. The simulation results for the navigation gains and acceleration com-
mands are shown in Figs. 3- 6. The proposed guidance laws are compared with
the equivalent the OGL. As designed, navigation gains of the proposed guidance
law vary over the engagement. The navigation gains of the proposed approach are
smaller than the equivalent navigation gains of the OGL at the beginning of the
homing phase, but become bigger than the equivalent gains. It is also shown that the
gains of the proposed guidance laws always converge to the equivalent navigation
gains of the OGL from Figs. 3, 4 and 5. As illustrated in Fig. 6, varying naviga-
tion gains influences the guidance command profiles compared with those of the
equivalent OGL.

Fig. 3 Time history of the navigation gain N1

From all the numerical simulation results, it is shown that the navigation gains
are varying over the homing phase and their characteristics change depending on
the values of design parameters, μ1, and μ2. This enables the new homing guidance
to shape the acceleration commands and consequently missile trajectories. In all of
the design parameters combinations, the acceleration commands of the proposed
guidance law are smaller than the OGL commands at the early homing phase. As
smaller acceleration commands generates less manoeuvres, the proposed approach
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Fig. 4 Time history of the navigation gain N2

Fig. 5 Time history of the navigation gain N3

can reduce heading error sensitivity at the beginning of the homing phase. However,
one should carefully select appropriate design parameters, μ1 and μ2, to meet design
requirements.
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Fig. 6 Time history of acceleration commands

6 Conclusion

In this paper, a new impact angle control guidance law is developed using the lin-
ear quadratic optimal control theory with a new weighting function. The proposed
weighting function is formulated with a second order polynomial of time-to-go to
reduce sensitivity on zero effort miss and flight path angle error at the initial hom-
ing phase. The characteristics of the proposed guidance law are investigated and its
performance is demonstrated using engagement simulations. From the analysis and
simulations, it is shown that the proposed guidance law can reduce the sensitivity
on the initial errors. It is also shown that the guidance law can readily shape the
acceleration command profile over the entire engagement by distributing the rela-
tive weighting with respect to the minimum weighting. Consequently, the proposed
guidance law can simultaneously achieve design requirements on miss distance, sen-
sitivity on initial errors, and/or trajectory modulation by selecting an appropriate set
of the design parameters, μ1, and μ2.
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On-Line Safe Flight Envelope Determination
for Impaired Aircraft

Thomas Lombaerts, Stefan Schuet, Diana Acosta, and John Kaneshige

Abstract. The design and simulation of an on-line algorithm which estimates the
safe maneuvering envelope of aircraft is discussed in this paper. The trim enve-
lope is estimated using probabilistic methods and efficient high-fidelity model based
computations of attainable equilibrium sets. From this trim envelope, a robust reach-
ability analysis provides the maneuverability limitations of the aircraft through an
optimal control formulation. Both envelope limits are presented to the flight crew on
the primary flight display. In the results section, scenarios are considered where this
adaptive algorithm is capable of computing online changes to the maneuvering en-
velope due to impairment. Furthermore, corresponding updates to display features
on the primary flight display are provided to potentially inform the flight crew of
safety critical envelope alterations caused by the impairment.

1 Introduction

In all transportation systems, but especially in civil aviation, safety is of paramount
importance. Many developments focus on improving safety levels and reducing the
risks of life threatening failures. In a recent study by the Commercial Aviation
Safety Team (CAST) and the International Civil Aviation Organization (ICAO), it
can be observed that loss of control in flight (LOC-I) is the most frequent primary
accident cause. This study is based on a statistical analysis of aircraft accidents
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between 2002 and 2011, and indicates that this category accounts for as much as
23% of all fatal aircraft accidents and involves most fatalities[1]. LOC-I can have
various causes, occurring individually or in combination, such as a system mal-
function, atmospheric disturbances (e.g. turbulence or icing), and loss of situational
awareness by the crew. An important aspect during operations under system mal-
function or atmospheric disturbance is that the crew needs to maintain awareness
through possibly time changing degradation of aircraft performance characteristics.
The CAST established a specialized international safety analysis team to study the
apparent growing trend in loss of Airplane State Awareness (ASA) by the flight
crew. This team has produced recommended safety enhancements that include re-
search to develop and implement technologies for enhancing flight crew awareness
of airplane energy state (SE 207)[2]. The approach developed in this paper focuses
on increasing awareness of the boundaries of the safe flight envelope over which the
pilot can maneuver without losing control over the plane. These boundaries can be
updated based on possibly time changing flow of information regarding the aircraft
state.

A variety of methods conforming to this concept have been investigated in pre-
vious studies. The most straightforward methods include wind tunnel testing, flight
test experiments and high-fidelity model-based computation of attainable equilib-
rium sets or achievable trim points[23], possibly with bifurcation analysis [7] or a
vortex lattice algorithm combined with an extended Kalman filter[16]. More com-
plex methods include formulating flight envelope estimation as a reachability prob-
lem and solving this with level set methods and Hamilton-Jacobi equations [15],
possibly with time scale separation [5] or semi-Lagrangian level sets [19]. Alterna-
tive methods rely on linearization and region of attraction analysis [20], determining
controllability/maneuverability limits in a quaternion-based control architecture[3]
or robustness analysis for determination of reliable flight regimes [22]. An approach
suggested by Boeing uses Control-Centric Modeling, dynamic flexible structure and
load models [24]. In the frequency domain, stability margins can be estimated in real
time via nonparametric system identification [8]. More focused techniques inspired
by flight dynamics exist as well, such as determining the minimum lateral control
speed[6]. In this approach, the trim envelope is estimated through efficient high-
fidelity model-based computations of attainable equilibrium sets based on aero-
dynamic coefficient identification from air data, inertial and GPS measurements.
The corresponding maneuverability limitations of the aircraft are then determined
through a robust reachability analysis (relative to the trim envelope) through an op-
timal control formulation and based on the principle of time scale separation. The
theoretical underpinnings covering the overall approach are available in previous
publications[12, 21].

The structure of this paper is as follows. In Sec. 2, the estimation of the envelope
boundaries is discussed. The method for presenting this information to the crew is
elaborated in Sec. 3. Sec. 4 discusses some relevant application example scenarios.
Conclusions and recommendations can be found in Sec. 5. Further related research
based on the results presented here is described in Sec. 6.
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2 Estimation of the Envelope Boundaries

The safe maneuvering envelope is a fundamental property of the aircraft’s design
and overall current state of health. By definition it determines the overall capability
of the aircraft. If actively monitored in time, it may function as an early warning sys-
tem as well as provide anticipatory guidance to help avoid loss of control. For exam-
ple, automated planning tools may use it to help pilots land safely under emergency
landing conditions[17], or when combined with a display it may result in overall bet-
ter pilot awareness of the state of the aircraft. This can be particularly useful when
an automation system switches off. Additionally, the physics-based maneuverabil-
ity envelope can be analyzed separately from the control strategy, and knowledge
of the envelope may for example unmask control limitations clouded by adaptive
controllers, and even lower barriers to the introduction of more advanced uncon-
ventional control strategies[9]. For these reasons, improved methods for tracking
aircraft maneuverability in real-time may effectively help pilots avoid inappropriate
crew response and further prevent or recover aircraft from upset conditions. Gen-
erally, the maneuvering envelope is the set of safe aircraft state and control inputs.
Unfortunately, because of the underlying nonlinear aircraft dynamics, it is challeng-
ing to calculate this set of states accurately and rapidly enough to provide the pilot
or automation system with reliable information in a diverse and rapidly changing
environment.

2.1 Mathematical Model Postulation and Parameter
Identification

The aircraft model used for this simulator study is the nonlinear RCAM (Research
Civil Aircraft Model) simulation model, which is representative of a large two-
engine jet transport with general characteristics of a wide-body, conventional tail
and low wing airplane configuration with twin turbofan engines located under the
wings[14]. The physical dimensions are similar to an Airbus A300 aircraft, with
flight characteristics representative of a large jet transport in landing configuration
(flaps at 32.5 deg and gear down) at sea level. A selection of RCAM model data is
provided in Table 1.

Table 1 Selection of parameter values for RCAM model

Constants Aerodynamic Coefficients Input Bounds

S = 260 m2

m = 120×103 kg
g = 9.81 m/s2

ρ = 1.225 kg/m3

CD0 = 0.1599
CDα = 0.5035

CDα2 = 2.1175
CL0 = 1.0656
CLα = 6.0723
CYβ = −1

Cm0 = −0.015
Cmα = −2.15
Cmq = −14.0

Cmδe
= −2.87

T ∈ [20546,410920] N
α ∈ [0,14.5] deg.
δe ∈ [−30.0,20.0] deg.
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Nonlinear aircraft dynamics with higher dimensions can be simplified by consid-
ering the principle of time scale separation[5]. The structure of time scale separation
is analogous as applied for the fault tolerant control algorithm developed earlier[9].
The overview can be found in Fig. 1, which illustrates that a nine dimensional non-
linear problem is decoupled in three consecutive three dimensional optimization
problems.

Fig. 1 Separation of dynamics over high bandwidth, middle range and low bandwidth

2.1.1 Model Postulation

A nonlinear 3D aircraft example is considered. Main focus of this research is on the
slow aircraft dynamics as specified in Fig. 1, involving the aerodynamic forces lift L,
drag D and sideforceYaero. Also the pitching moment M, as part of the fast dynamics,
has been included in the model but this moment can be considered separately from
the aerodynamic forces, thanks the the principle of time scale separation, see Fig.
1. The acting forces on the aircraft are illustrated in Fig. 2 for a symmetric flight
condition.

Fig. 2 Acting forces on the aircraft model, source: Lygeros[15]

For the complete 3D situation, the equations of motion are written as follows[9]:

FAX −W sinγ = mV̇ (1)

FAZ cosϕ +FAY sinϕ +W cosγ = −mV γ̇ (2)
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Where the aerodynamic forces can be simplified assuming small aerodynamic an-
gles α and β :

FAX = T cosβ cosα −D(V,α)≈ T −D(V,α) (3)

FAZ = −T sinα −L(V,α)≈−L(V,α) (4)

FAY = −T sinβ cosα +Yaero (V,β )≈ Yaero (V,β) (5)

with the following expansions for lift L, drag D and sideforce Yaero:

D(V,α) = q̄S
(

CD0 +CDα α +CDα2 α2
)

(6)

L(V,α) = q̄S
(
CL0 +CLα α

)
(7)

Yaero (V,β ) = q̄S
(

CYβ β
)

(8)

where the dynamic pressure q̄ = 1/2ρV2.
The aircraft dynamics are combined in the following matrix structure:

[
V̇
γ̇

]
≈

[
− ρS

2mV 2CD0 −gsin γ
− g

V cosγ

]
+

[
1
0

]
T
m

+

[
− ρS

2mV 2
(

CDα α +CDα2 α2
)

ρS
2mV

(
CL0 +CLα α

)
cosϕ

]
+

[
0

− ρS
2mVCYβ β sinϕ

]
(9)

where thrust T and angle of attack α are treated as virtual inputs, based on the time
scale separation principle as illustrated in Fig. 1. An affine matrix structure in the
inputs is obtained by simplifying for small angles of attack α and sideslip β .

The pitching moment structure typically varies for every aircraft type. For this
specific model, a model structure selection analysis[10, 9] has provided the follow-
ing structure:

Cm =Cm0 +Cmα α +Cm qc̄
V

qc̄
V

+Cmδe
δe +Cmih

ih +CmT

T
q̄d2

eng
(10)

2.1.2 Parameter Identification

In order to characterize the flight envelope of a particular aircraft, the as of yet unde-
termined aerodynamic coefficients need to be reconstructed using available sensor
measurements. This is a necessary step, that essentially fits the above described dy-
namics model to any particular aircraft, or aircraft simulation of higher fidelity. An
inertial sensor package, consisting of rate gyros and accelerometers, provides an-
gular rates and accelerations as well as specific forces. It is assumed that a state
estimation algorithm[13] is available, taking into account sensor disturbances (bi-
ases and/or noise), and compensating for them.

The forces in the body fixed reference frame are reconstructed from:

Xtot = mAx Ytot = mAy Ztot = mAz (11)

CX =
X
q̄S

=
T −Xtot

q̄S
CY =

Y
q̄S

CZ =
Z
q̄S

(12)
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where Ax, Ay and Az are the specific forces as measured by the accelerometers.
The force coefficients in the body fixed reference frame are then transformed to the
aerodynamic reference frame using

⎛
⎝−CD

CYaero

−CL

⎞
⎠=

⎛
⎝ cosα 0 sinα

0 1 0
−sinα 0 cosα

⎞
⎠ ·

⎛
⎝ cosβ sinβ 0
−sinβ cosβ 0

0 0 1

⎞
⎠ ·

⎛
⎝CX

CY

CZ

⎞
⎠ . (13)

Finally, the pitching moment coefficient is reconstructed from the corresponding
moment equation

Cm =
M

q̄Sc̄
=

q̇Iyy + pr (Ixx − Izz)+
(

p2 − r2
)

Ixz

q̄Sc̄
, (14)

where Ixx, Iyy, Izz, and Ixz are the components of the inertia matrix in the body axis,
and where p, q, and r are respectively the roll, pitch, and yaw rate components of
the body-axis angular velocity.

The above defined flight dynamics model provides the means through which one
can assess the flight performance capability of the aircraft. However, it depends
on a set of effective aerodynamic coefficients, which should be estimated from the
combination of available sensor data and the known physical relationships between
quantities specified by the model. The aerodynamic coefficient vector to be identi-
fied for the forces is defined as:

c =
[
CD0 ,CDα ,CDα2 ,CL0 ,CLα

]T
,

and the moment coefficient vector is:

m =

[
Cm0 ,Cmα ,Cm qc̄

V

,Cmδe
,Cmih

,CmT

]T

.

A specialized Bayesian probabilistic approach was developed to infer the un-
known aerodynamic coefficients from the noisy sensor measurements and to quan-
tify the estimation uncertainty; an overview of which is provided next. More infor-
mation about the identification procedure, including results, can be found in Schuet
et. al. [21].

A state measurement process x(k) = [V (k),γ(k)] is defined, which proceeds, for
k = 1,2, . . . ,m− 1, according to a midpoint-Euler discrete approximation:

x(k+ 1) = x(k)+ hf(x̃,u;c)+ τττ(k), (15)

where f(x,u;c) represents the continuous flight dynamics model (9), u is the vector
of known virtual inputs at time instance k,

u(k) = [T,α,β ]T ,
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h is the time-sample resolution, x̃ = [x(k) + x(k + 1)]/2 is the midpoint, and
τττ(k) ∼ N (0,hS−1) is the additive independent and identically distributed Gaus-
sian measurement noise process. While the maneuverability model is linear in c, it
is still nonlinear in x and u, and the midpoint-Euler approximation enables better
representation of the true nonlinear system, for negligible additional computational
cost. The inverse covariance matrix S is an important statistical parameter that char-
acterizes the process noise τττ(k), which will also be estimated from the observed
data.

In similar fashion, one can also define processes for the accelerometer measure-
ments

xa(k) = Akc+ τττa(k),

where Ak is a matrix, depending on u(k), that implements the combination of (13)
and (6)–(8). Finally, the moment measurement process is defined as

xm(k) = Mkm+ τm(k),

where Mk is a row vector implementing (10), that depends on the moment model
input variables. Also, τττa and τm represent independent additive Gaussian measure-
ment noise terms for the accelerometer and moment measurements, with associated
inverse covariance matrix Sa and scalar inverse variance Sm, respectively. Further-
more, the moment measurement process is independent of the dynamics and ac-
celerometer measurement processes, and can therefore be treated by a separate in-
ference process, that follows the same approach used to infer the aerodynamic force
coefficients summarized next.

Focusing on the estimation of the force coefficient vector c, the above measure-
ment model equations and Gaussian noise distribution assumptions enable one to
specify the multivariate probability density function (pdf) for the measured data
given the model parameters

p(X,Xa|c,S,Sa,U), (16)

where X, Xa, and U represent matrices containing the entire history of state, ac-
celerometer, and input data measurements, respectively. Through Bayes’ Theorem,
the likelihood pdf (16) can then be combined with appropriate prior information to
determine the posterior pdf

p(c,S,Sa|X,Xa,U) (17)

that specifies the probability density of the unknown parameter values c and inverse
measurement noise covariance matrices, given all of the observed data and prior
information. The optimal parameter estimate is then found by solving

maximize p(c,S,Sa|X,Xa,U) (18)

with respect to the unknown aerodynamics coefficients c and inverse covariance
matrix terms S and Sa.
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With the modeling and additive noise assumptions used in the derivation, the pos-
terior pdf (17) is log-concave in any one of the variables c, S, or Sa when the other
two variables are held fixed. This enables the efficient computation of a local opti-
mal estimate using a block coordinate descent method to break the solution process
into steps that require solving simple convex optimization problems. Furthermore,
the coefficient parameter estimation uncertainty and Bayesian model evidence can
also be estimated using closed form expressions. See [21] for details.

2.2 Estimation of the Trim Envelope

One important feature of the maneuverability model (9) is that it enables a rapid
numerical analysis of the trimmable states. To see how this works first note the
definition of the set of trimmable states is

{x | f(x,u;c) = 0, (x,u) ∈B} , (19)

where B represents the set of overall allowable states and virtual inputs. This set is
important because it represents an a-priori safe maneuverability envelope.

For the maneuverability model, and a given aerodynamic parameter vector c,
characterizing the set of trimmable points then involves setting the top and bottom
equations on the right hand side of (9) equal to zero. The bottom equation is solved
for angle of attack α in terms of the other variables in that equation, which do not
include thrust T . The top equation is then solved for T into which the previous solu-
tion for α is substituted. The result is a closed form solution for the required thrust
and alpha needed to achieve trim for any given trim state and other virtual inputs.
This enables a fast numerical sweep to determine the non-convex trim envelope as
follows:

1. Setup a grid of state values in B. For most practical applications a coarse reso-
lution is sufficient.

2. Fix values for roll angle φ and side-slip angle β , and make them equal to the
current values.

3. For each point in the state grid solve for the thrust T and angle of attack α needed
to achieve trim.

4. Return only those points for which T and α are within B.

A crude visualization of the (V,γ)-trim envelope is then obtained by simply plot-
ting the trimmable points from the above calculation. In addition, one should check
whether the achieved trim points are stable. This involves checking the eigenvalues
associated with the local linear approximation to (9) at each trim point, and as be-
fore a closed form expression can be found. The entire computation is fast enough
on a modern PC to enable dynamic re-computation as aircraft conditions change, or
to compute extended envelopes by sweeping over values for φ and β .

The actual maneuverability calculation for a grid covering 5029 points is com-
pleted in 21 ms on a 2.6 GHz MacBook Pro. The calculation includes a check for
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Fig. 3 Trim envelope for the RCAM model and required inputs for trim points

stability[21]. An example trim envelope is shown in Fig. 3, and is based on the
RCAM simulation model.

In Fig. 3, it can be seen that the trim envelope boundaries are imposed by the
input saturation limits. The upper boundary corresponds to maximum thrust Tmax =
410920N, the lower boundary is imposed by minimum thrust Tmin = 20546N. The
range for the angle of attack results in the boundaries left (αmax = 14.5◦, prior to
stall) and right (αmin = 0◦). It can also be observed that more thrust is needed for
larger flight path angles, because the thrust force has to counteract the exponentially
increasing drag force, since a larger angle of attack occurs for slower speeds. Ana-
lyzing the range of thrust values over airspeed for constant flight path angle, shows
that more thrust is needed for a further speed decrease below 69m/s. This region
corresponds to the range of the angle of attack α > 4.5◦. Analysis of the Lift-Drag
Polar and the power required curve, shown in Fig. 4, confirms that this region is the
back side of the power curve, and that V = 69m/s is the minimum drag airspeed.

2.3 Estimation of the Maneuvering Envelope

In this context, the preferred interpretation of the safe maneuvering envelope con-
siders reachability from the trim envelope. The stable and controllable trim envelope
is considered an a-priori safe set. The backwards reachable set is defined as the set
of states from where (at least one point in) the trim envelope can be reached. The
forwards reachable set is defined as the set of states which can be reached from (at
least one point in) the trim envelope. Then the safe maneuvering flight envelope
is the cross section between the forwards and backwards reachable sets. This in-
terpretation is illustrated in Fig. 5. In addition to the safe envelope, the backwards
reachable set is considered as the survivable flight envelope. After an upset due to
damage, turbulence, a wake encounter etc., it is possible to bring the aircraft back
to a safe trim condition as long as the current flight condition is situated inside the
backwards reachable set.
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Fig. 4 Lift-Drag Polar and power required curve of the RCAM model confirm that minimum
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Fig. 5 Safe maneuvering envelope as intersection between forwards and backwards reacha-
bility, modified from source: van Oort[19]

The aim is to perform a combined forward and backward reachability analy-
sis from the trim envelope as efficiently as possible, for on-line implementations.
Based on previous research[4], level set methods are an excellent candidate. Finally,
robustness is an important aspect to be considered in this context as well.

It has been shown in the literature that maneuvering envelope estimation through
reachability can be reformulated in the optimal control framework[15]. Consider a
continuous time control system:

ẋ = f(x,u,ΔΔΔ) (20)

with x ∈ R
n, u ∈U ⊆ R

m, ΔΔΔ ∈ D ⊆ R
k, f(·, ·) : Rn ×U →R

n, a function:

l (·) : Rn → R (21)

and an arbitrary time horizon T ≥ 0. Let U [t,t′ ]denote the set of Lebesgue
and bounded measurable functions from the interval [t, t ′] to U . Define
φφφ (τ, t,x,u(·) ,ΔΔΔ)as the state trajectory. ΔΔΔ are defined as parameter uncertainties.
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Given a set of states K ⊆ R
n, the reachability question can be naturally formulated

regarding the relation between the set K and the state trajectories φφφ of Eq. (20) over
the horizon T . Problem of interest is the following:

Robust reachability: Does there exist a u ∈U [0,T ] and a t ∈ [0,T ] such that the
trajectory φφφ of the state x satisfies x ∈ K, irrespective of ΔΔΔ?

The optimization problem can be formulated as a pursuit evasion game over the
horizon T ≥ 0 with target set K ⊆ R

n [5]. It is assumed that u is trying to bring or
keep the state in the set K, whereas ΔΔΔ is trying to drive it out of K. To ensure the
game is well-posed, u is restricted to play non-anticipative strategies with respect to
the unknown uncertainties ΔΔΔ .

For the types of safety problems considered here, a set of initial states has to
be established such that u can win the game, in other words the set Reach can be
characterized as follows:

Reachrobust (t,K) =
{

x ∈ R
n|∀ΔΔΔ ∈ D,∃u ∈U[t,T ] ,

∃τ ∈ [t,T ] ,φφφ (τ, t,x,u(·) ,ΔΔΔ) ∈ K}

As done elsewhere in the literature[15], the characterization of this set can be
done according to the principle of duality:

Reach(t,K) = (Inv(t,Kc))c (22)

Through this principle, it can be characterized as an INFMIN problem[15]. The crux
is to include the Δ ’s as disturbances in the optimization function, they oppose the
optimization over u. Consider a closed set K, that can be written as the level set of
a continuous function l : Rn → R, i.e. K = {x ∈ R

n| l (x)� 0}. As a consequence,
the Invariance optimization formulation becomes[5]:

Inv(t,K) = {x ∈ R
n|V2 (x, t)� 0} (23)

with:
V2 (x, t) = inf

u(·)∈U[t,T ]

sup
ΔΔΔ∈D

min
τ∈[t,T ]

l (φφφ (τ, t,x,u(·) ,ΔΔΔ )) (24)

This can be reformulated into an Hamilton-Jacobi-Bellmann Partial Differential
Equation[15, 5]:

∂V2

∂ t
(x, t)+ min

τ∈[t,T ]

{
inf

u(·)∈U[t,T ]

sup
ΔΔΔ∈D

∂V2

∂x
(x, t) f(x,u,ΔΔΔ)

}
= 0 (25)

where V2 (x,T ) = l (x) holds for backward integration and V2 (x, t) = l (x) applies
to forward integration. These HJB PDE’s can be solved by level sets, for which a
toolbox is available in Matlab R©[18].

A more elaborate discussion of the optimization strategy, and the detailed ap-
proach followed, is discussed by Lombaerts et al[12].
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2.4 Maximum Bank Angle Calculation

The maximum bank angle φ can be calculated as the bank angle at which the vertical
component of the maximum attainable lift vector balances the weight vector of the
aircraft. This means that banking the aircraft at the current airspeed beyond this
maximum angle will result in a stall. This concept is illustrated in Fig. 6.

Fig. 6 Force balance between lift and weight in a turn

Equilibrium of forces in the vertical plane requires that:

Lcosγ cosφ =W (26)

Rewriting for bank angle φ :

cosφ =
W

Lcosγ
=

W

CL
1/

2ρV 2S cosγ
, (27)

For extreme bank angles the following relationship can be derived:

cosφmax =
W

Lmax cosγ
=

W

CLmax
1/

2ρV 2S cosγ
, CLmax =CL0 +CLα αmax (28)

Therefore, it can be stated that:

±φmax =±min

{
arccos

(
W

CLmax
1/

2ρV 2S cosγ

)
,35◦

}
(29)

where CLmax = CL0 +CLα αmax. In this calculation the current values for airspeed V
and flight path angle γ are used, the up-to-date values for CL0 and CLα as provided
by the identification algorithm, as well as the maximum angle of attack αmax. For
normal maneuvers of a conventional civil airliner, the maximum bank angle is not
expected to exceed 35◦.
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Reducing speed will restrict the available bank range to lower values of ±φmax.
At stall speed, no bank authority will be left. Some typical values for the nominal
RCAM model are given in Table 2.

Table 2 Some typical values of maximum bank angle at different airspeeds for the RCAM
model

V [m/s] α[◦] φmax[
◦]

75 3 ± 60
59 9 ± 35
53 14.5 ≈ 0

3 Additional Information Provided to the Pilot
over the Cockpit Displays

The information obtained from the envelope estimation algorithm can then be pre-
sented to the pilot. This is done in the primary flight display (PFD). The speed and
flight path angle boundaries, which apply for the current bank angle and sideslip
angle, are shown on the relevant parts of the PFD. Also the bank angle limits are
displayed on the PFD.

The calculated true airspeed boundaries (TAS) are converted to indicated air-
speed (IAS) by taking into account altitude varying air density and presented on the
speedtape at the left hand side of the artificial horizon in the PFD. The flight path
angle information γ is translated into vertical speed ḣ and presented on the vertical
speed tape at the right hand side of the artificial horizon in the PFD.

Safe envelope information presented on the vertical speed tape, as illustrated in
Fig. 7, is absent in current PFDs. In this new setup, the amber lines mark the vertical
speed ranges where no equilibrium can be established. In practice, this means that
speed will increase in the lower amber region, even for idle thrust, and that speed
will decrease in the upper amber region, even with full thrust. The red barber poles
mark the ranges where the maneuverability envelope is left. In practice, this means
that it is impossible to reach this range and return to trim within 5 s for each direc-
tion. For the bank angle limits, the amber region is static on the 35◦ marker. The red
barber regions indicate where stall will occur and are determined by the maximum
bank angle as calculated in Sec. 2.4.

4 Application Examples

Two main application examples have been considered in this research, both scenar-
ios have an impact on the speed boundaries of the safe flight envelope. The first one
is a generic simplified icing scenario, the latter is an unscheduled stabilizer deflec-
tion. The nature of both scenarios is elaborated in detail, after which the calculated
effects on the envelope are analysed. Finally the observations are verified from a
flight dynamics point of view.
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Fig. 7 The envelope limits as displayed on the primary flight display, and how they are driven
by the envelope calculation

4.1 Icing Scenario

In specific atmospheric conditions, ice accretion is possible on the aircraft wings.
In this example, it is assumed that the regular thermal anti-ice systems, which are
conventional equipment on all civil airliners, are operating but are not successful in
removing all and/or preventing any ice being built up on the wings. This example
will focus on the impact of ice accretion on the flight performance envelope of the
aircraft.

4.1.1 Impact on the Simulation Model

The influence of icing can be injected into the maneuverability model through two
primary mechanisms. First, changes in the flight dynamics are represented through
the aerodynamic parameters. Typically, icing will decrease lift CL and increase drag
CD. For this simplified example, all lift coefficients (CL0 and CLα ) have been scaled
down by 20%, and all drag coefficients (CD0 , CDα and CDα2 ) up by 20%. The second
mechanism is modeling diminished control authority through the set B of overall
allowable virtual inputs. For example, the maximum permissible angle of attack
may diminish due to icing. In this generic example, the stall angle of attack αmax is
reduced from 14.5◦ to 8◦, in addition to the coefficient changes, and its impact on
the safe flight envelope has been analysed.

4.1.2 Effect on the Safe Flight Envelope

Fig. 8(a) shows that a 20% decrease in lift combined with a 20% increase in drag
results in a shift of the trim envelope towards higher airspeeds and lower flight path
angles. The following force equilibrium equations explain this physically:
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CL (α)
1
2

ρV 2S = W cosγ ≈W (30)

T −CD (α)
1
2

ρV 2S = W sinγ ≈W γ (31)

Due to the reduced lift capability, it can be seen in Eq. 30 that a higher airspeed is
needed to compensate for the aircraft weight. On the other hand, an increase in drag
means that less net excess thrust is available for climb in Eq. 31. If the maximum
angle of attack limit αmax is reduced, then there is a further reduction in maximum
lift capability, which is translated into a shift to the right of the left limit of the trim
envelope, as shown in Fig. 8(b). Note that a decrease in αmax leads to the loss of any
possibility to establish trim below approximately V = 70m/s.

(a) icing effect (b) icing effect and reduced αmax

Fig. 8 Comparison of trim envelopes of the damaged and undamaged RCAM model

Next the V,γ maneuvering envelope is calculated for bank angle ϕ = 0, with and
without generic icing scenario involving 20% decrease in lift force and increase in
drag force, and with an additional envelope degradation scenario caused by a re-
duced maximum angle of attack. This example builds further on the results for the
trim envelope, as presented in Fig. 8. The intersection of forwards and backwards
reachability is defined as the safe maneuvering envelope and is shown in Fig. 9.
The time horizon in this example is set at T = 5s. This choice is based on the time
constants of the considered relevant dynamics. The blue rectangular contour corre-
sponds to the rectangle with the largest area which can be drawn in the trim envelope
of the nominal aircraft as depicted in Fig. 3. Similarly the red contours correspond
to the rectangles with the largest area which can be spanned in the trim envelopes of
both damage scenarios in Fig. 8(b).

Comparing undamaged and damaged envelope boundaries shows the influence
of the damage characteristics. In Fig. 9(a), it can be seen that the safe maneuvering
envelope shift is similar as for the trim envelope. A higher speed range is needed
to compensate for the loss in the lift force coefficient, and not as large positive
flight path angles can be reached due to the smaller excess of net thrust due to the
increased drag. In Fig. 9(b), it can be seen that the restriction on maximum angle
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(a) Effect of 20% decrease in lift coefficient
and 20% increase in drag coefficient

(b) Additional envelope degradation caused
by reduction of maximum angle of attack

Fig. 9 Calculation of safe maneuvering envelope sets through forward and backward reach-
ability analysis over T = 5s, based on calculated trim envelope boundaries and identified
aerodynamic parameters. Upper left envelope areas correspond to nominal configuration.

of attack leads to a further shrinking of the maneuvering envelope, especially for
slower speeds since stall will occur for higher airspeeds.

Extensive Monte Carlo analyses have been performed in order to verify the accu-
racy of the boundaries of the estimated maneuvering envelopes. These analyses have
been based on the non-simplified aircraft model, ignoring the assumption that the
aerodynamic angles α and β should be small. All these Monte Carlo analyses have
confirmed that the results provided here are accurate and that the simplifications
hold for the current ranges of the aerodynamic angles, namely α ∈ [0◦;14.5◦] (no
icing) and β ∈ [−5◦;+5◦]. This is an important conclusion which makes a relevant
on-line safe maneuvering envelope estimation tool much more feasible.

4.1.3 Maximum Bank Angle in Icing Conditions

Since the total maximum lift capability CLmax of the aircraft characteristics will de-
crease in an icing scenario, while the total weight W will remain unchanged, it can
be expected that this will have a significant impact on the maximum bank angle. As
a consequence cosφmax will increase, which corresponds to a decrease in φmax. The
effect and comparison without icing is shown in table 3.

4.2 Stabilizer Misalignment

Another scenario considered in this study, was a nose down stab trim misalign-
ment, which generates a pitch up moment. The disturbing moment must then be
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Table 3 Some typical values of maximum bank angle at different airspeeds for the RCAM
model with and without icing

V [m/s] 84 75 66 59 53
φmax[

◦] with ice ± 60 ± 50 ± 35 ≈ 0 /0
φmax[

◦] no ice ± 66 ± 60 ± 49 ± 35 ≈ 0

counteracted by the elevators, which come close to their saturation limits. This re-
sults in significantly stricter upper envelope limits on speed and climb rate. For prac-
tical purposes, it is important to achieve zero angular rates around all body axes, in
order to establish a stabilized final approach. Relying on Newton’s second law for
rotations: Ma = Iω̇ωω +ωωω × Iωωω, the requirement for ωωω = 0 as well as ω̇ωω = 0, results
in the requirement that the total aerodynamic moment Ma (the pitching moment M
around the Y-axis in the specific case considered here) should be equal to zero.

Considering Eq. (10) for this specific case:

Cm = 0 =Cm0 +Cmα α +Cmq

qc̄
V︸ ︷︷ ︸

q=0

+Cmδe
δe + Cmih

ih︸ ︷︷ ︸
disturbance

+CmT

T
q̄d2

eng
(32)

for the combination of the required pitch rate q = 0 and the disturbance ih caused
by the misaligned stab, together with the given trim values for angle of attack α
and thrust T calculated earlier, a specific value for elevator deflection δe is needed
in order to balance the total Eq. (32), while taking into account the upper saturation
limit of the elevator δemax . Eq. (32) is an additional trim requirement, besides Eq. (9).
In most conventional flight conditions without stab misalignment, Eq. (32) has no
effect on the shape of the trim envelope. However, the impact on the trim envelope
is significant for large angle stabilizer misalignment, as can be seen in Fig. 10.
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Fig. 10 V,γ trim envelopes for different stabilizer misalignment scenarios for bank angle
ϕ = 0 and sideslip angle β = 0. Elevator saturation limits are −30◦ and +20◦.

Fig. 10(a) shows that the required elevator deflections for a stabilizer stuck at
0◦ vary between −8◦ and 15◦ over the entire trim envelope, which is well between
the elevator saturation limits −30◦ and +20◦. However, Fig. 10(b) and 10(c) show
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a totally different situation for a stabilizer misalignment at 6◦ or 8◦ nose down re-
spectively. The pitch up moment which is generated requires significant elevator
deflection and they hit their maximum limit at δemax = 20◦ within the trim envelope
calculated based on lift an drag. This additional input constraint results in the fact
that the envelope is significantly smaller. For level flight γ = 0◦, the conventional
maximum airspeed of V = 135m/s is reduced to V = 100m/s for ih = −8◦ to pre-
vent elevator saturation. This is relevant information, which increases the crew’s
situational awareness significantly in this type of scenario.

5 Conclusions and Recommendations

The methods presented in this paper have three distinguishing features. First, instead
of linearizing the full aircraft dynamics model, a representative compact nonlinear
model has been determined. This enabled rapid numerical computations, which are
more representative of the aircraft performance than would be obtained through lin-
earized models. Second, the integrated modular approach involving system identifi-
cation – trim envelope calculation – maneuvering envelope calculation leverages the
same dynamics model to estimate the safe flight envelope from currently available
flight data as provided by current sensor packages on-board civil airliners, while also
establishing confidence regions biased towards greater uncertainty when insufficient
input excitation is available. Furthermore, the system identification process makes
the global approach adaptive for (unintentional) configuration changes and damage,
which has been shown in the application examples. Third, the safe maneuvering
envelope maximizes the options pilots or automation systems have to recover the
aircraft in damage scenarios, while remaining robust to the uncertainty in the sys-
tem identification process. The net result is an increased flexibility for developing
advanced aircraft diagnostics that provide the bottom line maneuverability of the
aircraft as an output, and this is expected to have important applications to flight
planning, trajectory generation, guidance algorithms, and pilot displays.

6 Further Research

The display features presented here, providing up to date safe flight envelope in-
formation to the flight crew, have been evaluated in the Advanced Concepts Flight
Simulator at NASA Ames Research Center to investigate the impact on aircraft en-
ergy state awareness of the crew. Commercial airline crews have flown multiple
challenging approach and landing scenarios in a relevant environment simulating
the airspace around Memphis International Airport. More details and extensive re-
sults of this specific simulator study can be found in Ref. [11].
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A Sigma-Point Kalman Filter for Remote
Sensing of Updrafts in Autonomous Soaring

Martin Stolle, Yoko Watanabe, and Carsten Döll

Abstract. Autonomous soaring is a promising approach to augment the endurance
of small UAVs. Most of the existing work on this field relies on accelerometers
and/or GPS receivers to sense thermals in the proximity of the vehicle. However,
thermal updrafts are often visually indicated by cumulus clouds that are well char-
acterized by their sharp baselines. This paper focuses on a cloud mapping algorithm
which estimates the 3D position of cumulus clouds. Using the meteorological fact
of a uniform cloud base altitude a state-constrained sigma-point Kalman filter (SC-
SPKF) is developed. A method of using the resulting cloud map and its uncertainty
in the path planning task to realize a soaring flight to a given wayoint is presented
as a perspective of this work.

1 Introduction

Accelerated by a breakthrough in micro electromecanical systems (MEMS), small
UAVs and the role they play in our society, be it military or civil, have grown in
importance in the near past. However, their utility is still restricted due to small pay-
load capacities as well as poor endurance and small operational ranges. One existing
idea to overcome these still predominant drawbacks, is to apply flight control and
guidance algorithms for soaring flight [1, 2, 3]. The soaring flight makes use of up-
drafts to lift the UAV and hence to reduce the transported mass dedicated to energy
(battery or fuel). Moreover, soaring UAVs operate silently which clearly is a benefit
for military purposes.
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Generally speaking, soaring flight combines all kind of techniques to keep an
unpowered aircraft airborne. Dynamic soaring for instance is a technique where the
vehicle harnesses energy from horizontal wind gradients. In thermal soaring energy
is gained by relying on uprising currents of air. These buoyant plumes of rising air
result from gradients in the earth’s surface heating and can reach heights of up to
4000m above ground according to [4]. In cross-country soaring, gliders fly beyond
the gliding distance from the initial take-off point performing waypoint navigation.

Amongst existing approaches to automatic cross-country soaring, the work of
Edwards et al. [5] is the only one which includes flight testing. His work lead to the
participation in a cross-country soaring challenge for remotely piloted gliders and
the performance of a fully autonomous soaring flight over a distance of 50km. With
no a priori information about thermal locations in the far environment, the flight
path was defined as the direct line between two consecutive waypoints. The aircraft
flight control mode was set to thermal centering mode, when encountering strong
enough thermals on the path - detected by Inertial Measurement Unit (IMU) and
GPS measurements. With this suboptimal flight path, the UAV could only benefit
from a subset of possible updrafts - more precisely those that were directly located
on the line of sight to a given waypoint. Evidently this approach is limited to con-
ditions where a strong density of thermals is provided along the direct path and by
consequence carries a significant risk of mission failure.

The author of [6] considered autonomous cross-country soaring from a top down
approach and proposed path planning algorithms assuming that a perfect map with
pinpoint thermal locations is at hand which raises doubts about its applicability
beyond the synthetic case of computer simulations.

Human glider pilot mostly rely on their vision to locate thermal updrafts indi-
cated by cumulus clouds. Doing so they can fly distances of up to 3000km. Inspired
by these performances, the paper on hand describes the development of an algorithm
for remotely sensing thermal updrafts by locating cumulus clouds. An increased un-
certainty of a thermal position estimate can significantly augment the time the UAV
will spend on hitting the thermal and thus impacts the cross-country soaring perfor-
mance. Therefore, the filter was designed to not only provide fast convergence but
also a confident estimation of the thermal position uncertainty. Finally, a perspec-
tive is presented on how to take into account the uncertainty of estimated thermal
positions in the cost of a cross-country path planning algorithm.

2 Cumulus Clouds and Thermal Updrafts

Consider a UAV flying in a sky that is partly covered by cumulus clouds. Depending
on their stage, these clouds are the most important visual indicator for thermals that
glider pilots rely on during thermal soaring.
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2.1 Thermals and Their Visible Features

Vision-based object recognition algorithms detect objects in the real world from an
image of the real world based on models. Since algorithmic description of this task
still remains difficult, especially when dealing with objects such as clouds, varying
in shape, color and texture, most simple and informative features are to be used in
order to augment the recognition performance.

(a) Growth (b) Decay

Fig. 1. Growth and decay of a cumulus cloud

Clouds that are based on thermals, in general undergo a certain decay and rebirth
process consisting of two different stages. As long as a thermal source on the ground
feeds the cloud, it will continue growing and remains in the first building stage
(fig. 1a). In case the thermal source vanishes, the cloud will start dying out (fig. 1b).
The stages of a cumulus cloud are indicated by a variety of visible signs. For a
growing cumulus, these features include sharp outlines as well as a dark and flat
baseline. In contrast, the shape of a dying cloud is poorly defined and its baseline
is rather frayed. In addition to these contrast and shape indicators, the color of a
cumulus cloud varies as well during its cycle. While a growing cumulus cloud will
tend to be gray or white, a dying cloud appears to be off color since its moisture
particles evaporate which results in a change of its reflectivity.

Regarding these facts, the most simple-to-detect feature of a far away growing or
mature thermal is the baseline of its related cumulus. In this paper, it is supposed
that an image processing algorithm capable of extracting the baseline center of a cu-
mulus cloud, as illustrated in fig. 2 is available. A simple but yet efficient algorithm
for edge detection could therefore be used as presented by the author of [7].
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Fig. 2. Baseline detection of a cumulus cloud

2.2 Dynamics of Cumulus Clouds

Solar radiation causes heating of the earth’s surface. Variations in the heating of
the ground result in rising parcels of air. On a day with typical soaring weather
conditions, these parcels will first rise under dry adiabatic conditions i.e. without
condensation. Once reaching the Cumulus Condensation Level (CCL) which is the
point where the relative humidity of the parcel attains 100%, water vapor starts con-
densing and cumulus cloud droplets are formed. As shown in [8] and illustrated in
fig. 3, the cumulus cloud base altitude zc is the line intersection of the Dry Adiabatic
Lapse Rate (DALR) and the Dew Point (DP).

zc =
T0 −Td,0

∂T
∂ z − ∂Td

∂ z

≈ 125(T0 −Td,0)[
m
K
] (1)

with T as the air temperature and Td the dew point temperature. Note that the factor
125 corresponds to a temperature of 20◦C and barely varies with the temperature.
The index 0 stands for the temperature on ground. The index e (as used in fig. 3) is
used for a local North East Down (NED) frame.

When flying over a region with constant geological and orographical structure,
only tiny variations of the temperature difference between air and DP can be found
[9]. Consequently, the cloud base is nearly uniform as depicted in fig. 3 which lin-
early constraints the altitude of each individual cloud base. The following section
describes a cloud mapping algorithm that incorporates this constraint.



A Sigma-Point Kalman Filter for Remote Sensing of Updrafts 287

(a) Cloud base definition (b) Cumulus clouds with uniform cloud base
altitude

Fig. 3. Dynamics of cumulus clouds

3 Cloud Mapping Algorithm

Combining the UAV’s state estimates with the output of the image processing al-
gorithm, it becomes possible to estimate the 3D position of clouds in the inertial
reference frame (index g). This problem is referred to as bearings-only target local-
ization.

3.1 State Definition and Process Model

With the cloud map containing the individual positions of all n clouds that are en-
countered during a flight, the 3× n dimensional state vector x is defined as

x =
[
xT

1 xT
2 . . . xn

T
]T

(2)

where xi represents the cloud position of a single cloud in a local NED frame. The
index g is not further carried for the sake of better readability. In general, the wind
velocity has an effect on the drift of cumulus clouds, even if due to the inertia of the
thermal air (note that the mass of a cumulus cloud can measure into the thousands
of tons), cumulus clouds drift much slower than the surrounding air. Therefore, we
consider a scenario with no cloud drift corresponding to weather conditions with
only little or no horizontal wind. This assumption is legitimate, since algorithms
will be tested on a small UAV glider whose flight envelope restricts operation to low
wind conditions. In that case, the state transition equation for a single cloud xi can
be modeled as

xi,k = f (xi,k−1)+wi,k−1 = xi,k−1 +wk−1 (3)



288 M. Stolle, Y. Watanabe, and C. Döll

where w is the white and Gaussian process noise with covariance Q i.e.

w ∼ w(0,Q) (4)

3.2 Measurement Model

3.2.1 Pixel Coordinates of Cloud Baseline’s Center

A forward looking camera is mounted on the UAV with a fixed offset from the
vehicles center of gravity (CG) as well as a known angular offset from the body axis.
At each time instance, the image processing algorithm outputs the center positions
of the m cumulus cloud baselines in the image resulting in a 2×m dimensional
measurement vector

yip =
[
yT

ip,1 yT
ip,2 . . . yT

ip,m

]T
(5)

Note that the index ip is used for vectors in the image frame in pixels and the index
im denotes vectors in the image frame in meters as described in fig. 4. To project
vectors from the camera frame (index c) onto the image plane, a pinhole camera
model as shown in fig. 4 is used.

Fig. 4. Pinhole camera projection model

A transformation from the inertial to the image frame in pixels is given by

yip =
1
ε

Tipg x (6)

where ε is the image depth. The transformation matrix Tipg includes the translation
from the target to the vehicle Tvg, the rotation from the vehicle to the body frame
Tbv, the combined translation and rotation from the body to the camera frame Tcb
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as well as the combined projection and unit conversion (m to px) C from the camera
frame onto the image plane (see fig. 4)

Tipg = CTcbTbvTvg (7)

with the camera calibration matrix C being defined as

C =

[
0 fx 0x 0

− fy 0 0y 0

]
(8)

The two quantities fx and fy are function of the focal length f and the unit conver-
sion factors Sx and Sy

fx =
f

Sx
and fy =

f
Sy

where the unit conversion is given by

Sx =
yim

xip − 0x
and Sy =

xim

−yip − 0y

Note that the parameters 0x and 0y are the offsets to the center of the image from the
upper left hand corner.

Adding Gaussian white measurement noise v, with zero mean and covariance R,
the discrete measurement equation is stated as

yk = h(xk)+ vk =
1
ε

Tipg,kxk + vk = Hxk + vk (9)

Note that from here on the index of the measurement vector (ip) is not further carried
for the sake of better readability.

3.2.2 Pseudo Measurement for the Altitude Constraint

Significant filter performance augmentations can be reached when including the
dynamic relation between cloud base altitudes as a state constraint in the estimation
process. Applied to the path planning, a faster convergence of position estimates
and covariances will as well invoke a faster reduction of the uncertainty ellipses.
Consequently, the cross- country speed of the UAV glider increases, since less time
will be spent on encountering thermals.

However, this benefit comes with a price. The assumption of a uniform cloudbase
is an approximation of the reality, and thus only a soft constraint where it is hard to
detect constraints violations during estimation.

To comprise the uniform cloud base state constraint, the 2×m dimensional mea-
surement vector eq. (9) is augmented with the pseudo measurement d

ya =

[
y
d

]
=

[
H
D

]
x+

[
v
v1

]
(10)
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where d is a null vector of dimension n and D is the n× 3n-dimensional constraint
matrix with diagonal elements D1 =

[
0 0 (1− 1

n)
]

and off-diagonal elements D0 =[
0 0 −1

n

]
carrying the geometrical state restriction that the individual cloud bases zi

equals to the mean cloud base z̄. v1 is the white Gaussian noise of the state constraint
with covariance R1.

3.3 Estimation Algorithm

The bearings-only target localization is a highly nonlinear estimation problem. A
variety of nonlinear filters has been proposed to solve this problem. What is common
to nearly all of these methods, is the idea of providing a least squares estimate of
the process’s state. The standard approach for nonlinear estimation is the Extended
Kalman Filter (EKF) that however comes with two significant drawbacks. Not only
that the computation of the Jacobians is usually cumbersome, but if the linearization
is poor, the estimated state covariance will tend to be inconsistent and in the worst
case overconfident as discussed in [10]. Projected to the problem of autonomous
cross-country soaring, this will erroneously tighten the error ellipsoid associated to
the estimated position of a cloud and potentially results in a thermal search within
an area of sinking air.

A common way to cope with this known weakness of the EKF is to artificially
magnify the state covariance after each update or simply to drop certain observa-
tions. This is however an unfortunate and iterative procedure, since it discards in-
formation that is potentially useful.

A main challenge of the bearings-only target localization is caused by its lack of
depth-observability. With the trajectory having a significant impact on the observ-
ability, there have been attempts [11] to design trajectories that optimize the target
observability. However, in the case of autonomous cross-country soaring where the
clouds are far away from the observing vehicle and the UAV aims to minimize en-
ergy consumption, favoring target observability in the trajectory design is inefficient.
More recently, a group of algorithms [12, 13, 14, 15] has been published to address
the issues of the EKF by using deterministic sampling approaches circumventing
both laborious linearization and suboptimal performance due to poor linearizations.
These algorithms referred to as sigma-point Kalman filters (SPKF) as well follow
the prediction-correction procedure of the Kalman filter. But rather than linearizing
the nonlinear system equations, they use the intuition that it is easier to approximate
a probability distribution than it is to approximate an arbitrary nonlinear function or
transformation. This is done by first propagating a weighted set of samples called
sigma points X through a nonlinear function. Then, the statistic properties of the
propagated state are recaptured. The principle behind this probability distribution
approximation is called Unscented Transform (UT) and was first presented in [12].
SPKF show a certain resemblance to Particle Filters (PF) in the way that the prob-
ability distribution is approximated by a set of points. However, they operate with
a much lower number of points reducing computational effort which renders them
more appropriate for real time implementation. This has led to the SPKF of [14]
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Fig. 5. Data flow during estimation

where the authors present a filter, capable of operating with a minimum set of sigma
points that contains the most important information of the state’s probability distri-
bution.

A state-constrained version of this filter has been developed to estimate the posi-
tion of clouds. The data flow during the estimation process is depicted in fig. 5. In
the following, the individual tasks during estimation are discussed.

3.3.1 Prediction

Before conducting the actual prediction using the UT, a set of weight vectors ηηη is
computed. These vectors depend on both the scaling parameters α, β , κ and the
state dimension L = 3× n.

λ = α2 +(L+κ)−L

ηm
0 = λ/(L+λ )

ηc
0 = λ/(L+λ )+ 1−α2−β

ηm
i = ηc

i = 1/[2(L+λ )], i = 1, ...,2L (11)

According to this notation, the indices m and c in eq. (11) stand for measurement and
covariance respectively. With the state estimate prior to k, the sigma points follow
as

Xk−1 =
[
x̂k−1 x̂k−1 +

√
L+λ

√
Pxx

k−1 x̂k−1 −
√

L+λ
√

Pxx
k−1

]
(12)

Note that there are different approaches to compute the square root of a matrix.
As suggested in [16], the lower Cholesky decomposition method is applied i.e.√

P = chol(P). Each of the sigma points X (i) is then propagated through the state
transition function eq. (3) yielding the propagated state
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X (i)
k|k−1 = f(X (i)

k−1) for i = 1, ...,2L+ 1 (13)

In this notation, the index k|k−1 stands for the state at time k incorporating knowl-
edge prior to k and the parenthesized superscript stands for the index of the sigma-
point. Also note that (eq. (13)) is only mentioned for the purpose of completeness,
since the propagation does not impact the state as can be seen in eq. (3).

With the weight vector ηηηm
i the mean of the propagated state is

x̂k|k−1 =
2L+1

∑
i=1

ηm
i X (i)

k|k−1 (14)

Given the process noise covariance Q = E[wwT ], the propagated state covariance
matrix yields

Pxx
k|k−1 = Q+

2L+1

∑
i=1

ηc
i (X (i)

k|k−1 − x̂k|k−1)(X (i)
k|k−1 − x̂k|k−1)

T (15)

Each of the sigma points is then processed through the nonlinear measurement equa-
tion, leading to a set of 2L+ 1 predicted observations

Y(i)
k|k−1 = h(X (i)

k|k−1) for i = 1, ...,2L+ 1 (16)

This yields the mean of the predicted measurement

ŷk|k−1 =
2L+1

∑
i=1

ηm
i Y(i)

k|k−1 (17)

Summing the measurement covariance R and the covariance of the transformed
state, the predicted measurement covariance is

Pyy
k|k−1 = R+

2L+1

∑
i=1

ηc
i (Y(i)

k|k−1 − ŷk|k−1)(Y(i)
k|k−1 − ŷk|k−1)

T (18)

The prediction step is accomplished with the computation of the cross covariance
matrix

Pxy
k|k−1 =

2L+1

∑
i=1

ηc
i (X (i)

k|k−1 − x̂k|k−1)(Y(i)
k|k−1 − ŷk|k−1)

T (19)

3.3.2 Data Association, Measurement Augmentation and Adjustment

Depending on meteorological conditions, the density of the thermals in an area can
significantly vary [4]. Assuming that each thermal is visible through convection i.e.
brings out a cumulus cloud, multiple clouds will simultaneously lie in the camera’s
field of vision. Therefore, precise matching between incoming measurements and al-
ready registered estimates is required to avoid filter divergence. Also, measurements
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from newly detected clouds have to be distinguished from those belonging to already
initialized ones.

Data association

In this work, we apply a gated nearest neighbor approach based on the Mahalaboni
distance. Where the underlying idea is to compute the probability that a predicted
measurement corresponds to an incoming measurement. This technique has proven
to work reliably [17, 18], provided that the uncertainty of the predicted measure-
ments Pyy

k|k−1 is sufficiently small.
At each time instance with incoming measurements for m detected clouds, the

measurement vector is defined by eq. (9). A score r is defined and computed for the
m× n combinations between predicted measurements and incoming measurements

r(i j)
k = (y( j)

k −Y(i)
k|k−1)P

yy,i
k|k−1(y

( j)
k −Y(i)

k|k−1)
T (20)

An estimate with index i is updated with a measurement with index j if their com-
mon score ri j is the minimum score of all the scores belonging to the measurement j
and is smaller than some fixed threshold known as gate g. This procedure leads to a
2× l dimensional vector ζζζ k =

[
ζζζ k,y ζζζ k,ŷ

]
containing the indices of the l associated

pairs of estimates i and measurements j.
If not all measurements have been related to an initialized estimate, those mea-

surements that have erroneously not been related and the ones that arise from a
newly detected cloud have to be distinguished. Therefore, for all of the measure-
ments that have not been associated, it is checked if they attain the minimum score
to any of the n estimates. In case this statement is false, measurement j is consid-
ered as a newly detected cloud and used to initializue a new cloud state. Otherwise,
it is rejected. The indices of measurements that are used to initialize new clouds are
stored in a vector ξξξ k.

Adjustment

As illustrated in fig. 5, the predicted quantities ŷk,P
yy
k|k−1,P

xy
k|k−1 and the measure-

ment vector yk are adjusted by selecting the relevant elements (index vector ζζζ )
which have been related to a measurement. Where the index e stands for effect
(see fig. 5).

yk,e = ŷk(ζζζ k,y) with ζζζ k,y =
[

j1, . . . , jl
]T

and 0 ≤ l ≤ m

ŷk|k−1,e = ŷk|k−1(ζζζ k,ŷ) with ζζζ k,ŷ =
[
i1, . . . , il

]T

Pyy
k|k−1,e = Pyy

k|k−1(ζζζ k,ŷ,ζζζ k,ŷ)

Yk|k−1,e =Yk|k−1(ζζζ k,y,ααα) with ααα =
[
1, . . . n

]
Pxy

k|k−1,e = Pxy
k|k−1(ααα,ζζζ k,ŷ) (21)
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Measurement augmentation

According to eq. (10), both the adjusted measurement yk,e as well as the adjusted
and predicted quantities ŷk,e,Yk|k−1,e vector are augmented using the state constraint
on the uniform cloud base yielding

yk,a =

[
yk,e

dk

]
and ŷk,a =

[
ŷk|k−1,e

d̂k

]
(22)

where d̂ containts the n variations from the individual cloud base zi to the mean
cloud base z̄

di = zi − zc

Also, the measurement noise is augmented such that Ra = diag(R,R1).
The prediction steps eqs. (17) to (19) are then recomputed for the augmented

quantities yielding ŷk,a,P
yy
k|k−1,a and Pxy

k|k−1,a.

3.3.3 Correction

Using the adjusted predicted quantities as well as the adjusted measurement vector,
the classical Kalman correction step is accomplished following

Kk = Pxx
k|k−1(P

yy
k|k−1,a)

−1

x̂k = x̂k|k−1 +Kk(yk,a − ŷk|k−1,a)

Pxx
k = Pxx

k|k−1 −KkPyy
k|k−1,aKT

k (23)

3.3.4 Cloud Initialization and State Augmentation

Each time a new cloud is detected, both its initial estimate x its error covariance
Pxx have to be computed from only one measurement. The state initialization causes
potential difficulties, because the data association is prone to errors in the covariance
of the predicted estimate.

Clouds are assumed to have approximately the same base altitude. Therefore,
it is straightforward to compute the initial state estimate by calculating the plane-
line intersection between the cloud base plane and the line-of-sight from the current
vehicle position p along the bearing b to the new cloud, if some knowledge of the
cloud base z0 is given. For the very first cloud, an a-priori estimate of the cloud base
z0 is used. Subsequent clouds are initialized based on the actual estimated altitude.
The initial cloud position (

[
x y z0

]T
) can be obtained by the function s with an input

vector m =
[
p q z0

]T
as shown in eq. (24)

x =

[
x
y

]
= s(m) =

[
px

py

]
+ μ

[
bx

by

]
(24)

Where the bearing b and the magnitude μ are defined as:
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b = T−1
ce

⎡
⎢⎢⎣

yx

yy

1
1

⎤
⎥⎥⎦ and μ =

z0 − pz

bz
(25)

Unscented transformation proves again to be a convenient method to convert the
measurement uncertainty Pm into an initial state covariance

Pm =

⎡
⎣σ2

yx
0 0

0 σ2
yy

0
0 0 σ2

z0

⎤
⎦=

[
R 0
0 σ2

z0

]
(26)

where σz0 is the standard deviation of the a-priori knowledge on z0. Defining the
incoming measurement vector M0, the related 2Li + 1 sigma points result as

M=
[M0 M0 +

√
L+λ

√
Pm M0 −

√
L+λ

√
Pm

]
(27)

Where the state dimension is Li = 3 when dealing with a single cloud. Each of the
2L+ 1 sigma points is instantiated through the initialization function s(m) which
yields the matrix O containing seven 3D positions of the cloud

O j = s(M j) (28)

Both the initial state estimate x0 and the state covariance Pxx
0 are then obtained

x = ō =
2L

∑
j=0

ηc
i o j Pxx =

2L

∑
j=0

ηc
j (O j − ō)(O j − ō)T (29)

As illustrated in fig. 5, the corrected state and covariance estimate are augmented
with the state and covariance of the initialized clouds.

4 Simulation Results

3DOF simulations were conducted for the following two purposes: First, to demon-
strate that the SPKF is able to provide a convergent and confident estimation of
cumulus cloud positions that can reliably be used for path planning algorithms. Sec-
ond, that the filter formulation with a soft state constraint based on the assumption
of a uniform cloud base leads to faster and still confident convergence of both state
and covariance estimation - even in case of strongly varying cumulus cloud bases.

4.1 Simulation Scenario and Settings

A forward looking camera was moved along a circular and climbing trajectory (as
shown in fig. 6) for an observation duration of 300s to simulate the estimation pro-
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Fig. 6. Camera trajectory

cess during a standard thermaling flight where the clouds repeatedly appear and
disappear on the image sensor due to the circular trajectory.

Cumulus clouds were located around the center of the trajectory for two scenarios
as depicted in fig. 7.Note that the camera’s trajectory is the circle around the origin.
It appears small due to the small scale of the map.
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Fig. 7. Cloud position estimation scenarios

The first scenario (fig. 7a) was chosen to demonstrate the performance of an un-
constrained filter formulation by observing only one cloud which suppresses the
last n rows of eq. (10). In the second scenario (fig. 7b), six clouds were positioned
around the center of the trajectory. In order to obtain realistic estimation results, the
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six cloud bases were normally distributed around a mean z̄c =−1500m with a stan-
dard deviation of σzc = 25m. Subsequently, the cloud base altitude of cloud number
one was biased by 100m to simulate strong variations. Note that cloud number one
has precisely the same horizontal position as the cloud in the first scenario.

The parameters of the camera model eq. (8) C, i.e. the focal length, field of view
and image size were selected to represent the performance of a small low-cost cam-
era. A constant and unbiased measurement noise v with a standard deviation of 5%
of the image size was used to simulate uncertainties evoked by the image detection
algorithm. Where the primary scaling parameter α which determines the spread of
the sigma points was set to 1, the secondary scaling parameter β was set to 2 which
according to [16] is the optimum value for Gaussian distributions. The tertiary pa-
rameter κ was set to a commonly-used value of 0. The process noise covariance Q
was chosen to be 0.01(m/s)2. The initial cloud base z0 can for example be obtained
as a cloud ceiling provided in METAR/TAF information. In this simulation it was
set to a value of z0 =−1200m with a significant uncertainty σz0 = 600m. The gate
g in the data association was set to 9.

As discussed in section 2, the soft state constraint enables faster convergence of
cloud position estimates. This is because, even if a cloud is out of the field of view,
its position estimate can be corrected based on the state constraint measurement (last
n rows in eq. (10)). However, the position estimation will be biased and/or the error
interval will be predicted too tight, if the assumption of a uniform cloud base does
not hold for a particular cloud, i.e. the state constraint is biased. A too small covari-
ance R1 will reduce the slackness of the constraint and cause a fast overconfidence
during estimation. Therfore, the parameter R1 has to be selected carefully depend-
ing on cloud base variations that can be encountered in the real world. That being
said, R1 was tuned with the second scenario such that the filter ensures estimation
confidence for clouds with an altitude variation of up to 100m. This value roughly
corresponds to the maximum the main author has observed during various cross-
country soaring flights and has been confirmed by a meteorologist. The procedure
lead to a parameter value of R1 = 750000m2.

4.2 Estimation Performance

The position estimate of the first cloud is considered to compare the filter’s perfor-
mance in terms of confidence and convergence for the unconstrained (noted unc. in
fig. 8) and c. for the constrained formulation as depicted in fig. 8. Recall that this
corresponds to the estimation performances of the two defined scenarios. While the
dark envelope and the dashed line denote the 3σ envelope and the position error for
the unconstrained case, the light envelope and the solid line correspond to the 3σ
envelope and the estimation error when considering the state constraint.
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Fig. 8. Estimation performance

As expected, both regarding rate of convergence and the error, the SCSPKF out-
performs the standard SPKF. In all three cases, the upper bound of the position error
is reliably predicted. The huge uncertainty of the initial cloud base impacts the fil-
ter’s transient behavior which can be seen in terms of estimation overshoots in the
beginning of the estimation process. Also, the settling time for the unconstrained
filter process is extended since each cloud is visible only for approximately 35%
of the estimation duration. Periods with no measurements can be seen at the long
horizontal segments within the graph. In contrast, for the constrained formulation a
significant reduction of the state’s settling time is obtained due to the measurement
augmentation.

Estimation degradation is expected whenever the vertical position of a cloud
strongly varies from the mean and its position update is only performed using aug-
mented measurements. This is particularly the case for clouds that lie behind the
camera’s field of view when flying towards the next waypoint in cross-country soar-
ing. However, this degradation is not predominant, since clouds that lie behind the
vehicle have no impact on the future path.
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5 Perspectives

This paper presented a method providing functionality to the remote sensing of ther-
mal updrafts. The information of both state and covariance estimation should be
taken into account in path planning algorithms to enable more efficient autonomous
cross-country soaring.

In general, the problem of autonomous cross-country soaring can be stated as a
waypoint navigation (from A to B) as illustrated in fig. 9.
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Fig. 9. Path planning problem

In this example, an unpowered UAV glider has to fly from waypoint A to way-
point B given position estimates for the two thermal updrafts T1 and T2, where the
true thermal centers are supposed to lie somewhere within the 2D error ellipses of
the estimates. The mission starts at waypoint A where the UAV is scanning the sky
for thermals while climbing in a thermal before planning the path to the next in-
termediate or global target B. The ability of the glider to perform this mission in
minimum time depends on three factors. Firstly, the vehicle’s performance in terms
of its glide ratio i.e. its capacity to transform potential energy into travelled dis-
tance. Secondly, the flight control’s performance to center around a given thermal.
Thirdly and most importantly meteorological conditions and the pilot’s capacity to
read them i.e. to locate far away thermals in order to plan the most efficient path.

If the direct path from A to B is not feasible due to the vehicle’s limited glide
ratio, it has to fly a detour via one of the two thermals to regain altitude. The total
flight time for the two path options is given by
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(A → T1 → B) : tAB = tAT1 + ten,T1 + tth,T1︸ ︷︷ ︸
time spent at T1

+tT1B

(A → T2 → B) : tAB = tAT2 + ten,T2 + tth,T2︸ ︷︷ ︸
time spent at T2

+tT2B

(30)

where the encounter time ten is the time to hit the thermal while searching within the
error ellipse, and the thermal time tth is the time spent in the thermal updraft dur-
ing climb. The latter depends on the initial altitude at which the vehicle enters the
thermal and the strength of the updraft as well as the cloud base. The vehicle is sup-
posed to leave the thermal once the cloud base is reached. Assuming equal thermal
strength, the two routes seem to be on par regarding the flight time. However, the
larger position uncertainty of T1 might require more time to encounter the thermal
using some search pattern whose size is determined by the error ellipse. That being
said, the uncertainty of the thermal position impacts the flight time. According to
Allen’s research on modeling thermal updrafts for autonomous UAV soaring [4],
the thermal radius rth as illustrated in fig. 9 can be predicted when knowing zc and
the altitude z at which the vehicle reaches the thermal

rth = 0.5

[
0.203(

z
zc
)

1
3 (1− 0.25

z
zc
)zc

]
(31)

Whenever the thermal radius rth is larger than the half of the semi minor b belong-
ing to the 2D error ellipse (see T̂1 in fig. 9), the maximum time to encounter the
thermal can be predicted by the speed V (which is considered to be constant during
operation) and the semi major a

ten =
a
V

(32)

Otherwise, a systematic search pattern has to be flown within the error ellipse. Re-
gardless of the pattern’s shape, the maximum time to encounter the thermal is

ten =
lp

V
where lp = lp(PT , p) (33)

where the pattern length lp depends on the uncertainty PT as well as on the shape of
the pattern p.

These upper bounds on te render it possible to incorporate the uncertainty of
thermal position estimates into the cost function thus reducing the total flight time.

Future work will concentrate on two fields. First, the design of path planning
algorithms for autonomous cross-country soaring including crucial meteorological
aspects as thermal updrafts and wind. Second, the design of image processing algo-
rithms capable of deducing information about thermals given images of clouds. This
includes for instance thermal strength prediction based on the color and contrast of
the related cumulus as well as cloud size and shape. If those visible features can
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be detected, and thermal strength can fairly be predicted, even more efficient path
planning becomes possible by taking into account this additional information.

6 Conclusion

In this paper, a SCSPKF was developed for remotely sensing thermal updrafts indi-
cated by cumulus clouds in autonomous soaring. Two design efforts were focused
on:

• Including the state constraint of a uniform cumulus cloud base for faster conver-
gence

• Maintaining estimation consistency and providing a confident estimate of the
uncertainty

Simulation results clearly demonstrate the benefits of the constrained filter formula-
tion in terms of convergence rate. The filter still provides consistent estimation for
strong model deviations with biases in the cumulus cloud base of up to 100m.

Finally, a perspective for a new path planning approach for autonomous cross-
country soaring was presented considering the uncertainty of thermal position esti-
mates to augment the efficiency of future UAV operations.
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Multiple-Model Adaptive Estimation  
of Time-Varying Residual Magnetic Moment 
for Small Satellites 

Halil Ersin Soken and Shin-ichiro Sakai 

Abstract. As the satellite size gets smaller, the residual magnetic moment (RMM) 
becomes the dominant attitude disturbance for the low Earth orbit satellites. Espe-
cially for advanced space missions such as astronomical observation, the RMM 
must be in-orbit estimated and compensated to increase the attitude pointing accura-
cy. Classical estimators can estimate the RMM terms accurately as long as the terms 
are constant. However, if there is unmodeled changes in the RMM parameters, as 
experienced for small satellite missions, then the estimations may deteriorate for a 
long time until the estimator catch the new values. In such cases the designer must 
sacrifice either the accuracy or the tracking capability of the estimator. In this paper, 
we propose a Multiple-Model Adaptive Estimation (MMAE) technique for the 
RMM estimation. By the use of a newly defined likelihood function both the steady 
state accuracy and tracking agility are secured for the estimator.  

1 Introduction 

The main attitude disturbance sources for Earth orbiting satellites are usually cate-
gorized in four as the gravity gradient, sun pressure, aerodynamic drag and residual 
magnetic moment (RMM). Specifically for the low Earth orbit (LEO) small satel-
lites, the RMM becomes dominant amongst these disturbance sources and effects 
of the rest decrease as the satellite size gets smaller [1, 2]. However, the magnetic 
disturbance is mainly caused by the onboard electric current loop, small permanent 
magnet in some devices or some special material on the satellite, and does not 
strongly depend on the satellite size [3]. Moreover, other disturbance sources can 
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be modeled accurately with onground simulations and further minimized during the 
design process. On contrary, pre-launch testing for onboard RMM characteristics is 
not easy because of the difficulties for providing a magnetically clean environment 
and more importantly, these characteristics differ after the launch [4]. 

The effects of the RMM on the attitude determination and control accuracy and 
the necessities for the RMM compensation are well discussed in [1-3]. In an early 
study for the RMM estimation Steyn and Hashida use the extended Kalman filter 
(EKF) for estimation and show the clear improvement in the attitude stabilization 
when the disturbance magnetic moment is cancelled [5]. In [1] an observer is de-
signed for the RMM estimation and then the disturbance effect is cancelled out  
using a feed-forward technique. It is stated that the feed-forward cancellation is 
preferred over the feedback controller because of being more efficient. Inamori et al. 
propose a Kalman filter (KF) based method and compare the RMM estimation accu-
racy of the EKF and unscented Kalman filter (UKF) [2]. In common, these studies 
prove that the RMM must be estimated and compensated for increasing the attitude 
pointing accuracy of small satellites. However, they mostly assume the RMM com-
ponents are constant in time. Such assumption is not correct in practice and the 
RMM parameters may change with sudden shifts because of the instantaneous varia-
tions in the onboard electrical current. Instantaneous variations in the current may be 
caused by switching on/off of the onboard electronic devices or going into/out of 
eclipse. Among the mentioned studies only Hosonuma et al. refer to the possibility 
of the sudden changes in the RMM terms but the authors state these changes are 
estimated with an off-line method and they do not give a clear description for the 
estimation process [3]. Should there be sudden changes in the estimated parameters, 
it becomes difficult to design the estimator and the estimator cannot catch the new 
values quickly if it is designed for high steady state accuracy. In general this situa-
tion brings about a dilemma for the designer; either the steady state accuracy or the 
tracking agility of the filter should be sacrificed unless an adaptive approach is used.  

Estimation of constant parameters with sudden changes (or piecewise constant 
parameters) has been addressed in many researches in various different disci-
plines. The most widespread approach is to use an adaptive Kalman filter and tune 
the filter’s covariance matrices either intuitively or by an optimization method. 
The adaptation might be performed during the whole estimation process [6], but 
the widely accepted technique is to integrate the adaptation procedure with a 
change detector and adapt the filter only when the change is detected [7-9].  These 
methods that emphasize on adapting the filter covariances use the joint estimation 
procedure. In other words, they treat the estimated parameters together with the 
states of the dynamical system. There are also dual estimation methods that de-
compose the estimation problem into two parts as state and parameter estimations. 
In this concept both the states and parameters can be estimated by parallel running 
two KFs [10].  Moreover, the parameters can be estimated using an optimization 
algorithm such as the maximum likelihood (ML) while the states are still the esti-
mates of a KF [11].  

There are many difficulties of using optimization methods for parameter estima-
tion. First of all, especially if the parameters are directly estimated as in dual esti-
mation, the initial values for the algorithm should be carefully selected to obtain the 
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global optimal solution. Otherwise the algorithm may converge to local minimums 
and that will lead the overall estimation algorithm to deterioration. Besides, the 
computational load of the optimization algorithm may be too high for on-line  
estimation – e.g. if the ML algorithm in [11] is run for a long window, N. In such 
cases the algorithm can be only used as a batch estimator. On contrary, if the op-
timization performed for a short window then the window size should be carefully 
selected since it affects the accuracy and agility of the parameter estimation. As 
discussed in [12, § 2.7], short window size for the optimization algorithm makes 
the estimator more agile but decreases the steady state accuracy and vice versa.  
Nevertheless, the methods that rely on adapting the KF, particularly after the 
change is detected with a statistical method, have their own disadvantages. 
Change detection is a difficult task always with a chance of false detection or un-
detected changes and the KF adaptation is very sensitive to the parameters used 
for tuning the covariances [13].  

In previous researches we proposed an adaptive UKF algorithm that tunes the 
filter’s covariance matrix regarding the magnitude of the change once the changes 
are detected by a low pass filter [14, 15]. The algorithm gives considerably good 
results for the RMM estimation. However, the parameters for the change detector 
and adaptation are yet to be selected carefully. That encouraged us to search for a 
more autonomous adaptive algorithm, in particular without any change detection 
scheme. In this study, we propose a Multiple-Model Adaptive Estimation 
(MMAE) technique for the RMM estimation. Several EKFs run under different 
models with different process noise covariance matrices and the estimates of each 
filter are integrated by the use of a likelihood function. Initial results were present-
ed in [16]. In this paper, we propose an improved likelihood function that signifi-
cantly increases the steady state accuracy. Newly defined likelihood function is 
composed of two measures, one for weighting during the steady state and the other 
for weighing in case of change in the estimated RMM terms. In this sense, the 
function is different than the classical Bayesian likelihood function [17, 18] used 
for the MMAE. Rather than assuming only one model is true, each EKF contrib-
utes to the estimation depending on the assigned weights. Performance of the al-
gorithm is investigated for different cases and number of models.  

The rest of the paper is organized as follow: In section two, firstly the dynamics 
model of the satellite, which will be used as the model for the RMM estimation, is 
given. Subsequently, the RMM estimation procedure is presented and the basic 
Kalman filter algorithm is briefly discussed. The third section introduces the novel 
MMAE algorithm for estimating the RMM should there be sudden changes. Like-
lihood function design is discussed in detail in this section. In the final section, the 
proposed method is tested for different cases and the results are discussed by 
comparing with the estimates of each EKF contributing to the MMAE algorithm. 

2 The RMM Estimation 

The RMM estimation model is based on the satellite dynamics. Because of inherent 
nonlinearity in the dynamics model, the filter that is used for the RMM estimation 
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must be a nonlinear version of the KF, such as the EKF or the UKF. In [2, 14] it is 
shown both of them can be used with this purpose. We preferred using the EKF in 
this study mainly because of two reasons: 1) Nonlinearity in the dynamics is low 
and the UKF becomes more advantageous only in case of high nonlinearity in the 
system equations; 2) Computational load of the EKF is a bit lesser than the UKF, 
so it is more suitable if multiple filters run under different models. 

In this section, we first present the satellite dynamics model. Then, the KF al-
gorithm for the RMM estimation is given with a brief reasoning on why we chose 
the EKF as a part of our algorithm.  

2.1 Satellite Dynamics Model 

The dynamic equations of the satellite can be easily derived using the Euler’s 
equations describing the rigid body motion [19];  

( )1 .BI
BI BI

d
J J

dt
−= × − ×⎡ ⎤⎣ ⎦

ω ω ωM B                     (1) 

Here, J  is the inertia matrix formed of the principal moments of inertia as 

( ), ,x y zJ diag J J J= , BIω is the body angular rate vector with respect to the iner-

tial axis frame that can be represented as ,
T

BI x y zω ω ω⎡ ⎤= ⎣ ⎦ω
T

x y zM M M⎡ ⎤⎣ ⎦M = is the RMM vector and B is the Earth’s magnetic field 

vector measured in the body frame.  Note that the magnetometers that are carried 
onboard directly supply the B  information, and we assume that they are calibrat-
ed using one of the existing techniques [20, 21]. Besides the body angular rates 
with respect to the inertial frame, BIω , are measured using the onboard gyros, 

which are also in-flight calibrated with a KF algorithm other than the one used for 
the RMM estimation [22]. 

In this study, the RMM terms are modeled as constant but with sudden changes 
as discussed in the introduction. Assuming the RMM as piecewise constant is 
valid in general since the high frequency time-varying components of the RMM 
are negligibly small compared to the constant components and magnitude of the 
sudden changes. Moreover, the middle frequency time-variation in the RMM may 
be suppressed in the design process of the satellite as described in [3].  Hence, the 
hypothesis for the RMM model is 

     

0 0 1

1 1 2( )

orb

t t t

t t t
t

t t tα α

≤ <⎧
⎪ ≤ <⎪
⎨
⎪
⎪ ≤ <⎩

M

M
M =

M

 ;                        (2) 

where 

  0j =M .                                     (3) 
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Here, jt  are the unknown time instances that a change occurs within one orbit 

period orbt , jM  are constant RMM vectors after the changes at jt  and 

1j j jM −Δ = −M M are the magnitude of the changes at jt  for 1...j α= . 0M is 

assumed to be the initial value of the RMM. 

2.2 Kalman Filter for the RMM Estimation 

In this study, we use a joint estimation procedure so the RMM parameters are 
estimated together with the states of the dynamic system.  The estimated state 
vector is composed of the body angular rates with respect to the inertial frame and 
RMM terms as given with 

BI⎡ ⎤
⎢ ⎥
⎣ ⎦

ω
x =

M
 .                                   (4) 

The filtering system model is given in discrete-time by; 

1 ( , )k k kf k+ = +x x w ,                           (5a) 

( , )k k kh k= +y x v .                            (5b) 

Here, kx is the state vector and ky  is the measurement vector; ( )f ⋅ is the non 

linear process function and ( )h ⋅ is the nonlinear measurement function. Moreover, 

kw  and kv are the process and measurement error noises, which are assumed to be 

Gaussian white noise processes with the covariances of kQ
 
and kR respectively. 

The nonlinear process model is obtained by discrete-time integration of (1, 3). 
Nevertheless, since the onboard gyros directly supply BIω information, the meas-

urement model is represented with a linear equation as 

  [ ]3 3 3 30k k kI × ×= +y x v  ,                        (6) 

where 3 3I ×  and 3 30 × are 3 3× identity and null matrices, respectively.  

The EKF and UKF are two well known nonlinear versions of the KF that can be 
used for the RMM estimation. As it is extensively discussed in the literature the 
UKF’s estimation accuracy is better than the EKF principally because of having 
no need for any linearization process and using more accurate approximation for 
solving the multidimensional integrals [23]. Yet we believe these two filters 
should be compared on application basis since there are many factors affecting the 
filters’ performance such as the complexity of the problem. We tested both the 
Kalman filtering methods for the RMM estimation before deciding which one to 
use as a part of the MMAE procedure.  

The simulations are done for a hypothetical small satellite. The inertia matrix of 
the satellite model is; 
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2

2

2

310 . 0 0

0 180 . 0

0 0 180 .

kg m

J kg m

kg m

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

.                    (7) 

For the magnetometer measurements, which provide B  information for dynamic 
modeling, the sensor noise is characterized by zero mean Gaussian white noise with a 
standard deviation of 300m nTσ = ; whereas, the gyro random error is assumed as 

31 10 [deg/ ]hνσ −= × . In this scenario, where the RMM terms are constant and there 

is no abrupt change in time, the real RMM terms are ( ) 20.1, 0.02, 0.05M Am= − . 

The process noise covariance matrix of the filters is selected as 

( ) 3 3 3 3

3 3 3 3

1 20 0

0 (1 10)
x x

x x

E I
Q

E I

−⎡ ⎤
= ⎢ ⎥−⎣ ⎦

.                     (8) 

Simulations are performed for 20000 sec. In Fig.1 the estimation result for the 
RMM in the x axis is presented for the initial 500 sec. of the simulations. As seen 
both filters can accurately estimate the RMM parameters. Yet the UKF converges 
more quickly and has slightly better estimation accuracy. We can more clearly 
understand this fact from the Root Mean Squared Error (RMSE) for the RMM 

terms of the state vector ( j
kx  such that 4...6j = ). The RMSE is calculated in be-

tween the 1000th and 1500th seconds (for 5000 samples since 0.1sectΔ = - see 
eq.9) and tabulated in Table 1.  

15000 2

10001

1
ˆ

5000
j j j

k k
k

RMSE x x
=

⎡ ⎤= −⎣ ⎦∑
               

4...6j = ,    (9) 

 
Fig. 1 Estimation of the RMM in x axis. Top plot compares the UKF and EKF estimation 
results with the actual value and lower plot gives the estimation errors. 
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Table 1 RMSE and computation time for the simulations by the UKF and EKF. Given 
values are the means for Monte Carlo runs. 

UKF EKF 

RMSE 

( 2Am ) 
xM  3.814 410−×  4.269 410−×  

yM  2.084 410−×  3.146 410−×  

zM  4.386 410−×  6.456 410−×  
Computation time* (sec) 

*For the complete simulation of 2000 sec. 
8.048 5.798 

 

Although the UKF is better in terms of accuracy, the difference in the accuracy 
of two filters is not so significant and the EKF estimates are also good enough for 
the RMM compensation scheme (we require an estimation error less than 

20.001Am ). The nonlinearity in the dynamics equations is not high and the meas-
urement equation for the filters is linear; this is why we get a limited accuracy 
improvement over the EKF with the UKF. Moreover, when we use the EKF the 
computation time is reduced more than 25% (Table 1). Regarding that multiple 
filters run simultaneously for the MMAE method, 25% is a considerable decrease 
in the computational load specifically if we would like to use the algorithm for on-
line estimation.  Considering these facts we decided the EKF is more suitable for 
the RMM estimation in this study. 

3 The MMAE Algorithm for the RMM Estimation 

As discussed, in case there is a change in the RMM parameters the estimation 
performance of the KF mainly depends on the selection of the process noise  
covariance matrix, Q . When the Q is composed of small values – e.g. as given in 

(8) –the filter can accurately estimate the parameters but it does not respond to the 
changes quickly and long time passes till the filter catch new values. In contrast, if 
the process noise covariance is high, the filter’s tracking ability improves but the 
estimation accuracy deteriorates because of the imposed noise. For brevity, here, 
we do not present the detailed analysis for the RMM estimation with different Q 
values and the reader may refer to [15]. 

The MMAE is one of the adaptive estimation techniques where multiple KFs 
run under different models and the estimates coming from all filters are merged 
depending on their likelihoods for being the true estimate [18]. In our case, multi-
ple EKFs run with different Q matrices and their RMM estimations are combined. 
Main purpose is to obtain an overall algorithm that is accurate in steady state re-
gime and can quickly respond and catch the new values when there are sudden 
changes in the RMM parameters. 

In this section, first we give the classical MMAE algorithm and briefly discuss 
why it is not suitable for solving our problem. Then we propose the MMAE algo-
rithm for the RMM estimation with a description on the newly proposed likeli-
hood function.   
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3.1 Classical Approach for the MMAE 

The MMAE method is based on implementing a bank of KFs with different mod-
els and merging the estimations of all filters by using each model’s probabilities 
for being the true one. The state estimate might be either the output of the model 
with the highest probability or a weighted sum of all the outputs. This is a highly 
appreciated method especially for fault detection and isolation. For example for 
fault tolerant aircraft control, each model in the bank represents a different sen-
sor/actuator failure condition and the fault can be detected when the probability 
for any model increases above an alarm threshold [24]. The MMAE scheme is 

given in Fig.2. In figure ( )
/ˆ i

k kx , ( )i
ke , ( )i

kq  represent the estimated state vector, like-

lihood function  input and likelihood for 1i = Ω… KFs, respectively and /ˆ k kx is 

the state estimation of the MMAE algorithm. 

 
Fig. 2 The MMAE scheme. 

The classical MMAE algorithm has a drawback of assuming only one of the 
models in the bank is true and this is due to the employed likelihood function. In 
the classical approach, the Bayesian likelihood for each KF is [18], 

 

( ) ( )
( ) 1

( ) ( )
1

1

pdf

pdf

i i
i k k

k
j j

k k
j

q
q

q

−
Ω

−
=

=
∑

,                          (10) 

where, 

( ) 1( ) ( ) ( )

( )
1/2/2 ( )

ˆ ˆ1
pdf exp

2(2 )

Ti i i
k k k k ki

k
m i

k

S

Sπ

−⎛ ⎞⎡ ⎤ ⎡ ⎤− − −⎣ ⎦ ⎣ ⎦⎜ ⎟=
⎜ ⎟
⎝ ⎠

y y y y
,        (11) 

and 
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( ) ( )
/ 1

i i T
k k k k k kS H P H R−= + .                        (12) 

Here, ( )ˆ i
ky is the predicted measurement, ( )i

kS is the innovation covariance and 
( )
/ 1
i

k kP −  is the predicted covariance for KFs. Besides, kH is the measurement matrix 

and m is the number of measurements.  
When we use the classical Bayesian likelihood in the MMAE algorithm the  

likelihood for one of the models, which is assumed to be the true model with the 
lowest residual, goes to 1 as the other likelihoods diminish and become 0 eventu-

ally. In essence, this is as a result of including the memory of previous ( )
1

i
kq − values 

in the calculation of the current likelihood, ( )i
kq . As an example, suppose that we 

apply the classical MMAE algorithm for the RMM estimation problem. Two 
EKFs run in parallel, one with low and the other with high Q values for the RMM 
parameters as given with (13):       

( ) 3 3 3 3

3 3 3 3

1 for1 20 0

10000 for0 (1 10)
lowx x

highx x

QE I
Q

QE I

Λ =⎧−⎡ ⎤ ⎪= ⎨⎢ ⎥ Λ =Λ × − ⎪⎣ ⎦ ⎩
.     (13) 

In Fig. 3 the trends for the likelihood of both EKFs are given. The MMAE algo-
rithm assumes that the model with the high process noise is true and approximately 
after 250th sec. the likelihood for the EKF with 10000Λ = becomes 1 while the 
likelihood for the EKF with 1Λ = vanishes. In other words, the MMAE estimations 
become exactly same as the estimations of the EKF with 10000Λ = after 250th sec. 
Once the likelihood values are settled as shown, they do not change throughout the 
whole estimation procedure, even when the estimated RMM parameters change.     

 

 

Fig. 3 Likelihood values for each EKF in the MMAE algorithm for the RMM estimation. 
Likelihoods are calculated using the classical Bayesian approach. 
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Plainly, this example shows that the MMAE with the classical Bayesian likeli-
hood is a method suitable only for identifying the true parameters as also discussed 
by Karasolo and Hu [6]. In contrast, we want to use the MMAE algorithm for a 
system with unknown dynamics, specifically a system for which the parameters 
are suddenly changing. In this case, rather than operating the MMAE with the 
assumption that there is one true model, each model should contribute on the esti-
mates depending on their likelihood. In fact, if we consider the RMM estimation 
problem, the EKF with low noise should be highly weighted during the steady 
state regime to get more accurate estimation results and the EKF with high noise 
should be more likely only when there is change in the RMM parameters to catch 
the new parameter values quickly. This leads us to a search for a MMAE algorithm 
with more appropriate likelihood function for systems with sudden parameter 
changes. In the next section, we present the MMAE algorithm with the newly pro-
posed likelihood function. 

3.2 The MMAE for the RMM Estimation in Case of Sudden 
Changes 

Main idea behind the new likelihood function for the MMAE is to make the algo-
rithm suitable for switching between the modes such that it is both accurate when 
the system parameters are in steady state and highly agile when the parameters 
change. As stated the essence is to use multiple KFs with different Q values (differ-
ent lambdas, Λ , for the RMM estimation problem).  The estimations of the KFs 
with lower Q values, which are more accurate, should have more weight than the 
others during the steady state regime and the estimations of the KFs with higher Q 
values, which are more agile, should be more likely when the parameters change. 

There are two components of the proposed likelihood function, one as a meas-
ure for the steady state error and the other as a measure for the agility of the filter. 
Together, these measures form the likelihood function as 

( )
( )

( ) ( )
1, 2,( )

( ) ( )
1, 2,

1

exp

exp

i i
k ki

k
j j
k k

j

q q
q

q q
Ω

=

− −
=

− −∑
.                          (14) 

Here, ( )
1,

i
kq is the measure of steady state error and ( )

2,
i
kq is the measure of filter agili-

ty. These measures are defined in the following subsections.  

3.2.1   Measure of Steady State Error 

Assume that we are estimating piecewise constant parameters (e.g. RMM) and the 

vector of estimated parameters is shown as ( )ˆ i
kM . When we average the parameter 

estimations within a moving window we smooth the results for each KF. For a 
sufficiently large window size the averaged estimation results are similar for every 
KF since the noise imposed on the results by the different values of Q is attenuated. 
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( ) ( )
,

1

1ˆ ˆ
k

i i
mean k l

l k μμ = − +

= ∑M M ,                         (15) 

where, μ is the size of the moving window and ( )
,

ˆ i
mean kM are the averaged estima-

tion results. If the current value of the estimated parameters is subtracted from this 
average value such that, 

( ) ( ) ( ) ( ) ( )
, ,

ˆ ˆ ˆ ˆT
i i i i i

k mean k k mean k k
⎡ ⎤ ⎡ ⎤Ζ = − −⎣ ⎦ ⎣ ⎦M M M M ,               (16) 

then ( )i
kΖ can be used as a measure of noise in the estimation results.  

When ( )i
kΖ is directly used as the input for the likelihood function there are two 

issues. First, ( )i
kΖ  may have abrupt changes since the noise in ( )ˆ i

kM  is random. 

Suppose that at k, ( ) ( )
,

ˆ ˆ 0i i
mean k k− ≈M M  while at 1k + , ( ) ( )

, 1 1
ˆ ˆ 0i i

mean k k+ +−M M . In 

this case abrupt changes will be also observed in the weights. So that we prevent 

this and obtain a smoother weighting scheme, ( )i
kΖ  should be filtered with a low-

pass filter, 

( ) ( ) ( )
1, 1 1, 1 1(1 )i i i

k k kg g Zλ λ−= + − ,                       (17) 

where 1λ  is the tuning parameter for the low-pass filter and ( )
1,

i
kg  are the outputs. 

Secondly, input values for the exponential function should be scaled (or nor-
malized) for each KF such that they fall into the desired range [ ],b a , 

( )
1, 1,( )

1,
1, 1,

( ) min( )

max( ) min( )

i
k ki

k
k k

a b g g
q b

g g

⎡ ⎤− −⎣ ⎦= +
−

                    (18) 

where b and a are lower and upper normalization bounds. The lower bound may 
be taken simply as 0b = for the likelihood function. 

As a result, we obtain the first component of the proposed likelihood function 
which is a measure for the steady state error. ( )

1,
i
kq takes greater values (closer to the 

upper bound a) for a KF with high noise and this KF’s likelihood decreases since 

( )( ) ( )
1,expi i

k kq q∝ − . In contrast, when the Q is small for a specific KF, ( )
1,

i
kq takes 

smaller values (closer to the lower bound b) and this KF’s estimations become 
more likely. 

3.2.2   Measure of Filter Agility 

The normalized innovation sequence of the KF is a commonly used parameter for 
detecting the changes in the estimated parameters. For vector valued measure-
ments (or innovation sequence) the sum of the normalized innovation sequence is 
used [7, 15], 
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{ } { }1/ 2( ) ( ) ( )
1/

1
ˆn i T i T i

k m k k k k kHP H R
m

−

−Ε = + −1 y y .                (19)  

Here, m1 is unit vector with munit elements, by which the sum of the elements of 

the normalized innovation sequence is taken. In general a low-pass filter is applied 
to ( )n i

kΕ values before using as an indicator for the change, 

( ) ( ) ( )
2, 2 2, 1 2(1 ) ni i i

k k kg gλ λ−= + − Ε ,                      (20) 

where 2λ  is the tuning parameter for the low-pass effect similarly with 1λ . 

Low-pass filtered values of the normalized innovation sequence, which has  
zero-mean white noise trend in normal case, increases/decreases when there is a 
sudden change in the estimated parameters. The increment/decrement level is 
related with the agility of the filter. If the filter has high Q values and agilely 
catches the new parameters then the increment/decrement level is relatively low 
and if the filter is agile enough such variation in ( )

2,
i
kg will not be even observed. 

Hence, ( )
2,
i
kg can be also used as a measure of the filter agility. There should be 

change in the estimated parameters, ( )
2,
i
kg  will take greater values for the KFs with 

low Q values and smaller values for the KFs with high Q values. Nonetheless, it 
should be scaled before using as an input to the exponential function, 

( ) ( )
2, 2, /i i

k kq g β= ,                               (21)  

where, β is the scaling parameter that should be selected depending on the behav-

ior of ( )
2,
i
kg  in case of change in the estimated parameters.  

The ( )
2,
i
kq  value that we obtain using (21) constitutes the second component of 

the likelihood function ( )i
kq . Since ( )( ) ( )

2,expi i
k kq q∝ − , the likelihood ( )i

kq  for esti-

mates of the KFs with low process noise covariance will decrease ( ( )
2,
i
kq will in-

crease) when the estimated parameters change. On the other hand, ( )
2,
i
kq  will not 

vary significantly ( ( )
2, 0i

kg ≈ ) for the KFs with high process noise covariance and 

these KFs’ estimates will become more likely. 
In the next section, we apply the proposed MMAE algorithm to the RMM esti-

mation problem.    

4 Numerical Results 

In this section, the MMAE algorithm with the newly proposed likelihood function 
is used for estimating the RMM parameters. Simulations are run for a hypothetical 
small satellite, the inertia and sensor characteristics for which are described in 
Section 2.2. This time, we assume the estimated RMM parameters change at 
2000th sec. as, 
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M .                 (22) 

 
We use the EKF for the estimations of each model as discussed before. Specific 

parameters that we chose for calculating the measures of steady state error and 
filter agility are tabulated in Table 2.  

Table 2 Parameters for calculating the proposed likelihood function. 

For measure of 

steady state error 

For measure of filter 

agility 

Parameters 150μ =  

1 0.9λ =  

5a =  

0b =  

2 0.997λ =  

0.2β =  

 
Simulations are performed for 40,000 seconds. We tested the MMAE algorithm 

with 2 and 3 EKFs. Regarding the Q matrix given as, 

( ) 3 3 3 3

3 3 3 3

1 20 0

0 (1 10)
x x

x x

E I
Q

E I

−⎡ ⎤
= ⎢ ⎥Λ × −⎣ ⎦

,                (23) 

each EKF has different Λ values, which makes them run under different levels of 
process noise covariance for the RMM terms. 

In the first case, there are two EKFs running parallel. Λ  values are selected as 

1 1Λ = for the EKF1 and 2 10000Λ = for the EKF2. In Fig. 4 yM estimation re-

sults for the MMAE algorithm is given together with the estimations of two EKFs. 
As seen the MMAE algorithm with the newly proposed likelihood function gives 
accurate results during the steady state regime and quickly catches the new values 
when the RMM parameters change. This is clearer in the subfigures; Fig.4-a 
zooms a section from the steady state and Fig.4-b presents the tracking of the fil-
ters immediately after the parameters change.  In principle, the newly proposed 
likelihood function makes the EKF1 estimations more likely when the parameters 
are in steady state. Hence, the MMAE estimations are almost same with the EKF1 
estimations during that period. On contrary, when the RMM parameters change, 
likelihood of the EKF1 decreases and the EKF2 estimations become more likely. 
As a result, the MMAE estimations coincide with the EKF 2 estimations for a 
period after the change (approximately 600 sec.) and the algorithm catches the 
new parameter values quickly. Variation of the likelihoods for the EKF1 and 
EKF2 can be seen in Fig. 5.     
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During the steady state estimation period the measure of filter agility for both 
filters, (1)

2,kq  and (2)
2,kq  are almost equal since there is no change in the parameters. 

On the other hand, measure of steady state error for the EKF2 is higher than the 
EKF1’s ( (2) (1)

1, 1,k kq q> ) and so the likelihood of the EKF2 is lower. As a result EKF1’s 

likelihood is close to 1 and EKF2’s likelihood is close to 0 until 2000th sec. When 
the parameters change the increase in the measure of filter agility for the EKF1 
reduces this filter’s likelihood and the EKF2 likelihood increases. Fig. 6 gives a 
deeper look to the variation of the measures throughout the estimation procedure. 
We see that change in the parameters also affects the measure of steady state for the 
EKF2 (similarly with the initial convergence period for the filters) but the dominant 
factor for determining the likelihood is the measure of filter agility which increases 
drastically for the EKF1 after the change but remains same for the EKF2. 

 

 

Fig. 6 Variations of the measures of steady state error and filter agility.  

In the second case another EKF is added to the bank and the MMAE is operat-
ed with three EKFs. The third EKF, which is named as the EKF3 straightforward-
ly, has a process noise covariance in between the other two’s as 3 100Λ = . In 

Fig.7 yM  estimation results are given. As can be seen this time the MMAE algo-

rithm has a smoother tracking performance when the RMM parameters change 
(see also Fig. 8 where the MMAE estimations for two cases are compared). This is 
a clear contribution of the EKF3 with a noise level in between. Once the parame-
ters change, the EKF2 likelihood increases for a shorter period compared to the 
first case with only two EKFs (see Fig. 9 for the variation of the likelihood func-
tions). Nonetheless, the EKF3 likelihood increases and remains close to 1 for al-
most 600 sec. until the EKF1 also catches the new values. In other words, after the 
change in the RMM terms, the EKF2 becomes likely only for a short duration and 
then the main contribution for the agility comes from the EKF3.  
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new function is more appropriate for solving our problem. The performance of the 
algorithm is investigated for different cases. The results prove that the MMAE 
algorithm with the newly proposed likelihood function gives accurate results dur-
ing the steady state regime and quickly catches the new values when the RMM 
parameters change. 

References 

1. Sakai, S., Fukushima, Y., Saito, H.: Design and on-orbit evaluation of magnetic atti-
tude control system for the “REIMEI” microsatellite. In: Proc. 10th IEEE International 
Workshop on Advanced Motion Control, Trento, Italy (2008),  
doi:10.1109/AMC.2008.4516132 

2. Inamori, T., Nakasuka, S., Sako, N.: In-orbit magnetic disturbance estimation and 
compensation using UKF in nano-satellite mission. In: Proc. AIAA Guidance, Naviga-
tion, and Control Conference, Chicago, USA (2009), doi:10.2514/6.2009-5905 

3. Hosonuma, T., Inamori, T., Nakasuka, S.: A precise attitude determination and control 
strategy for small astrometry satellite “Nano-Jasmine”. In: Proc. 26th AIAA/USU 
Conference on Small Satellites, Logan, USA (2012) 

4. Burton, R., Rock, S., Springman, J., Cutler, J.: Dual attitude and parameter estimation 
of passively magnetically stabilized nano satellites. Acta Astronautica 94, 145–158 
(2014), doi:10.1016/j.actaastro.2013.08.017 

5. Steyn, W.H., Hashida, Y.: In-orbit attitude performance of the 3-axis stabilised SNAP-
1 nanosatellite. In: Proc. 15th AIAA/USU Conference on Small Satellites, Logan, USA 
(2001) 

6. Karasolo, M., Hu, X.: An optimization approach to adaptive Kalman filtering. 
Automatica 47, 1785–1793 (2011), doi:10.1016/j.automatica.2011.04.004 

7. Gustafsson, F.: Adaptive filtering and change detection. Wiley, New York (2001) 
8. Basseville, M.: Nikiforov IV Detection of abrupt changes: Theory and application. 

Prentice Hall, New Jersey (1993) 
9. Bisht, S.S., Singh, M.P.: An adaptive unscented Kalman filter for tracking sudden 

stiffness changes. Mechanical Systems and Signal Processing 49, 181–195 (2014), 
doi:10.1016/j.ymssp.2014.04.009 

10. Bavdekar, V.A., Prakash, J., Shah, S.L., Gopaluni, R.B.: Constrained dual ensemble 
Kalman filter for state and parameter estimation. In: Proc. American Control Confer-
ence, Washington DC, USA (2013), doi:10.1109/ACC.2013.6580306 

11. Sun, Z., Yang, Z.: Joint parametric fault diagnosis and state estimation using KF-ML 
method. In: Proc. 19th IFAC World Congress, Cape Town, South Africa (2014) 

12. Sun, Z.: Nonlinear system identification and its applications in fault detection and di-
agnosis, PhD. Thesis. Aalborg University, Aalborg, Denmark (2013) 

13. Hartikainen, E., Ekelin, S.: Enhanced network-state estimation using change detection. 
In: Proc. 31st IEEE Conference on Local Computer Networks, Florida, USA (2006), 
doi:10.1109/LCN.2006.322178 

14. Soken, H.E., Sakai, S.: In-orbit estimation of time-varying residual magnetic moment 
for small satellite applications. In: Proc. AIAA Guidance, Navigation and Control 
Conference, Boston, USA (2013) 



Multiple-Model Adaptive Estimation of Time-Varying Residual Magnetic Moment  321 

15. Soken, H.E., Sakai, S., Wisniewski, R.: In-orbit estimation of time-varying residual 
magnetic moment. IEEE Transactions on Aerospace and Electronic Systems 50(4), 
3126–3136 (2014), doi:10.1109/TAES.2014.130225 

16. Soken, H.E., Sakai, S.: Investigation of estimation methods for time-varying residual 
magnetic moment. In: Proc. 6th Asia-Pacific International Symposium on Aerospace 
Technology, Shanghai, China (2014) 

17. Maybeck, P.S.: Stochastic models, estimation, and control, vol. 2. Academic Press, 
New York (1982) 

18. Simon, D.: Optimal state estimation. Wiley-Interscience, New Jersey (2006) 
19. Wertz, J.R.: Spacecraft attitude determination and control. Kluwer Academic Publish-

ers, Dordrecht (1988) 
20. Soken, H.E.: UKF adaptation and filter integration for attitude determination and con-

trol of nanosatellites with magnetic sensors and actuators, PhD. Thesis. The Graduate 
University for Advanced Studies (Sokendai), Sagamihara, Japan (2013) 

21. Springmann, J.C., Cutler, J.W.: Attitude-independent magnetometer calibration with 
time-varying bias. Journal of Guidance, Control, and Dynamics 35(4), 1080–1088 
(2012), doi:10.2514/1.56726 

22. Crassidis, J.L., Markley, F.L.: Unscented filtering for spacecraft attitude estimation. 
Journal of Guidance, Control and Dynamics 26(4), 536–542 (2003), 
doi:10.2514/2.5102 

23. Daum, F.: Nonlinear filters: Beyond the Kalman filter. IEEE Aerospace and Electronic 
Systems Magazine 20(8), 57–69 (2005), doi:10.1109/MAES.2005.1499276 

24. Ducard, G.J.J.: Fault-tolerant flight control and guidance systems. Springer, New York 
(2009) 



Sliding Mode Observers for Fault Estimation
in Multisensor Avionics Systems

Jérome Cieslak, Alejandra Ferreira de Loza, David Henry,
Jorge Dávila, and Ali Zolghadri

Abstract. The paper addresses the problem of sensor fault estimation in avionics
multisensor systems. Under the assumption of system strong observability, sliding
mode observers are designed to estimate the faults in finite time and in the presence
of bounded disturbances. It is shown that the fault estimation error is bounded in the
L∞-norm sense, and an upper bound is theoretically derived. The method is applied
to the problem of sensor fault estimation of a large transport aircraft. Simulation
results as well as a pilot experiment are presented to demonstrate the potential of
the proposed method.

1 Introduction

The aircraft state is measured by a set of sensors delivering e.g. anemometric and
inertial measurements that characterize the aircraft attitude, speed and altitude. The
data are acquired using an acquisition system comprising several dedicated redun-
dant units. For instance, a typical commercial aircrafts navigation sensing system
can contain triple-redundant inertial references plus triple-redundantair data sensors.
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A voting system monitors and checks the state of each sensor and detects any abnor-
mal behaviour (see for instance [1, 5, 4]). Several common sensor faults in aerospace
applications are discussed in [6]. Usual failures include bias, drift, scaling (abnor-
mal gain variation), hard failures (frozen output, loss of signal, ...), oscillation and
intermittent faults which are difficult to track because they can appear and disappear
several times and the frequency of such faults is often random. A promising method
to estimate sensor faults consists in reformulating the problem as an actuator fault
reconstruction problem. Here, unknown input observers can be exploited to achieve
the fault identification and reconstruction. In [8] sensor fault reconstruction was ad-
dressed using sliding mode observers based on the output injection concept. How-
ever, the principal drawback of this approach is related to its implementation due to
the discontinuous nature of the sliding mode techniques. Indeed, in the presence of
sampling time, it is necessary to apply low-pass filters to obtain the equivalent output
injection [9]. This disadvantage has been overcome with higher order sliding mode
techniques [10] which have been applied to the observation of a wide class of sys-
tems [11, 13], but also to sensor fault tolerant control [14]. Finite time exact observers
based on high order sliding modes (HOSM) are proposed in [15, 16, 17]. These kind
of observers provide theoretically exact observation and the best possible accuracy
order with respect to the sampling step and bounded deterministic noises [18]. Appli-
cations of HOSM methodologies to fault diagnosis can be found in [12, 19]. In [20] a
non-homogeneous high order sliding mode differentiator which provides faster con-
vergence compared to the standard homogeneous differentiator was introduced. This
characteristic becomes propitious for the intermittent fault case.

The work presented in this paper deals with sensor fault reconstruction. First, a
non-homogeneous HOSM based observation approach is proposed to estimate the
fault, theoretically in finite time. Next, the effect of noise on the fault reconstruction
accuracy is analysed. It is shown that the fault estimation error is bounded in the
L∞-norm sense, and an upper bound is theoretically derived, leading to a viable
candidate solution in a noisy environment. The proposed scheme is tested using an
aircraft simulator.

The paper is organized as follows. Section II is devoted to the problem formu-
lation and sections 3 and 4 address the proposed solution. Theoretical backgrounds
are given and it is shown how the sensor fault reconstruction problem is solved.
Section 4 addresses the measurement noise effects on the fault reconstruction. Sec-
tion 5 is dedicated to an aircraft application taken from the European GARTEUR1

action FM-AG16 [21]. A simulation campaign in the case of faults appearing on
the angle-of-attack sensor with different time profiles, together with a pilot experi-
ment, demonstrate the efficiency of the proposed strategy. Finally some concluding
remarks are given in Section 6.

Notations:
The following notations are used all along the paper. The set of real numbers is de-
noted R. A square matrix X ∈ Rn×n is called Hurwitz if all eigenvalues have strictly

1 Group for Aeronautical Research and Technology in Europe.
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negative real parts. λi (X), i = 1, . . . ,n is used to denote an eigenvalue of the ma-
trix X . For a matrix X ∈ Rn×m with rank (X) = r, the matrix X⊥ ∈ Rn−r×n with
rank

(
X⊥)= n− r is defined such that X⊥X = 0. If X ∈ Rn×m with rank (X) = m,

the matrix X+ =
(
XT X

)−1
XT is the Moore-Penrose pseudo inverse of X . For any

x ∈ R the symbol |x| denotes its absolute value. If x ∈ Rn then ‖x‖ is the Euclidean
norm. If X ∈ Rn×m is a matrix, the symbol ‖X‖ denotes the induced norm (or spec-
tral norm) ‖X‖ = max1≤i≤m

√
λi (XT X). For a measurable function d : R+ → Rd ,

the L∞ norm is defined as ‖d‖[0,T ) = esssup0≤t<T |d(t)| ⇒ ‖d‖[0,∞) = ‖d‖∞ .

2 Problem Formulation

Consider a linear time invariant model affected by unknown inputs and subjected to
sensor faults, i.e.

ẋ(t) = Ax(t)+Bu(t)+Ev(t) (1)

y(t) = Cx(t)+D f (t) (2)

y̆(t) = y(t)+η(t) (3)

where x ∈ Rn, y ∈ Rp, f ∈ Rq, u ∈ Rm, v ∈ Rqv are the state, output, fault signal,
known input and unknown input vectors respectively with q < p ≤ n, y̆(t) is the
available signal from online measurements affected by a locally bounded Lebesgue-
measurable noise η(t). The matrices A, B, C, D and E are known and they are of
appropriate dimensions. The components of the vector f (t) are the faults to be es-
timated. In Eq. (2), the sensor faults are modeled as an additive disturbance. Here,
it is assumed that only ”q” sensors are potentially faulty out of the ”p” output mea-
surements. This is a valid assumption since some sensors may be more vulnerable
and predisposed to fail. From the practical point of view, this is a realistic issue con-
sidering that some sensors may be more delicate in terms of sensing mechanism and
construction than others [22]. For instance, some sensors are exposed to the external
environment and may be spoiled by blockages caused by ice or dirt [7].

Based on this assumption and without loss of generality, the fault distribution
matrix can be rearranged as D =

[
0 Iq

]T
leading to the following canonical form:

y(t) =

[
yh (t)
y f (t)

]
=

[
Ch

Cf

]
︸ ︷︷ ︸

C

x(t)+

[
0
Iq

]
︸ ︷︷ ︸

D

f (t) (4)

The outputs subset yh ∈ Rp−q represents the healthy sensors while y f ∈ Rq is the
set of sensors prone to fault. The matrices Ch and Cf are of appropriate dimensions.
The components of the vector f (t) are the faults to be estimated.

Furthermore, the following assumptions are made:

A1. ‖v(t)‖∞ < v+ where v+ > 0.
A2. The triplet (A,Ch,E) is strongly observable.
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Let us recall that the triple (A,Ch,E) is called strongly observable if the triple
(A,Ch,E) does not contain invariant zeros, i.e. rank(R(s0)) = n+rank(E), ∀s0 ∈C,
where the invariant zeros of the triple (A,Ch,E) are the values of s0 ∈ C for which

rank(R(s0))< n+ rank(E) (5)

R refers to the Rosenbrock matrix of the triple (A,Ch,E) which is defined by:

R(s) =

[
sI −A −E

Ch 0

]
(6)

It follows that the sensor fault estimation problem (1)-(2) can be formulated as a
state estimation problem where unknown inputs occur in the state equation.

The goal is now to design an observer to reconstruct, in finite time, the fault sig-
nal f (t) in the presence of v(t). To this aim, the algebraic observer, first introduced
in [23], is exploited in order to estimate the state x from a linear combination of the
output and its successive derivatives from which the effects of the unknown inputs
f (t) have been decoupled. The ideal output (2) will be exploited to describe the ob-
server and, in Section 4, the noise effects in (3) will be discussed.

Remark 1. The strategy presented in this article allows the estimation of the fault
signal f (t). Now, suppose that a priori information about a fault model is available,
e.g.:

ż f (t) = A f z f (t)+w(t)

f (t) = z f (t)

where z f ∈ Rq is an internal state, A f ∈ Rq×q is a matrix used to model the dynamic
of faults and w(t) is an unknown function introduced to consider modeling errors
for f (t). The subsequent techniques can be adapted in order to consider the fault
dynamics as a part of an extended vector x̄ = [ xT zT

f ]
T and the following extended

system

·
x̄ =

[
A 0
0 A f

]
︸ ︷︷ ︸

Ā

x̄+

[
B
0

]
︸︷︷︸

B̄

u(t)+

[
E 0
0 Iq

]
︸ ︷︷ ︸

Ē

[
v(t)
w(t)

]
︸ ︷︷ ︸

w̄

y(t) =
[

C D
]

︸ ︷︷ ︸
C̄

x̄

with ‖w̄(t)‖∞ < w̄+, w̄+ > 0. The great advantage is when dealing with anticipated
fault situations, i.e. when dedicated monitoring are needed for specific faults (drift,
freezing, intermittent faults, oscillatory faults among others). Although the avail-
ability of fault models are rather common when dealing with flight systems, the
availability of a fault model is not assumed in the following.
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3 Finite-Time Convergent Observer

Recalling that A2 is satisfied and following the developments reported in [24], the
design of the observer involves two stages. First, the boundedness of the estimation
error is achieved by means of a Luenberger auxiliary system. Then, the state vec-
tor is reconstructed via a differentiation scheme. Here, a non-homogeneous HOSM
differentiator will be considered [20]:

Stage 1: A dynamic auxiliary system is proposed to bound the observation
error, i.e.

·
x̃ (t) = Ax̃(t)+Bu(t)+L(yh (t)− ỹ(t)) (7)

ỹ(t) = Chx̃(t) (8)

where x̃ ∈ Rnand the gain matrix L is designed such that Ã := A−LCh is Hurwitz.
Let e(t) = x(t)− x̃(t) whose dynamics follows from (1), (4) and (7), (8), i.e.

ė(t) = Ãe(t)+Ev(t) (9)

Stage 2: Let the output of the auxiliary estimation error be defined according to

ye(t) = yh(t)− ỹ(t) (10)

The error vector will be represented as an algebraic expression of the output and
its derivatives. To this aim, the effects of the unknown input v(t) must be decoupled
from the output ye(t) and its derivatives. Hence, a decoupling algorithm is involved
[25]. It follows:

1. Define M1 :=Ch.
2. Derive a linear combination of the output ye(t) which is not affected by the

unknown inputs, i.e. (M1E)⊥ẏe(t) = (M1E)⊥M1e(t) and from (10) and (9) it
yields to

(M1E)⊥ẏe(t) = (M1E)⊥M1Ãe(t)

thus, taking (10) and forming an extended vector
[

d
dt (M1E)⊥ye(t)

ye(t)

]
=

[
(M1E)⊥M1Ã

M1

]
︸ ︷︷ ︸

M2

e(t)

taking out the derivative operator, the above equation can be rewritten after as

d
dt

[
J1 0
0 Ip

][
ye(t)∫
ye(t)

]
= M2e(t)

where J1 = (M1E)⊥ and Ip ∈ Rp is an identity matrix.
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3. Derive a linear combination of M2e(t) unaffected by the unknown inputs, it
is d/dt(M2E)⊥M2e(t) = (M2E)⊥M2Ã e(t) afterward, take the output ye(t) =

M1e(t) and construct the extended vector M3e(t) =
[(
(M2E)⊥M2Ãe(t)

)T

(M1e(t))T ]T
which can be represented as a second order derivative of the ye(t)

it is

d2

dt2

[
J2 0
0 Ip

]⎡⎢⎣
ye(t)

...∫ ∫
ye(t)

⎤
⎥⎦= M3e(t)

where J2 = (M2E)⊥
[

J1 0
0 Ip

]
.

j. The j − th step of the decoupling algorithm for j = 4, ..,k is summarized as
follows: derive a linear combination of the vector Mj−1e(t) such that it is not
affected by the unknown inputs, i.e. d/dt

(
(Mj−1E)⊥Mj−1e(t)

)
, then form the

identity
[

d
dt (Mj−1E)⊥Mj−1e(t)

ye(t)

]
=

[
(Mj−1E)⊥Mj−1Ã

M1

]
︸ ︷︷ ︸

Mj

e(t)

rearranging the terms, the next expression is obtained

d j−1

dt j−1

[
Jj−1 0

0 Ip

]
⎡
⎢⎢⎢⎢⎣

ye(t)

y[1]e (t)
...

y[ j−1]
e (t)

⎤
⎥⎥⎥⎥⎦= Mje(t) (11)

where Jj−1 = (Mj−1E)⊥
[

Jj−2 0
0 Ip

]
and y[i]e (t) represents the i − th anti-

differentiator of ye (t) , that is, y[i]e (t) =
∫ t

0 . . .
∫ τi

0 ye (τi)dτi . . .dt.

Due to A2, there exists a unique positive integer k ≤ n such that the matrix Mk

generated recursively by the application of step j and in particular of (11) satisfies
the condition rank (Mk) = n (see [25]).

Therefore, from the following algebraic expression

Mke(t) =
dk−1

dtk−1

[
Jk−1 0

0 Ip

]⎡⎢⎣
ye(t)

...

y[k−1]
e (t)

⎤
⎥⎦

︸ ︷︷ ︸
Y (t)

(12)

a solution for e(t) exists, i.e.

e(t) = M+
k

dk−1

dtk−1 Y (t) (13)
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where M+
k =

(
MT

k Mk
)−1

MT
k . Indeed, e(t) is the vector of minimal norm among

those which minimize
∥∥Mke(t)− d

dt Y (t)
∥∥

∞ . Consequently, from the output ye(t)
and its successive(k− 1)− th derivatives, e(t) is recovered leading to the estima-
tion of x(t) and thereafter the fault f (t) in noise-free environment. To this aim, the
real time HOSM non-homogeneous differentiator introduced in [20] will be used to
provide, in the absence of noise, exact and finite time differentiation of Y (t).

The non-homogeneous HOSM differentiator is given by

żi,0 = gi,0 (zi,0 −Yi (t))+ zi,1

żi,1 = gi,1 (zi,1 − żi,0)+ zi,2

... (14)

żi, j = gi, j
(
zi, j − żi, j−1

)
+ zi,k−1

żi,k−1 = gi,k−1
(
zi,k−1 − żi,k−2

)

where i= 1, . . . ,n are the components of Y (t), z j = [ z1, j . . . zn, j ]T . and the functions
gi, j have the following form

gi, j (·) = λk−1− jΓ
1

k−i |·| k− j−1
k− j sign(·)− μk−1− j ∗ (·) (15)

with μk−1− j > 0, j = 1, . . . ,k− 1, and positive sequence of λ j, μ j can be selected
as in [20]. The gain Γ is a Lipschitz constant of Y (k−1) (t), which in this case can be
calculated from (9) as Γ ≥ ∥∥Ã

∥∥e+ + ‖E‖v+ where ‖e(t)‖∞ < e+, ‖v(t)‖∞ < v+,
see [16].

Consequently, the state is estimated by the equation:

x̂(t) := M+
k zk−1(t)+ x̃(t) (16)

where x̂∈Rn̄ is the estimated value of x. Therefore, in noise-free case, x̂(t) represents
the estimate of x(t), for all t > T . Therefore, as a result it follows that f̂ (t) is the
optimal estimate of f (t) for all t > T.

To derive a constructive design, the following proposition is first given:

Proposition 1: Under the assumption that A1-A2 are satisfied, the sensor faults of
the system (1), (2) are estimated by means of the state observer (7), (8), (16) and the
following relation:

f̂ = y f −Cf x̂ (17)

in the presence of bounded disturbances v(t).

Proof. The proof can be divided into three parts. First, the boundedness of the es-
timation error, corresponding to the application of the auxiliary system (7), (8), is
proven. The finite-time convergence of the state observer (16) is proven in the sec-
ond part of the proof. Finally the sensor fault reconstruction is proven in the last part
of the proof.
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1. Notice that given that A1 holds, v(t) is a bounded unknown function which
satisfies ||v||∞ ≤ v+. Under the assumption A2, it is well known that e(t) will have
a bounded norm, i.e. there exist some positive constants β1,β2,β3 such that

‖e(t)‖∞ < β1 exp(−β2t)‖e(0)‖∞ + ‖E‖v++β3

Hence, from the above inequality, it follows that

‖e(t)‖∞ < e+,e+ > 0 for all t ≥ te (18)

te >
1
β2

(ln(β1||e(0)||∞)− ln(e+−‖|E||v+−β3)) (19)

2. The convergence of the state estimation can be proven from previous results.
In [20] was shown that with the proper choice of the constants λ j, μ j and Γ for all
j = 0, . . . ,k−1 there is a finite time t > T + te such that the next identity is fulfilled

z j(t) =
d j

dt j Y (t) for all j = 0, ...,k− 1 (20)

with z j(t) =
[

z1, j (t) . . . zn̄, j (t)
]T

. Hence, the vector e(t) in (13) is recovered from
the (k− 1)− th sliding dynamics:

e(t) = M+
k zk−1(t), ∀t > T + te.

Now, given the definition of e(t) = x(t)− x̃(t), the state reconstruction (16) is
straightforward by algebraic manipulation.

3. Equation (4) defines an algebraic relation between the measurable signal y f ,
the state x̂ and the unknown sensor fault f (t). The application of the observer (16)
allows us to consider that x̂ = x after a finite-time transient of duration T . The equa-
tion (17) is directly obtained from (4). Then, the sensor faults of (2) can be estimated
after a finite time transient of duration T + te.

4 Fault Reconstruction Error

In this section, the effect of noise on the accuracy of the estimation error x − x̂
is analysed. It is shown that x− x̂ is bounded in the L∞-norm sense and an upper
bound is theoretically derived.

Let the real available output signal (3) be considered. Taking into account (3)
instead of (2) in (10), it follows that

y̆e(t) = ye(t)+η(t) (21)
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where y̆e(t) is the actual differentiator input affected by a locally bounded Lebesgue-
measurable noise η(t). It is supposed that the noise is bounded, i.e.

‖η(t)‖∞ < η+ (22)

where η+ > 0 is unknown.
Since the addition of a bounded noise term does not affect the convergence of

the error signal to a bounded region around the origin, it follows that (9) yields
to ė(t) = Ãe(t) + Ev(t)− Lη(t). Thus, since η(t) is bounded, for β3 > ‖L‖η+,
equation (19) is still valid. The input of the differentiator is thus given by Y̆ (t). Now,
let the effect of noise on the accuracy of the derivatives and fault reconstruction be
studied. To this aim, first consider a preliminary result [20].

Proposition 2: ([20]) Let the positive sequences λi and μi be chosen properly.
Then, there exist positive constants γi, depending on differentiator gain Γ , such
that for t > T, the following differentiation accuracy is obtained in (14):

∥∥∥zi, j −Y ( j)
i (t)

∥∥∥
∞
≤ γ j

(
η+

) k− j
k j = 0, ...,k− 1 (23)

��
For the fault reconstruction accuracy specification, the observation error from

(13) and (16) leads to

‖x(t)− x̂(t)‖∞ =
∥∥∥Y (k−1)(t)− zk−1(t)

∥∥∥
∞

≤ γk
(
η+

) 1
k . (24)

Finally, based on (23) and (24), the fault estimation error can be upper bounded
by the following constant in the presence of bounded noise:

∥∥ f̂ (t)− f (t)
∥∥

∞ = ‖C(x(t)− x̂(t))+η(t)‖∞ ≤ ‖C‖∞ γk
(
η+

)1/k
+η+ (25)

Remark 2. Note that if the extended system given in remark 1 is considered, the fault
estimation error can be upper bounded by

∥∥ f̂ (t)− f (t)
∥∥

∞ ≤ γk (η+)
1/k.

5 Boeing 747-100/200 Aircraft Example

The fault estimation algorithm described in the above sections is now considered
for validation using both the GARTEUR FM AG-16 simulation benchmark and a
pilot experiment from the SIMONA flight simulator [21]. Both simulators are based
on a Boeing 747-100/200 large transport aircraft with 26 control surfaces and 4 jet
engines, with its standard autopilot system [26]. For faulty situations, different fault
time profiles of the angle-of-attack sensor have been considered [27, 3].
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5.1 Modelling

The dynamic behaviour of the Boeing 747-100/200 aircraft is described by a non-
linear state representation that can be written in the following general form (the
interested reader can refer to [26] for a complete description of the model)

ẋNL (t) = f (xNL (t) ,uNL (t) ,v(t))

yNL(t) = g
(
x

NL(t),uNL(t)
)
+η (t)

where xNL , uNL and yNL are the state, input and output vectors, respectively, of the
full aircraft nonlinear model. v(t) denotes the wind and atmospheric turbulences and
η(t) is the measurement noise. Once the trim condition is established for the non-
linear aircraft model, a linear model is generated to capture the dynamics around
an equilibrium point [28]. Simplified models for the longitudinal and lateral modes
can then be derived. Here, the trim conditions are fixed to 263,000kg for the mass,
133.8m/s for the true airspeed and an altitude fixed to 980m with 25% of maxi-
mum thrust at 1◦ of flap position. To assess the proposed approach, the longitudinal
model given in [29] is used. This model has been validated through several lon-
gitudinal simulations [29]. It is a suitable linear model for the approach described
in Sections III and IV. The state vector is composed of the pitch rate q[rad], true
airspeed VTAS[m/s], angle of attack α[rad], pitch angle θ [rad], altitude h[m], that

is x =
[

q VTAS α θ h
]T

. The input vector corresponds to the four elevator deflec-
tions (right inner, left inner, right outer and left outer elevators) and the trimmable
horizontal stabilizer surface. The following state space matrix definition is finally
obtained:

A =

⎡
⎢⎢⎢⎢⎣

−6.7e−1 −1.4e−6 −8.8e−1 0 −3.4e−6

−1.6e−1 −7.5e−3 4.9 −9.8 4.5e−5

10.0e−1 −10.0e−4 −6.7e−1 0 5.9e−6

1 0 0 0 0
0 0 −1.3e2 1.3e2 0

⎤
⎥⎥⎥⎥⎦

B =

⎡
⎢⎢⎢⎢⎣

−4.9e−3 −4.9e−3 −4.7e−3 −4.7e−3 −4.5e−2
0 0 0 0 0

−1.8e−4 −1.8e−4 −1.9e−4 −1.9e−4 −1.9e−3
0 0 0 0 0
0 0 0 0 0

⎤
⎥⎥⎥⎥⎦

The outputs are selected from the available measurements given in [21] so that

y =
[

q VTAS θ h α
]T

(26)

Since the case of angle-of-attack sensor fault is investigated, the fault distribution
matrix D is:

D =
[

0 0 0 0 1
]T

(27)
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It follows that n = 5, p = 5,q = 1,m = 5. The subset yh ∈ R4 that represents the
healthy sensors is thus given by yh =

[
q VTAS θ h

]T
. Note that the strong observ-

ability of the triplet (A,Ch,E) leads to strongly observable quadruple (A, E,C, D).
The fault can then be reconstructed theoretically in finite time.

5.2 Design

The proposed procedure described in sections III and IV is applied step by step:

• First, the auxiliary system (7) is considered. Here, an empirical tuning procedure
has been used to choose the eigenvalue of Ã . It follows that poles are fixed to -
20, -40, -60, -80, -100 and -120. Thus, the decoupling algorithm given in Section
3 can be used.

• Following Section 3, it can be verified that the index k is equal to k = 2. Thus,
from (26), it yields to:

J1 =

⎡
⎢⎢⎣

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
−1 0 0 0 0

⎤
⎥⎥⎦

M2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.92 −105.59 2.51 0 6.06 −2.48
0 0 −2.3e− 1 −20 1.2e− 3 −2.3e− 1

7.23 42.4 −67.23 1.2e− 3 −174.16 66.56
79.91 −9.9e− 1 4.4e− 1 0 1.08e− 1 −4.4e− 1

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

• From (13), it follows:

e(t) = M+
2

d
dt

[
J1 0
0 Ip

][
ye(t)

y[1]e (t)

]
︸ ︷︷ ︸

Y(t)

• The differentiator (14)-(15) becomes

żi,0 = −1.5Γ
1
2 |zi,1 −Yi(t)|

1
2 sign(zi,1 −Y(t)) (28)

−5(zi,1 −Yi(t))+ zi,1

żi,1 = −1.1Γ sign(zi,1 − żi,0)− 4(zi,1 − żi,0)

with Γ = 5 ≥ ∥∥Ã
∥∥e++ ‖E‖v+ for i = 0, ...,5.

• Thus, the estimated state vector (16) is given by x̂ = x̃+M+
2 z1.

• From the estimated state x̂, the reconstructed fault f̂ is directly obtained.
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Note that the effect of the terms μ j ∗(·) given in (15) becomes obvious for large er-
rors, while in a sufficiently small vicinity of zero their effects are negligible. Hence,
for a fixed set of λ j the trade-off is the following: the larger the parameter Γ is,
the faster the convergence is with a higher noise sensitivity. Similarly, the larger the
parameters μ j is, the faster the convergence is with a stronger peaking effect.

5.3 Simulation Results

Simulations are performed for different fault time profiles in the α sensor. The
noise level of q,VTAS,θ ,h and α sensors are set to 1.73 × 10−4rd�s, 0.1m�s,
1.73× 10−3rd, 1.73× 10−4rd and 0.1m respectively [26]. The fault estimate f̂ is
first filtered by a low pass filter of order 1 with cutting frequency ωc = 20rd/s.
Next, the GLR (Generalized Likelihood Ratio) test [30] is applied to f̂ f in order to
make a decision about the faulty situation. An alarm is triggered (or disabled) when
the GLR test boolean variable is greater (or lower) than a pre-specified threshold
during a confirmation time tcon f [27]. For rising and falling edge of the GLR test
boolean variable, tcon f is equal to 0.3 and 2 seconds respectively. Here, GLR( f̂ f (t))
refers to the application of the GLR test to the signal f̂ f (t). This reduces to a boolean
signal denoted alarm(t) equals to ”1” if and only if a fault has been detected (and
confirmed, thanks to tcon f ) by the fault detection unit.

The investigated scenarios correspond to four main cases that correspond to:
i) no fault occurs;
ii) an oscillatory fault occurs at t = 4.85s;
iii) an intermittent bias fault with different ”time ON” values and
iv) a drift-like fault type in the time interval [5,15] seconds.

To appreciate the considered flight maneuver, the longitudinal states for h =
980m, VTAS = 145m/s, m = 263000kg and the X-component of center of gravity
equal to 0.25 in fault-free case (case i) ) is shown in [35]. All these scenarios are
related to the terminal phase of a landing trajectory, i.e. after the glideslope capture,
when the longitudinal model is valid (see [29]). To make a better assessment of the
proposed scheme, the aircraft operation range considered in the simulations corre-
sponds to the combination of the following parameters:
- altitude: h = [980 1200 1500 3500]m
- True air-speed: VTAS = [125 133.8 145]m/s;
- mass: m = [214000 263000 317000]kg;
- X-component of center of gravity: [0.17 0.25 0.31]%/100

As a consequence, each considered scenario involve 108 runs. Fig. 1, Fig. 2,
Fig. 3 and Fig. 4 give the results for the case i), ii), iii) and iv) respectively. It can be
seen that the proposed approach succeeds to reconstruct the fault signal despite the
parameter variations. In particular, the use of the non homogeneous HOSM differ-
entiator makes quick intermittent fault reconstruction possible thanks to its property
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Fig. 1 Behaviour of f (t), f̂ (t), f̂ f (t) and the decision test for 108 runs - fault-free case

Fig. 2 Behaviour of f (t), f̂ (t), f̂ f (t) and the decision test for 108 runs - OFC

given in [20]. This highlights an interesting contribution of the proposed work, i.e.
early fault reconstruction can be achieved.

Furthermore, and as expected, the estimation error depends on the measure-
ment noise bound. This has been explained in Section 4 where it is stated that
an upper bound of the fault estimation error is given in the L∞ norm sense, by∥∥ f̂ (t)− f (t)

∥∥
∞ ≤ γ2 (η+)

1/2
+η+ ≈ 3◦ (an investigation of the data reveals a bound

η+ equal to η+ = 1.86 thus γ2 ≈ 0.84). Note that the ’on’ and ’off’ characteristic
of fault detection boolean in Fig. 3 is a feature of great importance in the aircraft
structural design optimization. Indeed, the availability of viable measurement is im-
proved, especially for the case of intermittent faults.
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Fig. 3 Behaviour of f (t), f̂ (t), f̂ f (t) and the decision test for 108 runs - intermittent faults

Fig. 4 Behaviour of f (t), f̂ (t), f̂ f (t) and the decision test for 108 runs - drift-like faults

Finally, fault detection performance statistics are computed to evaluate the perfor-
mance of the fault detection scheme. They are summarized in table 1. The detection
time performance (DTP) index is used to quantify the detection time. From table 1, it
follows that all faults are successfully detected despite the parameter variations and
the time profile of the faults, i.e. the 0% of false alarms (FA%) and 100% of true de-
tection (TD%) for all considered parameter variations and fault types. Furthermore,
the DTP index reveals reasonable detection delays.
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Table 1 Statistics for the four considered faulty time profile

DTP
FA% TD% Min Max

no fault 0% – – –
oscillatory fault – 100% 0.46s 1.14s
intermittent bias fault – 100% 0.15s 0.27s
drift-like fault – 100% 1.09 3.06

5.4 A Pilot Experiment

The HOSM differentiator–based fault detection unit is finally used for a SIMONA–
based pilot evaluation. The goal is to evaluate the robustness performance of the
proposed fault detection unit in a more realistic environment, especially in the pres-
ence of a human pilot and when both longitudinal and lateral motions are performed.

The SIMONA flight simulator is located at the Delft University of Technology,
Netherlands, see Fig. 5 for an illustration. It is a six degrees of freedom hydraulic
motion system. It was designed to give realistic inertial motion cues. Specifically it
was developed for human-machine interface and handling qualities research. The
simulator’s flexible architecture [31] allows for a high-fidelity integration of the
B747-100/200 model (with a realistic aerodynamic coefficients database) by using
the Matlab/Simulink Real-Time Workshop code generation. The inputs and outputs
of SIMONA simulator have been standarised such that the actuators are driven by a
dSPACE/SIMULINK architecture. The interested reader can refer to [32, 31, 33, 34]
for more details about the visual system, simulator cab and flight desk of the SI-
MONA flight simulator.

Fig. 5 SIMONA flight simulator
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Fig. 6 The flight trajectory

The flight trajectory and attitude of the aircraft done by the pilot are illustrated
in Fig. 6. The trajectory corresponds to a landing trajectory so that:

• the flight starts at the trimming conditions;
• then, the pilot performs a manual left turn;
• the altitude reference is changed to 1000m using the MCP (Mode Control Panel),

a device interface that is used by the FCS defined in [21] to automatically generate
trajectory reference (altitude in this case);

• then, another altitude change is done followed by a manual left turn;
• the next phase is concerned with the landing phase, i.e. when nearing the local-

izer, a final left turn is done and the localizer signal is captured. In the mean-
time, flaps are deployed. After the glideslope capture, the altitude decreases at
low speed. The experiment ends close to the runway (the final altitude is ≈ 18m)
with the proper speed and alignment for landing.

Of course, this is a fault-free flight since it is a human experience. Again, the goal is
there to evaluate the robustness performance of the proposed fault detection unit in a
realistic flight, especially when both longitudinal and lateral motions are performed.

The two plots in the top of Fig. 7 illustrates the behaviour of the measure α(t),
the estimate α̂(t), the fault f (t) and its estimate f̂(t) and the fault indicating signal
alarm(t) for the flight trajectory given in Fig. 6. As it be seen, the accuracy of the
fault estimation error depends on:
- the measurement noise bound: Again, it can be identified a bound of the estimation
error given approximatively by

∥∥ f̂ (t)− f (t)
∥∥

∞ ≤ γ2 (η+)
1/2

+η+ ≈ 3◦
- and (obviously) the aircraft model. So, it can easily be noticed that the estimation
error increases when the aircraft is performing ”strong” lateral motions (i.e. left turns
with important roll motion that correspond to 150s≤ t ≤ 250s and 320s≤ t ≤ 380s).
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Remark 3. To avoid false alarm during the ”strong” lateral maneuveur, the GLR
threshold is increased when the pilot command relative lateral motion is higher than
a fixed threshold. This lead to a time-varying decision rule that can be obvious con-
servative in lateral maneuvers. In order to reduce the conservativeness of the pro-
posed scheme, longitudinal model should be abandoned and the full aircraft model
should be considered.

Fig. 7 Behaviour of α(t), α̂(t), f (t), f̂ f (t),alarm(t) for the first 500 seconds of the overall
flight trajectory - fault free situation

6 Concluding Remarks

In this work, a sensor fault reconstruction methodology dedicated to avionics sys-
tems has been developed. The early fault reconstruction is achieved by means of
a non-homogeneous high order sliding mode differentiator. Theoretically the exact
reconstruction of the sensor faults are carried in finite time even in the presence of
bounded perturbations on the system. Nevertheless, experiments shown that in the
presence of bounded measurement noises, the fault reconstruction is attained with
an accuracy related to the noise L∞ norm and the differentiation order. This scheme
has been validated using a simulator of a large commercial aircraft. Further investi-
gations will be necessary to integrate the developed fault identification strategy into
a general fault tolerant flight control system.
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CubeSat Attitude Estimation via AUKF
Using Magnetometer Measurements and MRPs

Francesco Sanfedino, Marco Scardino, Jérémie Chaix, and Stéphanie Lizy-Destrez

Abstract. In this article the Attitude and Control system of a CubeSat is presented.
The attitude estimation design approach used is based on Adaptative Unscented
Kalman Filter (AUKF) using three-axis magnetometer measurements. A set of mod-
ified Rodrigues Parameters (MRPs) is used to evaluate the attitude. Finally in order
to have an complete ADCS system two control laws are introduced (Bdot and Slid-
ing Mode) to best simulate a real CubeSat mission. The first one allows the space-
craft the control during the detumbling phase (phase at high angular rates) and in
case of reaction wheels saturation and the second one is used for the nominal control
(phase at low angular rates).

1 Introduction

During the last decades there has been a great development of cheap and small
satellites, especially in CubeSat projects.

The CubeSat concept created in 1999 by Jordi Puig-Suari of California Poly-
technic State University and Bob Twiggs of Stanford University in order to allow
students to achieve all the skills which a complex satellite project needs [6].

CubeSats are picosatellites of standardised dimensions (cubes of 10cm per side
with a maximum mass of 1kg). The standard 10x10x10cm basic CubeSat is often
called one unit or 1U CubeSat. CubeSats are scalable along only one axis by 1U
increments. As in all satellites also in CubeSats the Attitude and Determination
Control System (ADCS) plays a key role in their lives, because it guarantees the
right pointing for the communication with the ground station.
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In a CubeSat application the ADCS is based above all on three-axis magnetome-
ter employment. This sensor has several advantages such as relative low cost, low
required power and continuous availability. In fact the major part of CubeSat orbits
are Low Earth Orbit (LEO) and for these ones, during solar eclipse, only the Earth’s
magnetic field observations are available. Besides magnetometers can also serve as
backup attitude estimators [11].

An example of CubeSat which exploits this idea is the JumpSat. The JumpSat is a
3U CubeSat mission proposed by ISAE Supaero in collaboration with TELECOM
Bretagne, Massachusetts Institute of Technology (MIT), Centre National dEtude
Spatial (CNES) and ONERA.

The goals of this mission are [9]

• Technological verification and Space qualification of a star tracker, which is cur-
rently underdevelopmentby ISAESupaerofor futureuse in small satellite systems.

• Mapping of the properties of the Earth radiation belt with emphasis of the South
Atlantic Anomaly using a directional radiation sensor under development by ON-
ERA.

• Technological verification and Space qualification of the three-axis attitude con-
trol system of the Jumpsat space segment.

The ADCS is the system which has the role of satellite attitude control in each
phase of its life-cycle. The information taken from some sensors is exploited by
actuators in order to produce correction torques. The way of control is based on the
specific operational phase.

In the JumpSat mission several phases have been identified.
The most influent ones are two [9]:

• Rotational Rate Reduction Mode (Angular rates higher than 5 ◦/s): an operational
mode to eliminate the rotational energy of the system after separation from the
lunch vehicle or after idle times of the system. It is based on the B-dot control
law [5] and utilizes the Magnetometer and Magnetorquer only.

• Attitude Acquisition Mode (Angular rates smaller than 5 ◦/s): the main operation
mode of the ACS system, based on all available sensors and actuators. It allows
pointing of the satellite in any direction in any of the reference frame.

The attention has been focused on the Rotational Rate Reduction Mode, which
guarantees the satellite mission survival. Thus the model of a real magnetometer has
been made by adding a noise and a bias term to the magnetic field. Thanks to this
model and a Kalman Filter employment an estimation of the system states (attitude
and angular rate) can be obtained.

For this non-linear application it is necessary to use the Unscented Kalman Filter
(UKF) algorithm, based on the Unscented Transformation (UT) [7]. The UT uses a
set of sigma points in order to compute the statistics behaviour (propagation of means
and covariance) of variables undergone to a nonlinear transformation. Sigma points
can be selected according to the symmetric and spherical simplex sigma point [8].

In the next sections the implemented methods and the simulation results will be
presented.
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2 Methods

2.1 Unscented Kalman Filter

2.1.1 Unscented Transformation

The Unscented Transformation is a method for calculating the statistics of random
variable, which undergoes under a non linear transformation. In order to do this, it
uses a set of sigma points that guarantees the propagation of means and covariance
through the non linear equations. Supposing a random variable x ∈ Rn has mean
x and covariance Px, and x is propagated trough a non linear function, y = g(x). In
order to calculate the statistics of y, the sigma points can be selected according to the
symmetric and spherical simplex sigma points. For the symmetric sigma points it is
necessary to have 2n sigma points to represent the mean and covariance, while for
the spherical simplex sigma points it is necessary to have n+2 points. Generally, the
computational cost of Unscented Transformation are proportional to the number of
sigma points. For this reason the spherical sigma points approach is chosen. In order
to evaluate the spherical silmplex sigma points, the algorithm shows [8] is used.

2.1.2 State Estimation

The Unscented Transformation and the sigma points permit the estimation of a non
linear dynamic system state vector.

An example of this system in discrete time is:
{

xk = F(xk−1,wk−1)
yk = H(xk,vk)

(1)

where xk represents the states of the system, yk is the measurement of the system, wk

and vk are noise, respectively, of the system and of the measurement. The non-linear
dynamic equation system considered in this work is:

{
xk = f(xk−1) + wk−1

yk = h(xk) + vk
(2)

For this particular non-linear system the Unscented Kalman Filter is called Additive
Unscented Kalman Filter. The Additive Unscented Kalman Filter, respect to clas-
sical Unscented Kalman Filter used for the non-linear system 1, provides a greater
estimation error, but it is more difficult to tune. The formulation for Additive Un-
scented Kalman Filter is given as follows.

Firstly, the filter is initialized as:

x̂0 = E[xo] = [xo]
T (3)

P0 = E[(xo − x̂0)(xo − x̂0)
T ] = diag(Po) (4)
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Then the predicted state mean and covariance are computed using Unscented
Transformation:

χi,k|k−1 = f(χi,k−1) i = 0, ....,n+ 1 (5)

x̂−k =
n+1

∑
i=0

wm
i χi,k|k−1 (6)

P−
xk+1

=
n+1

∑
i=0

wc
i (χi,k|k−1 − x̂−k )(χi,k|k−1 − x̂−k )

T + Qk (7)

where χ represents the matrix of sphercial simplex sigma points. The mean and
covariance observations are found by:

Yi,k = h(χi,k|k−1) i = 0, ....,n+ 1 (8)

ŷ−k =
n+1

∑
i=0

wm
i Yi,k (9)

Pyk =
n+1

∑
i=0

wc
i (Yi|k − ŷ−k )(Yi|k − ŷ−k )

T + Rk (10)

where Qk and Rk are the covariance matrix noise, respectively, of the state and mea-
surement. The cross correlation covariance is calculated using:

Pxkyk =
n+1

∑
i=0

wc
i (χi,k − x̂−k )(Yi,k − ŷ−k )

T (11)

Finally, the correction stage is defined as follows:

Kk = Pxkyk P−1
yk

(12)

x̂k = x̂−k + Kk(yk − ŷk) (13)

Pxk = P−
xk
− KkPyk KT

k (14)

2.1.3 The Adaptive Tuning of the Q Matrix

The estimation error of UKF depends on the initial choice of the covariance matrix
noise Q and of the measurements covariance matrix. For this reason it is necessary
to present the Adaptive Unscented Kalman Filter (AUKF), that is a method based on
UKF, but the value of Q changes at each step time, in order to reduce the estimation
error. An each time step the observation of Q can be written as [13]:
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Q∗ = Δxk+1ΔxT
k+1 + P−

k − Pk +Qk (15)

where Qk is the current covariance matrix noise and Δxk+1 is the difference between
the estimated and the predicted state.

Δxk+1 = x̂k − x̂−k (16)

So the estimation for the covariance matrix noise is

Qk+1 = Qk +
1
γ
[Q∗ −Qk] (17)

where γ represents the window size that sets the level of expected change in the
noise covariance.

2.2 Attitude Dynamics and Sensor Models

This section provides a brief review of spacecraft attitude dynamics. The attitude pa-
rameters here introduced are the Modified Rorigues Parameters. A quaternion sys-
tem is generally applied for spacecraft pointing and regulation thanks to the absence
of singularities in its kinematic equations. However, the use of quaternions requires
an extra parameter which leads to a non-minimal parametrization. The Rodrigues
parameters provide a minimal (i.e., three dimensional) parametrization. However,
a singularity exists for 180◦ rotations, which hinders this parametrization for ex-
tremely large angle rotations. The compromise between the two models it is the
modified Rodrigues parameters application, whose singularity at 360◦ can be solved
by a method explained in the section 2.2.1. Moreover they answer to the minimal
parametrization need.

As in [2] this parametrization is derived by employing a stereographic projection
of the quaternions. The quaternion representation is given by:

q ≡
[

q13

q4

]
(18)

with

q13 ≡
⎡
⎣ q1

q2

q3

⎤
⎦= n̂ sin

(
θ
2

)
(19)

q4 = cos

(
θ
2

)
(20)

where n̂ is the unit vector corresponding to the axis of rotation and θ is the angle of
rotation.

The Modified Rodrigues Parameters are defined by Equation (21):
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p =
q13

1+ q4
= n̂ tan

(
θ
4

)
(21)

where p is a 3× 1 vector. The kinematic equations of motion are derived by using
the spacecraft’s angular velocity w, given by:

ṗ =
1
2

{
1
2

(
1−pT p

)
I3×3 +[p×]+ppT

}
w (22)

The non-linear three-axis rotational dynamics of the rigid spacecraft with momen-
tum wheel may be expressed as:

ẇ = J−1{Tc − Ḣi− [w×]Hi − [w×]Jw+ΔT
}

(23)

where, J is the moment of the inertia matrix, Tc is the magnetorquer control torque,
Hi is the angular momentum vector and , Ḣi is the wheel control torque and ΔT is
the disturbance torque.

For convenience, defining the state vector x ∈ R
7×1 in the attitude estimator as

x =
[

pT wT t
]T

, where the time t is added as estimation variable for a simpler
implementation.

The non-linear dynamics equation for propagating x is rewritten as

ẋ = F (x,wT ) = f(x)+wT (24)

where

f(x) =

⎡
⎣

1
2

{
1
2

(
1−pT p

)
I3×3 +[p×]+ppT

}
w

J−1
{

Tc − Ḣi − [w×]Hi − [w×]Jw+ΔT
}

1

⎤
⎦ (25)

and the process noise wT is zero-mean white noise described by the process noise
matrix Q. The attitude measurement model for a single sensor is given by:

yk =

[
Bbodyk

tk

]
+ vk =

[
A(pk)

1

][
Bk

tOBC

]
+ vk (26)

where yk is the kth measurement vector, tOBC is the time provided by the on-board
computer, and vk is measurement zeros-mean white noise. So the measurements of
the Earth magnetic field in the orbital frame are translated into the spacecraft body
frame by using the matrix A(p)

A(p) = I3×3 −
4
(
1−pT p

)
(1+pT p)2 [p×]+

8

(1+pT p)2 [p×]2 (27)

2.2.1 How to Avoid the Singularity of Modified Rodrigues Parameters

In order to avoid the singularity of Modified Rodrigues Parameters, it is possible to
use the similar parameters, which are called shadow Modified Rodrigues Parameters
[12]:
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pS
i = − qi

1− q4
= − pi

pT p
(28)

The shadow parameters pS have some interesting properties. They have a singularity
at the zero rotation and they go to zero at ±360 ◦ of principal rotation. This is the
exact opposite of p. For this reason they can be used when the Modified Rodrigues
Parameters go to singular. So with these shadow points it is possible describe any
rotation of satellite without singularity, but one discontinuity is present at the switch-
ing point. In terms of p the cosine matrix and the kinematic equation are exactly the
same as 22 and 27.

In order to switch between these parameters it is possible to use the following
relationship:

|p||ps| = 1 (29)

When using p to represent the attitude, there is switch from p to ps if |p| > 1 and
thus:

ps = − p
|p|2 (30)

While using ps to represent the attitude, there is switch from ps to p if |ps|> 1, and
thus:

p = − ps

|ps|2 (31)

So with this definition the magnitude of p and ps will never exceed 1, which results
in avoiding the singularity.

2.3 Control Law

This section will present the two control laws implemented in this project: the B-
Dot for the Rate-Reduction Mode and the Sliding Mode for the Attitude-Acquisition
Mode.

2.3.1 B-Dot Control Law

This section describes the B-Dot control law for the Rate-Reduction Mode. The
principle on which the B-Dot is based [5] is the minimization of the derivative of the
Earth’s magnetic field vector B measured by a magnetometer. The rate of its change
depends on the spacecraft rotation rate. Thus the minimization of this derivative
determines a decrease of the satellite angular rate that corresponds to a reduction of
the rotational kinetic energy. This is defined as:

Ėrot =
d
dt

(
1
2

wbody
T · Isat ·wbody

)
(32)
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This means that the scalar product of the angular rate of satellite body and the
control torque must be smaller than zero:

wbody
T ·Tc < 0 (33)

The control torque Tc is the result of the interaction of the Earth magnetic field
vector B and the magnetorquers magnetic momentum Mtorquer:

Tc = Mtorquer ×BEarth (34)

Thus:

wbody
T · (Mtorquer ×BEarth)< 0 (35)

After rearranging, Equation (35) becomes:

Mtorquer ·
(
wbody

T ×BEarth
)
< 0 (36)

From this inequality it can be deduced that the unique negative parameter has
to be Mtorquer. Thus a negative control scalar gain Cb−dot is introduced in order to
minimise the rotation kinetic energy.

The commanded control torque becomes:

Mtorquer =−Cb−dot · (wbody ×BEarth) (37)

In Equation 37 the cross product between the angular body rate wbody and the
Earth’s magnetic field vector is equal to the time derivative of the Earth’s magnetic
field vector ḂEarth:

ḂEarth = wbody ×BEarth (38)

The control law finally becomes:

Mtorquer =−Cb−dot · ḂEarth (39)

2.3.2 Synthesis of Sliding Mode Control

Considering the following non-linear system:

ẋ = f(x) + g(x)U (40)

where x is the state vector of the system and U represents the command that stabi-
lizes x. For this system the goal is to find the value of U. In order to do this, one
approach is to choose a surface in the state space, called sliding surface S(x), where
the command objective is:

• If S(x) = 0, the value of state vector has to be zero (x = 0)
• To bring the state vector from an arbitrary position to the sliding surface.
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Besides, the command of sliding mode can be characterized by the principle of
attractiveness (S(x)Ṡ(x) < 0) and of invariance (Ṡ(x)) = 0 for S(x)) = 0). With
these principles it is possible to compute the value of U [1]:

U = −
((

δS
δx

)T

g(x)

)−1((
δS
δx

)T

f(x)

)
− Ksat(S(x,ε)) (41)

where K is a diagonal matrix that permits U to assure the condition of attractiveness
and sat(S(x)) is the saturation function, that generally is equal to:

sat(S(x,ε)) =

⎧⎨
⎩

−1 i f S(x)<−ε
S(x)

ε i f |S(x)|< ε
1 i f S(x)> ε

(42)

Sliding Surface using Modified Rodrigues and reaction wheels

For the operational mode, only the reaction wheels represent the way to stabilize
the JumpSat. For this reason the control torque of magnetotorques is equal to zero
and the Equation (23) of dynamics becomes:

Jẇ + [w×]Jw = − [w×]Hi − Ḣi + ΔT (43)

Finally the linear model for spacecraft motion is:

ṗ = F(p)w (44)

ẇ = f(x) − J−1U − J−1ΔT (45)

where,

F(p) =
1
2

{
1
2

(
1−pT p

)
I3×3 +[p×]+ppT

}
(46)

f(p) = −J−1 [w×]Jw (47)

U = − [w×]Hi − Ḣi (48)

For this dynamics the sliding surface is[3]:

S(p) = w − m(p) (49)

The value of m(p) is calculated from a desired vector of Modified Rodrigues Pa-
rameters and the kinematics equation:

m(p) = F−1(p)d(p) (50)
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where,

F−1(p) =4(1 + pT p)−2

{
(1 + pT p)I3×3 − 2 [p×] + 2ppT}

and
d(p) = Λ (p−pd) (51)

where Pd is the desired reference of Modified Rodrigues Parameters and Λ is a
diagonal matrix with negative elements. So with these elements the value of com-
mand is:

U = − J

{
f(w) − δm

δp
[F(p)m(p) + F(p)S(p)]

}

− JKsat(S(p),ε)

Supposing that the matrix Λ is given by a scalar λ times the identity matrix, the
quantity m(p) becomes:

m(p) =4λ
(
1+pT p

)−1 − 4λ
(
1+pT p

)−2

{(
1−pT p

)
I3×3 − 2 [p×]+ 2ppT}pd

ans its derivative respect p is equal to:

δm(p)
δp

= 4λ
(
1+pT p

)−1
{

I3×3 − 2
(
1+pT p

)−1
ppT

}

− 8λ
(
1+pT p

)−2{
ppT

d −pdpT +[pd×]+
(
pT

d p
)

I3×3
}

+ 16λ
(
1+pT p

)−3{(
1−pT p

)
I3×3 − 2 [p×]+ 2ppT}pdpT

Finally in order to eliminate the effects of external disturbances, it is necessary to
add to the quantity U another torque Udist , so the command to stabilise the system
becomes:

Utot = U+Udist (52)

where
Udist = −Δ T̂ (53)

Δ T̂ is generally computed by an observer, but in our case it is a value computed by
the Unscented Kalman Filter.

3 Results and Simulation

In this section two implemented models will be presented. Firstly the efficiency of
the UKF estimation without the introduction of the control law will be analysed in
order to give confidence to the measurements of the three-axis magnetometers. Then
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the results of the controlled system will be presented. For the simulations a model
of the Earth magnetic field has been introduced according to the specification of
IGRF11 available until 2015 [4]. The magnetic field vector has been computed at
each 0.1s interval. In the reality only the measurements of the sensor will be used in
order to evaluate the spacecraft attitude. The model of the magnetometer consists in a
sensor with a bias and a white Gaussian noise to best simulate the errors accumulated
by a real instrument. According to the verification of UKF algorithm all the control
part has been removed. For the JumpSat mission a system of reaction wheels and
magnetorquers is used to actuate the control. The elimination of the control system
has as consequence the suppression of the wheel control torque Ḣi and of the angular
momentum vector Hi, which have an important role in the dynamics Equation (23),
but also of Tc.

The complete system scheme is presented in Figure 1, where also the control law
block is considered.

Orbit propagator and  
disturbance sources 

Three-Axis 
Magnetometer 

 

UKF 

Satellite dynamics 
and kinematics 

Attitude Control 
System 

Bbody 

T 

p, 

pe, e 

pe, e, BEarth_e, Te 

H

Bbody_Magnetometer 

 

Time 

+ 

Fig. 1 Simulation scheme

For the test of estimation the blocks architecture except for the UKF are heritage
of Christoph Pierls work [10], but all the equations has been translated into the
modified Rodrigues Parameters p from the quaternion system and the control part
has been adapted to the current case.

The Orbit propagator and disturbance sources block takes the time to calculate
the evolution of the spacecraft trajectory in its orbit. Thanks to the orbit parameters
evaluation it is possible to obtain the Earth magnetic field in the body frame Bbody
(here calculated by the IGRF11 model for a better precision) and all the considerable
disturbing torques ΔT, i.e. the magnetic and the gravity gradient ones. The block
Satellite dynamics and kinematics comprehends the Equations (22) and (23). The
Attitude Control System takes into account the control law and the reaction wheel
model in order to provide the control torque Ḣi and the angular momentum Hi.
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For all the simulations two important hypothesis have been established:

• The Earth magnetic field model is the same in the block Orbit propagator and
disturbance sources and in the filter model. In the reality a simpler algorithm
than the IGRF11 is used in the embedded code for computational reasons. Thus
it introduces other uncertainties not considered here.

• The model of the orbit is not estimated but taken from the environment modelled
in the block Orbit propagator and disturbance sources. Thus a development of
this work would be the implementation of an algorithm which predicts the satel-
lite position in its orbit.

A set of parameters has been chosen to best produce the estimation. They are
listed in Table 1.

Table 1 Parameters used in the estimation model. Bbias is the bias on the three-axis mag-
netometer, Bresdip is the residual dipole momentum of the satellite. Bpds is the deviation
standard of the magnetic noise.

Parameter Value
J diag[0.045,0.045,0.005]kgm2

Bbias [25,−25,25]T nT
Bresdip [5 ·10−8,5 ·10−8,5 ·10−6]Am2

Bpds [2 ·10−9;2 ·10−9;2 ·10−9]T
W0 0.5
P0 diag[0.087;0.087;0.87;1;1;1;0.1] ·10−1

Q0 diag[1.563;1.43;1.984;0;0;0;0.3] ·10−14

R0 diag[25;25;25;100] ·10−15

p0 [0;0.414;0]
w0 [0;0;0]rad/s
γ 50
λ −0.015
ε 0.01
k 0.0015

Cb−dot −20000

In the following graphs different simulation of the implemented methods are pre-
sented. Particularly the variation of Euler’s angles with the time will present . These
angles represent the rotation needed to bring the body frame to the orbital frame:

• The angle ψ is the rotation around the axis Zbody, which brings the body frame
to an intermediate frame identified with X1body , Y1body and Z1body = Zbody. This
rotation is considered positive if it is an anti-clockwise rotation.

• The angle θ is the rotation around Y1body , which brings the F1body to another in-
termediate frame, X2body , Y2body = Y1body and Z2body . This rotation is considered
positive if it is an anti-clockwise rotation.

• The angle φ is the rotation around X2body = Xorbital , which aligns the two frames.
It is positive if it is an anti-clockwise rotation.
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An algorithm permit us to compute these angles from the values of the Modi-
fied Rodrigues Parameters. The first step of this algorithm is the evaluation of the
quaternions:

q4 =
1−pT p
1+pT p

qi =
2pi

1+pT p
f or i = 1,2,3 (54)

With the values of the quaternions the Euler’s angles are equals to:

ψ = atan

(
2(q4q3 + q1 + q2)

1 − 2(q2
2 + q2

3)

)
(55)

θ = asin(2(q4q2 − q3q1)) (56)

φ = atan

(
2(q4q1 + q2q3)

1 − 2(q2
1 + q2

2)

)
(57)

The limitations of this algorithm implemented on Matlab is that the values of φ
and ψ are comprised between −180 ◦ and 180 ◦ and for θ the values are comprised
between −90 ◦ and 90 ◦.

3.1 Performances of Modified Rodrigues Parameters

In this section a simulations will be presented in order to evaluate the filter efficiency.
Tacking as initial condition,

(ψ ,θ ,φ) = (140◦,90◦,160◦) (58)

(r,q, p) = (1.3◦/s,1◦/s,0.85◦/s) (59)

the estimation of UKF with Modified Rodrigues Parameters is presented in
Figure 2, Figure 3 and Figure 4 for a simulation time of 1000s and using the IGRF11
model for the Earth’s magnetic field.

3.2 Interest of the Adaptive Method

This section shows as the adaptive method for the noise covariance matrix guaran-
tees better results in terms of errors between the real system and the estimated one.
Tacking as initial condition,

(ψ ,θ ,φ) = (140◦,90◦,160◦) (60)

(r,q, p) = (1.3◦/s,1◦/s,0.85◦/s) (61)

a comparison between normal UKF and its adaptive version is shown in Figure 5.
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Fig. 5 Error between classical and adaptive UKF

3.3 Attitude Control

This section provides the complete control attitude simulation. Both B-Dot and Slid-
ing Mode are applied: the first one in order to reduce the angular rates during the
detumbling phase and in case of the reaction wheels saturation (Rate-Reduction-
Mode). The second one is then used to reach the need attitude (Attitude-Acquisition-
Mode), which corresponds to the condition 0◦ for all three Euler’s angles.

For the simulation the magnetorquers provide a nominal magnetic momentum of
0.2Am2 and the reaction wheel have a saturation torque of 0.635mN m. The switch
from a control law to the other one consists in the condition suggested in [10]:
intervention of B-Dot if all the angular rates are bigger than 5◦/s. In case of switch
a little retard (0.05s) is introduced to permit the system a fluent passage from a
mode to the other one without discontinuities.

Tacking as initial conditions:

(ψ ,θ ,φ) = (−100◦,30◦,−100◦) (62)

(r,q, p) = (8.6◦/s,−8.6◦/s,14.3◦/s) (63)

In Figure 6 the Euler’s angles evolution is presented for a simulation time of
9500s.
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3.4 Monte Carlo Simulation

Monte Carlo simulations are computational algorithms that rely on repeated random
sampling to obtain numerical results, typically one runs simulations many times
over in order to obtain the distribution of an unknown entity.

The verification of our procedure, based on UKF algorithms and Modified Ro-
drigues Parameters, will be made with Monte Carlo Simulations of the SIMULINK
model with random sets of parameters. The goal is:

• to verify or dismiss the current estimation filter for actual implementation to the
space segment.

• to obtain an estimation on the performance of the algorithm.

The assumptions for the Monte Carlo methods are:

• Each simulation has a duration of 3500 s;
• The system is considered converged, if the filter provides an estimation of the

space segment attitude with an error of less than 5 ◦ around all three axes of the
local orbital frame in less than 2400s and maintains this limit for 900s

The error ε of Monte Carlo approach is defined as ε = 1√
N

, where N is the total
number of simulations. In order to provide a result with a 10% error, a number of
100 simulations are necessary.

For simulating the truth model of satellite a set of random parameters were cho-
sen, particularly the standard deviation value of the sensor σB and the bias value of
the sensor Bbias as the set of random parameters.

But the initial value of the angular rate and satellite attitude were also chosen as
random parameters . Particularly the bounds of these two parameters are:

• The angular rate wz and wy are comprised between −8.6 ◦/s and 8.6 ◦/s, while
the wx between −14.3 ◦/s and 14.3 ◦/s.

• The attitude value of ψ and φ are comprised between −180 ◦ and 180 ◦, while
the angle θ is comprised between −90 ◦ and 90 ◦.

3.4.1 Results of Monte Carlo Simulation

The Monte Carlo simulation was run with the highest number of iterations possible
with the given limitation on time, 153 times. Among these 153 simulations, 144 lead
to success so:

Pconvergence =
144
153

= 94.12% (64)

The average time needed for the system to reach convergence is equal to:

taverageconv =
∑Nconvergence

i=0 ticonv

Nconvergence
= 131.2s (65)

In the Figure 7 and 8, it is possible to see the variation of the convergence time

with different values of ψini, φini, θini, the norm of angular rate(
√

w2
x +w2

y +w2
z ),norm
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of the sensor bias (
√

B2
biasx

+B2
biasy

+B2
biasz

) and norm of the sensor deviation stan-

dard (
√

B2
psdx

+B2
psdy

+B2
psdz

). These simulations prove that the Adaptive Unscented

Kalman filter, using Modified Rodrigues Parameters, is stable for various initial
states.
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Fig. 7 Resulte of Monte Carlo simulation for Euler’s angles.
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Fig. 8 Results of Monte Carlo simulation for the angular rate norm, the Earth’s magnetic bias
norm and the Earth’s magnetic deviation standard norm.
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4 Conclusions

In this paper the UKF advantage in spacecraft attitude estimation were presented
and discussed . It was explored the possibility to apply the Modified Rodrigues
Parameters and it was verified the efficiency of the estimation algorithm. In order to
verify the reliability for future embedded applications a Monte Carlo simulation has
been made by changing all the unknown parameters. A large set of initial condition
after the orbit injection has been speculated in order to manage to control the satellite
in each situation.

At this step of project development some hypothesis have been taken into account
to simplify the problem. Future extensions consist as said before in developing also
an estimation for the orbit propagator and testing two types of Earth’s magnetic field:
one more precise (e.g. IGRF11) for the real model and a simplified version for the
estimator. This operation results compulsory because of the impossibility to charge
the on-board computer with a complex model. Another thing here neglected is the
influence of Aerodynamic disturbance torque. Its effect has to be considerate signif-
icant especially in detumbling phase, when spacecraft surfaces are largely exposed
to the density of the low atmosphere in their rotation. Thus the implementation of a
model for this disturbance torque has to be carried out.
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Sensor Fault Detection and Estimation
for Quadrotors Using Kinematic Equations

Peng Lu, Laurens Van Eykeren, Erik-Jan van Kampen, and Qiping P. Chu

Abstract. This paper proposes a new method for detecting and estimating the faults
in the sensors of quadrotor Unmanned Aerial Vehicles. The model used for the fault
detection is the kinematic model of the quadrotors, which reduces the influence
of model uncertainties. The faults in the sensors are modelled by a random walk
process. The state vector of the Unscented Kalman Filter is augmented with the
faults, which allows the faults to be estimated. The proposed approach is validated
by two scenarios: in the presence and absence of sensor faults. Simulation result
shows that the Augmented Unscented Kalman Filter can estimate both the state and
faults well, which enables the quadrotor to maintain the flight even in the presence
of sensor faults.

1 Introduction

Recently, autonomous Unmanned Aerial Vehicles (UAV)s have attracted consider-
able attention due to their strong autonomy and ability to fulfill complex tasks with-
out human intervention. The quadrotor is one type of UAV system which is easy
to build and fly. It is able to take of and land vertically, and hover at a fixed point.
The purpose of these quadrotors are various, ranging from scientific exploration and
data collection, to provision of commercial services, military reconnaissance and
intelligence gathering [2, 1]. Since these vehicles operate in an environment sub-
jected to a high degree of uncertainties and disturbances, the problem of precise
and accurate control and state estimation of these vehicles is difficult and requires
advanced control and estimation techniques [2]. Furthermore, due to the increasing
requirement for control systems to be more safe and reliable, Fault Detection and
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Diagnosis (FDD) and Fault Tolerant Control (FTC) technologies are becoming more
and more critical and significant [2].

This paper is concerned with the FDD of the quadrotor sensors. Few papers
[2] deal with the sensor FDD of quadrotors. However, sensor FDD is important
for quadrotors. For one thing, most quadrotors are equipped with low-price, low-
precision sensors which are easy to suffer from bias and drift. E.g., the Inertial Mea-
surement Unit (IMU) sensors usually contains bias which is varying with tempera-
ture or even accelerations. For another, since the UAV has limited room for sensors,
hardware redundancy is not an optimal solution. Therefore, a viable alternative is
the development of an analytical based FDD system which is capable of handling
sensor faults without using multiple sensors.

Freddi et al. [2] used a Thau observer to detect the faults in pitch angle and roll
angle sensors. However, their approach has no ability to estimate the faults. In the
present paper, both detection and diagnosis of the sensor faults are considered. In
order to cope with model uncertainties, the kinematic equations of the quadrotor are
used instead of the dynamics equations. If the dynamic equations are used, there
are a number of uncertainties which could degrade the performance of the FDD
system. First of all, the inertia of the quadrotor has to be accurate. Second, the
thrust coefficient and torque coefficient of the quadrotor is changing according to the
rotational speed of the rotor. If constant coefficients are used, it causes uncertainties.
Finally, it is cumbersome to accurately determine the external forces and moments
of the rotors such as hub forces and hub moments.

This paper proposes to use the kinematic model of the quadrotor, which could
eliminate the uncertainties when using the dynamic equations. Sensor faults are
modeled as a random walk process, which allows drift faults to be detected and es-
timated. The Unscented Kalman Filter (UKF) is used for the state estimation and its
state vector is augmented with the faults to estimate the faults. Two different simula-
tions are used to validate the proposed approach. The simulation results demonstrate
that the proposed approach could estimate the state and faults accurately in the pres-
ence or absence of sensor faults. This enables the quadrotor to maintain the flight
even in the presence of sensor faults, which enhances the safety of the quadrotor.

The structure of the paper is as follows: Sect. 2 presents the process model and the
measurement model of the quadrotor which are used for the detection and diagnosis
of sensor faults. Sensor faults are also included in the measurement model. Sect. 3
introduces the method which is used to estimate the state and fault of the system.
Two different simulations are conducted, in Sect. 4, to test the performance of the
proposed approach. The simulation demonstrates the effectiveness of the approach.
Finally, Sect. 5 concludes the paper.

2 Kinematic Model of the Quadrotor

This section first introduces the process model of the quadrotor, which includes the
translational and rotational dynamics. The assumptions which are required are also
presented. Then, the measurement model is given which contains sensor faults.
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Fig. 1 Quadrotor and the reference frame

2.1 Process Model of the Quadrotor

Define a earth frame {ΣE}(Oe,xe,ye,ze) and a body frame {ΣB}(Ob,xb,yb,zb) in
which Ob is fixed to the quadrotor (see Fig. 1). The earth frame is the North East
Down (NED) frame in which the ze axis points down. The zb axis of the body frame
also points down. The rotation of the body frame with respect to the earth frame is
denoted by the following rotation matrix R:

R =

⎡
⎣cosθ cosψ sin φ sinθ cosψ − cosφ sin ψ cosφ sinθ cosψ + sinφ sinψ

cosθ sinψ sin φ sinθ sin ψ + cosφ cosψ cosφ sinθ sinψ − sinφ cosψ
−sinθ sinφ cosθ cosφ cosθ

⎤
⎦
(1)

where φ , θ and ψ are the Euler angles.
Before introducing the equations of motion of the quadrotor, the following as-

sumptions have to be made:

1. The structure is supposed rigid.
2. The structure is supposed symmetrical.
3. The center of Gravity and the origin of the body fixed frame are assumed to

coincide.
4. The propellers are supposed rigid.
5. The thrust and the drug are proportional to the square of the propeller’s rotational

speed.

Let η denote the Euler angles and ω denote the angular rates of the quadrotor:

η = [φ ,θ ,ψ ]T (2)

ω = [p,q,r]T (3)
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φ and θ are assumed to satisfy the following conditions in this paper:

φ ∈ [−π/2,π/2] (4)

θ ∈ (−π/2,π/2) (5)

The position of the quadrotor is denoted as d = (x,y,z) while the velocity of the
quadrotor expressed in the body frame is denoted as V = (u,v,w).

The quadrotor system model using the kinematic equations is described as
follows:

ẋ = ucosψ cosθ (6)

+ v(cosψ sinθ sinφ − sinψ cosφ) (7)

+w(cosψ sinθ cosφ + sinφ sinψ) (8)

ẏ = usinψ cosθ (9)

+ v(sinψ sin θ sinφ + cosφ cosψ) (10)

+w(sinψ sinθ cosφ − cosψ sinφ) (11)

ż =−usinθ + vcosθ sinφ +wcosθ cosφ (12)

u̇ = Ax − gsinθ + rv− qw (13)

v̇ = Ay + gcosθ sin φ + pw− ru (14)

ẇ = Az + gcosθ cosφ + qu− pv (15)

φ̇ = p+ qsinφ tanθ + r cosφ tanθ (16)

θ̇ = qcosφ − r sinφ (17)

ψ̇ = q
sinφ
cosθ

+ r
cosφ
cosθ

(18)

Note that the dynamics of the angular rates of the quadrotor are not given here
since they are not used in the system model. It should be noted that this kinematic
equations have been used by some researchers to cope with the fixed-wing aircraft.
Mulder et al. [9] and Lombaerts [5] used Extended Kalman Filter (EKF) and Iterated
Extended Kalman Filter (IEKF) to cope with flight path reconstruction. Van Eykeren
et al. [11, 12] and Lu et al. [7, 6] used this model for sensor fault detection. More
recently, Lu et al. [8] dealt with the sensor fault detection of real flight test data of a
fixed-wing aircraft using a Double-Model Adaptive Estimation approach.

Remarks:

1. This model is different from the dynamic model of the quadrotor which is com-
monly used. This kinematic model is insensitive to model uncertainties such as
the mass and the inertia of the quadrotors. This is advantageous because the mass
uncertainty and asymmetry of the propellers does not affect the model accuracy.

2. The sensor FDD is not influenced by the actuator faults of the quadrotor. The
reason is that the actuator output of the quadrotor is not used in the system model.
This is also an advantage since the FDD of the sensors and actuator are separated.
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2.2 Measurement Model of the Quadrotor

The position and velocity of the quadrotor is assumed to be measured by a op-
tic track system. It is assumed that there are no biases in the measurement of the
position and velocity. The Euler angles are measured by the attitude heading and
reference system. The angular rates and linear accelerations are measured by the
IMU. The faults in the IMU are considered. Therefore, the complete measurement
model is as follows:

xm = x+νx (19)

ym = y+νy (20)

zm = z+νz (21)

vxm = vx +νvx (22)

vym = vy +νvy (23)

vzm = vz +νvz (24)

φm = φ +νφ (25)

θm = θ +νθ (26)

ψm = ψ +νψ (27)

The IMU measurement model is as follows:

pm = p+νp+ fp (28)

qm = q+νq + fq (29)

rm = r+νr + fr (30)

Axm = Ax +νAx + fx (31)

Aym = Ay +νAy + fy (32)

Azm = Az +νAz + fz (33)

where fx, fy, fz, fp, fq and fr are the faults in the IMU measurement. It is common
that there are biases and drifts in the IMU sensors, especially for the IMU sensors
which are used by small UAVs. The objective of this paper is to estimate these
faults. In this way, an improved estimation can be provided to enhance the controller
performance of the quadrotor.

3 Sensor Fault Estimation

The objective is to estimate the biases and drifts in the IMU sensors. Since angular
rate measurement is used by the controller, it is necessary to obtain an accurate an-
gular rate information. This section introduces the method which is able to estimate
the faults in the IMU sensors and obtain an accurate estimation of the angular rates.
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3.1 Unscented Kalman Filter

This section presents the general UKF framework[3], which is used for the state
estimation. It contains the following steps[10]:

Step 1 Sigma Points Calculation

X0,k−1 = x̂k−1 (34a)

Xi,k−1 = x̂k−1 − (
√
(L+ γ)Pk−1)i, i = 1,2, ...,L (34b)

Xi,k−1 = x̂k−1 +(
√
(L+ γ)Pk−1)i, i = L+ 1,L+ 2, ...,2L (34c)

w(m)
0 = γ/(L+ γ) (35a)

w(c)
0 = γ/(L+ γ)+ (1−α2+β ) (35b)

w(m)
i = w(c)

i = 1/{2(L+ γ)}, i = 1,2, ...,2L (35c)

where L is the dimension of the state vector, γ = α2(L+K ) is a scaling factor, α
determines the spread of the sigma points around x̄, K is a secondary scaling factor,
β is used to incorporate the prior knowledge of the distribution of x.

Step 2 Time Update
After the creation of the sigma points through the nonlinear transformation, the

predicted mean and covariance are computed as follows

Xi,k|k−1 = f (Xi,k−1) (36)

x̂k|k−1 =
2L

∑
i=0

w(m)
i Xi,k,k−1 (37)

P−
k =

2L

∑
i=0

w(c)
i [Xi,k|k−1 − x̂k|k−1][Xi,k|k−1 − x̂k|k−1]

T +Q (38)

X ∗
i,k|k−1 = [X0:2L,k|k−1 X0,k|k−1 −ν

√
Q X0,k|k−1 +ν

√
Q]i (39)

Y ∗
i,k|k−1 = h(X ∗

i,k|k−1) (40)

ŷk =
2La

∑
i=0

w∗(m)
i Y ∗

i,k|k−1 (41)

Pxy,k =
2L

∑
i=0

w∗(c)
i [Xi,k|k−1 − x̂k|k−1][Yi,k|k−1 − ŷk]

T (42)

Pyy,k =
2L

∑
i=0

w∗(c)
i [Yi,k|k−1 − ŷk][Yi,k|k−1 − ŷk]

T +R (43)

where La = 2L, ν =
√

L+ γ , w∗(m)
i and w∗(m)

i are calculated in the same way as
Eq. 35 with the only change from L to La.
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Step 3 Measurement Update
This step is to calculate the Kalman gain and the updated states and covariance.

Kk = Pxy,kP−1
yy,k (44)

x̂k|k = x̂k|k−1 +Kk(yk − ŷk) (45)

Pk = P−
k −KkPyy,kKT

k (46)

The convergence of the UKF is not sensitive to the initial states and can obtain a
high order of accuracy for nonlinear systems. Therefore, the UKF is selected for the
state estimation.

3.2 Modelling of the Sensor Faults

The UKF is able to provide an unbiased state estimation when there are no faults
in the system. If there is a bias in the system input, the UKF can still obtain a good
performance of state estimation by augmenting the bias as an additional state. This
approach is called Augmented Unscented Kalman Filter (AUKF) [7].

Suppose there is a bias in each input signal.

b = [b1,b2, ...,bm]
T (47)

Then the system states are denoted as

x′ = [x1,x2, ...,xn,b1,b2, ...,bm]
T (48)

The dynamics of the bias is
ḃ = 0 (49)

It should be noted that the AUKF is able to cope with the bias in the system input
since the bias is treated as a constant which means that the dynamics of the bias
is relatively slow. However, if there is a time-varying fault in the input signal, the
normal AUKF is not able to track the real states.

In order to cope with time-varying faults, the faults can be modelled as a random
walk process as follows:

ẋ′(t) =
[

ẋ(t)
ḟi,k

]
=

[
f (x(t),u(t), t)

0

]
+

[
w(t)
w′

k(t)

]
(50)

where w′
k is assumed to be white noise. Other modelling methods of the faults can

also can used [9]. However, it is without the scope of this paper.

4 Simulation Results

This section validates the performance of the proposed approach to detect and esti-
mate the faults in the IMU sensors. The simulation consists of two scenarios: with
and without sensor faults.
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The controller of the quadrotor is a Backstepping (BS)-based [4] approach. The
control objective is to control the altitude and position of the quadrotor. The con-
troller design is omitted here since it is not the focus of the paper.

The command for the quadrotor is to climb up 1 meter, hover for some time and
then go back to the initial height and hover. Then, the command is to descend one
meter, hover for a period of time and then go back to the initial height.

4.1 Simulation in the Absence of Sensor Faults

This section tests the performance of the proposed approach during the fault-free
scenario, to evaluate the occurrence of possible false alarms.

The state estimation of the AUKF is given in Fig. 2. The red dotted lines represent
the real state of the system while the blue solid lines denote the estimation using the
AUKF. As can be seem from the figure, these two lines coincide with each other.

The estimation error of the position, velocities and attitude angles using the AUKF
are given in Figs. 3, 4 and 5, respectively. It can be seen that all of the estimation
errors are close to zero-mean. However, the estimation error of the position appears
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Fig. 2 State estimation using the AUKF and the real states. There are no faults in the sensors.
The red dotted lines denote the real state while the blue solid lines represent the estimated
states using the AUKF.
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Fig. 3 Estimation error of the position using the AUKF approach when there are no sensor
faults
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Fig. 4 Estimation error of the velocity using the AUKF approach when there are no sensor
faults

to be more smooth than that of the velocity and attitude angles. The reason is that
the position is measured by the camera system which is composed of a number of
cameras. Some oscillations in the estimation error of the velocity and attitude angles
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Fig. 5 Estimation error of the Euler angles using the AUKF approach when there are no
sensor faults
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Fig. 6 Fault estimation of the accelerometer sensors using the AUKF and the real faults.
There are no faults in the sensors. The red dotted lines denote the real accelerometer sensor
faults while the blue solid lines represent the estimated ones using the AUKF.

can be observed. This is due to the maneuvers the quadrotor performs. However, the
magnitude of the oscillations is small and can be neglected.
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Fig. 7 Fault estimation of the rate gyro sensors using the AUKF and the real faults. There are
no faults in the sensors. The red dotted lines denote the rate gyro sensor faults while the blue
solid lines represent the estimated ones using the AUKF.

The fault estimation of the IMU sensors is presented in Figs. 6 and 7 respectively.
The fault estimation of Ax and Ay sensor is zero-mean. However, the estimation of
the Az sensor fault shows some oscillations. This is due to the strong maneuver per-
formed by the quadrotor. The vertical speed is around 2 m/s, which is twice as much
as the speed along the x and y axis which can be seen in Fig. 2. The fault estimation
of the angular rate sensors are all zero-mean, despite some small oscillations.

4.2 Simulation in the Presence of Sensor Faults

This section tests the performance of the AUKF when some faults are injected to
the IMU sensors. The fault scenario is given in Table 1.

As can be seen from the table, there are three fault types including bias, drift
and oscillatory. The faults of the sensors occur simultaneously, which is a challeng-
ing situation. A scenario where all six sensors fail is less likely to happen than the
occurrence of a single fault. The purpose of this scenario is to demonstrate the per-
formance of the proposed approach under extreme situations.

The real and estimated states are shown in Fig. 8. The red dotted lines show the
real state while the blue solid lines represent the estimated states. Due to the strong
maneuver, some oscillations are observed from the states such as the velocity and
attitude angles.

The estimation error using the AUKF is also presented. The estimation error of
the position of the quadrotor is shown in Fig. 9. It can be seen that before the oc-
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Table 1 IMU sensor fault scenario

Faulty sensor Fault time Fault type Fault magnitude Fault units

Ax t = 10 s Bias 0.5 m/s2

Ay t = 10 s Drift -0.1 m/s3

Az t = 10 s Bias 0.5 m/s2

p t = 10 s Bias 0.05 rad/s
q t = 10 s Oscillatory 0.1sin(0.005πt) rad/s
r t = 10 s Bias -0.05 rad/s

0 10 20
−2

0

2

x e (
m

)

0 10 20
−2

0

2

y e (
m

)

0 10 20
−2

0

2

z e (
m

)

0 10 20
−2

0

2

u b (
m

/s
)

0 10 20
−1

0

1

v b (
m

/s
)

0 10 20
−2

0

2

w
b (

m
/s

)

0 10 20
−0.5

0

0.5

φ 
(r

ad
)

0 10 20
−0.5

0

0.5

θ 
(r

ad
)

0 10 20
−0.1

0

0.1

ψ
 (

ra
d)

 

 

true
estimation

time (s)

Fig. 8 State estimation using the AUKF and the real states. The scenario is with IMU sen-
sor faults. The red dotted lines denote the real state while the blue solid lines represent the
estimated states using the AUKF.

currence of the faults, the estimation error is minimum. Once the faults occur, the
estimation error starts to increase. However, the error is small considering the fact
that all the IMU sensors fail simultaneously.
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Fig. 9 Estimation error of the position using the AUKF approach when there are IMU sensor
faults

The estimation error of the velocities and the attitude angles, as shown in Figs. 10
and 11 respectively, do not show a big difference from the situation where there
are no sensor faults. This also shows the estimation performance of the AUKF in
the presence of sensor faults. However, the estimation error of the pitch angle θ
increases after the occurrence of the faults.

Finally, the estimation of the faults using the AUKF is shown. The accelerometer
fault estimation is shown in Fig. 12. The red dotted lines denote the real faults which
are injected to the sensors while the blue lines represent the estimated faults using
the AUKF. It can be seen that the estimated faults can follow the real faults well,
even in the presence of drift fault. However, it is noticed that the estimation of the
fault in the Ax sensor shows some oscillations while the faults injected to the Ax

sensor is bias fault. The reason is that the estimation of the Ax sensor fault is related
to the estimation of the pitch angle, which is influenced by the fault in the p sensor.
The fault estimation of the roll rate p sensor can track the oscillatory fault well.
However, there is still a small delay which affects the estimation of the pitch angle.
This is also the reason why the estimation of the pitch angle shows a larger error (as
shown in Fig. 9) compared to the roll angle and yaw angle. The fault estimation of
the roll rate sensor and yaw rate sensor is satisfactory, as can be seen from Fig. 13.
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Fig. 10 Estimation error of the velocity using the AUKF approach when there are IMU sensor
faults
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Fig. 11 Estimation error of the Euler angles using the AUKF approach when there are IMU
sensor faults
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Fig. 12 Fault estimation of the accelerometer sensors using the AUKF and the real faults.
There are IMU sensor faults in the system. The red dotted lines denote the real accelerometer
sensor faults while the blue solid lines represent the estimated ones using the AUKF.
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Fig. 13 Fault estimation of the rate gyro sensors using the AUKF and the real faults. There
are IMU sensor faults in the system. The red dotted lines denote the rate guro sensor faults
while the blue solid lines represent the estimated ones using the AUKF.
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5 Conclusions

This paper proposes a new approach for the sensor fault detection and diagnosis of
quadrotors. In order to cope with model uncertainties, this paper proposes to use
the kinematic model of the quadrotor instead of the dynamic equations. The AUKF
is used to estimate the state and the faults. Simulation results demonstrates the ef-
fectiveness of the proposed approach both in the presence and absence of sensor
faults.

The proposed approach could provide correct information of the system states
and sensor conditions, which enables the controller to realize fault tolerant control
even in the presence of sensor faults. In the future, this approach will be imple-
mented on real quadrotors to test the performance of the approach. It can also be
implemented to enhance the safety and fault tolerance of the quadrotors.
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An Image Processing Algorithm for Ground         
Navigation of Aircraft 

Kevin Theuma and David Zammit Mangion 

Abstract. Aircraft taxiing can be challenging in periods of bad weather and pilots 
tend to face a considerable increase in workload. In order to minimise the impact 
of adverse weather such as low visibility conditions, we propose a solution that 
can automatically navigate aircraft by using image processing techniques to  
determine its position relative to the taxiway. The output position is intended to 
provide feedback to a dedicated controller. The task of the image processing algo-
rithm is to identify the taxiway centreline markings by extracting features from the 
image and processing this information. Afterwards, the detected centreline mark-
ings are modelled through curve fitting techniques. The cross-track and heading 
errors of the aircraft are measured from these curves and these define its position. 
Results show that the developed algorithm provides the position of the aircraft 
with centimetric accuracy. The algorithm performs well in various weather condi-
tions including clear, stormy and foggy weather. It also works well during day and 
night time conditions. 

1 Introduction 

As air traffic keeps on growing, so does the interest in automating all phases of 
flight. The aim is to shift tasks from the pilot to an autonomous system so that 
operations can be carried out quicker and in a safer way. Statistics published by 
PlaneCrashInfo.com [1] show that the majority of aircraft accidents are a result of 
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human error, possibly due to fatigue or distraction. Aircraft taxi, together with 
take-off has still not been automated while other phases such as cruise and landing 
have already been automated. 

An autonomous system is particularly helpful in low visibility conditions. In 
this kind of weather, pilots encounter more challenges than usual because they 
face a considerable increase in workload. Also, there is an increase in hazards 
which could lead to possible incidents and accidents, and a reduction in the effi-
ciency of the operation of the National Airspace System. In low visibility condi-
tions, it is common for flights to be delayed, rerouted or cancelled. This has a 
negative effect on the industry’s economics as it adds to their costs and lowers 
their revenue [2]. 

Today, the most popular systems for position fixing are satellite navigation sys-
tems. The traditional Global Positioning System (GPS) can pinpoint the position 
of the receiver with inaccuracies of up to 10m [3]. Unfortunately GPS is suscepti-
ble to various errors including atmospheric effects, multipath effects, relativistic 
effects, and ephemeris and clock errors [4]. Additionally, it is disrupted by stormy 
weather and solar flares [5]. Due to these problems, GPS fails to attain centimetric 
accuracy without additional hardware and reference ground stations. Therefore, on 
its own, GPS is not reliable enough for ground navigation of aircraft because an 
error of a few metres can result in a collision or the aircraft going off track. The 
use of advanced satellite navigation systems that make use of reference ground 
stations, such as Differential GPS (DGPS) [6] and Wide Area Augmentation Sys-
tem (WAAS) [7], is not feasible because it would require the airport to be 
equipped with the reference ground stations, which is not always the case. 

An alternate solution is to use vision-based systems for determining the posi-
tion of the aircraft relative to the taxiway or runway. The multinational corpora-
tion Google has already managed to construct a driverless car by equipping it with 
a Light Detection And Ranging (LIDAR) system together with an image process-
ing system. Unlike satellite navigation systems, image processing systems use 
relative position fixing rather than absolute position fixing. Therefore errors re-
lated to absolute position fixing such as the path definition error are eliminated. 
These kind of systems are promising for achieving position fixing with centimetric 
accuracy in all weather conditions. With specialised equipment and image proc-
essing techniques, the system can be made robust to bad weather conditions, even 
low visibility. This work focused on image processing techniques that can be used 
to guide aircraft on the ground in real-time. The algorithm was developed for all 
weather conditions and for all times of the day. 

By analysing and processing images, the algorithm calculates the cross-track 
error (i.e. the position of the aircraft relative to the centreline) and the heading 
error (i.e. the orientation of the aircraft relative to the centreline). The cross-track 
error ρ and the heading error θ are illustrated in Figure 1. Centimetric accuracy 
was desired for use in aircraft guidance on the ground. After finding the cross-
track and heading errors of the aircraft, these can be used to provide feedback to 
the controller developed by Zammit et al. [8]. 
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Fig. 1 An illustration of the cross-track error ρ and the heading error θ 

2 Literature Review 

Due to the lack of literature concerning the identification of taxiway markings 
through image processing techniques, the developed system was based on con-
cepts and ideas taken from lane detection and tracking systems intended for road 
vehicles. These techniques are relevant to this work because road markings are 
similar to the ones present in the taxiway. In a road with two lanes, lane markings 
are identical to centrelines and markings of road boundaries are identical to taxi-
way side-markings. Therefore, due to these similarities, techniques from lane de-
tection and tracking can be readily applied to systems that identify the taxiway 
markings. 

The present research focused on work that takes a feature extraction approach 
in order to accurately identify the edges of the taxiway centreline and use this 
information to measure the cross-track and heading errors. Notable work on lane 
detection and tracking includes those by Bertozzi et al. [9], Wang et al. [10],  
Yu et al. [11] and Hota et al. [12]. Unfortunately, these systems suffer from cer-
tain shortcomings that make them unsuitable for the intended application (of de-
tecting and tracking taxiway centreline markings) without any adjustments and 
modifications. The system proposed by Bertozzi et al. requires the centreline and 
both side-markings to be present in the input image. Also, the intensities of the 
taxiway markings have to be considerably higher than the rest of the ground. The 
Canny / Hough Estimation of Vanishing Point (CHEVP) algorithm proposed by 
Wang et al .did not work correctly when tested on video sequences having parallel 
lines. Since the CHEVP algorithm divides the input images into five sections, the 
lines detected in each section did not necessarily belong to the same edge, thus 
causing erroneous results. The method proposed by Yu et al. does not use a suffi-
ciently flexible curve model for representing the centreline edges because the para-
bolic curves do not superimpose the centreline edges at the bottom of the image. The 
cross-track and heading errors are measured at the bottom of the image so, in that 
part of the image, the curves of the centreline edges have to accurately represent  
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the edges by superimposing them. The line clustering approach proposed by  
Hota et al. assumes that edges are straight or almost straight. However, this work 
was expected to handle scenarios in which the centreline is curved so such as-
sumptions could not be taken. Considering that there was no work in the reviewed 
literature that provided the desired results, the concepts and ideas from these sys-
tems were analysed, tested and compared in order to choose the best components 
for integrating them into a system tailor-made for the desired application. 

3 Design of the Algorithm 

The algorithm was designed and developed in Matlab environment, which in-
cludes an image processing toolbox that facilitates the integration of image proc-
essing techniques and provides an interface for debugging and checking the per-
formance of the individual components. The complete system was intended to 
handle images from an external VGA CCD camera, so the algorithm was designed 
to handle images with a resolution of 640×480. Colour information is not used 
throughout the algorithm. Consequently, the algorithm was designed to handle 
grayscale images in order to simplify processing and minimise execution time. 
Colour images are therefore converted into grayscale prior to inputting them into 
the algorithm. 

The flowchart of the system proposed is presented in Figure 2. Once the algo-
rithm reads the image, it increases its contrast using a novel technique referred to 
as the Contrast-Limited Local Histogram Equalization (CLLHE). Then a Sobel 
edge detector identifies the left and right edges of the image and produces two 
separate binary images. These binary images are thinned using the morphological 
thinning technique [13]. The Hough transform [14] identifies the most dominant 
lines in the binary images and after finding the peaks, the line segments are recon-
structed in the Cartesian space. From the line segments, a pair of line segments 
which best identifies the centreline edges is chosen. The line segments are mapped 
from the image plane to the ground plane by using the Homographic Transform 
[15]. Other line segments which appear to belong to the same edges described by 
the chosen pair of line segments are found and clustered. Points are sampled from 
the clustered line segments and inputting in the Weighted Least Squares Fit 
(WLSF) [16] technique which attempts to fit the best curves through these points. 
At this point, the algorithm will have generated two curves that represent the left 
and right edges of the centreline. The curve describing the actual centreline is 
derived from these curves by calculating the coefficients of the curve that lies in 
the middle of these two curves. The curve describing the actual centreline is used 
to measure the cross-track and heading errors. These values are tracked using the 
Kalman Filter [17] in order to minimise noise. The individual components are 
explained in detail in the following sections. 
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Fig. 2 The flowchart of the developed image processing algorithm 

3.1 Contrast Enhancement 

The contrast of the input images is enhanced in order to bring out details that 
might be obscured due to bad weather or poor illumination. This ensures that the 
desired features are extracted in various weather conditions and at different times 
of the day, thus providing a solution that works even in scenarios of low visibility 
and at night. The technique used for enhancing the contrast is referred to as the 
Contrast-Limited Local Histogram Equalisation which is based on the Contrast-
Limited Adaptive Histogram Equalisation (CLAHE) [18] but is adjusted to exe-
cute faster than the CLAHE so that it can be used for real-time applications on 
embedded devices. 

The CLLHE starts by diving the image into tiles with dimensions 80×80. The 
Histogram Equalisation technique is used individually on each tile. This consists 
of constructing the histogram by counting the occurrence of each grey level in the 
tile. Next, the cumulative histogram is constructed by cumulatively adding the 
number of occurrences in each bin. This process can be summarised by the cumu-
lative distribution function (cdf) shown in Equation 1. 
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where px(j) is the occurrence of grey level j and cdfx(i) is the cumulative distribu-
tion function of grey level i. 

 
Contrast enhancement is restricted so that in cases where the number of differ-

ent grey levels is small, the contrast in the image is not enhanced excessively. This 
helps limit the amount of noise that can be produced by the Histogram Equalisa-
tion technique. The contrast is limited by spreading bin counts that exceed a speci-
fied limit. The limit per bin was chosen as 32 counts. Whenever a bin exceeds this 
limit, the excess is distributed by dividing it by the total number of bins (i.e. 256) 
and adding the result to each bin. This means that bins that exceed the limit still 
receive a share of the excess, but since they do not receive the full amount, the 
contrast enhancement is restricted. The reason the excess is not redistributed one 
by one as in the CLAHE technique is to minimise execution time. Furthermore, a 
division by 256 can be translated to 8 logical shifts to the right. 

The mapped grey levels are found by using Equation 2: 
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where L is the total number of grey levels than can appear in the image, M and N 
are the width and height of the tiles respectively, cdf(k) is the cumulative distribu-
tion function of grey level k and h(k) is the mapped value of grey level k. Finally, 
the pixels in the tile are mapped to the new values by using this transformation. 

An example of the output produced by the CLLHE process after being applied on 
the image in Figure 3 is presented in Figure 4. Since the CLLHE algorithm works on 
individual tiles, it produces a block-effect. However, this visual effect is not an issue 
because the output is not meant to be pleasing to the human eye but is meant to be 
processed further by the algorithm. The downside is that the edge detector tends to 
detect the boundaries of these blocks as edges. This is unwanted, so the edges at 
these locations are suppressed and therefore edge information is lost. The contrast 
can be increased even further by increasing the value of the limit but this also in-
creases the noise in the image so a compromise between the two has to be reached. 

3.2 Edge Detection and Morphological Thinning 

After enhancing the contrast of the input images, the algorithm identifies the edges 
by using the Sobel edge detector [19]. When compared to other edge detection 
techniques such as the Roberts Cross and the Canny edge detectors [20], the Sobel 
filter appears to provide the best trade-off between sensitivity to noise and execu-
tion time. For example, when compared to the Roberts Cross technique, it takes  
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Fig. 3 An image of a taxiway in low 
visibility conditions used for testing the 
CLLHE algorithm 
 

Fig. 4 An image showing the result of the 
CLLHE algorithm on Figure 3, 
demonstrating the block-effect 
 

 
longer to execute but is less sensitive to noise. On the other hand, when compared 
to the Canny edge detector, the Sobel edge detector executes faster but is more 
sensitive to noise. 

The Sobel edge detector works by sliding a 3×3 window over the entire image. 
For every set of pixels in the window, the elements in the window are convoluted 
with the vertical and horizontal Sobel masks, thus producing the vertical and hori-
zontal gradients denoted by Gy and Gx respectively. This operation is summarized 
by Equation 3 and Equation 4: 
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where W is the 3×3 sliding window. These gradients are used to calculate the 
gradient magnitude G and the direction of the edges Θ as shown in Equation 5 and 
Equation 6: 
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In order to distinguish between left and right edges, the thresholding method is 
replaced by another technique that apart from checking that the gradient magni-
tude exceeds the threshold, it also checks the sign of Gx. The value of Gx is nega-
tive when the intensity along the horizontal axis increases and positive when the 
intensity along the horizontal axis decreases. The centreline markings are assumed 
to be lighter than the rest of the ground and consequently a negative value of Gx 
indicates a left edge while a positive value of Gx indicates a right edge. The 
thresholding process is represented by Equation 7 and Equation 8, where T is the 
threshold and SL and SR are the binary outputs indicating the left and right edges 
respectively. The value of T is set to 77. 
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The binary outputs are used to construct two new binary images indicating the 
left and right edges. When Gx is equal to zero, the edge is not detected because the 
edge is perfectly horizontal and hence it is neither a left edge nor a right edge. 
However, perfectly horizontal edges are not of interest because since the aircraft 
follows the centreline, the edges of the centreline will normally have a non-zero 
horizontal gradient. The edges that result from the block effect caused by the 
CLLHE algorithm are suppressed by ignoring edges at the boundaries of the tiles. 

The Sobel edge detector can produce thick edges. Hence the binary images out-
putted by the Sobel edge detector are thinned using the morphological thinning 
technique. This removes duplicate edge information in order to reduce the proc-
essing time of the Hough Transform and minimise redundant lines that can be 
identified by the Hough Transform. 

3.3 Detection of Line Segments 

The Hough Transform is used to detect the most dominant line segments in the 
binary images produced by the Sobel edge detector. Considering the Hough Trans-
form equation in Equation 9, θ is incremented from -90° to 89° in steps of 1°. 

 θθρ sincos yx +=  (9) 

where (x,y) are the Cartesian coordinates of the binary images and (ρ,θ) are the 
coordinates in the Hough space. Once the Hough Transform is used to construct 
the Hough accumulator, the peaks in the Hough space are identified to generate 
two lists of lines per binary image. One list consists of lines having the 5 most 
votes and that exceed 30% of the highest vote count. The other list consists of 
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lines having the 25 most votes and that exceed 10% of the highest vote count. 
These lines are reconstructed back in the Cartesian space by inputting the ρ and θ 
values into the Hough Transform equation and finding the points in the binary 
images at which the equation holds true. Whenever the equation holds true, it 
means that a line segment is present at that point. Line segments that are separated 
by gaps smaller by 5 pixels are merged in order to make up for any discontinuities 
produced by the Sobel edge detector and line segments smaller than 15 pixels  
are discarded because these are considered to be a result of noise. Therefore,  
ultimately, this stage of the algorithm will produce two lists of line segments per 
binary image i.e. two lists for left edges and two lists for right edges. 

3.4 Centreline Detection 

After detecting the most dominant line segments, a pair of line segments which 
best represents the centreline edges is selected from the list of line segments 
derived from the lines with the 5 highest vote counts. By working on a small set 
of dominant line segments, the chance of having line segments resulting from 
noise is smaller than that of a larger set. Erroneous line segments can be detri-
mental  
to this component and this is the reason why the algorithm works on the smaller 
list of line segments. Line segments that are horizontal or almost horizontal  
(i.e. having θ between -90° to -81° or between 81° to 89°) are ignored and not 
used in this component because these normally belong to the holding position 
markings. 

First, the pair of line segments that are closest to the bottom centre point in  
the image are found by calculating the distances between the line segments and 
the bottom centre point (320,480). Considering line segment AB and point C, the 
equation that is used depends upon the position of the perpendicular projection of 
C onto AB, denoted by r. The value of r is calculated by Equation 10. 
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Next, the distance between point C and line segment AB is found using Equation 11. 
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where D = (Ax + r(Bx - Ax), Ay + r(By - Ay)). 
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There may be situations in which the line segment representing the left edge of 
the centreline lies on the right of the one representing the right edge of the centre-
line. To identify such situations, the points at which the extended line segments 
intersect with the bottom of the image are calculated and compared. When these 
situations are identified, the line segment in the pair that is closest to the bottom 
centre point (320,480) is retained while the other one is discarded. The discarded 
line segment is then replaced by the next line segment lying closest to bottom 
centre point and on the correct side of the retained line segment. This ensures that 
the line segment representing the left edge of the centreline lies on the left of the 
one representing the right edge. 

3.5 Inverse Perspective 

The line segments that are derived from the lines having the 25 most votes are 
mapped from the image plane to the ground plane by using the Homographic 
Transform. Unlike the Inverse Perspective Mapping [21], the camera parame-
ters do not have to be known, but the transformation matrix is found through a 
calibration procedure. The most common calibration method makes use of a 
checkboard of known dimensions. The coordinates of the squares in the image 
and on the board are inputted into Equation 12 in order to derive the Homogra-
phy matrix. 
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where (x,y) are the image plane coordinates, (X,Y) are the ground plane coordi-
nates and a, b, c, d, e, f, g and h are the elements of the Homography matrix. 

The Homography matrix remains constant as long as the camera parameters are 
left unchanged. During the execution of the algorithm, the endpoints of the line 
segments are mapped from the image plane to the ground plane by inputting them 
into Equation 13: 
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where the matrix with elements a, b, c, d, e, f, g and h is the Homography matrix. 

3.6 Line Clustering 

Up to the centreline detection stage, the algorithm describes the centreline edges 
using a pair of line segments. This is only suitable for straight centrelines. In order 
to be able to described curved centrelines, the algorithm groups other line seg-
ments that appear to belong to the centreline edges. The pair of line segments 
found earlier are used as a starting point for finding the other line segments that lie 
on the centreline edges. First, the search is repeated iteratively from one segment 
to another in the upward direction. Then, it is repeated in the downward direction 
(once again starting from the pair of line segments). 

Considering the example illustrated in Figure 5, line segment a is considered to 
belong to the line segment pair representing the centreline edges and therefore it is 
used as a starting point. The algorithm then searches upwards from line segment a 
in order to find the next line segment that appears to belong to the same edge and 
finds line segment b. Once again, the algorithm searches upwards, this time from 
line segment b and finds line segment c. However, when the search is repeated 
upwards from line segment c, it does not find any other line segments that appear 
to belong to the same edge so the upward search stops there. This procedure is 
then repeated in the downward direction. The algorithm searches downward of 
line segment a and finds line segment d. However, it fails to find any line segment 
below line segment d, so the downward search stops there. All of the line seg-
ments that appear to belong to the same edge are added to the cluster. 

The algorithm selects the line segments by comparing various characteristics 
and ensuring that they meet certain criteria. The first property that is checked is 
the difference in their orientation. The angles of successive line segments must not 
differ by more than 45°. Next, four other conditions are checked and if any of 
these is satisfied, the line segment under consideration is selected and added to the 
cluster. In case that there is more than one line segment that match these criteria, 
only the one closest to the last selected line segment is added to the cluster. 

One of the four conditions is whether the line segments intersect. The algorithm 
determines if two line segments intersect by comparing the relative positions of  
 

the line segment endpoints. Considering two intersecting line segments AB and 
CD, one endpoint of line segment CD should lie on the left of AB while the other 
endpoint should lie on the right of AB. If this is not the case, then the line seg-
ments do not intersect. The positions of the end points relative to each other are 
found by using the cross product. For example, to find the position of endpoint C 
relative to line segment AB, the cross product is calculated as in Equation 14.  
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Fig. 5 An illustration depicting the procecedure that clusters line segments belonging to the 
same edge 

To find the position of D relative to line segment AB the same equation is used, but 
C is replaced with D. Opposite signs indicate that points C and D lie on opposite 
sides while identical signs indicate that points C and D lie on the same side [22]. 

 )()( ACABp −×−=  (14) 

The second condition checked is whether the distance between the endpoints of 
the line segments is smaller than 5 pixels. If the search is upwards, the distance is 
measured from the upper endpoint of the last selected line segment to the lower 
endpoint of the line segment under consideration. If the search is downwards, the 
distance is measured from the lower endpoint of the last selected line segment to 
the upper endpoint of the line segment under consideration. The distance between 
the points is calculated by using Pythagoras’ Theorem. 

The third conditions checked is whether the line segments are collinear or al-
most collinear. This is done by using the equation that calculates the distance be-
tween a point and a line. The line segment is treated as an extended line. If the 
search for the next line segment is upwards, then the distance calculated is that 
between the last selected line segment and the lower endpoint of the line under 
consideration. Otherwise if the search is downwards, the distance calculated is that 
between the last selected line segment and the upper end point of the line under 
consideration. The maximum accepted distance is 5 pixels. 

The last of the four conditions is similar to the third but the acceptable distance 
is increased as the line segments get farther from each other and is set equal to the 
distance measured whilst checking for the second condition. If the fourth condition 
is met, the line segments must satisfy another condition that checks whether the 
line segments form a turn. This is the case when a line passing through the closest 
endpoints of the two line segments has both line segments on the same side. 
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3.7 Curve Fitting 

Curves are fitted through the clustered line segments by using the Weighted Least 
Squares Fit (WSLF). This fitting technique provides smooth polynomial curves 
for representing the centreline edges and allows priority to be given to the lower 
part of the curve by assigning higher weights to points in that part. The WLSF 
takes points as inputs so points are sampled from the clustered line segments and 
inputted into the WLSF. The points are sampled by repeatedly splitting the clus-
tered line segments into two until they are smaller than 1 pixel. When this occurs, 
the endpoints of the line segments are used as the points for the WLSF. The ad-
vantage of sampling using this technique is that there are no problems associated 
with infinite gradients and divisions by 2 can be translated into logical shifts to the 
right. Therefore this technique is preferred to having to derive the line equations. 
The x and y-coordinates of the sampled points are swapped when inputted into the 
WLSF so that the resulting polynomial is a function of the y-coordinate. Fifth 
order weights are assigned to the points depending on their vertical position. The 
lower they are, the higher the weight that is assigned to them. Consequently, the 
weight of a point in row r is r5. This ensures that the lower part of the curve is 
characterised well because this part of extreme importance since the cross-track 
and heading errors are derived from it. The curves are fitted as third order poly-
nomials which are sufficiently flexible for characterising bends and does no not 
result in sub-optimal fits (that usually result when fitting curves of high order poly-
nomials). When the polynomials describing the left and right edges of the centreline 
are fitted, the one describing the actual centreline is found by adding corresponding 
polynomial coefficients and dividing them by two. This gives the polynomial equa-
tion of the curve in the middle of those describing the centreline edges. 

3.8 Measurement of Cross-track and Heading Errors 

After obtaining the polynomial equation describing the taxiway centreline, the 
cross-track and heading errors are measured from it. The cross-track error is the 
horizontal distance between the bottom of the curve and the middle of the image. 
It is calculated by substituting variable y with the height of the image (i.e. 480) 
and subtracting half the image width (i.e. 320) from the result. The resulting equa-
tion is Equation 15: 

 201
2

2
3

3

w
chchchcxt −+++=

 (15) 

where c0, c1, c2 and c3 are the polynomial coefficients, h is the height of the image, 
w is the width of the image and xt is the cross-track error. The heading error is 
indicated by the tangent to the bottom of the curve. The slope of the tangent is 
found by differentiating the curve equation and then substituting variable y with 
the height of the image. The arctangent function is used on the resulting slope in 
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order to find the heading error in terms of an angle. The calculation of the heading 
error is summarised by Equation 16: 
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where c1, c2 and c3 are the polynomial coefficients, h is the height of the image 
and θe is the heading error. 

3.9 Tracking Filter 

The Kalman Filter is used to track the cross-track and heading errors in order to 
filter noise. The Kalman filter reduces noise by comparing two measurements with 
each other. In this work, the cross-track and heading errors measured by the algo-
rithm are compared to a mathematical model. The mathematical model of the 
cross-track error is derived from the SUVAT equations. The mathematical model 
of the heading error is derived from equations describing angular motion and re-
sults in the same coefficients. The model of the Kalman filter for both cross-track 
and heading errors is presented in Equation 17: 
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where xk is the prediction value, xk-1 is the previous prediction value, wk-1 is the pro-
cess noise, zk is the measurement value and vk is the measurement noise. The pro-
cess noise and measurement noise covariance matrices (Q and R respectively) were 
chosen by experimentation. These were set as in Equation 19 and Equation 20. 
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3.10 Adapting the Algorithm for Infrared Vision 

The components that have been described in this section above are intended for 
processing images captured by visible light cameras. In order to take advantage of 
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infrared technology (considering that infrared cameras penetrate through poor 
visibility and are immune to shadows and variable illumination) the algorithm was 
adapted for these type of images. 

When testing the algorithm on images captured by infrared cameras, in some 
scenarios artefacts were appearing in the images. These artefacts are obfuscated by 
blurring the images so that they are not detected as part of the centreline. 

Also, since the desired information remained in the same range of grey levels 
(between 64 and 90) during testing, the contrast enhancement technique was re-
placed by another one that simply stretches the histogram. Therefore, the contrast 
enhancement is not affected by pixels that are not of interest. Equation 21 is used 
for implementing this technique. 
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where fmax denotes the upper boundary of the wanted range (i.e. 90), fmin denotes 
the lower boundary (i.e. 64), f(x,y) is the original pixel intensity and g(x,y) is the 
mapped pixel intensity. 

Light emitting objects generally have intensities that are considerably higher 
than passive objects making up the rest of the image. This gap in intensities was 
exploited to suppress edges caused by lights. The lights are identified by 
binarising the image with a threshold of 128. The binarised image is dilated with a 
structuring element having the shape of a disc whose radius is 10 pixels. The edg-
es produced by the Sobel edge detector that superimpose the dilated region are  
removed. 

4 Results 

As an initial evaluation, the algorithm was tested on videos captured from simula-
tions in X-Plane. A Boeing 737 was taxied around the taxiways in an environment 
simulating Malta International Airport and the session was stored. This session 
was then replayed under different simulated weather conditions (broken, cirrus, 
clear, foggy, low visibility, overcast, scattered and stormy) and at different times 
of the day (noon, midnight, 6am and 6pm). The recorded videos were each 225 
seconds long and had a native resolution of 1280×960 but were saved at a resolu-
tion of 640×480. Since the horizon was visible in the captured videos, the area 
above the horizon was ignored by the algorithm so that it did not interfere with the 
results. 

The cross-track and heading errors measured by the algorithm were compared 
to ones measured manually and the differences were tabulated. These values were 
measured manually by opening the video frames in an image editing software and 
using an inbuilt ruler to measure the cross-track error and an onscreen protractor 
to measure the heading error. Statistical data of the differences observed in 200 
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successive frames in a simulation involving clear visibility is presented in Table 1. 
The results indicate that the algorithm managed to attain centimetric accuracy and 
hence has the desired performance. 

Table 1 Statistical data of the discrepancies in cross-track and heading errors measured by 
the algorithm against ones measured manually when processing the synthetic video 
simulated in clear weather 

 Discrepancy in cross-track error (mm) Discrepancy in heading error (°) 

Maximum  50.54 4.45 

Minimum 1.23 0.07 

Average 32.80 1.13 

Standard deviation 13.58 0.89 

95th percentile 49.89 2.58 

 
The algorithm was also tested on video captured from simulations generated in 

the lowest visibility in X-Plane i.e. 0.10 statute miles. Statistical data of the differ-
ences between the cross-track and heading errors measured by the algorithm 
against ones measured manually in 200 frames is presented in Table 2. The results 
show that the algorithm works well in poor visibility conditions. The algorithm 
actually performs better than in clear weather conditions. This is due to the fact 
that the coefficients of the algorithm were mostly based on tests performed in poor 
visibility and at night. 

Table 2 Statistical data of the discrepancies in cross-track and heading errors measured by 
the algorithm against ones measured manually when processing the synthetic video 
simulated in the lowest visibility setting 

 Discrepancy in cross-track error (mm) Discrepancy in heading error (°) 

Maximum 45.97 3.85 

Minimum 1.14 0.01 

Average 23.19 1.06 

Standard deviation 13.26 0.82 

95th percentile 44.81 2.56 

 
The algorithm was also tested on real videos captured at Malta International Air-

port in field trials using a cameras mounted on a van driving around the airfield. 
These videos were obtained from trials conducted during the EC FP7 ALICIA pro-
ject. The footage was taken on 13th August 2013 and on 14th August 2013 at night, 
and was recorded by two types of cameras: visible light and infrared. Two visible 
light videos were captured by a Go Pro Hero 3 camera at a resolution of 1280×720 
and at a rate of 25 frames per second. These had a duration of 1418 seconds and 1439 
seconds. Another two infrared videos were recorded using a Flare SC7000 Thermal 
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IR camera with a resolution of 320×256 recording at a rate of 25 frames per second. 
These video streams had a duration of 893 seconds and 914 seconds. All videos were 
resized to a resolution of 640×480 before they were input to the algorithm and the 
area above the horizon was ignored so that it did not affect the results. 

When testing the algorithm on the visible light videos, the differences between 
the cross-track and heading errors measured by the algorithm against ones meas-
ured manually were tabulated. Statistical data of the differences in 200 frames is 
presented in Table 3. The results show that the algorithm still performs with cen-
timetric accuracy, and therefore it performs adequately. 

Table 3 Statistical data of the discrepancies in cross-track and heading errors measured by 
the algorithm against ones measured manually when processing the visible light videos 
captured at Malta International Airport 

 Discrepancy in cross-track error (mm) Discrepancy in heading error (°) 

Maximum 16.06 1.63 

Minimum 0.09 0.02 

Average 4.77 0.70 

Standard deviation 4.17 0.44 

95th percentile 14.08 1.60 

 
Statistical data of the differences belonging to video sequences in which the 

centreline is curved is presented in Table 4. The algorithm still performs well, but 
understandably the accuracy decreases. 

Table 4 Statistical data of the discrepancies in cross-track and heading errors measured by 
the algorithm against ones measured manually when processing video sequences from the 
visible light video captured at Malta International Airport in which the centreline markings 
are curved 

 Discrepancy in cross-track error (mm) Discrepancy in heading error (°) 

Maximum 13.48 2.50 

Minimum 0.41 0.04 

Average 5.96 0.56 

Standard deviation 3.68 0.48 

95th percentile 12.51 1.47 

 
Results not presented herein also show that the algorithm only works well when 

the centreline markings are lighter than the ground. During testing, in some of the 
frames, the ground was lighter than the centreline and the curves representing the 
centreline edges were being fitted on edges of other markings. Another problem that 
was noticed was that at night, whenever the centreline lights were present, the con-
trast between the lights of the ground increased while that between the centreline 
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and the ground dropped. As a result, the Sobel edge detector was only detecting the 
edges of the lights and curves were being fitted on the edges of the lights.  

To test the algorithm adapted to handle infrared videos, statistical data of the 
differences in 200 frames was extracted, comparing the cross-track and heading 
errors estimated by the algorithm against ones measured manually. Results are 
presented in Table 5 and indicate that the adapted algorithm also performs well 
and its accuracy is well within a few centimetres. 

Table 5 Statistical data of the discrepancies in cross-track and heading errors measured by 
the algorithm against ones measured manually when processing the infrared videos 
captured at Malta International Airport 

 Discrepancy in cross-track error (mm) Discrepancy in heading error (°) 

Maximum 18.05 9.65 

Minimum 0.17 0.31 

Average 6.21 3.41 

Standard deviation 4.65 2.28 

95th percentile 16.56 7.36 

5 Conclusion 

In this work, an algorithm that can determine the position of the aircraft with re-
spect to the taxiway centreline has been presented. The algorithm identifies the 
centreline markings through image processing techniques, models them using 
curve fitting techniques and then uses this information to measure the cross-track 
and heading errors. The algorithm was originally developed for processing visible 
light images, and was later adapted to process infrared imagery. 

Results show that the original algorithm and the adapted one work adequately 
in straight lines, bends, in low visibility and at night, indicating that the objective 
of centimetric accuracy may be achieved in real operations. 

Further work will include improvements to the algorithm to process visible light 
imagery so that it can automatically identify situations in which the ground is lighter 
than the centreline markings and, in these cases, it will automatically swap the bi-
nary images indicating left and right edges. Also, the centreline lights could be sup-
pressed so that they do not affect the algorithm designed for visible light imagery. 
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A New Observer for Range Identification
in Perspective Vision Systems

Victor Gibert, Laurent Burlion, Abdelhamid Chriette,
Josep Boada-Bauxell, and Franck Plestan

1 Introduction

Automatic guidance of flying vehicle usually needs external information. GPS
(Global Positionning System) is a worldwide technology which provides to the
guided system its deviations with respect to its guidance objective. Nevertheless,
this technology is not available everywhere (indoor evironment), everytime (in case
of failure) and not precise enough to ensure critical operations as landing a civil air-
craft. Current civil aircraft are able to land autonomously on a runway thanks to ILS
(Instrument Landing System) or differential GPS. However, these equipment are
expensive and can fail. In frame of the future aircraft, manufacturers like AIRBUS
company study the possibility to make aircraft landing everywhere (unequipped or
unknown runway) without using informations from external systems.

In order to overcome the use of external needs, an embedded solution that pro-
vides deviations is needed. In parallel, image processing and camera technology
have made a technological leap in the last decade. Hence, the use of a camera to
perform visual servoing becomes an interesting solution to cope with precision and
availability requirements.

Visual servoing consists in using vision as a sensor in order to control the motion
of the system. Tutorial in [3] explains the different ways to use visual servoing.
Two main classes of visual servoing have been studied: the first and oldest one

Victor Gibert · Josep Boada-Bauxell
Airbus Operations S.A.S., Toulouse, France
e-mail: {victor.gibert,josep.boada-bauxell}@airbus.com
Laurent Burlion
ONERA, DCSD, Toulouse, France
e-mail: laurent.burlion@onera.fr

Abdelhamid Chriette · Franck Plestan
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is Pose Based Visual Servoing (PBVS) [1] whereas a more recent one is Image
Based Visual Servoing (IBVS) [22]. In PBVS scheme, vision is used to estimate
the pose (position and attitude) of the camera. This estimation can be obtained by
using more than one camera [23], by knowing dimensions of seen objects [14] or by
taking into account the camera motions [4][6][7][12][8][15][16]. Once the estimate
is complete, standard guidance laws can be set up by using estimated deviations.

On the other side, IBVS scheme expresses the objective and the current state in the
image frame. This scheme can use, for example, the full image for an homography
comparison [13][21] or is directly using the measurement of visual features coordi-
nates [2][5][11][18] and make the current features match with their corresponding
desired ones on the image plane.

IBVS takes advantage on PBVS because of the overcoming of estimation pro-
cess and is less impacted by calibration errors. However, PBVS takes advantage on
IBVS because it allows to use existing and certified guidance laws; in IBVS, new
guidance laws need to be designed. In PBVS, stereo-vision appears difficult in this
case of study because the distance from runway is important, calibration must be
very precise and not impacted by vibrations and two camera bring weight and space
problem. This paper considers a generic runway whose size and markers are not
known: geometric reconstruction solutions using these informations can not then be
applied. If the motion of the aircraft is known, the use of dynamics of visual features
between several images is sufficient to estimate deviations w.r.t. the runway.

Among these visual servoing strategies, PBVS using known motions appears to
be a potential candidate for aircraft landing; thus, estimated deviations are used
as measurement in order to guide the aircraft in final approach. Actually, aircraft
dynamic can be considered always known thanks to IRS sensors availability.

The aim of the article is to estimate the deviations of the camera w.r.t. to the run-
way. In this purpose, the single available informations are the knowledge on rational
and translational velocities provided by inertial sensors and visual measurement.
The visual informations, provided by image processing algorithms, correspond to
the perspective projection of a 3D point in the image plane.

The three main contributions of this paper can be presented as follows : a new
nonlinear observer solution is proposed based on state coordinates transformation;
a comparison with previously published solutions is made on a common example
of literature [4]; and the proposed estimator has been applied on a realistic scenario
corresponding to a civil aircraft landing. The paper shows the advantages of the
new range identification estimator compared with previous solutions. First, the pro-
posed solution provides a general observer formulation for non-linear problem with
a generic correction term. This correction term admits several type of non-linear
estimators. Second, using an expression in a transformed state coordinates renders
the observer design simple compared with [16]. Compared with previous solutions
[4][8][15], the dynamics of estimates is easy to control. Finally, the proposed solu-
tion presents good robustness properties with respect to noisy measurement.

The paper is organized as follows. Section 2 presents a standard range identifi-
cation formulation. Then, Section 3 proposes a new pose estimation method with
detailed observability analysis and design method of the observer. Next, section 4
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presents results obtained on a standard example which are presented and compared
with other existing solutions. Results obtained with the proposed observer on a re-
alistic aircraft motion during landing phases are also presented. Finally, section 5
concludes this paper.

2 Problem Statement

The problem under interest consists in using an embedded monocular camera in
order to estimate three-dimensional deviations w.r.t. a point of interest from two-
dimensional image measurement.

Denoting x the three-dimensional coordinates of a point attached to the ground
express in the camera frame C , its dynamics reads as

ẋ =

⎡
⎣a11(t) a12(t) a13(t)

a21(t) a22(t) a23(t)
a31(t) a32(t) a33(t)

⎤
⎦

︸ ︷︷ ︸
A

x+

⎡
⎣b1(t)

b2(t)
b3(t)

⎤
⎦

︸ ︷︷ ︸
B

(1)

with A and B respectively the rotational and translational motion matrices which
can be time-varying and supposed known.

f y

x3
x1

x2

y1

π

y2 x

Fig. 1. Perspective projection of the runway in the camera plane.

Assuming a calibrated pinhole camera model (see Figure 1), thanks to image
processing algorithms, a perspective projection y = [y1 y2]

T in the image plane (π)
is obtained from the unmeasurable state x = [x1 x2 x3]

T . The relationship between y
and x reads as

y =C(x) = f
[x1

x3

x2

x3

]T
. (2)

with f the focal length of the camera1.

1 Without loss of generality, one can consider that the focal length f = 1.
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The objective of the following observer is to estimate the state coordinate
[x1 x2 x3]

T from the measurement of the image space coordinate [y1 y2]
T and the

motions of the camera.

3 A New Range Identification Technique

Several approaches as [16][6][4] propose a range identification method in perspec-
tive system. This section proposes a new approach compared with the existing range
identification methods in perspective system. The proposed solution allows an easy
design of the correction term compared with previous observer and, as shown in a
sequel, a better robustness versus noisy measurement. The new observer consists in
using the canonical observability formulation with a state coordinate transformation
that provides the capacity to easily design the observer. With this scheme, high gain
or high order sliding-mode approaches could be applied.

3.1 Observability Analysis

Let us define the following function:

Ψ(x) =

⎡
⎣y1

ẏ1

y2

⎤
⎦=

[
x1

x3

˙(
x1

x3

)
x2

x3

]T

(3)

Consider Mx ⊂ IRn the operating physical domain in which x is evolving.

Definition 1. [17] The system (1)-(2) is locally observable (i.e., observable ∀x∈Mx)
if Ψ (x) is a state coordinates transformation, i.e., Ψ(x) is invertible ∀x ∈ Mx .

Given the complexity ofΨ , it is difficult (even with formal computation software) to
analytically establish its invertibility. Thus, this latter will be numerically evaluated
through the evaluation of its Jacobian ∂Ψ

∂x .

Corollary 1. System (1)-(2) is locally observable in the sense of Definition 1 if
(

∂Ψ
∂x

)
x∈Mx

invertible ⇔
∣∣∣∣∂Ψ

∂x

∣∣∣∣
x∈Mx

�= 0. (4)

With the transformation Ψ defined in (3), the observability condition is fulfilled if

b1 − b3y1 > 0. (5)

withbi from (1).

Remark 1. The choice for the function Ψ is not unique. For example, it would be
also possible to choose Ψ = [y1 y2 ẏ2]

T
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3.2 Observer Design

Given that Ψ(x) is invertible under the proposed operating conditions (5), it defines
a state coordinates transformation ζ = Ψ(x). Then, it is trivial to show that the
nonlinear system (1)-(2) is locally equivalent to

ζ̇ =

⎡
⎣0 1 0 0

0 0 0 0
0 0 0 0

⎤
⎦

︸ ︷︷ ︸
F

ζ +

⎡
⎣ 0

Φ1(ζ )
Φ2(ζ )

⎤
⎦

︸ ︷︷ ︸
Φ(ζ )

(6)

Proposition 1. An observer for system (6) reads as

˙̂ζ = F ζ̂ +Φ(ζ̂ )+κ(y, ζ̂ ) (7)

with ζ̂ the estimated state of ζ and the function κ(y, ζ̂ ) called “correction term”
and forcing ζ̂ → ζ .

It is obvious that the correction term κ(y, ζ̂ ) is not unique and can be obtained by
several different methods depending on the desired features (robustness, finite time
convergence, etc.,). Note that the term κ depends only on ”known” variables, i.e.
measurements y and estimated state ζ̂ . Given that estimation error dynamics reads
as (with e = ζ̂ − ζ )

ė = Fe+Φ(ζ̂)−Φ(ζ )+κ(y, ζ̂ ), (8)

κ(y, ζ̂ ) has to force the observer to converge (exponentially or in a finite time) to the
real system in spite of the initial error e(0). From ζ̂ =Ψ(x̂), one gets

˙̂ζ =
∂Ψ
∂ x̂

˙̂x → ˙̂x =

[
∂Ψ
∂ x̂

]−1
˙̂ζ . (9)

Then, by a similar way than [19], an observer for system (1)-(2) reads as

˙̂x = Ax̂+B+

[
∂Ψ
∂x

]−1

κ(y, x̂) (10)

The structure of the observer having been defined, the correction term κ(y, x̂) has
to be designed. The proposed observer in (10) allows to choose among different
correction term as high gain [10] or sliding mode observer [20] (more details in
[9]). To provide a simple design of the correction term, the high gain observer has
been chosen for this paper.

High-Gain Observer [10]: The observer (10) for the system (1)-(2) admits a cor-
rection term κ(y, x̂) defined as

κ(y, x̂) = Λ−1K(y−C(x̂)) (11)
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with

Λ =

⎡
⎣λ1 0 0

0 λ 2
1 0

0 0 λ2

⎤
⎦ (12)

K =

⎡
⎣K1 0

K2 0
0 K3

⎤
⎦ . (13)

and with λ1, λ2, K1, K2 and K3 strictly positive constant so that F −KC is Hurwitz.
The poles were specified in order to correspond to a characteristic polynomial

with three parameters, α , ξ and ω , as (s+α)(s2 + 2ξ ωs+ω2) = 0. It remains to
K1 = 2ξ ω , K2 = ω2 and K3 = α .

4 Simulation Results

4.1 Academic Example

Numerical simulations are presented using the proposed observer (10). A compari-
son with existing approaches for range identification [4][6][8][16] allows assessing
the performance of this new estimator solution. Consider the example given in ex-
ample [4] for the affine system (1)-(2), with matrices A and B defined as

A =

⎡
⎣−0.2 0.4 −0.6

0.1 −0.2 0.3
0.3 −0.4 0.4

⎤
⎦ and B =

⎡
⎣ 0.5

0.25
0.3

⎤
⎦ (14)

with the initial conditions
[
x1(0) x2(0) x3(0)

]T
=
[
1 1.5 2.5

]T
(15)

and [
x̂1(0) x̂2(0) x̂3(0)

]T
=
[
0.4 0.6 1

]T
(16)

The desired rate of convergence of the estimate error is obtained with ξ = 0.99
and ω = 7 corresponding to a 5% response time of 1 seconds with strong damping
and α = 1. These parameters roughly correspond to λ = 30 in [16], to the same
parameters than in [4] except δi = 0.003 and to the same parameters in [8] and in
[6].

Simulation results for estimation of x̂3 with observers [4][6][8][16] in case of no
measurement noise are shown in Figure 2.

Most observers have similar behavior except the range identification proposed
by [8]. Note that, estimation error dynamics present a non-null tangent at the origint
only with [16]. Taking into account the influence of observer design parameters on
the error estimation dynamics, the proposed solution appears to be a good candidate
to range identification problem in perspective systems.
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Fig. 2. Comparison between range identification methods [4][6][8][16] and the proposed so-
lution without noisy measurement.

To investigate the effects of noisy measurements on the estimation results, a 1%
random noise of the signals is added on the measured informations y. Figure 3 shows
the results for estimation of ŷ3 under noisy conditions.
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Fig. 3. Comparison between range identification methods [4][6][8][16] and the proposed so-
lution in presence of noisy measurement.
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In presence of noise, the effects on estimations are not the same for all observers.
Although the dynamic estimation is approximately the same for each estimator, the
proposed solution is showing a very good robustness to noisy measurement com-
pared with other observer. A similar robustness to noisy measurement is obtained
with [6]. Indeed, this observer is also based on a coordinate transformation.

To conclude, the proposed observer is providing a new scheme for range identifi-
cation in perspective vision system. Dynamics of the estimation rate could be easily
tuned and robustness to noisy measurement appears to be one of the features of this
estimation solution.

4.2 Example Based on a Fixed Wing Civil Aircraft

Previous section results have been obtained on a very simple example with constant
motion parameters. Hereafter, the proposed observer is applied on a realistic time-
varying motion of a fixed wing civil aircraft. The coordinates of a tracking point x
in the camera frame are expressed by

ẋ =

⎡
⎣ 0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

⎤
⎦

︸ ︷︷ ︸
A

x+

⎡
⎣vx(t)

vy(t)
vz(t)

⎤
⎦

︸ ︷︷ ︸
B

(17)

with ωi and Vi respectively the rotational and translational velocities expressed in
the camera frame2.

In final approach, the desired trajectory, named glide path, is ending on the run-
way at a 3D point x (see Figure 4). The missing informations which need to be
estimated are the deviations x = [x1 x2 x3]

T w.r.t. the aircraft.

f y

x3

x1

x2

y1

π

y2
x

Fig. 4. Perspective projection of the glide path ending point on the runway x

2 An embedded camera attached to the aircraft is used; here, the aircraft frame can be sup-
posed merging with it.
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Consider an aircraft, reaching the airport with a rough known position. At 5km
from the runway, one can consider the image processing able to deliver the perspec-
tive projection coordinates of x in the image plane. The aircraft is neither aligned
with the runway and nor already on the glide path. In the simulations, the aircraft
will reach the desired trajectory and will track it during the end of the approach.

The observer will be initialized with wrong deviations [x̂1(0) x̂2(0) x̂3(0)]. Two
initialised states will be simulated corresponding to a ±50% error between the esti-
mated and current state vectors. Figure 5 shows the trajectory followed by x in the
camera frame and the estimation of the 3D coordinates of x during the landing with
the two initialized states.
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Fig. 5. Estimation results during a civil aircraft landing. Aircraft trajecory (in black), estima-
tion with −50% initial error (in blue) and estimation with +50% initial error (in red).

Simulation results confirm that the proposed observer provides a good estimation
with a time varying motion of the camera. Estimation convergence is fast enough
compared with the time to landing and the estimation error converges to zero.

Remark 2. Previous results have been obtained along a trajectory independent on
the estimation results. In visual servoing, the estimated deviations feed the guidance
law. Nevertheless, the estimated deviations of x, expressed in the camera frame,
should be expressed in the inertial frame (attached to the runway). In this purpose,
a change coordinate must be done using the rotational matrix R = Rφ Rθ Rψ which
uses the orientation of the aircraft frame (i.e. camera frame) with the inertial frame.
Note that the rotational matricies depends on the roll angle φ , the pitch angle θ
and the heading difference between the aircraft and the runway Δψ . The Inertial
Measurement Unit (IMU) is providing φ and θ whereas Δψ need to be measured.
Particular visual features could be used to provide Δψ as shown in appendix.
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5 Conclusion and Future Perspectives

This paper proposes a new pose estimation solution using a nonlinear observer. The
presented solution provides good performances and appears to be more robust ver-
sus noisy measurement compared with previous solution. The proposed observer
has been also applied on a realistic landing scenario.

Future works will focus on observability limitations during landing approach and
calibrations errors effects. Furthermore, delays caused by image processing compu-
tation or numerical discretization caused by embedded computers will be taken into
account.

Appendix

The measurement of Δψ could be obtained from the image by using the visual fea-
ture dF (see Figure 6). Indeed, this visual feature depends only on f (the focal
length), φ , θ and Δψ . It gives

dF = f
( tanΔψ

cosθ
+ tanφ tanθ

)
. (18)

From (18), one can compute Δψ with

Δψ = tan−1
(

cosθ
(dF

f
− tanφ tanθ

))
. (19)

dF

horizon

x

runway

Fig. 6. Visual features dF corresponding to the distance between the vanishing point of run-
way side lines and the middle of the image along the horizon line.
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Flocking Algorithm for Fixed-Wing Unmanned 
Aerial Vehicles 

Cezary Kownacki and Daniel Ołdziej1 

Abstract. The problem of swarms autonomous flying has been extensively stud-
ied for many years, giving a variety of great applications and contributing a lot of 
knowledge to the theory of swarms. In many cases, the researchers try to imitate 
animals which are perfectly adopted to moving collectively. Therefore, it would 
be a great idea to create a flock of UAVs flying like a herd of pigeons. Hence, the 
paper presents the algorithm of aerial flocking, which is a step towards this idea. 
The algorithm assumes a hierarchical and decentralized structure of the flock 
based on two flocking rules: of cohesion and repulsion. These rules of aerial flock-
ing combined with the leadership in the flock, similarly as it is in a herd of pi-
geons, allow achieving a coherent swarm of fixed-wing UAVs. To prove this  
conclusion, both numerical and experimental results are presented. 

1 Introduction 

One of amazing instincts which are possessed by a wide range of animals is the 
ability to create the coherent flock, moving collectively in one direction [3, 16 and 
17]. Those instincts are commonly called as the flocking behaviors or rules, and 
they can be observed in normal life of a great number of species of fish, birds and 
even mammals (e.g. shoal of herrings, sprats, or flocks of pigeons). The first de-
tailed definition of the flocking principles for birds was formulated by C.W. 
Reynolds [3]. Basing on the observation of birds behaviors, he found out four fun-
damental rules which are essential for a collective motion: cohesion, repulsion, 
migration and alignment rule. The cohesion rule is responsible for grouping a 
number of individuals in the same space around the flock's center of mass. Hence, 
this rule is crucial for achieving the coherence of the flock, and keeping all  
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individuals together. The repulsion rule secures the flock against inner collisions 
between neighbors that can happen while all individuals are moving close to one 
another. Both the cohesion and the repulsion rules act directly on the mutual inter-
actions inside the flock and determine spacing between all individuals. Two other 
rules decide on the manner in which the flock moves. The alignment rule causes 
parallel movement of nearby individuals as the effect of the alignment of local ve-
locity vectors. The rule of migration determines the global direction for the entire 
flock. The alignment and migration rules act together but they use different oper-
ating ranges in the flock: they can be local or global. The purpose of these two 
rules is to move all individuals collectively in the same direction which is deter-
mined by an overriding objective of the flock. 

The model of birds' flock presents attractive control principles that could be 
adopted to the swarms of autonomous robots [8, 12 and 13], especially it concerns 
unmanned aerial vehicles [2, 4, 5, 7, 9, 14 and 15]. Looking at a large number of 
UAVs flying like pigeons would be a very amazing experience. This challenge 
was realized by Tomas Vicsek’s team [14] who formulated the flocking algorithm 
for autonomous robots [15]. The algorithm was implemented in real UAVs. Un-
fortunately, presented results are valid only for objects that are capable of moving 
in an arbitrary direction, independently of the actual orientation, which was also 
admitted in the same work [14]. Additionally, in order to contribute to the integri-
ty of the flock, the global positional constraint was applied, instead of the cohe-
sion rule. This means that the algorithm cannot be applied in fixed-wing vehicles 
which suffer from the limited turn radius or the limited climb rate. Another conse-
quence of the limited maneuverability of the fixed-wings is impossibility to con-
centrate all vehicles in a limited ring-shaped arena. However, the aerial flocking 
can be also applicable for this kind of vehicles, which was proved by Hauert et al. 
[2]. The experiment with 10 autonomous fixed-wing aircraft was presented to 
evaluate the relation between the limited turn radius and the limited range of WiFi 
communication.  The application shows mostly the migration, the alignment and 
the cohesion rules without real repulsion, since all vehicles were flying at different 
altitudes with 10- meter spacing.   

The main goal of our research is to formulate a model of aerial flocking dedi-
cated for fixed-wing UAVs which would be based on only two rules: the cohesion 
and the repulsion combined with the leadership. Such combination simplifies the 
implementation of the overall flocking algorithm by reducing the number of con-
trol principles to two rules. However, the alignment and the migration rules could 
be still realized indirectly by the leader-follower interactions which tend to create 
the equilibrium point between the cohesion and the repulsion. Moreover, the lead-
ership inside the flock is a normal phenomenon for animals and such similarity is 
a good reason to assume the hierarchical structure of our model [14]. For example, 
a herd of pigeons has the hierarchical structure, which was investigated by Tomas 
Vicsek et al. [16 and 17]. In the model, we assume that a communication between  
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the UAVs is global, therefore, calculating a global center of mass is possible. This 
results in the global range of the cohesion rule that contributes to the integrity of 
the flock. Obviously, an appropriate long-range radio equipment is necessary. 
Therefore, 868-MHz radio modems with the bandwidth reduced to 2400 bps, op-
erating in the broadcast mode were used in the experiment. This type of equipment 
secured the research against exceeding 10% of duty cycle, otherwise unnecessary 
gap in the transmission can appear. There is a practical aspect of the long-range 
communication inside the flock that allows to maintain a wider spacing between 
robots. As a result, the flock will cover a wider area of land to be monitored dur-
ing reconnaissance missions. However, there is also a disadvantage of this solu-
tion - the low flexibility in resizing the flock and transmission delays growing 
with the number of vehicles in the flock. Those issues were solved partially by de-
signing an algorithm of broadcast queuing, which is robust against the change in 
the number of robots.   

The numeric simulations deliver promising results that present the coherent 
flight of three fixed-wing UAVs. To test the flocking algorithm in reality, we im-
plemented it into commercial autopilots as the high-level control and we prepared 
test flights to observe the elementary flocking behaviors. The results present flight 
trajectories while the UAVs are repulsed from one another applying the rule of the 
leadership, or one UAV is attracted to the global center of mass.  The results prove 
that our flocking algorithm is able to be successfully implemented into real fixed-
wing UAVs, to create a flock of such vehicles. 

2 Flocking Algorithm 

The model of the flock of fixed-wing UAVs has a hierarchical structure achieved 
by the introduction of the leadership which is selected among all UAVs in the 
flock [10, 11]. Other vehicles, creating the following part of the flock, are con-
trolled by the rules of cohesion in the global term and repulsion in the local term. 
The leader is the only UAV controllable by the ground control station and it does 
not  apply any flocking rule. The leader broadcasts only its speed and position to 
the rest of the flock. If it is assumed, that the flock’s inner communication is glob-
al and long-range, each UAV in the flock is able to calculate the global center of 
mass of the flock. The center is used to aggregate all UAVs in the flock and con-
tribute to the integrity of the flock. Hence, the cohesion is the rule valid globally 
in a distance greater than the specified threshold distance DC. Considering the fact 
that the position of the leader is taken into account in calculations of the global 
center of mass (GCoM) and the ground control station decides about the flight di-
rection of the leader, the ground control station will control  the position of GCoM 
indirectly.  And if the cohesion rule is active for all UAVs, the flock will start to 
track GCoM, which in turn will follow the leader. Hence, the conclusion is that 
the global cohesion combined with the leadership, which is controlled via GCS,  
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complements the missing rule of the migration. In the contrary, the repulsion rule 
has only the local range, and it means that the nearest vehicles are repulsed the 
most strongly to avoid collisions and maintain safe spacing inside the flock.  
Figure 1 presents the interactions inside the flock according to the formulated 
flocking algorithm. 

 
 

 

Fig. 1 The illustration of the flocking interactions based on the proposed flocking algorithm 
[10, 11].  

As it was mentioned, the model of the flock of fixed-wing UAVs has the hier-
archal structure but simultaneously, it is also decentralized. The control laws are 
realized locally and separately by the flight computer of each UAV.  All local con-
trol laws are divided into two levels. A low-level control is based on PID loops, 
and it handles the vehicle’s dynamics and supervises realization of the desired 
flight direction, requested by a high-level control. The high-level control switches 
the control between the local navigation and the flocking algorithm.  It depends on 
conditions related to the cohesion rule and the repulsion rule, which are respec-
tively: the distance to the GCoM and the distance to the nearest neighbor. In the 
case of the leader, the high-level control is always switched to the local naviga-
tion. The overall diagram of the UAV’s local control is presented in Figure 2.  

The flock’s state is related unambiguously to the location of the GCoM and the 
value of the average speed of the flock. The location of the GCoM is a weighted 
average sum of coordinates of all UAVs in the flock. It must be weighted because 
the leader’s impact on the location of the GCoM should be at least equal to the 
total impact of all other UAVs in the flock. Such approach prevents from the sit-
uation when the leader simply flies away from the flock. Definitions of the GCoM 
and the average speed of the flock are given by equations [10, 11]: 
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Fig. 2 The diagram of the local control realized by the flight computer i.e. autopilot [10,11]. 
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Where: – coordinates of the n-th UAV (XE – longitude, YN – latitude,  
h – altitude), n – number of UAVs creating the flock,  – coordinates of the 
flock’s GCoM, VUAVn – airspeed of the n-th UAV, VAvg – the flock’s average 
speed, UAV1-L – a label for the leader. 

The average speed of the flock is used in the alignment of speeds of all vehicles 
in the flock. Each vehicle takes the average speed as its own desired speed. Thus, 
the average speed together with the cohesion plays the important role contributing 
to the integrity of the flock.   

As alluded above, the cohesion rule is global for the entire flock. Thus, each 
vehicle must know positions of all other UAVs in the flock to calculate the 
GCoM. Obviously, as a consequence all UAVs have to create a communication 
network to be able to broadcast their positions and speeds. It is possible and it was 
done in the research.  

Now, let's explain the issue of the cohesion rule. The cohesion rule should di-
rect an UAV towards the GCoM.  According to this, the desired direction of flight 
overlies with the line connecting the center of mass of the UAV with the GCoM. 
To define this line and the direction of flight, a versor whose point of anchor is  
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located in the UAV's center of mass and which targets toward the GCoM can be 
formulated. The versor can be called the cohesion vector. The idea of the cohesion 
rule is explained in Figure 3. 

 

 

Fig. 3 The horizontal projection of the idea of the cohesion rule. A – the UAV’s center of 
mass, GCoM – the global center of mass, DC – the distance above which the cohesion rule 
is active [10, 11]. 

The definition of the cohesion vector is given by the following equations  
[10, 11]: 
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Where:  –  the cohesion vector defined by subtraction of coordinates of 
both the n-th UAV (PUAVn) and GCoM, |AGCoM| - is a distance between GCoM 
and the n-th UAV, DC – the maximum permitted distance from GCoM. 

In contrast to the cohesion rule, the repulsion rule has a local range, since its 
main objective is to maintain a safe spacing between the UAVs. Therefore, this 
rule is used to repulse two closest neighbors in the flock. But if we are considering 
a global communication in the flock, and each UAV is able to calculate the 
GCoM, they will be also able to determine repulsion directions from all other 
UAVs. Thus, the individual strength of the repulsion should be related to the value 
of distance between two different vehicles in the flock. The strongest repulsion is 
related to two nearest neighbors, while the smallest repulsion is related to two the 
farthest neighbors.  Whereas, the direction of the repulsion lies on the line con-
necting two centers of mass of a pair of UAVs and respectively for each UAV in 
the considered pair, it oriented reversely to the second UAV. The directions are 
determined separately for each pair of UAVs in the flock but with different 
strengths of the repulsion, which is a result of various spacing of UAVs inside the 
pairs.  Next, each UAV in the flock computes the resultant direction of the repul-
sion by taking into account only those pairs to which it belongs, and assigned 
strengths of the repulsion to them. The concept of the repulsion rule for one pair of 
UAVs is shown in Figure 4. 

GCoM 

>DC UAVn 

 
A 



Flocking Algorithm for Fixed-Wing Unmanned Aerial Vehicles 421 

 

Fig. 4 The horizontal projection of the idea of the repulsion rule. A, B – the center of mass 
of two nearest UAVs, GCoM – the global center of mass, DC – the distance above which 
the cohesion rule is active, DR – the distance below which the repulsion rule is active  
[10, 11]. 

The directions of the repulsion for each pair of UAVs are determined by  
following versors   and . These versors can be also called the repulsion vec-
tors which is defined by equations [10,11]: 
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Where:  –  the vector defined as the difference between PUAVm coordinates 
(UAVm) and PUAVn  coordinates (UAVn) , |AB| - the distance between UAVn and 
UAVm, DR – the minimum permitted distance between two UAVs. 

When the cohesion and the repulsion rules are active simultaneously, the re-
sultant direction of flight is computed as a sum of the direction of the cohesion 
and all directions of the repulsion. The resultant direction of flight, which takes in-
to account also the determined strengths of the repulsion for each pair of UAVs, is 
formulated by the following equations [10, 11]: 

 = + ∑ ⋅, . (4) 
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Where: αn
m – the m-th strength of the repulsion assigned to the vector  for the 
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The αn is a function of the distance between two UAVs whose values are within 
the range of 0 (for the furthest neighbors) to 1 (for the closest neighbors), and it 
corresponds to the ratio of the distance to the threshold DR. The scheme of simul-
taneousness of the repulsion and the cohesion for a pair of UAVs is presented in 
Figure 5. 

 

 
Fig. 5 The horizontal projection of the idea of simultaneousness of the repulsion and the 
cohesion. A, B – the centers of mass of two nearest UAVs, GCoM – the global center of 
mass, DC – the distance above which the cohesion rule is active, DR – the distance below 
which the repulsion rule is active [10, 11] 

The versor  is the final, local result of the overall flocking algorithm de-
signed for fixed-wing UAVs because it combines the cohesion and the repulsion 
for a single vehicle. The last thing to do is to nominate command signals which 
will be processed by the low-level controls. This depends on the structure of low-
level controls, specific for each autopilot system. In our case, the autopilot  
requires the information about the following flight parameters: desired heading 
angle, desired pitch angle and desired airspeed. These parameters, forming the 
control vector u, can be easily extracted from the versor  , basing on the follow-
ing equations [10, 11]:  
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Where: – the resultant directional versor, the result of the flocking algorithm, 
Ψ − the desired heading angle, θ  – the desired pitch angle, Vd – the desired air-
speed, N – the quantity of the flock, Vi – the airspeed of i-th vehicle in the flock, u 
– the control vector. 

Because the switching logic decides whether the low-level control is supervised 
by the local waypoint navigation or by the flocking algorithm, the desired angles 

of roll and pitch related to the versor  are realized by the low-level control only 
in the case when any flocking rule is activated. Otherwise,  these angles are de-
termined by the local navigation to realize locally predefined flight program. It 
could be a making circles over the area of reconnaissance missions. 

To discover the possibilities of the flocking algorithm, we prepared numerical 
simulations basing on the exemplary flock of three UAVs, including the leader 
[10]. The results of the simulations present coherence flights of three UAVs and 
some of them are presented in Figure 6. 

 

 

Fig. 6 The results of numerical simulations of flights of three UAVs through three way-
points (black points), where UAV1 (blue)  is the leader, and UAV2, UAV3 (red and green) 
are the followers. The UAVs start their collective flight in different locations and at differ-
ent altitudes to show the principle of the cohesion [10]. 

Figure 6 presents the trajectories of the three UAVs which are flying collective-
ly, passing through three successive waypoints defining the leader's desired flight 
path. The trajectories do not intersect mutually and it means that the repulsion rule 
secures the UAVs against collisions. Moreover, we are able to observe how the 
combination of the cohesion and the repulsion stabilizes spacing between the 
UAVs and it results in the fact that the trajectories become almost parallel to one 
another. Obviously, it can be also related to the fact that in the simulations we did 
not include external disturbances like wind, or we used only kinematics of a fixed-
wing vehicle. Such simplification can be accepted if we recall that the flocking  
algorithm, similarly to the navigation, is a supervisor control in relation to the 
low-level control which is responsible for handling the vehicle’s dynamics. From 
this point of view, the received results are promising and make it possible to  
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conclude that the flocking algorithm is applicable to fixed-wing UAVs. Thus, the 
next step is an experiment that will apply the flocking rules to real vehicles. 

3 Experiment 

To verify the flocking algorithm in reality, we prepared an experiment that uses 
two fixed-wing aircraft which are based on two Twinstars with installed autopilots 
and required radio equipment. The autopilots are commercial products but we 
modified their firmware by extending it with the flocking algorithm and also im-
plemented an additional serial port as the support for a global communication  
inside the flock. Thus, the autopilot’s primary serial port is used to communicate 
with the ground control station (GCS) using 2.4 GHz radio modems and the addi-
tional port enables the global broadcasting inside the flock by long-range 868MHz 
radio modems. Hence, each autopilot is connected with a pair of radio modems 
(2.4 GHz and 868 MHz). Additionally, each vehicle supports standard RC control 
on 2.4 GHz. Any other equipment, especially a separate onboard computer, is not 
necessary to realize our algorithm. The UAVs used in the experiment are present-
ed in Figure 7. 

 

 

Fig. 7 Two fixed-wing UAVs which were used in the experiment. Antennas of 868 MHz 
radio modems are visible at the nose and the tail. The rudder of the UAV on the left picture 
has a built-in antenna for 2.4 GHz modem. In the second UAV 2.4GHz antenna is under the 
left wing 

The UAV in the right picture is selected as the leader and the second one will 
represent the part of the flock which tracks the leader. To receive more emphatic 
evidence that the flocking rules are applied and operate correctly, we decided to 
keep the leader on the ground. The second UAV flies over and around the leader 
according to preprogrammed flight path, which should be modified by the flock-
ing algorithm. In the experiment, flight tests were done separately for the cohesion 
and repulsion rules. Their schemes are presented in Figure 8.  
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Fig. 8 Schemes of the cohesion test and the repulsion test which were done during the 
experiment. The black dots are momentary positions of the global center of mass, the dia-
monds represent four successive waypoints that create the  programmed flight path for the 
UAV2. The red arrows are calculated flight directions from the flocking algorithm and the 
dashed red lines are expected flight paths related to these directions.      

In both tests, the UAV2 was flying over the same route created by four way-
points, WP1, WP2, WP3 and WP4. The directions of flight between waypoints are 
indicated by arrows (Fig. 8). The position of the leader location is exactly in the 
middle of the section between WP2 and WP3, and simultaneously, this is a takeoff 
point for the UAV2. To improve presentation of the results, which are based on 
the horizontal projections of trajectories, the leader simulates its altitude to be 
about 80 meters. This makes turns of the UAV2, inducted by the algorithm, more 
visible, since both UAVs and the GCoM are located on similar altitudes. 

During and just after the takeoff, the flocking algorithm was deactivated by set-
ting both values of the thresholds DR and DC to 0.3 meter. Next, these values are 
changed respectively to induce one of the rules: the cohesion or the repulsion rule.  
In the cohesion test, the thresholds DR and DC were set respectively to 0.3 meter 
and 380 meters at the moment when the UAV was in the WP3 point. As a conse-
quence, the UAVs should fly towards the GCoM and the leader instead of flying 
to the WP4 point. Because of the limited turn radius, the UAV should start to cir-
cle around the leader. In the repulsion test both values of the thresholds DR and DC 
are set to 380 meters, at the moment when UAV passes the WP2 or WP4 point. 
Thus, the UAV2 should make a turn instead of flying towards the next waypoint, 
i.e. the WP3 or WP1 point.  Only such scenarios of the experiment will give em-
phatic evidence of the realization of the flocking algorithm while using real 
UAVs. 
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4 Results 

Figure 9 presents the flight path of the UAV2, saved in the cohesion test. In yel-
low color, we highlight the section of the flight path when the UAV2 is attracted 
to the GCoM lying in the middle between two UAVs. We are able to observe that 
the UAV2, instead of flying towards the waypoint (the red diamond), directs to the 
leader’s location (the UAV1), which lies on the same line as the GCoM. The 
UAV2 circled around the leader’s location, and moreover, it managed to fly over 
it. 

 

 

Fig. 9 The flight path of the UAV2 in the cohesion test. The section of the flight path in 
yellow color, between the points A and B, is related to the moments when the cohesion rule 
is active. The red diamond is a waypoint to be reached by the UAV2 after passing the A 
point 

 
Figure 10 presents desired angles of heading, roll and pitch from the flock con-

trol (FC) versus desired heading angle from the waypoint navigation and desired 
angles of roll and pitch applied by the low-level control. We can notice that  
between two dashed red lines related to points A and B in Figure 9, the desired 
heading from FC is different from zero and from the desired heading given by the 
navigation. These differences explain clearly the behavior of the UAV2 which 
realizes the cohesion rule instead of the navigation. Moreover, the plots of desired 
angles of roll and pitch from FC overlap with the plots of desired angles  of roll 
and pitch used by the low-level control, mostly between those  dashed red lines. 
This means that the low-level control realizes the flocking rules. Otherwise, the 
low-level control realizes the waypoint navigation.   
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Fig. 10 The plots of desired angles of heading, roll and pitch from the flocking algorithm (FC) 
vs. the plots of desired angle of heading from the waypoint navigation and desired angles of roll 
and pitch applied by the low-level control. Dashed red lines relate to the points A and B in 
figure 9 

Figure 11 presents the results of the repulsion test. The sections of the flight 
path in yellow color are related to the moments when the UAV2 is repulsed from 
the leader. The sections of the flight path in green color are related to the phases of 
takeoff and landing which were performed manually so the repulsion rule was dis-
abled. The section in orange color presents the situation when the UAV2 was able 
to keep distance to the leader higher than DR without a significant change  of head-
ing angle, as the result of higher flight altitude (the red rectangle on figure 12). 
Hence, the repulsion rule did not work evidently in that part of the flight. Where-
as, the section in red color seems to be quite problematic because the UAV2 was 
flying towards and over the leader even if the repulsion rule was active.    

The problem can be observed clearly in Figure 13 as rapid changes of the sign 
of the desired roll angle. It looks like the UAV2 could not decide in which direc-
tion it should make a turn to achieve the reverse direction of flight. Because the er-
ror of heading angle (an angle between the actual heading and the heading related 
to the direction of the repulsion) is changing from -1800 to 1800 circularly, in the 
situation when the UAV2 must take a turn to fly in a completely reverse direction, 
the error might be changed directly from about 1800 to about -1800, and reversely. 
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Probably the stationarity of the leader contributes to this situation which is the 
result of a singularity in angles of the vehicle's attitude, and in the mentioned 
heading error. The singularity causes unattended switching of the sign of the de-
sired roll angle, at its maximum, when the heading angle error is once about 1800 
and next about -1800. Exactly the same situation can happen only if two UAVs are 
flying to make head-on collision. Hence, the simplest solution is to redefine the 
relation between the heading error and the desired roll angle by moving the mo-
ment of sign change of the desired roll angle to other region of the range of the 
heading error. It is necessary because the singularity cannot be eliminated com-
pletely. Let us assume that the positive sign of the roll angle is related to the range 
of the heading angle error from 00 to 1800 – α, and the negative one is related to 
the range from 00 to -1800 and from α to 1800. The problem of head-on collisions 
will be solved because both UAVs will be able to pass by each other in closer 
distance, equal to ⋅  sin ( ), but without collision.  

 

 

Fig. 11 The flight path of the UAV2 in the repulsion test. The sections of the flight path in 
yellow color are related to the moments when the repulsion rule is active, the sections in 
green color are the phases of takeoff and landing – the repulsion rule is disabled, the section 
in orange color is related to higher flight altitude so the UAV2 could keep a safe distance to 
the leader without a significant change of heading angle. Points A and B are the moments 
respectively of activation and of deactivation of the repulsion rule 

 

Fig. 12 The flight altitude of the UAV2 vs. the altitude of GCoM. The red rectangle corre-
sponds to the section of the flight path in orange color, in Figure 11. 
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Fig. 13 The plots of desired angles of heading, roll and pitch from the flocking algorithm 
(FC) versus the plots of desired angle of heading from the waypoint navigation and desired 
angles of roll and pitch used by the low-level control. Dashed red lines relate to points A 
and B in Figure 11 

In Figure 13 we can observe that between two dashed red lines, related to the 
moments of activation and deactivation of the repulsion rule, the desired heading 
angle from FC is different from zero and from the desired heading angle given by 
the waypoint navigation. Similarly to the cohesion test, the plots of roll and pitch 
angles are overlapping in the region restricted by the lines. This means that the 
repulsion rule works correctly and determines the control signals for the low-level 
control.  

In two separate tests we managed to observe real flocking behaviors applied in 
the fixed-wing UAVs. There is a high probability that the flocking algorithm with 
activated rules of cohesion and repulsion, will allow us to create a flock, formed 
by more vehicles than just two, which will fly collectively like a herd of pigeons. 
Moreover, objectives of the flock’s flight will be supervised by an operator of a 
GCS. Hence, the approach combining flocking rules with the leadership offers an 
interesting possibility of a practical use of swarms of UAVs. 
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5 Conclusions 

The behaviors of flocking that can be easily identified in many species of animals 
are a very attractive approach in order to achieve coherent flocks of autonomous 
robots, especially unmanned aerial vehicles. The most quaint problem is how to 
apply those rules to vehicles that are not able to change its orientation in a place, as 
it is in the case of fixed-wing UAVs. Thus, we propose the approach that uses only 
two behaviors: of the cohesion and the repulsion, and combines them with leader-
followers interactions. The formulated algorithm has the hierarchical, decentralized 
structure, similarly as it is in flocks of animals. The numerical simulations demon-
strate a potential possibility of collective flight of the fixed-wing UAVs and they 
predict the applicability of the flocking algorithm in a real UAVs. Hence, to reveal 
the potential applicability of the algorithm, we prepare adequate flight experiments 
which should prove that fixed- wing UAVs are able to demonstrate flocking rules.  

The results that we received in the flights show a satisfying response of the 
flocking algorithm to relative locations of two UAVs and their GCoM. The cohe-
sion test illustrates the attraction of the UAV2 to the GCoM, since the distance 
between the UAV2 and the GCoM was higher than the threshold DC constantly. In 
the contrary, the repulsion test shows the UAV2 being repulsed from the leader 
only when the distance between both of them is lower than the threshold DR. Thus, 
both thresholds are substantial parameters which impacts the integrity and inner 
spacing between vehicles inside the flock. Therefore, they also have a practical 
importance, as they can be used to resize the flock for a specific mission purpose. 

During the repulsion test we discovered a singularity in the heading control of 
the flocking algorithm which may contribute to collisions in the flock. It happens 
when the heading error is about 1800 and it is the result of a circular range of the 
heading error. The issue will be eliminated by a modification of the relation be-
tween the heading error and the desired roll angle.   

Summing up, we managed to formulate the flocking algorithm which adopts 
the flocking rules to use them in fixed-wing UAVs. Moreover, in the experiments 
on the algorithm we applied equipment consisting only of commercial autopilots 
together with a pair of radio modems that do not affect much the total weights of 
the aircraft. Hence, it will not be exaggerated if we state that our research ended 
up with a significant success. 
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Airborne Doppler LiDAR Sensor Parameter 
Analysis for Wake Vortex Impact Alleviation 
Purposes 

Jana Ehlers1 and Nicolas Fezans2 

Abstract. This paper presents a sensitivity study of a wake vortex impact alleviation 
system based on an airborne forward-looking Doppler LiDAR sensor. The basic 
principle of the system is to use this sensor to measure the wind remotely ahead of the 
aircraft. On the basis of these measurements the system estimates whether a wake 
vortex is located in front of the aircraft. If this is the case, the wake vortex characteris-
tics are identified and the control deflections countervailing the wake-induced aircraft 
response are computed and applied. An integrated simulation environment compris-
ing a full nonlinear 6-DoF A320 model (with control laws), wake vortex models, and 
the wake impact alleviation algorithms was developed. The LiDAR sensor subsystem 
has many design parameters that influence the overall performance in a complex way, 
which makes it difficult to derive adequate requirements. The presented parameter 
study provides first insights into the role of each parameter as well as some adequate 
parameter combinations. 

1 Introduction 

Wake vortices are an inevitable phenomenon in air traffic. They evolve from the 
pressure difference between the lower and upper side of the wing during the lift 
generation and roll up to form a pair of two strong rotating flow fields. For an air-
craft flying into these rotating flow fields, the wake vortices can pose a serious 
safety threat and can lead to dangerous aircraft reactions usually involving a sud-
den rolling motion or a loss of altitude. As wake vortices are under most atmos-
pheric conditions not visible the aircraft reaction occurs unexpectedly for the pilot 
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and increases his workload. In extreme cases a wake vortex encounter can cause 
structural damages to the aircraft, lead to incidents with injuries of the passengers 
and crew [1-3] or even a crash of the aircraft [4,5]. In order to prevent the encoun-
ter of dangerous wake vortices, ICAO introduced separation minima for approach 
and departure. However, the drawback of this safety measure is the resulting air 
traffic capacity limitation. Finding ways to reduce these separation requirements 
while at least maintaining the same safety standards will certainly bring significant 
benefits for congested airports.  

A possible approach to achieve this is to reduce the impact of a wake vortex on 
the encountering aircraft by equipping this aircraft with a specific control system 
for wake vortex encounters. Looye et al. [6] and Rafi and Steck [7], included wake 
vortices in their control design. They considered them as one of the disturbances 
the flight controller should be able to handle. Another approach is a control system 
which is based on a remote wind sensor [8-10]. 

The generic term “remote wind sensor” is chosen because different sensor types 
could be used. It could for instance be a so-called Doppler LiDAR sensor. Doppler 
LiDAR sensors permit to measure one component of the wind at a remote loca-
tion. A LASER source is used to illuminate the location at which the measurement 
shall be made. At this location, particles (e.g. aerosols or even molecules) are 
scattering this light back to the sensor which also contains a detector. The 
backscattered light properties provide information on the corresponding particles. 
The present work only considers the relative wind velocity measurements that can 
be deduced from the Doppler frequency shift between the original LASER source 
and the received backscattered light. The Doppler frequency shift is proportional 
to the rate of change of the distance between the sensor and the particles, which 
means that the relative velocity component that is measured is the component that 
is in the direction of the line joining the sensor to the particles location (assuming 
that the light source and the detector are colocated). This direction is commonly 
called “Line-of-Sight” (LoS). The amount of light that is backscattered decreases 
with the square of the measurement distance and consequently the measurement 
uncertainty increases correspondingly. 

The location where the measurement is made depends on the time elapsed be-
tween the moment the light was emitted and the moment at which the received 
backscattered light was observed by the detector. Indeed, both the pulse and the 
observation typically last for a few tenths of nanoseconds, which implies that the 
measured location is not a point but rather has a very long frustoconical shape. As 
the beam divergence is usually very low, an approximation of this domain with a 
cylinder or even with a line can usually be made. The resulting averaging effect 
that results from not measuring in only one point is often referred by the term blur, 
by analogy with photo imaging. 

The investigations of [8-10] were based on the assumption that sensors capable 
of measuring the wind in 3D would be available. It seems that LoS-only Doppler 
LiDAR might be available for airborne application in the near future, whereas 3D 
remote wind sensors would probably remain too experimental and costly in the 
foreseeable future. Even when only considering LoS velocity measurements, there 
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are plenty of choices to be made for the technical characteristics of the Doppler 
LiDAR sensors: wavelength, type of pulses (shape, duration), LoS directions 
(scanning geometry, field-of-view), number of domains being measured along the 
LASER beam line, detector technologies, etc. These parameters influence the 
measurement quality (e.g. noise and precision) and/or the collected information 
itself (spatial resolution, blurring effect, measurement location). The present study 
aims at helping to find a good trade-off between the possible Doppler LiDAR 
configurations by considering the aircraft dynamics as well as the flight control 
system and the whole sensor measurement processing chain. 

When measuring the wind only in LoS direction, two of the three components 
are necessarily missing and from a flight control point of view, the remaining LoS 
direction usually contains only marginal part of the relevant information. In [11] 
the first author of the present paper and two colleagues proposed a solution to this 
problem that was called “Wake Impact Alleviation Control” (WIAC). This system 
consists of two main steps. First an Online Wake Identification (OWI) algorithm 
is used to reconstruct the wake vortex disturbance from several LoS measure-
ments. Then the identified wake vortex model is used to predict the control-
deflection-free wake-induced aircraft response that the control system countervails 
by commanding the adequate control surface deflections. This wake impact allevi-
ation concept was found very promising [11] based on a simplified simulation 
setup. The wake impact alleviation control system was applied in a complete 6-
DoF simulation environment wherein the aircraft encounters a wake vortex. How-
ever, in the simulations of [11] the online wake identification algorithm was not 
coupled with the 6-DoF simulation, but had been performed beforehand in a sepa-
rate simplified 3-DoF simulation of the same encounter whereupon the wake vor-
tex disturbance did not cause any aircraft reaction. Consequently, the influence of 
the aircraft reaction on the measurement of the Doppler LiDAR sensor was ne-
glected. Additionally, once a wake vortex pair matching well the measurements 
was found, this solution was kept and not updated. 

The current paper presents the fully integrated wake identification and impact 
alleviation control system OWIDIA, which consists of OWI and WIAC. An ex-
tensive parameter study was performed during summer 2014 with a total of 18432 
full 6-DoF simulations with online wake identification performed every 200 ms 
(simulation time) using a small-scale grid computer (up to 16 simulations in paral-
lel). Some of the first insights gained from these data on the performance are  
presented in this paper and will serve to improve the current design of the whole 
system. 

2 Wake Impact Alleviation Approach 

The concept of the wake impact alleviation approach considered in this paper is 
shown in Fig. 1. The overall principle is identical to the approach presented in 
[11]. The main difference consists in the implementation of the online wake iden-
tification, which is now fully integrated into the control system. The purpose of 
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the control system is to compensate the disturbance wind velocities of the wake 
vortex by specific control command deflections which prevent a wake-induced 
aircraft reaction. The disturbance wind velocities and the commanded control 
surface deflections of the WIAC consequently represent the input and output of 
the complete process as illustrated in Fig. 1.  

 

Fig. 1 Concept for wake impact alleviation 

The LiDAR sensor measures the wind velocities at several locations within a 
relatively short range ahead of the aircraft. As already mentioned, each measure-
ment is a line-of-sight velocity, which is then passed to the online wake identifica-
tion algorithm. The OWI identifies a wake vortex model which provides the best 
match with the provided line-of-sight measurements and hands the parameters of 
this model to the wake impact alleviation control module. This module derives the 
wake induced aircraft disturbance on the basis of the identified wake model and 
calculates the required control surface deflection to countervail the wake-induced 
aircraft response. Further details on the different elements of the OWIDIA system 
are given in the following.  

2.1 Online Wake Identification 

The LiDAR sensor only provides LoS measurements, in which most of the infor-
mation about the wake vortex wind velocities is lost. The online wake identifica-
tion needs to reconstruct both the two lost components of the wind measurements 
and the wind at the locations where no measurement was made. The principle of 
the online wake identification is adapted from [12,13] and was also described in 
[11]. For the integrated implementation in the OWIDIA system within the full 6-
DoF simulation framework, some extensions and modifications of the OWI were 
realized. Fig. 2 gives an overview over the new process of the OWI and its inte-
gration into the flight control. 

The OWI is usually called with a lower update rate than the LiDAR sensor and 
the rest of the flight control system. The measurements of the sensor over a time 
frame of 2 seconds are stored in a measurement buffer. Depending on the sensor 
characteristics this can be one or several measurements at a time. The location of 
each measurement is stored in an airframe-carried north-east-down (NED) coordi-
nate system. As the aircraft moves the coordinates of each measurement relative to 
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the aircraft are updated in the measurement buffer. The software modules that are 
managing the measurement buffer and computing the control commands both run 
at every major step of the simulation (i.e. with 100 Hz in the applied simulation 
environment). Both modules should also provide a very similar performance if 
they were executed with larger sample time. The OWI is executed with a lower 
frequency because it is assumed that it requires a larger computation time. For the 
studies presented here we chose an update rate of 5 Hz for the OWI because this 
would correspond to a realistic trade-off between responsiveness to new meas-
urements and available computation time. Reaching hard real-time requirements 
for an update rate of 5 Hz seems achievable, but is not a priority at the current 
stage of this work. The OWI update rate can be varied independently from the 
update rate of the LiDAR measurements as these are buffered beforehand. 

 

Fig. 2 Online wake identification workflow 

Every time the OWI is called, first a very simple criterion tries to determine if 
there are strong indications of a possible wake vortex in the current content of the 
measurement buffer. This permits to avoid an execution of the OWI if no wake 
vortex is present, which is the case during most of the flight time. It, thus, repre-
sents an additional safety net for most irrelevant situations (no wake vortex) and 
saved computing time during the parameter study. This very simple criterion is 
based on the comparison of the standard deviation of all line-of-sight measure-
ments stored in the data buffer with the reference measurement noise. The identi-
fication algorithm in the OWI is only started if the current standard deviation of 
the LoS measurements in the buffer is larger than 120% of the reference value. If 
the standard deviation of the sensor measurement noise is reliably known this  
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Fig. 3 LoS velocity trigger for a 30° lateral
encounter 
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value can be used directly as a reference value. There are also possibilities to es-
timate it online. In the current implementation the reference standard deviation of 
the LoS measurement is defined as the standard deviation at the beginning of the 
simulation right after the measurement buffer has been filled for the first time. The 
simulation is set up such that there are no significant wake-induced velocity meas-
urements contained in the buffer at that time. The standard deviation of the LoS 
measurements thus corresponds approximately to the measurement noise. 

Fig. 3 exemplarily shows a time histo-
ry of the standard deviation of the line-of-
sight wind velocities stored in the  
measurement buffer for a 30° lateral en-
counter. When the data buffer is filled for 
the first time the standard deviation of the 
stored LoS velocities is 0.87 m/s. When 
no wake vortex is present the standard 
deviation keeps similar values. Between 
16 s and 20 s the standard deviation rises 
significantly due to the wind velocities 
caused by the wake vortex and contained 
in the measurement buffer at that time. 
The LoS velocity criterion is activated 
between 16.5 s and 19.7 s (black solid 
line above the dotted-dashed blue line in 
Fig. 3). When this happens the OWI algo-
rithm starts.  

This very simple criterion is such that the actual signal (wake vortex signature 
in the measurements) should cause an increase of at least 20% compared to the 
pure noise level. Such a criterion is certainly too restrictive for cases with relative-
ly low signal-to-noise-ratios (SNR). “Low amplitude” (i.e. low circulation) wake 
vortices are not relevant for the designed system. However it might also be inter-
esting to consider sensors with high spatial resolution but high noise levels. It is 
clear that the criterion used during this study is too simple to handle this type of 
cases and that it will have to be improved to investigate these cases, too. 

The OWI problem is a maximum-likelihood estimation problem, which  
consists in finding parameter values of a wake vortex model such that the LoS 
velocities derived from the identified wake vortex model and the measured LoS 
velocities show the best possible match. This maximum likelihood process is 
solved using an optimization algorithm as shown in Fig. 2. The wake vortex mod-
el used in the current work is the well-known Burnham-Hallock model [15]. A 
strong dependence of the results on the model used (among the classical ones) is 
not expected. The resulting model-based LoS velocities of all measurement point 
positions in the data buffer are then compared to the actual LoS velocities of the 
real measurement. 
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2.1.1 Optimization Algorithm 

The maximum likelihood problem can be easily solved with many classical opti-
mization algorithms. For more explanation of the way to formulate such maximum 
likelihood problems and to solve them, refer to [14]. In [11], for practical reasons, 
the measurements from different times were grouped for each LoS direction. In 
the present implementation, measurements were not grouped in any way and it can 
be shown that the maximum-likelihood cost function is equivalent to a weighted 
least square fitting problem in that case. 

When dealing with data buffers not containing any vortex, the maximum likeli-
hood problem is usually badly conditioned and the algorithms will need many 
small steps to finally end up with a solution where the identified vortex either has 
a very small circulation or is located well outside of the domain containing the 
measurements. Even if none of these solutions is an issue, it is considered safer to 
detect this situation before even starting the algorithm. This was the main motiva-
tion for introducing the aforementioned activation criterion for the estimation 
process. 

The algorithm used here is a Broyden-Fletcher-Goldfarb-Shanno and the line 
search step is performed by a nonstandard algorithm that combines several ideas 
from the classical line search algorithms depending on the situation. As already 
mentioned most standard algorithms will converge to the right solution if enough 
information is contained in the buffer: the differences are mainly a question of 
execution speed and the currently used solution was not particularly optimized. 

2.1.2 Identified Parameters 

The parameters of the wake vortex model which are optimized by the OWI are:  

• the vortex circulation Γ(which defines the strength of the vortex),  
• the distance between the two vortex cores  b′ 
• and four geometry parameters specifying location and orientation of the wake 

vortex with respect to the aircraft.  

The geometry parameters of the wake vortex are displayed in Fig. 4 and 5. The 
wake vortex location is defined by means of two points on the vortex centerline. 
These points are described in a particular coordinate system which is called identi-
fication (ID) coordinate system here. The ID-coordinate system is located in the 
horizontal x-y-plane behind the aircraft and its x-directions points into the 
direction of the body-fixed x-axis projected into the horizontal plane. The y-axis 
points to the right of the aircraft and the z-axis points downwards. The befenit of 
using a coordinate system that is not attached to the wake is that it significantly  
reduces the number of coordinate transformations that must be repeatedly made 
during the wake estimation process. The coordinates of the LoS measurements in 
this coordinate system are fixed during the entire estimation process.  
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Fig. 4 Parameterization (top view) 
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Fig. 5 Parameterization (side view) 
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In this coordinate system two 
points P1 and P2 are specified which 
define the location of the wake vor-
tex. Point P1 is located on the vortex 
centerline at the position where the 
projections of the body-fixed x-axis 
of the aircraft and the vortex center-
line into the horizontal x-y-plane 
cross each other. The y-position of P1 
is zero by definition. Point P2 is de-
fined as the position of the vortex 
center line for xID = 0.  The coordi-
nates x1, z1, y2 and z2 of the points P1 
and P2 uniquely describe the location 
and orientation of the wake vortex 
and are used as identification parame-
ters for the OWI in the current im-
plementation. 

In Fig. 4 and 5 it can be noticed 
that the origin of the ID-coordinate 
system is located a distance Δx 
behind the center of gravity of the 
aircraft. This shift of the origin with 
respect to the center of gravity was 
introduced because the parame-
terization chosen has a singularity 
when the vortex centerline goes 
through the point (xID,yID)=(0,0). By 
shifting the point (0,0) far enough 
behind the aircraft, the corresponding vortex becomes practically uninteresting 
and irrelevant. In the current implementation the origin of the ID-coordinate sys-
tem is located 200 m behind the center of gravity of the aircraft. Measurements 
made using a forward-looking sensor are basically around P1 (assuming there is a 
vortex to be detected), such that by varying x1 and z1 the position of the vortex 
within the measurement zone is varied, whereas a variation of y2 and z2 then lead 
to a change in orientation. The properties of the optimization problems with this 
choice of coordinate system and with the coordinates that were previously used in 
[11] were not compared. 

2.1.3 Initialization of the OWI Algorithm 

The OWI algorithm works iteratively and needs starting values for the identifica-
tion parameters. Depending on whether the OWI has recently found a valid identi-
fication result or not these initial values are determined in two different ways.  
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If the OWI has not identified a wake vortex shortly before, the initial parameters 
for the optimization routine are defined from scratch on the basis of the current 
aircraft dynamics and by means of input data from the generator aircraft which are 
available with standard Automatic Dependent Surveillance – Broadcast (ADS-B).   

The initial values of the vortex circulation Γ0 and the lateral vortex separation b  are always set to 250 m²/s and 40 m for all wake encounter scenarios as sug-
gested in [12]. An adequate initial value for parameter x1 corresponds to a distance 
that is slightly smaller than the distance to the farthest measurement point which is 
present in the buffer. To further increase the robustness for cases with no or only 
small influence of the wake vortex, the OWI is run with two different initial val-
ues for x1. For the second initial value of x1 a large distance of 500 m is added to 
the first initial value of x1. This helps to detect the absence of a wake vortex be-
cause the second initial value of x1 corresponds to a remote location of the wake 
vortex, which has practically no influence on the measurements. The correspond-
ing OWI result has a lower cost function value and is thus selected as OWI output. 

The initial value of z1 is derived under the assumption that the point P1 is locat-
ed on the body-fixed x-axis of the aircraft in the distance of the average measure-
ment range of the LiDAR xmean,LiDAR. As for the simple activation criterion, the 
choices made for x1 and z1 should rather be seen as a first-shot but yet practical 
and functioning solution, which could relatively easily be improved and become 
more elegant. The basic idea behind these choices is to consider that if a vortex 
enters the measurement domain due to the aircraft translational motion, then this 
vortex is expected to be crossing the flight path of the aircraft approximately at the 
location defined by these initial x1 and z1. 

The initial guess of the position of point P2 is determined by means of external 
input data via ADS-B. It is assumed that the generator aircraft is equipped with 
standard ADS-B and transmits its current azimuth and flight path angle. The initial 
values for the lateral and vertical position of point P2 can be derived easily from 
the position of P1 and these two angles. 

These parameters are used as initial values for the optimization process if the 
OWI has not identified a wake vortex for a certain timeframe. If the OWI con-
verged to a plausible result (cf. Section 2.1.4), the identified parameters are select-
ed as initial values for the next OWI call. The only modification of the identified 
values of the last OWI call is the adaptation of the wake vortex position. As the 
OWI is called with a relatively low update rate, the aircraft has moved significant-
ly when the optimization is started again. For an aircraft flying with 150 kt during 
approach and an OWI call rate of 5 Hz, as it is implemented for the studies pre-
sented here, the aircraft moves approximately 15 m between two OWI calls. The 
identified wake vortex position of the previous OWI call is thus corrected by the 
aircraft motion since this OWI call. The translation made between two successive 
OWI executions plays the exact same role as the “propagation steps” of Kalman or 
particle filters. 

In case of using the last OWI result as an initial guess for the next OWI call it is 
not necessary to start the OWI with two different initial values. Only one optimi-
zation procedure is executed on the basis of the previously identified wake vortex. 
While the aircraft is encountering the same wake vortex, the initial parameters 
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based on the last OWI result usually represent a better initial guess than estimated 
values on the basis of ADS-B data. After the aircraft has passed the wake vortex, 
however, it might encounter the wake generated by another aircraft. To get appro-
priate initial values for a potential new encounter the identified parameters are not 
used for the initialization anymore, if the OWI result has not been updated for 4 
seconds. In this case it is assumed that the aircraft has passed the wake vortex and 
the initial OWI parameters are initialized from scratch with the help of ADS-B 
data again (cf. Fig. 2). 

2.1.4 Plausibility Check of Identified Wake Vortex  

After having identified a wake vortex, the physical plausibility of the identified 
wake vortex is checked. Six criteria are applied to evaluate if the output of the 
OWI is physically plausible. This plausibility check adds a safety net between the 
identification process and the use of the identified vortex by the flight control 
system. The validity criteria concern the vortex circulation and separation as well 
as the position and orientation of the wake vortex. The wake elevation ΘWV (i.e. 
inclination of the vortex centerline with the respect to the horizontal plane) and the 
wake azimuth ΨWV (i.e. orientation of the vortex centerline with respect to north) 
are derived from the coordinates x1, z1, y2 and z2. In detail the six validity criteria 
are the following: 

1. Limits for circulation: 100 m²/s < Γ < 500 m²/s 
The limits for the identified vortex circulation are specified as suggested in [12] 
in order to filter out results caused by atmospheric turbulence without the pres-
ence of wake vortices as well as unrealistically high results. 

2. Limits for lateral vortex separation : 10 m < b < 100 m 
According to [12], the lower bound of 10 m is applied in order to filter out 
wakes of small aircraft or wakes with advanced decay. The upper bound of 
100 m corresponds to the wingspan of aircraft at the upper limits of the “heavy” 
category with some extra margin for moderate Crow instability. 

3. Limits for wake elevation: -10° < ΘWV < 20° 
The lower bound of -10° for valid wake elevation is selected as the sum of the 
estimated maximum descent angles of the generator aircraft and the wake vor-
tex as suggested in [12]. The upper bound is selected as 20° according to the 
assumed maximum climb rate of the generator aircraft [12]. 

4. Limits for wake azimuth: | ΨWV - χADS-B | < 15°  
It is assumed that the deviation of the actual wake azimuth from the course an-
gle of the generator aircraft transmitted via ADS-B shall be smaller than 15°. 
Identified wake vortices with larger deviation from the generator flight path az-
imuth are thus defined as invalid.  

5. Plausibility check for vertical position of wake vortex centerline 
The vertical position of the wake vortex is verified if the vortex centerline plus 
a certain tolerance lies within the vertical range of the stored measurement lo-
cations. The reason for the addition of a tolerance is that the wake vortex still 
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has a significant effect at a certain distance above and below the vortex center-
line. The tolerance is chosen as 75% of an assumed lateral vortex core distance 
of 50 m, i.e. 37.5 m. 

6. Plausibility check for lateral position of wake vortex centerline 
Concerning the lateral position of the identified wake vortex it is checked 
whether the projection of the centerline onto the horizontal plane intersects 
(with a tolerance of 37.5 m) the domain that contains the measurements (pro-
jected as well). This domain was approximated by a rectangle that contains all 
the measurements. 

If all of these criteria are fulfilled the identified wake vortex of the OWI is con-
sidered as valid and is provided to the wake impact alleviation. If no new OWI 
result is available the control command generation for the wake impact alleviation 
control is based on the last available valid OWI result.  

2.2 Wake Impact Alleviation Control Command Generation 

The control command generation of the wake impact alleviation control system 
works identically to the process described in [11]. An overview of the workflow is 
illustrated in Fig. 6. 

As already mentioned the OWI output contains the information on the identi-
fied wake vortex which the wake impact alleviation must countervail. Each time 
the control commands are computed, the relative position of the wake (with re-
spect to the aircraft) must be updated beforehand. To compute the wake-induced 
forces and moments an aerodynamic interaction model (AIM) is used. The aircraft 
is divided into strips for which the disturbance wind velocities are determined. 
However, in order to account for the time delay due to processing time and actua-
tor delays, the positions at which the wind velocities are calculated, are not the 
current positions of the strips, but their estimated positions at the time “now + 
total time delay”. The wind velocities at each strip are directly provided by a wake 
vortex model using the identified parameter values. Based on this information the 
AIM computes the additional forces and moments induced by the wake. A more 
detailed description about the AIM model and its validation is given in [16]. 

 

 

Fig. 6 Workflow of wake impact alleviation control command generation  
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The goal of the wake impact alleviation control system is to compensate for 
these wake-induced forces and moments. Common aircraft configurations only 
use ailerons, elevators and rudder(s) as control surfaces with which only three 
degrees of freedom (roll, pitch and yaw) can be controlled. Consequently, a com-
plete compensation of all six disturbance forces and moments is not achievable. 
Instead only the wake-induced moments are compensated by the WIAC to allevi-
ate rotational aircraft movements resulting from the wake vortex. The required 
control surface deflections to counteract the wake-induced moments are deter-
mined by analytically inverting the aerodynamic control surface efficiency matrix 
of the aircraft. The determined control surface commands are added to the control 
surface deflections commanded by the regular flight control system.  

3 Assessment of Influence of LiDAR Sensor Characteristics 
on OWI and WIAC 

The presented approach for the alleviation of the wake-induced aircraft response 
obviously only works if the identified wake is sufficiently representative of the 
wind field ahead of the aircraft. From the best of the authors’ knowledge, there is 
no commonly accepted criterion on which the definition of a required OWI per-
formance could be based. In order to overcome this issue, a simplified sensitivity 
study was performed in [11], in which the WIAC performance for various wake 
parameter estimation errors was investigated. The identification of the parameters 
was not performed online, but “the estimation loop was opened” and the identified 
parameters were directly fed into the WIAC as constant input values. The simula-
tions carried out in the present study were all performed with the wake identifica-
tion in the closed-loop. The parameters whose sensitivities are being analyzed are 
the Doppler LiDAR parameters instead of the wake parameter estimation errors as 
in [11]. The goal of this study is to assess the performance of the whole OWIDIA 
system (OWI + WIAC) and thereby to represent a first major step towards identi-
fying the best sensor parameter combinations (ultimately permitting to derive a 
complete set of requirements for the sensor specialists / manufacturers). This study 
shall also help detecting the limits of the system or potential problems that still 
need to be addressed. 

3.1 Setup of the Sensitivity Study 

The challenge of defining required LiDAR sensor characteristics results from the 
fact that a LiDAR sensor has a large number of different parameters whose effects 
are not independent from each other and strongly nonlinear. Many parameters of 
the Doppler LiDAR sensor influence the performance of the complete system.  
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Fig. 7 Geometric LiDAR parameters 

In order to limit the number of simulations to a reasonable number some parame-
ters were not varied and for those that were varied only a limited number of values 
was considered.  

In order to identify which of the various parameter combinations represent fea-
sible and desirable LiDAR settings an automatized and distributed simulation 
framework has been set up, in which the LiDAR sensor parameters are systemati-
cally varied and combinations of ranges of different sensor parameters are studied 
for different encounter scenarios. The goal of the sensitivity study is to find the 
possible interesting sensor characteristics and not yet to make a thorough assess-
ment of a given system configuration. Therefore, the WIAC is not considered for 
many different encounter scenarios with a given set of sensor characteristics, but 
rather for many sensor characteristics and a few encounter configurations. In all 
cases considered hereafter an Airbus A320 aircraft encounters the wake of an 
Airbus A340 aircraft during approach. The wake vortex is always located 2 m 
above the center of gravity of the encountering aircraft and the vertical encounter 
angle is 0°. The lateral encounter angle ΔΨWV is varied between 5°, 10°, 15° and 
30°. Larger encounter angles are not considered because the encounter time is too 
short to induce a critical aircraft reaction. The ranges of the LiDAR parameters 
considered in the sensitivity analysis are shown in Table 1. Hereafter the location 
of each measurement is called measurement point (MP) and is defined as the mid-
dle point of the corresponding measurement volume. 

Table 1 LiDAR parameters for sensitivity study  

Parameter Range of values 

minimum measurement range rangemin [m] 60; 90; 120; (150) 

lateral Scan angle range Ψscan [°] +/-16; +/-30; +/-40  

vertical Scan angle range Θscan [°] +/-10 

# MP along measurement axis, Na (2 in Fig. 8) 1; 3; 5 

# horizontal MP axes, Nh (3 in Fig. 8) 3; 5; 7; 9 

blur depth [m] 15; 30 

full screen update rate [Hz] 5;10 

 
The parameters defining the geometry 

of the LiDAR measurement are shown in 
Fig. 7. The length of each measurement 
volume in axial direction is defined by the 
parameter blur depth. Along one meas-
urement axis there can be more than one 
measurement point. The position of the 
measurement point located closest to the 
LiDAR sensor is described by the pa-
rameter rangemin. Further measurement 
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points are always located subsequently with a distance corresponding to the blur 
depth after the prior measurement point. The total number of measurement points in a 
full scan cycle results from the combination of the number of measurement points 
along each axis Na and the number of measurement axes. The number of measure-
ment axes in horizontal direction Nh is varied between the values shown in Table 1. 
In vertical direction, the number of 3 vertical axes is kept constant for all simulations. 
The field-of-view of the LiDAR sensor is defined by the maximum scan angles in 
lateral (Ψscan) and vertical (Θscan) direction. The update rate of the measurements is 
defined by the “full screen update rate”. This parameter specifies the frequency with 
which all measurement points in the scanning sphere are updated. Nevertheless, each 
measurement axis is updated subsequently. That means the point-to-point update rate 
varies if the number of measurement axes is varied. All measurement points along 
one axis are updated simultaneously. 

The minimum range parameter in parentheses in Table 1 is not included in the 
results that are displayed in Section 3.2. For a minimum range of 150 m it turned 
out that the measurement noise, which increases with increasing measurement 
distance, is too high and the optimization algorithm has rarely been executed for 
almost all sensor characteristics.  

The dependency of the measurement errors and noise levels on the Doppler 
LiDAR parameters is very difficult to model. The LiDAR model that is used in the 
simulation environment includes the main dependencies in a generic fashion. In 
addition to the parameters that are varied here further parameters such as the de-
tector properties (e.g. resolution and sensitivity) and the LASER source properties 
(e.g. quality, output power) would also influence the measurement errors. Moreo-
ver the measurement errors, as considered in the current paper, are the errors on 
the determination of the line-of-sight speed measurements, which is the result of 
both the physical effects and of the algorithmic postprocessing (e.g. for interpret-
ing the interference patterns observed with the detector). This introduces many 
factors related to very specific technological choices in the sensor design. These 
factors shall be considered when modelling a very specific system, but would 
introduce too many parameters for the present study. As a consequence, the sensor 
model that is used here represents the relative variations due to the considered 
design parameters in addition to an absolute measurement error level that was 
estimated based on available data and results of previous works. The present study 
provides an insight into the kind of trade-off that has to be made between the de-
sign parameters rather than a particular “best” sensor configuration. 

3.2 Results of the Sensitivity Study 

The major effect of the wake vortex disturbance on the aircraft response during a 
wake vortex encounter with small lateral encounter angles between 5° and 30°, as  
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Fig. 9 Influence of initial standard deviation on exe-
cution of OWI algorithm 
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Fig. 8 Wake vortex encounter with very high 
measurement noise: no activation. 
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they are considered here, is a rolling 
motion. The reduction of the maxi-
mum absolute bank angle reached 
during the wake vortex encounter can 
thus provide an indication on the 
overall effectiveness of the wake im-
pact alleviation control system. It has 
to be kept in mind that the WIAC only 
generates control commands if the 
OWI has identified a wake vortex. As 
shown in Fig. 2, there are two possi-
bilities why the OWI might provide 
no output. The first reason is that the 
OWI is not executed because the 
measurement noise is very high, causing the wind velocities resulting from the 
wake vortex to disappear in the background noise. The second reason is that the 
identified wake vortex parameters are rejected by the plausibility check (cf. Sec-
tion 2.1.4). 

Fig. 8 exemplarily shows a wake vortex encounter during which the standard 
deviation of the LoS velocity of all measurement points stored in the data buffer is 
very high. In this case the LiDAR sensor has such a measurement noise that the 
standard deviation does not significantly increase when the vortex is contained in 
the data buffer. The threshold of 120% of the initial standard deviation of the LoS 
velocities is never reached and therefore the OWI is not executed during the whole 
simulation. 

Fig. 9 illustrates the correla-
tion between the measurement 
noise level, the number of plau-
sible OWI results, and the 
measurement point densities. 
The measurement point density 
is defined as the number of 
measurement points stored in 
the data buffer (i.e. considered 
by the OWI) divided by the 
volume of the convex hull of all 
these measurement locations. 
The measurement noise level is 
assumed to be equal to the ini-
tial standard deviation of the 
LoS velocities (i.e. equal to 
reference measurement noise as used in the activation criterion). For visibility 
purposes Fig. 10 only displays LiDAR settings with a blur depth of 15 m. Red 
circles indicate that the optimization was not executed because the peaks of the 
standard deviation due to the wake vortex never reached the threshold of 120% of 
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Fig. 10 Mean absolute error of detected compared to 
actually occurring wake-induced rolling moment 

the initial standard deviation. Black + symbols mark cases where the optimization 
was executed (eventually several times) but none of the results ever passed the 
plausibility check (i.e. wake impact alleviation was never active). Blue diamonds 
symbolize wake vortex encounters with at least one and at most five valid OWI 
results and green crosses mark wake vortex encounters where more than 5 OWI 
results were valid and used for the wake impact alleviation during the encounter. It 
can be noticed that if the initial standard deviation of the considered LoS veloci-
ties is low enough (approximately 1 m/s and below) the wake vortex can be de-
tected and the OWI usually finds valid results. In most of the cases more than five 
OWI results are available. But in some cases, with less favorable LiDAR charac-
teristics, the OWI only provides 1 to 4 results during the encounter. Furthermore, 
there are cases in which the OWI result does not pass the plausibility check. When 
the measurement noise (i.e. the initial standard deviation) increases the OWI is 
less often executed and even when executed the plausibility check is failed more 
often. On average the red circles are located above the blue diamonds and these in 
turn above the green crosses. The boundaries are not clearly separated because 
more parameters than just the noise are varied in the different cases causing dif-
ferent SNR for the same noise level. If the measurement noise gets very large and 
the initial standard deviation of the stored LoS velocities is larger than 2 m/s the 
wake identification algorithm is never executed. In the majority of the investigated 
cases the SNR levels were too low and the activation threshold was never reached. 
As a consequence, Fig. 10 might give the impression that the presented wake im-
pact alleviation system is not useful for a wake vortex encounter because it is rare-
ly active. But it has to be kept in mind that the main cause for not executing the 
WIAC of the wake is the currently used activation criterion. An improved criteri-
on should be developed and used in future studies. For LiDAR settings with a blur 
depth of 30 m, cases not shown in Fig. 10, the general observations are the same. 
To evaluate the behavior of the OWI and the WIAC for different sensor character-
istics, in the following, only those cases will be considered in which the sensor 
settings allowed at least one valid OWI.  

As the control commands are 
directly derived from the identi-
fied wake vortex disturbance, it is 
essential to get an adequately 
identified wake vortex model from 
which the wake-induced moments 
can be correctly derived. Fig. 10 
shows the average deviation be-
tween the rolling moment induced 
by the actual wake in the flight 
dynamic simulation and the de-
tected rolling moment on the basis 
of the wake identification for the 
different sensor settings. This 
average deviation can be used as 
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an identification quality index that focuses on the most important degree of free-
dom (roll) and considers at each point in time only the wind field errors that are 
currently relevant for the aircraft roll motion. It can be noticed that, apart from one 
outlier for a 10° lateral encounter, an increase of measurement point density leads 
to a reduction of the error of the detected moment. The aforementioned outlier 
represents a case in which the OWI has found a result of bad quality but that just 
passed the validity check. The WIAC version applied here has no forgetting factor 
(i.e. the WIAC continues to use the last valid OWI result until the wake vortex 
was left behind the aircraft) and thus used this bad OWI result over a long time. 
Even though this was an unlikely case, which occurred only once in 18432 simula-
tions, both the OWI validity check and the WIAC implementation can and should 
certainly be improved. The outlier case is excluded from the subsequent analysis. 

An increase in measurement point density leads to a higher spatial resolution 
such that its correlation with reduced moment errors was expected. With the pa-
rameters that are varied there are two main possibilities to increase the density: 
reducing the size of the domain (e.g. with a smaller field-of-view and by reducing 
the minimum range) and increasing either the number of LoS directions or the 
number of points along each LoS. All these ways of increasing the density except 
for the reduction of the minimum measurement range have a negative influence on 
the measurement noise. 

Increasing the noise level degrades the OWIDIA performance; however the 
positive effects of an increased spatial resolution and/or a reduction of the mini-
mum range seem to dominate the negative effects due to the other parameters (e.g. 
number of MP per axis, reduction of measurement depth or increase of full scan 
update rate). It would be interesting to pursue the parameter variation study in that 
particular direction. The absolute errors between the detected and the actual wake-
induced rolling moment are larger for the smaller encounter angles. This is due to 
the fact that the wake-induced moments are smaller and that they are acting during 
a shorter time if the encounter angle increases. The relative errors (not shown 
here) are similar between the various encounter angles. 

Fig. 12 shows the relative reduction of the maximum bank angle due to the 
OWIDIA system with respect to the maximum bank angle occurring without wake 
impact alleviation for different encounter angles and LiDAR settings. During all 
encounters there are no pilot inputs and the autopilot is not engaged. The only 
active control is an Airbus A320-like Normal Law. This law is not the original 
Airbus Normal Law but should behave very similarly. The upper three subplots 
show the variations of the encounter angle ΨWV and of some of the LiDAR set-
tings for the set of simulation included in Fig. 12 (cf. Table 1). Two more parame-
ters (blur depth and full scan update rate) are coded by different colors in the low-
er two plots. These two plots show the relative bank angle reduction for 60 and 
90 m minimum range respectively. Each + sign corresponds to a single simulation. 
A relative value of 0.6 means that a reduction of 40% was achieved compared to 
the same encounter without OWIDIA. The results are split into categories labeled 
by letters and are visually separated by dashed vertical lines. Within each category 
all LiDAR parameters but the color-coded ones (blur depth and full scan update 
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rate) stay the same and the wake encounter angle is varied. For readability reasons 
the ΨWV = 30° cases are not shown. In these cases the relative bank angle reduc-
tion is lower on average but very robust. However, the absolute values of the bank 
angle are so small that the 30° encounter is practically much less relevant. 

Simulations with 120 m minimum range are not displayed in Fig. 12 because 
the study revealed that these LiDAR settings are not useful for the current 
OWIDIA implementation. In most 120 m range cases the noise level was too high 
to allow a meaningful interpretation of the results obtained in these cases. Moreo-
ver, it also turned out that a timeframe of 2 s to store measurements in the data 
buffer is too short, especially for the smallest encounter angle of 5° and large 
LiDAR scan angles of 30° or 40°. In this case, the measurement points are located 
beyond the wake vortex when the aircraft comes close to the encounter. Hence an 
analysis of the 120 m minimum range LiDAR would only make sense if the simu-
lation was conducted with an improved OWIDIA, e.g. with a larger buffer size 
and an improved activation criterion for high noise levels. 

 

 

Fig. 11 Alleviation performance for different encounter angles and LiDAR settings (+ blur 
depth 15 m and full scan update rate 5 Hz | + 15 m and 10 Hz | + 30 m and 5 Hz | + 30 m and 
10 Hz)  

Fig. 11 illustrates that some simulations show an increase of the maximum 
bank angle: ∆Φ max > 1, i.e. above the horizontal black line. The majority, how-
ever, showed significant improvements thanks to the OWIDIA system. 
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On average, LiDAR settings with a minimum range of 60 m provide better re-
sults than those with 90 m minimum range. For 60 m minimum range the best 
results are obtained for products Nh x Na of 7 (7x1) as well as the neighboring 
categories (5x1 and 9x1). This applies to all three scan angles Ψscan. It results from 
the fact that the short minimum range and a reasonable number of measurement 
points provide a good trade-off between measurement noise and spatial resolution. 
For both 60 and 90 m cases and the same encounter angle ΨWV, the vertical spread 
between different blur depths and full scan update rates (i.e. the different colored 
+ signs) is sometimes very large. This seems to occur for parameter combinations 
that are close to or beyond the boundaries of the domain in the parameter space in 
which the OWIDIA system performs well. The wide spreads tend to occur more 
often in cases with 90 m minimum range and at small encounter angles. Further 
investigation of these cases shall help improving the OWIDIA system. 

Overall, the best wake impact alleviation and most robust (against blur depth 
and full screen update rate) OWIDIA performance can be found in category K 
with 60 m range, i.e. Ψscan = 30°, Nh = 7, Na = 1. Categories D, L, N, R and S with 
60 m range also exhibit very good results for all blur depth and full screen update 
rate values. Further categories provide good alleviation results for some LiDAR 
settings and bad results in a few cases. For the blur depth and full scan update rate, 
no clear trend was found regarding their influence on the alleviation performance. 

All in all, the OWIDIA system can reduce the maximum bank angle during a 
typical wake vortex encounter by 50-60% on average and up to 80% in some cas-
es. The application of the system with appropriate LiDAR settings would allow a 
huge gain in terms of safety. This level of  wake impact alleviation performance 
could support the reduction of wake vortex based separation minima for following 
aircraft equipped with the OWIDIA system. 

4 Summary 

A first evaluation of the complete wake impact alleviation system was presented. 
It uses an explicit wake identification module based on Doppler LiDAR measure-
ments. The cross-dependencies between the modules (sensor, OWI, WIAC) are 
very complex and the derivation of an adequate requirement set for each module is 
very challenging. The overall system can only be evaluated using an environment 
that takes all the cross-dependencies as well as a full flight dynamics model (in-
cluding flight control laws) into account. Such an environment was developed and 
used in this work. The main performance driver for the complete wake impact 
alleviation system is the LiDAR sensor. The purpose of the presented sensitivity 
study was to provide first insights into the domains of adequate parameter combi-
nations. Future studies shall further refine these first results. The present study has 
already provided very valuable information on the system behavior and perfor-
mance. It also indicates which parts of the system should be enhanced. 

Parameter combinations leading to a good compromise between measurement 
noise and spatial resolution seem to provide the most robust performances.  
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However, it must be kept in mind that the applied simplified activation criteria 
filtered out a significant number of cases with high spatial resolution, even though 
these cases might have led to good impact alleviation performance. Consequently, 
the observed trend might have been biased through the statistical differences be-
tween the compared populations. This part of the parameter space should also be 
investigated in future studies, which requires an improved activation criterion. 
Furthermore, the behavior of the system in presence of old and deformed vortices 
as well as regular atmospheric turbulence should also be investigated. 

Overall, a wake alleviation performance of about 60% (in terms of maximum 
bank angle reduction) seems achievable with the proposed system and various sets 
of a priori realistic sensor characteristics. 
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Abstract. Via the current performances of aeronautical communication, navigation
and surveillance systems, free flight and traffic management through trajectory ne-
gotiation have become a reality. However, the adoption of free flight in congested
airspace leads to an increase of the number of potential traffic conflicts which are
solved by diverting aircraft from their original flight plan, limiting the benefits of
free flight. For high density traffic, air corridor concept and time-based flow man-
agement have recently been proposed. In the present paper, it is proposed to organize
main traffic flows in congested airspace along air streams which are characterized by
a three-dimensional (3D) common reference track and lateral lanes with a dynamic
slot structure. There aircraft position is processed in a local space indexed axial
coordinates system which should ease the management of traffic separation and
surveillance. This change results in the need to develop new 3D space indexed guid-
ance modes to perform position tracking, as well as to design and assign standard
trajectories to enter into, evolve inside and exit from the air stream while insuring
time and space separation between aircraft.
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1 Introduction

The air transportation traffic has realized a sustained increase over the last decades,
leading to airspace near saturation in some large areas of developed and emerg-
ing countries. According to [1] the global air traffic has doubled in size once every
15 years since 1977, and it will continue to do so. The design of new navigation
and guidance systems with improved accuracy for spatial and temporal trajectory
tracking has made possible free flight creating an appealing opportunity for air-
lines. However, in the case of high traffic density regions, the adoption of free flight
should result, even through a three-dimensional plus time (3D+T) trajectory negoti-
ation process with air traffic management (ATM), in an increasing number of con-
flicts [2] which are solved by modifying these aircraft trajectories. Currently, new
concepts such as air corridors and time-based flow management (TBFM) are under
development and early implementation in United States [3, 4]. TBFM should reg-
ulate aircraft through speed adjustments with discrete metering points through all
flight phases in order to monitor the level of traffic demand in airspace sectors and
deliver traffic down to the runway smoothly.

Here we propose that in high traffic density regions, air traffic can be orga-
nized along main airstreams using the full navigation and guidance capability of
modern on-board systems. By organizing air traffic in such a manner, a common
air stream reference trajectory (ASRT) can be used by aircraft flying through a high
density air traffic space to maintain an accurate position within their assigned dy-
namic slot on a given lane. The adoption of such spatial reference will enforce the
efficient use of the available time-space capacity along the air streams, and ease the
on-board traffic separation task for an organized traffic along such fixed 3D refer-
ence. The flight plan of an aircraft will be composed of air stream and free flight
segments depending upon if the crossed space is considered to be either high or low
traffic density.

The main contributions of this communication are conceptual. The air stream
concept is discussed as well as its essential differences from a classical airway or an
airspace flow corridor. Additionally, a local space indexed frame is defined to allow
the local axial coordinates positioning of an aircraft flying along an air stream lane.
Aircraft flight guidance equations are revisited to better account for the surrounding
traffic. Also, a space indexed version of these equations is developed. This leads to
the formulation of space indexed guidance problems along the air stream lanes. An
illustration of the proposed approach in the case of a straight air stream with parallel
lanes is displayed where standard lane change trajectories are defined, synchroniza-
tion conditions for merging are established and different heuristics to assign conflict
free trajectories to lane changing aircraft.

An air stream is defined as a set of air lanes organized around and along a com-
mon 3D reference trajectory (ASRT). There aircraft are supposed to adopt the refer-
ence speed and flight level of their assigned lane and are guided in a common space
index basis to maintain their position in their assigned dynamic slot. Like classical
airways, air streams propose a common space for aircraft adopting similar naviga-
tion and guidance objectives for a portion of their flights but they can join or quit the
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air stream at any stage. Contrarily to airways and airspace flow corridors [5, 6, 7],
air streams have no nominal shape (width, height or radius). In many situations, the
central line of an airway or airspace flow corridor could be adopted as an ASRT,
although air stream reference trajectories may present turns and may be changed
according to different factors such as traffic demand and next day forecasted
weather conditions. Aircraft with different performances or adopted cost indexes
and speeds can be present in the same air stream. To be allowed in an air stream,
aircraft equipment requirements are similar to that of airspace flow corridors: trans-
portation aircraft must be equipped with required navigation performance (RNP),
self-separation capability and on-board automated separation assurance. Self-
separation on a lane is performed by dynamic position adjustments where the
automatic dependent surveillance-broadcast (ADS-B) technology can provide po-
sition and speed information. Lane change manoeuvres within the air stream are
performed without intervention by a central controller when an aircraft adopts
a new reference airspeed. The on-board automated separation assurance sys-
tem incorporates different levels of protection against a collision, including con-
flict detection and resolution, where the last protection against a collision is the
Traffic Collision Avoidance System (TCAS). In air streams, the pilots will remain
responsible for insuring the safe separation with nearby aircraft by maintaining sit-
uational awareness, performing standard manoeuvers and reacting to conflict reso-
lution advices.

Here it is considered that the common reference track of the air stream, the ASRT,
is a 3D curve given by a smooth parametric mapping which produces the geocentric
coordinates of its points:

s ∈ [s1,s2]⊂ R+ → (λ (s),μ(s),r(s)) ∈ [0,2π ]× [−π
2
,

π
2
]×R+ (1)

where for the point associated to a s-value, λ (s), μ(s) and r(s) are respectively the
geocentric longitude and latitude and the distance to the center of the Earth, taken
as its center of gravity. Here s is defined as the curvilinear abscissa along the ASRT
by:

s− s1 =

∫
track

√
(dX2 + dY2 + dZ2) =

∫
track

√
dr2 + r2.(dμ2 + cosμ2.dλ 2) (2)

where s1 = 0 at the initial point of the air stream reference track. It is supposed that
functions λ , μ and r are smooth, injective and correspond to a flyable trajectory for a
transportation aircraft. Typical examples of such curves are the orthodromia curves
and the loxodromia curves which locally can often be assimilated with straight hor-
izontal lines. Here it is assumed that the air stream traffic will follow trajectories
positioned radially along this reference track.
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2 Aircraft Guidance Dynamic Equations

Since in this study the concern is with aircraft trajectory, the flight dynamics equa-
tions are considered from the point of view of guidance. The following assumptions
are done: The Earth centered Earth fixed (ECEF) is inertial, the modulus of the grav-
ity vector is constant in the close atmosphere, the atmosphere is at rest relative to
the Earth, the mass of the aircraft is considered to be a constant and the aircraft is
assumed to be a rigid body.

2.1 Time Indexed Guidance Equations

The guidance dynamic equations are given first in the centered local Earth frame
(CLEF) which can be considered an inertial frame since it is rotating at a very slow
rate with respect to ECEF. Let Ẋ , Ẏ , Ż be the components of the inertial speed V of
the aircraft at position P =

(
X Y Z

)T
and at time t in the ECEF frame and let :

W (P, t) =
(
wX (P, t) wY (P, t) wZ(P, t)

)T (3)

be the wind speed at position P = (X ,Y,Z) and at time t in the ECEF frame. The
modulus of the airspeed at position (X ,Y,Z) and at time t, Va , is such as:

Va(P, t) =
√(

Ẋ −wX
)2

+
(
Ẏ −wY

)2
+
(
Ż −wZ

)2
(4)

Then the angle of attack α and the sideslip angle β are respectively given by com-
plex expressions of P, Ṗ, W and a(t), with a(t) =

(
φ(t) θ (t) ψ(t)

)T
[12]:

α(t) = α
(
P(t), Ṗ(t),W (P(t), t),a(t)

)
and (5)

β (t) = β
(
P(t), Ṗ(t),W (P(t), t),a(t)

)

The attitude angles θ and φ as well as the heading angle ψ are related with the
angular rates p, q and r , with ω =

(
p q r

)T
, by the Euler equations:

ȧ =

⎛
⎝1 sinφ . tanθ cosφ . tanθ

0 cosφ −sinφ
0 sinφ/cosθ cosφ/cosθ

⎞
⎠ω(t) (6)

Let the rotation matrix between the Body frame and the centered local Earth frame,
RL

B(φ ,θ ,ψ), be given by:

RL
B =

⎛
⎝c(θ )c(ψ) s(φ)s(θ )c(ψ)− c(φ)s(ψ) c(φ)s(θ )c(ψ)+ s(φ)s(ψ)

c(θ )s(ψ)
−s(θ ) s(φ)c(θ ) c(φ)c(θ )

⎞
⎠ (7)
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where here c(.) stands for cos(.) and s(.) stands for sin(.). The components of the
aerodynamic forces in the body frame are given by:

FX =
1
2

ρair(X ,Y,Z)V 2
a Sref(−CD cosα cosβ −CY cosα sinβ +CL sinα) (8a)

FY =
1
2

ρair(X ,Y,Z)V 2
a Sref(−CD sinβ +CY cosβ ) (8b)

FZ =
1
2

ρair(X ,Y,Z)V 2
a Sref(−CD sinα cosβ −CY sinα sinβ −CL cosα) (8c)

where CD, CY and CL are respectively the dimensionless aerodynamic coefficients
of the drag, the side force and the lift which depend mainly on the angle of attack
α and the side-slip angle β , and through the Mach number, on the airspeed and the
flight level. Sref is the reference surface of the aircraft and ρair is the density of air.

Then the external forces applied to the supposed rigid aircraft are expressed in
the centered local Earth frame (CLEF) as:

⎛
⎝FN

FE

FD

⎞
⎠= RL

B(φ ,θ ,ψ)

⎛
⎝FX +Th.cosε

FY

FZ +Th.sinε

⎞
⎠+m

⎛
⎝gN(P(t))

gE(P(t))
gD(P(t))

⎞
⎠ (9)

where Th is the total engine thrust,ε is the engine alignment angle and gN , gE and gD

are the components in the CLEF of the acceleration of gravity at point P = (X ,Y,Z).
The force equations can be written in the CLEF as:

u̇ =
1
m

FN(P, Ṗ,a,W ) (10a)

v̇ =
1
m

FE(P, Ṗ,a,W ) (10b)

ẇ =
1
m

FD(P, Ṗ,a,W ) (10c)

where m is the mass of the aircraft. The thrust dynamics are supposed given by a
first order linear model:

Ṫh =
1

τE
(Th −Thc) (11)

where τE is a time constant and Thc is the commanded thrust.
The rotation matrix from the local Earth frame to the ECEF frame, RE

L is given
by:

RE
L =

⎛
⎝−sin μ cosλ −sinλ −cosμ cosλ
−sin μ sinλ cos μ −cosμ sinλ

cos μ 0 −sin μ

⎞
⎠ (12)

where λ and μ are respectively the current longitude, and geocentric latitude of the
aircraft which are related to the coordinates X , Y and Z of the aircraft in the ECEF
frame by relations:
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λ = atan(Y/X) and μ = atan(Z/
√

X2 +Y2) (13)

and the rotation matrix from the local Earth frame to the ECEF frame is now written
RE

L (X ,Y,Z) . Then the speed of the aircraft with respect to the ECEF frame at time
t is given by:

Ṗ = RE
L (X ,Y,Z)

⎛
⎝u

v
w

⎞
⎠ (14)

Here, where mainly transportation aircraft are of interest, the yaw rate will be
considered associated with bank angle φ and the ground speed to insure equilibrated
turns and will not be taken as an independent input. Then an input-output represen-
tation is displayed in Fig. 1. According to nonlinear inverse control theory [13], and
according to relations (6),(10) and (14), the relative degrees of outputs X , Y and Z
with respect to independent inputs p, q and Thc are all equal to 3 and the correspond-
ing input-output representation will present no internal dynamics [14]. Considering
the homeomorphism between (X ,Y,Z) and (s,ρ ,σ), the relative degree of outputs
s, ρ and σ with respect to the same inputs will be also equal to 3.

Fig. 1 Guidance along an ASRT

2.2 Space Indexed Variables

According with the air stream relative positioning , the curvilinear abscissa along
the reference track can be adopted as independent variable. This provides important
benefits such as a a common special reference for the different aircraft, overfly times
become explicit control objectives while time and space separation constraints can
be implemented. The rate of change of any flight variable var with respect to the
curvilinear abscissa of the aircraft track is such that:

var[1] =
d
ds

(var) =
d
dt

(var)
dt
ds

=
1

VS

d
dt

(var) (15)
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where VS is the current speed of the track of the aircraft on the ASRT. Then, second
and third derivatives are such as:

var[2] =
1

V 2
S

(
d2

dt2 (var)− d
dt
(var)

V̇S

VS

)
(16a)

var[3] =
1

V 3
S

(
d3

dt3 (var)− 3
d2

dt2 (var)
V̇S

VS
+

d
dt
(var)

(
3

V̇ 2
S

V 2
S

− V̈S

VS

))
(16b)

Then the time equation is written:

t [1] =
1

VS(s)
(17)

To insure a bijective mapping between space and time, t(s), VS must remain of con-
stant sign: positive for an upward flight along the ASRT and negative otherwise.
Then it is possible to consider functions t(s) and s(t). Also, the second and third
derivatives of time with respect to space are given by:

t [2] =− V̇S

V 3
S

(18a)

and

t [3] =
1

V 3
S

(
3

V̇ 2
S

V 2
S

− V̈S

VS

)
(18b)

3 3D+T Guidance along a Lane of an Air Stream

In this section, space indexed objectives for the guidance function of an aircraft
attached to a given lane of an air stream are first introduced, then these objectives
are traduced into the time frame and a solution approach based on dynamic inversion
of nonlinear flight guidance equations is proposed to produce guidance control laws
meeting the space indexed objectives.

3.1 Formulation of the Space Indexed Guidance Problem

Suppose that the ASRT of an airstream is given by equation (1) and that an aircraft
has to follow the 3D+T reference trajectory of the center of a slot along a lane
embedded in this air stream and given in the local axial coordinates by equations
such as:

s ∈ [s1,s2]→
(
tc(s),ρc(s),σc(s)

) ∈ (
R+

)3 (19)
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where tc(s), ρc(s) and σc(s) are real positive valued smooth functions over [s1,s2],
and where s is the curvilinear abscissa of the ASRT. Here it is assumed that tc(s) is
an increasing function with inverse Sc(t) and that:

ρc(s) ∈ [0,ρmax], σc(s) ∈ [0,2π ] (20)

Here it is supposed that space and time separation constraints have been satisfied
when defining the nominal trajectories assigned to the different aircraft using the
air stream. This will minimize the possibility of traffic conflict and avoid the need
for relative guidance capability with its pitfalls (in general aircraft string instability
[15]).

The space-time guidance error when the aircraft is above track abscissa s is de-
fined as:

εt(s) = t(s)− tc(s), ερ(s) = ρ(s)−ρc(s) and εσ (s) = σ(s)−σc(s) (21)

and a major objective of guidance here is to make these errors stable towards 0 with
a given space interval for convergence. Observing that these variables are related
with the guidance inputs through dynamics of degrees equal to 3, to insure this con-
trol objective, it is assumed that the above guidance errors follow linear differential
equations of the third order:

ε [3]t (s)+k1tε
[2]
t (s)+ k2tε

[1]
t (s)+ k3tεt (s) = 0 (22a)

ε [3]ρ (s)+k1ρ ε [2]ρ (s)+ k2ρε [1]ρ (s)+ k3ρερ(s) = 0 (22b)

ε [3]σ (s)+k1σ ε [2]σ (s)+ k2σε [1]σ (s)+ k3σεσ (s) = 0 (22c)

where k1i, k2i, k3i, for i = t,ρ and σ are real parameters such as the roots of the asso-
ciated polynomial s3 + k1is2 + k2is+ k3i are conveniently positioned in the complex
plane.

3.2 Solution of the Space Indexed Guidance Problem

From (17) and (18), it appears that equation (22a) induces for the track speed VS of
the aircraft a time indexed second order nonlinear differential equation:

V̈ = 3
V̇ 2

S

Vs
− k1tV

2
s V̇s + k2tV

3
s + k3tV

4
s (t − tc)− h(VSc,V̇Sc,V̈Sc)V

4
s (23)

with

h(VSc,V̇Sc,V̈Sc) =−V̈Sc

V 4
Sc

+ 3
V̇Sc

V5
Sc

− k1t
V̇s

V 3
Sc

+ k2t
1

VSc
(24)

which is driven by the desired track speed given by:

VSc(t) = 1/

(
dtc
ds

)∣∣∣∣
s, tc(s)=t

(25)
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and then through derivation, a third order nonlinear equation for the track abscissa:

ds(s, ṡ, s̈,
...
s,sc, ṡc, s̈c,

...
sc,kt) = 0 (26)

From (15) and (16), equations (22b) and (22c) induce two time indexed nonlinear
differential equations which can be written in a generic way as:

{
dρ

(
ρ , ρ̇, ρ̈ ,

...
ρ ,ρc, ρ̇c, ρ̈c,

...
ρc,s, ṡ, s̈, s̈,

...
s,kρ

)
= 0

dσ (ρ , ρ̇, ρ̈,
...
ρ ,ρc, ρ̇c, ρ̈c,

...
ρc,s, ṡ, s̈, s̈,

...
s,kσ ) = 0

(27)

Then, writing:
P(t) =

(
X(t) Y (t) Z(t)

)T
(28)

and taking into account relation between the Cartesian representation in the ECEF
frame and the ASRT axial representation ,we get:

⎧⎨
⎩

dρ

(
P, Ṗ, P̈,

...
P,Pc, Ṗc, P̈c,

...
Pc,s, ṡ, s̈, s̈,

...
s,kρ

)
= 0

dσ

(
P, Ṗ, P̈,

...
P,Pc, Ṗc, P̈c,

...
Pc,s, ṡ, s̈, s̈,

...
s ,kσ

)
= 0

(29)

where
Pc(t) = TS (sc(t),ρc(sc(t)),σc(sc(t))) (30)

The guidance problem consists in finding the adequate piloting variables (p, q and
Thc) so that the aircraft accurately follows its nominal space indexed trajectory
within the air stream. The adoption of a space indexed inverse control technique
to solve this guidance problem implies space indexed linear dynamics for the guid-
ance errors, including overfly time errors [16]. Then, writing:

U(t) =
(
u(t) v(t) w(t)

)T
(31)

and derivating twice equation (14),
...
P is written as:

...
P = R̈E

L (P, Ṗ, P̈)U + 2ṘE
L (P, Ṗ)U̇ +RE

L (P)Ü (32)

where the piloting variables p, q, r as well as the thrust control value, appear. Then,
writing:

a(t) =
(
φ(t) θ (t) ψ(t)

)T
and ω(t) =

(
p(t) q(t) r(t)

)T
(33)

we get successively:

U = RE
L
−1

Ṗ, U̇ = φ1(P, Ṗ,a,Th,w) and Ü = φ2(P, Ṗ, P̈,a,ω ,Th,Thc,w, ẇ)
(34)
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where phi1 and phi2 are smooth non linear functions. Then equation (25) can be
rewritten as: ...

P = fp
(
P, Ṗ, P̈,a,ω ,Th,Thc,w, ẇ, ẅ

)
(35)

The track speed VS is given by:

ṡ =VS(t) =
∂ f
∂X

Ẋ +
∂ f
∂Y

Ẏ +
∂ f
∂Z

Ż =< grad( f (P)).Ṗ > (36)

where the partial derivatives of function f are computed at the current position
P(t) =

(
X(t) Y (t) Z(t)

)T . Then the third derivative of s can be written as:

...
s = fs(P, Ṗ, P̈,a,ω ,Th,Thc,w, ẇ, ẅ) (37)

Then equations (26) and (29) can be rewritten:
⎧⎪⎨
⎪⎩

Ds(P, Ṗ, P̈,Pc, Ṗc, P̈c,a,ω ,Th,Thc,w, ẇ, ẅ,kt) = 0

Dρ(P, Ṗ, P̈,Pc, Ṗc, P̈c,a,ω ,Th,Thc,w, ẇ, ẅ,kρ) = 0

Dσ (P, Ṗ, P̈,Pc, Ṗc, P̈c,a,ω ,Th,Thc,w, ẇ, ẅ,kσ ) = 0

(38)

where Di are smooth linear functions.
Once relation (38) is found invertible with respect to p, q and Thc, it will be

possible, using estimates of the wind and its first and second derivatives, to compute
guidance inputs in accordance with the space indexed control objectives displayed
by relations (22). In order to numerically achieve this inversion, neural techniques
such as the ones displayed in [17] can be of interest to face the resulting complex
computation. Then at a given time, the resulting control signals will be such as:

⎧⎪⎨
⎪⎩

pc =Cp(P, Ṗ, P̈,Pc, Ṗc, P̈c,a,Th, w̃, ˜̇w, ˜̈w,kt)

qc =Cq(P, Ṗ, P̈,Pc, Ṗc, P̈c,a,Th, w̃, ˜̇w, ˜̈w,kρ)

Thc =CT h(P, Ṗ, P̈,Pc, Ṗc, P̈c,a,Th, w̃, ˜̇w, ˜̈w,kσ )

(39)

where the Ci functions result from the inversion of (38) and where the wind speed
and its time derivatives are replaced by their estimates w̃, ˜̇w and ˜̈w.

Also, to check if the 3D+T trajectory given by relation (19) is flyable, the tem-
poral evolution of the flight parameters generated by the inversion of (38) when P
is chosen equal to Pc can be analyzed for a given wind scenario with respect to the
flight domain and the performance of the autopilot.

4 Illustration of the Proposed Approach

Here a straight and level air stream reference trajectory is considered with sev-
eral parallel lanes at the same altitude (see figure 2). The kth lane of the ASRT is
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composed of space slots of width Δ moving at a constant speed Vk ; Here it is
assumed that two lanes k and h are separated by a constant distance Dkh.

Here is considered the case in which a transport aircraft initially flying in lane h
with a ground speed Vh , is to merge in a free slot of the kth lane. Let δVkh =Vk −Vh.

Let the initial position of the center of slot i of lane h at time t0 be xk
h0 , its current

position at time t is given by:

xi
h(t) = xi

h0 +Vh(t − t0) (40)

while the position of the following slot at time t on the same lane is given by:

xi+1
h (t) = xi

h(t)−Δ (41)

4.1 Reference Trajectory between Lanes

The reference trajectory of the merging aircraft is supposed to be composed of a
succession of segments where only one maneuver is performed at a time. First the
aircraft waits on its original lane for the right time and position to turn towards the
target lane, then on the straight segment between turns speed is changed to Vi, then
another turn is performed to reach the center of a free slot on lane i. Here, to limit
the number of parameters characterizing the maneuver, the turns are supposed to be
symmetrical (same radius and angle). This is described in figure 2.

To perform the maneuver, the following assumptions are taken: aircraft a1 on
lane h decides to shift to lane k at position corresponding to s0, it knows the sep-
aration Dhk between lanes h and k as well as their reference speeds. The decisions
parameters are the common turn radius, Rm, the common turning angle δm, and the

Fig. 2 Merge maneuver in an ASRT
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position s1 at which the aircraft leaves its original lane h. It is supposed that the
straight segment between turns ( from s2 to s3) is long enough to allow the change
of speed from Vh to Vk so that the final turn to merge into the destination lane is
already performed at speed Vk.

4.2 Characterization of the Reference Trajectory

From s0 to s1, the aircraft at flies a straight segment at constant speed Vh. The ma-
neuver starts at s1, the aircraft performs at constant speed Vh a left equilibrated turn
of angle δm(<

π
2 ) and radius Rm such as:

Rm =
V 2

h

g.sinφm
(42)

here φm is a standard turn bank angle such as φm ≤ φmax, where φmax is a maximum
bank angle value and:

Rm ≥ Rmin with Rmin >
V 2

h

g.sinφmax
(43)

Then:
s2 = s1 +Rm sinδm (44)

In order to merge safely into lane k , the aircraft performs a nominal change of
speed from Vh to Vk =Vh +δVhk from s2 to s3 . Here it is supposed that this nominal
change of speed is characterized by a constant space rate acc (m/s/m), such as:

acc =
δVhk sinδm

D− 2Rm(1− cosδm)
with accmin ≤ acc ≤ accmax (45)

where accmin and accmax are the minimum and maximum speed space rate of change.
The abscissa s3 is then given by:

s3 = s2 +
D− 2Rm(1− cosδm)

tanδm
(46)

From s2 to s f , the aircraft performs at constant speed Vk a right turn of angle δm

and radius Rm to adopt the ASRT track at the center of a free space slot:

s f = s3 +Rm sinδm (47)

Here also:

Rm ≥ Rmin with Rmin >
V 2

h

g.sinφmax
(48)
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Then s f is parameterized by s1, D, Vhk , Vj, Rm and δm where δm , Rm and s1 are
design parameters to be chosen. Therefore s f is given by:

s f = s1 +
D− 2Rm(1− cosδm)

tanδm
+ 2Rm sinδm (49)

The ground speed of the aircraft will vary along its reference merging trajectory:

V (s) =

⎧⎪⎨
⎪⎩

Vh if s0 ≤ s ≤ s2

Vh + δVhk sinδm
s−s2

D−2Rm(1−cosδm)
if s2 ≤ s ≤ s3

Vk if s3 ≤ s ≤ s f

(50)

The corresponding reference trajectory (tc(s),ρc(s),σc(s)) with s ∈ [s0,s f ] , is given
by the following expressions:

tc(s) =

⎧⎪⎪⎨
⎪⎪⎩

t1 +
Rm
Vh

arcsin s−s1
Rm

if s1 ≤ s ≤ s2

t2 +
δVhk sinδm

D−2Rm(1−cosδm)
ln
(

1− δVhk sinδm(s−s2)
Vh(D−2Rm(1−cosδm))

)
if s2 ≤ s ≤ s3

t3 +
Rm
Vk

arcsin s−s3
Rm

if s3 ≤ s ≤ s f

(51)

with

t1 = t0 +
(s1 − s0)

Vh
(52)

t2 = t1 +
Rmδm

Vh
(53)

t3 = t2 +
δVhk sinδm

D− 2Rm(1− cosδm)
ln

(
1− δVhk cosδm

Vh

)
(54)

Therefore, the time to reach the final merging position is given by:

t f = t0 +
s1 − s0

Vh
+

Rmδm

Vh
+

δVhk sinδm

D− 2Rm(1− cosδm)
ln

(
1− δVhk cosδm

Vh

)
+

Rmδm

Vk
(55)

The distance of the aircraft to the ASRT, ρ(s), is given by:

ρc(s) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

D if s0 ≤ s ≤ s1

D−Rm

(
1− cos

(
arcsin s−s1

Rm

))
if s1 ≤ s ≤ s2

D−Rm(1− cosδm)− (s− s2) tanδm if s2 ≤ s ≤ s3

Rm

(
1− cos

(
arcsin

s−s f
Rm

))
if s3 ≤ s ≤ s f

(56)

while the reference azimuth angle σ(s) remains constant and equal to π
2 .

Let Kk be the set of free slots on lane k, an efficient management of the air stream
will make the aircraft to merge to the center of earliest free slot im on lane k such as:
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im = min{i ∈ Kk} where ∃Rm ≤ Rmin and ∃δm ∈
]
0,

π
2

[

such as s f (s1,Rm,δm) = xim
k (57)

5 On-Line Traffic Management along an Air Stream

Here is considered an air stream composed of different parallel lanes such as those
of Fig. 3 which are characterized by their position with respect to the ASRT and
their reference ground speeds which take into account the wind speed so that they
are attached in fact to reference Mach numbers. To each flight is attached an aircraft
with specific performances. It is supposed that the ongoing traffic is composed of
two kinds of flights, those which are already assigned their preferred lane, set Ja ,
and those which are not, said transient flights. Let Jt be the set of these transient
flights. The first kind of flights is occupying time-space slots along lanes parallel to
the ASRT. Let L = {L1,L2, . . . ,L|L|} be the set composed of these lanes, including
the ASRT and let Δk be the set of free slots along lane k where:

Fig. 3 Example of transient flights along an ASRT

(
ti
k(s) ρ i

k(s) σ i
k(s)

)
i ∈ Δk k ∈ L (58)

is the reference trajectory of the ith free slot of lane k. Here with a constant speed
assigned to each lane:

ti
k(s) = ti

k(s
ki
0 +(s− sk

0)/Vk (59)

where Vk is the reference ground speed of lane k and ti
k(s

k
0) is the time at which slot

i enters lane k at position ski
0 .
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The problem considered here is to propose to each transient flight a conflict free
trajectory allowing it to join its preferred lane as soon as possible. Here it is sup-
posed that the merge trajectories are of the class considered in the previous para-
graph.

Let o j and d j be the origin and the destination lanes of flight j, j ∈ Jt . Then let Mj

be the set of feasible (conflict free trajectories with respect to the already assigned
ones) merging trajectories from lane o j to lane d j for flight j and starting after
position s j

0. For a given flight, each of these trajectories, indexed by m, is attached

to a time-space moving slot on the destination lane d j which is reached at time t jm
d j

and at abscissa s jm
d j

.

5.1 Assignment Heuristic

The considered problem is an assignment problem between flights and free slots on
desired lanes where the total waiting times on the original lanes for transient flights
could be a measure of the effectiveness of the management of the flights within the
airstream. This assignment problem is a complex combinatorial one and its exact
on-line solution may be unfeasible even for rather small instances of the problem
[14]. Then heuristic approaches seem appropriate to generate on-line assignment
solutions. Different heuristics can be considered, however among them, the greedy
ones look to be the simpler to be put into operation. Either a time strategy or a space
strategy can be adopted. Here two examples of greedy heuristic assignment methods
according to a time strategy are considered: The min-time heuristic ranks the aircraft
in set Jt increasingly with respect to m f

j given by:

m f
j = argmin

m∈Mj

tm
d j

(60)

The index of the first flight to be assigned, j∗ , is given by:

j∗ = argmin
j∈Jt

m f
j (61)

where flight j∗ is assigned the merge trajectory m f
j∗ , Jt is then updated by deleting j∗.

Note that Jt must be incremented any time a new flight enters the airstream. The set
of conflict free trajectories Mj are updated for j ∈ Jt . The risk with this heuristic is
that the trajectory assignment of some flights may be postponed repeatedly, making
these flights support additional operations costs. Differently, the max-wait heuris-
tic ranks the aircraft in set Jt decreasingly according to their waiting time within
this set and assigns to the first of them, j∗, its earliest conflict free merge trajectory
m f

j∗ . Now the risk is to assign trajectory merging trajectories to flights only when
they have been waiting for a long time. An hybrid heuristic could be to adopt the
min-time heuristic, but whenever the waiting time of an aircraft becomes higher than
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some given upper bound, it has to be treated in priority. Similar heuristics could be
proposed adopting the spatial index s jm

d j
within a spatial strategy. Observe that the

performances resulting from the temporal and the spatial strategies should not be
equivalent since the speed of merging aircraft does not remain constant during the
maneuver When considering aircraft j of set Jt , the ith free slot of d j will generate a
candidate merging trajectory if there is a solution to the equations:

t f = t j
d j

and s f = s j
d j

(62)

where s f is given by (49), t f is given by (50) and:

ti
d j
(s j

d j
) = ti

d j
(s

d j i
0 )+ (s j

d j
− s

d j
0 )/V

d j
A (63)

This candidate trajectory will be conflict free if it remains far from any other planned
trajectory in the air stream. A possible way to express this condition is such as:

∀g ∈ Ja with sg j
0 sg j

f : ∀s ∈ [sg j
0 sg j

f ]dg j(s)> dmin (64)

where
sg j

0 = max{sg
0,s

j
0} and sg j

f = min{sg
f ,s

j
f } (65)

and

dg j(s) =

√√√√√(ρg cosσg −ρ j cosσ j)
2 +(ρg sinσg −ρ j sinσ j)

2

+
1
4
(V g

A +V
d j
A )2(tg − t j)

2
(66)

and where dmin is a minimum safe distance.

5.2 Illustration of Traffic Assignment

Here is considered a scenario which considers three lanes of an air stream with
different reference speeds and same altitude:

• In the considered section of the first lane there are three aircraft, one of them
intending to shift to the second lane.

• In the second lane there are also three aircraft, one of them intending to shift to
the first lane and another intending to shift to the third lane.

• In the third lane, one of the two present aircraft intend to shift to the second lane.

Figure 3 displays the relative position of these aircraft at initial time, as well as
their intends within the air stream. The slots on the lanes are numbered backwards
starting from the more engaged flight into each lane.
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In order to perform the assignment of the free slots to the standard shift maneu-
vers, a greedy heuristic based on the min-time approach is developed. The main step
of the resulting assignment algorithm are displayed below:

1. Rank increasingly the transient flights according to their minimum final maneu-
ver time, m f

j . Let j∗ be the first of the list.

2. Assign to flight j∗ the maneuver associated to m f
j∗ and update the sets Ja, Jt :

Ja = Ja ∪ j∗ and Jt = Jt/ j∗ (67)

3. If Jt =∅ then Exit
4. Update the sets Mj with j ∈ Jt , if ∀ j ∈ Jt : Mj = ∅ then Exit otherwise go back

to step 1.

Observe that when Mj = ∅ , flight j has no opportunity on its target lane and must
remain on its original lane. Note also that this algorithm can be run on line by adding
flight entry and exit events.

Table 1 below summarizes the initial position of each flight and their intends.
Table 2 shows the first calculation of the assignment without delay and their ranking.

Table 1 Initial situation in ASRT

Flight Initial
Lane

Slot
Position

Target
Lane

Initial Lane
Speed
(m/s)

Target Lane
Speed
(m/s)

Distance
between
Lanes (m)

Initial
Position
s0 (m)

1 1 3 1 195 195 0 12626
2 1 1 1 195 195 0 22727
3 2 2 2 190 190 0 12626
4 3 1 3 185 185 0 22607
5 1 5 2 195 190 10000 7390
6 2 1 1 190 195 10000 17431
7 2 4 3 190 185 10000 2516
8 3 4 2 185 190 10000 7548

It can be seen that the assignment can be done for flight 6, 7 and 8. However for
flight 5, since the target slot position has already been occupied by flight 3, some
delay time will be proposed. To avoid any conflict during the maneuver, flight 7
will be ranked third after flight 8 and there will be a delay since the assignment will
have taken place after flight 8. Table 3 shows the final proposed assignment. From
Table 3, it can be seen that flight 5 cannot be assigned. Even after a delay of 230.35
seconds has been proposed, flight 5 targets slot 3 in lane 2 which has been occupied
by flight 8. Adding to the delay might solve the problem or proposing an extra lane
as a queue lane or waiting lane. This proposed lane can have a variable speed that
would be adjusted to be higher or lower to assist the transient aircraft to switch lane
in between the maneuver.
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Table 2 First ranking between transient flights

Flight Initial
Lane

Initial
Slot
Position

Target
Lane

Target Slot
Position

Maneuver
Duration
(s)

Earliest
Completion
Time (s)

Ranking of
Transient
Flights

1 1 3 1 3 0 - -
2 1 1 1 1 0 - -
3 2 2 2 2 0 - -
4 3 1 3 1 0 - -
5 1 4 2 3 104.28 104.28 4
6 2 1 1 2 104.28 104.28 1
7 2 4 3 4 107.07 107.07 3
8 3 3 2 3 107.07 107.07 2

Table 3 Final ranking between transient flights

Flight Initial
Lane

Initial
Slot
Position

Final
Lane

Final
Slot
Position

Start of
Maneuver
(m)

End of
Maneuver
(m)

Delay
(s)

1 1 3 1 3 - - -
2 1 1 1 1 - - -
3 2 2 2 2 - - -
4 3 1 3 1 - - -
5 1 4 2 - - - 230.35
6 2 1 1 2 98165 118360 0
7 2 4 3 4 89307 109505 111.1
8 3 3 2 3 79838 100030 2

6 Conclusion

In this study a new approach to traffic organization in dense areas compatible with
the current performances of aeronautical communication, navigation and surveil-
lance systems, has been proposed. The objective is to complement the free flight and
traffic management through trajectory negotiation approaches, by introducing new
high density traffic links organized in a way limiting traffic conflicts. We have also
proposed to organize traffic in congested airspace along main air streams which are
characterized by a central 3D track which acts as a common space indexed reference
for the involved aircraft. Preliminary concepts have been introduced in this paper to
support this idea and many complementary studies should be developed to prove the
effectiveness of the proposed approach. Guidance objectives have been expressed
with respect to the common spatial reference offered by an ASRT and the synthesis
of guidance control laws based on nonlinear inversion has been considered. Finally,
the case of merging traffic along a common track has been considered, leading to
the complete parametrization of the resulting trajectory. This [TODO??idea, pro-
posal??] allows to easily manage traffic inside the air stream by using the common
spatial reference to assign conflict free trajectories to flights inside the air stream.
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Acronyms

3D three-dimensional. 1–3, 18
3D+T three-dimensional plus time. 2,7,10

ADS-B automatic dependent surveillance-broadcast. 3
ASRT air stream reference trajectory. 2, 3, 6–14, 17, 18
ATM air traffic management. 2

CLEF centered local Earth frame. 4, 5

ECEF Earth centered Earth fixed. 4–6, 9

RNP required navigation performance. 3

TBFM time-based flow management. 2
TCAS Traffic Collision Avoidance System. 3
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Integrated Design and Control of a Flying Wing
Using Nonsmooth Optimization Techniques

Yann Denieul, Joël Bordeneuve, Daniel Alazard,
Clément Toussaint, and Gilles Taquin

Abstract. In this paper we consider the problem of simultaneously stabilizing a
civil flying wing aircraft and optimizing the control surfaces physical parameters,
such as control surfaces sizes and actuators bandwidth. This flying wing configura-
tion is characterized by unstable longitudinal modes, badly damped lateral modes,
and a lack of control efficiency despite large movables. The question is then to
determine the energy penalty associated to the control of these unstable modes,
and more precisely to optimize the control surfaces architecture in order to mini-
mize the control-associated energy. Our approach uses latest nonsmooth optimiza-
tion techniques, which allows more possibilities on requirements specifications and
controller structure compared to other approaches such as LMI-based optimizations.
Results show a consistent behaviour for tuned parameters of the control surfaces.

1 Introduction and Motivation

Among other disruptive concepts for the future of civil aviation, the flying wing
configuration has been studied for years [9]. This aircraft architecture combines
several theoretical advantages compared to a ”conventional” design. The main be-
nefit provided by the flying wing concept is an enhanced aerodynamic efficiency,
by eliminating all the devices (fuselage and tail planes) that do not create lift. As
a result a better lift distribution along the span is achieved. The empty weight of
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the aircraft is also reduced, as is the overall wetted area. However this configuration
faces some huge challenges which are yet to overcome. One of the main remaining
challenge is the Handling Qualities resolution [13]. Indeed the flying wing has very
special features that make it difficult to properly control and stabilize:

• No tailplane to trim the aircraft and damp the pitch oscillation.
• Forward aerodynamic center leading to a strong longitudinal instability.
• Control surfaces with poor pitch authority due to a weak longitudinal lever arm

w.r.t. the center of gravity.
• Coupled control surfaces: trailing edge elevons are capable of providing pitching

and rolling moments.
• Lack of lever arm of the vertical surfaces (if any) leading to a lack of yawing

authority and a badly damped Dutch Roll mode.

Traditionnally, Aircraft Conceptual Design is concerned only with disciplines
such as Aerodynamics, Performance, Weight and Handling Qualities. Control laws
are designed afterwards, when the geometrical design is frozen. However for the
flying wing case, such a sequential approach may be too restrictive: because of the
previously mentioned specificities, active stabilization control laws are needed. A
strong coupling exists between the plant — the flying wing— and the stabilizing
controller; and it has been shown in [6] that such a coupling may lead to subopti-
mal design when the plant and controller are designed separately. The goal of our
work is then (a) to identify potential physical limitations induced by the need for
active stabilization and (b) to optimize the control architecture in order to minimize
a physical criterion, e.g. energy needed to stabilize and control the aircraft.

This problem, known as Plant-Controller Optimization, Co-design or Integrated
Design and Control, has been adressed in a variety of domains, such as Astronautics
[2], Aeronautics [11], Chemistry [5] or Autonomous Underwater vehicles [15]. But
whereas most of these studies have been using the Linear Matrix Inequalities (LMI)
framework to solve the combined plant-controller optimization problem, the nov-
elty of our approach is to use nonsmooth optimization techniques presented in [3].
Such a formulation allows for defining an arbitrary fixed-order controller, specify-
ing physical parameters as controller parameters to be optimized and using a wider
range of design specifications: constraints can be handled on the H∞ form, but also
as pole placement constraints. Moreover H2 norm objectives can be taken into ac-
count.

This paper is organised as follows: in Section 2 the general model of the aircraft
of interest is presented. In Section 3 the co-design optimization problem is set up.
Then in Section 4 first results illustrating our approach are presented.

2 Problem Setup

In this section, the Flight Mechanics model of the Airbus Flying Wing model is pre-
sented. This paper only deals with longitudinal dynamics; however eventually both
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longitudinal and lateral dynamics will be considered, for sizing cases concerning
the elevons are multi-axes maneuvers.

2.1 Flight Dynamics Equations

The longitudinal Flight Mechanics equations can be written in the aerodynamic re-
ference system Ra(xa,ya,za) (see Figure 1):

mV̇ = −1
2

ρV 2SCD −mgsin(γ)+F (1)

−mV γ̇ = −1
2

ρV 2SCL +mgcos(γ) (2)

Bq̇ =
1
2

ρV 2SlCm (3)

θ = α + γ (4)

where:

• concerning aircraft parameters, m and B denote the aircraft mass and inertia
around the ya axis respectively, S and l are reference surface and length, cor-
responding to the wing aera and mean aerodynamic chord respectively.

• angles are classically defined as follows: γ , α and θ denote the flight path angle,
angle of attack and aircraft pitch attitude respectively.

• concerning aerodynamic parameters, V denotes the aerodynamic speed, ρ de-
notes the air density, and CD, CL and Cm denote the drag, lift and pitching moment
coefficients respectively.

Fig. 1 Aerodynamic frame scheme.
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Following classical assumptions on small angles approximations, this system of
equations can be linearized and converted into the following state-space representa-
tion:

⎡
⎢⎢⎣

δV̇
δα̇
δ q̇
δ θ̇

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

xV xα xq xθ
−zV −zα 1− zq 0

0 mα mq 0
0 0 1 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

δV
δα
δq
δθ

⎤
⎥⎥⎦+

⎡
⎢⎢⎣

xδx xδmi

0 −zδmi

0 mδmi

0 0

⎤
⎥⎥⎦
[

Δδx
Δδmi

]
(5)

where the states are δV ,δα ,δq,δθ , which are the variations around an equilibrium
of the airspeed, angle of attack, pitch rate, and attitude respectively. The different
terms of the matrices are developped in the Appendix. Concerning the controls, Δδx
denotes the thrust command, and Δδmi denotes the i-th control surface command,
the control surfaces architecture being developped in Section 2.2. In order to get the
flight path angle γ as an output, and knowing the classical relation for longitudinal
flight γ = θ −α , the output vector is chosen as follows:

⎡
⎢⎢⎣

δV
δγ
δα
δq

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

1 0 0 0
0 −1 0 1
0 1 0 0
0 0 1 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

δV
δα
δq
δθ

⎤
⎥⎥⎦ (6)

2.2 Control Surfaces Architecture

The control surfaces architecture deserves a special attention. The initial configu-
ration of this flying wing includes five control surfaces on each side of the trailing
edge. It has been demonstrated in previous studies [13] that in order to comply with
maneuvrability specifications these surfaces should be multicontrol, i.e. elevons.
Concerning yaw effectors, it has been shown [14] that control with crocodile flaps
only is not satisfactory, and vertical surfaces are needed. The control surfaces gen-
eral layout is visible on Figure 2. Using Figure 2 nomenclature, the general control
vector is therefore: u= [Δδx,LDQ1, . . .LDQ5,RDQ1, . . .RDQ5,LDR,RDR]′, where
Δδx is the throttle command.

Now in the study presented here the two rudders are grouped as a single equiva-
lent effector DR, for we are only concerned with longitudinal motion and control.
Moreover in this paper we only deal with the control of the short period mode, as
it will be explained in Section 2.3. Therefore we will not consider the throttle as
a command. Including this control, for instance in order to design an autopilot for
this aircraft, is a matter for future work. The final control vector considered in this
study is finally: u = [LDQ1, . . .LDQ5,RDQ1, . . .RDQ5,DR]′. The control vector is
eventually an 11th-dimension vector.
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Fig. 2 Top view of the Airbus flying wing and its associated control surfaces architecture.

2.3 Longitudinal Dynamics Analysis

In this paper we focus on one particular challenge of this flying wing configuration:
its longitudinal instability. Other issues, such as lateral instability, will be treated in
a future work.

On an aircraft the x-wise relative position of the aerodynamic center w.r.t. the
CG (center of gravity) is strongly linked to the aircraft longitudinal stability [18].
Now for aerodynamic planform optimization reasons, and due to the lack of any
horizontal tail, on our flying wing configuration the aerodynamic center is located
quite forward the CG. This leads to a consequent longitudinal instability, that needs
to be controlled with active stabilization control laws.

Actually the short period mode leading to the longitudinal instability can be ana-
lyzed by extracting the [Δα,q] model from the state-space representation described
in 2.1. The limit of stability associated to this subsystem occurs for a CG located at
the so-called manoeuvre point, whose position is strongly linked to the aerodynamic
center. A relative location of the manoeuvre point and CG can be found on Figure
3. The forward position of the manoeuvre point, especially in low speed, denotes a
dynamic instability.

The poles of the complete longitudinal model are visible on Figure 4. The varying
parameters are the aircraft mass, speed and altitude. The maximum unstable pole is
obtained at low speed, light mass, and corresponds to a frequency of approximately
1.2 rad/s.
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Fig. 3 Weight &CG diagram with manoeuvre point location for high and low speed.

3 Integrated Design and Control

In this section the general problem of integrated design and control is formulated.
First the general equations are set in subsection 3.1, then this problem is adapted to
our case in subsection 3.2.

Fig. 4 Poles of the longitudinal model for M=0.55 and different altitudes. Altitude is given in
meters. The complex conjugate poles correspond to the badly damped phugoid mode, which
are easily controllable by an autopilot using the throttle command. The real modes correspond
to the short period oscillation.
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3.1 General Formulation

Following [6], the general combined plant / controller optimization problem is a
multiobjective problem which can be stated on the form:

min
ξ ,u(t),x(t),t0 ,T

max{e(ξ ),Φ(x(t),T )+
∫ T

t0
L(x(t),u(t), t)dt} (7)

subject to : h(ξ ) = 0, g(ξ )≤ 0, ẋ = f (x(t),u(t), t,ξ ),
η(u(t), t,ξ )≤ 0, ψ(x(t), t) = 0, x(t0) = x0

where ξ represents the physical parameters to be optimized, x are the states of the
system to be controlled, u is the command vector.t0 and T are the initial and final
times, respectively.L is a controller cost functional. h(ξ ) and g(ξ ) represent respec-
tively the equality and inequality constraints on physical parameters, Φ and ψ are
final state objective and constraint respectively, and e(ξ ) is the objective function
associated to the physical parameters. Finally η represents constraints on command
vector. For an exhaustive description of the general optimal control problem formu-
lation, please refer to [7].

3.2 Problem Specificities

In this section the previously described plant/controller optimization problem is
adapted to our specific use-case.

• First of all for a fixed flight point and fixed physical parameters the state-space
representation of the aircraft is supposed linear time-invariant with state feedback
—indeed at this pre-sizing conceptual stage all the states are supposed known:

ẋ(t) = A(ξ )x(t)+B(ξ )u(t) (8)

y = x

• Moreover the structure of the compensator is restricted to a static state-feedback:

u =−Kx (9)

• The cost function associated to the control objective is a linear quadratic, infinite-
horizon criterion:

min
u(t)

J(u) =
1
2

∫ +∞

0
[xT Qx+ uT Ru]dt (10)

Such a criterion aims at minimizing the energy of the states x and of the control
input u, weighted by two matrices Q and R respectively.

• Constraints on physical variables are of the form:
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∀i ∈ [1;nparam], ξimin ≤ ξi ≤ ξimax (11)
nparam

∑
i=1

ciξi = C (12)

For instance, if physical parameters include control surfaces sizes, constraints on
these parameters would be that the total span of the control surfaces should not
exceed the aircraft total span. In the example described in this paper such con-
straints will include bounds on the actuators bandwidth (see Equation 17). Indeed
we are focusing in this work on an actuator bandwidth optimization, however fu-
ture work will also include control surfaces sizing.

• Following previous work on integrated aircraft/controller design [11], constraints
on control law performance are specified as follows:

– Closed-loop stability.
– Sufficient stability margins.
– Adequate Handling Qualities performance. This may include sufficient sta-

bility, and appropriate maneuverability in order to comply with certification
maneuvers.

To our knowledge, most plant/ controller optimizations applied to aerospace prob-
lems in the past years have been using the LMI framework [12] [19][8] [16]. In
this approach all handling qualities constraints are cast as H∞-norms of a transfer
functions, e.g. ‖W−1(s)Tw→z‖ ≤ 1 means that the closed-loop transfer Tw→z fits the
frequency domain template W−1(s). The main interest of this approach lies in the
fact that when correctly translated into an LMI formulation, the problem can be
convexified and solved through dedicated LMI solvers.

However such a formulation quite differs from usual specifications used by en-
gineers for defining acceptable handling qualities. Most of the time these specifi-
cations are expressed in terms of modes characteristics, such as minimal damping
or frequency. Moreover controllers found by LMI solvers are unstructured and full-
order. This means that these controllers have a n-th order internal dynamics, n being
the order of the plant to control. This is not acceptable for our problem, for aircraft
closed-loop characteristics should be obtained at the conceptual design stage with
rather simple controllers, such as pitch and yaw dampers.

Therefore we propose a different approach: solve the plant/controller problem
through nonsmooth optimization techniques for control synthesis developped in [4]
and applied in [3]. This has two main advantages: on one side the possibility to tune
fixed low-order controllers compliant with industrial applications and on the other
side greater possibilities concerning closed-loop requirements. Two kinds of spec-
ifications available with these tools are of particular interest for our study: (a) the
possibility to specify characteristics on closed-loop poles such as minimum damp-
ing, frequency or decay, and (b) the possibility to specify a multiobjective problem
of the form H2/H∞. The H∞ channel accounts for performance, and the H2 channel
minimizes the energy to control the aircraft. In the next section we will develop this
approach and the first results it enables for co-design.
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4 First Results

In this part the process we have set up is explained and first results are shown.

4.1 Control Problem Setup

According to the longitudinal model presented in 2.3, we focus on the flight point
where the instability is maximal, corresponding to an unstable pole of frequency
approximately 1.2 rad/s.

Following results presented in [1], we choose to set the H∞ problem as a weight-
ing on the acceleration sensitivity function. A disturbance w acts on the pitch
acceleration q̇. The desired behaviour for this acceleration is specified through a

weighting function of the form W1 =
s2+2ξ ωs+ω2

s2 with appropriate values of ξ and
ω . The expected behaviour for q̇ is therefore of the second-order form, and the
shape of desired disturbance rejection profile on the acceleration W−1

1 is plotted on
Figure 5.

Fig. 5 Desired disturbance rejection profile on pitch acceleration W−1
1 .

The non-detectable double integrators 1
s2 of the weight W1 can be removed by

computing a minimal realization of the whole standard form.
The H2/H∞ problem is then set as follows: the H∞ constraint is ‖Tw→zin f ‖∞ ≤ γ∞,

with γ∞ being a value slightly above 1; in practice we will assume γ∞ = 1.5. zin f is
the output channel defined on Figure 6. This physically means that a sinusoidal
perturbation of any frequency on the pitch acceleration shall not perturbate the
closed-loop acceleration of a factor more than γ∞. This channel shapes the pitch
acceleration desired closed-loop behaviour. Then a minimization of the energy used
to control the aircraft is performed through minimizing the following objective
function: ‖Tw→u‖2. This problem setup is depicted on Figure 6. Finally the con-
troller is assumed to be a state-feedback static compensator such as: u = −Kx with
x = [α q θ ]T . K is therefore a 11× 3 matrix, for there are 11 controls (see Section
2.2).

The initial control problem may then be written of the form:

min
K

‖Tw→u‖2 (13)

subject to: ‖Tw→zin f ‖∞ ≤ γ (14)
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Aircraft Longitudinal Model

w

s2+2ξωs+ω2

s2
zinf

u

z2

α
q

θ

q̇a

q̇

Weighting Function

Fig. 6 H2/H∞ problem standard form with aircraft model (green) and weighting function
(blue).

4.2 Implementation of the Co-design Problem

Now that the initial control problem is well defined, let us introduce some meaning-
ful physical variables which should be optimized conjointly with the controller in
order to solve the control problem. The underlying question is: how far is it possible
to control our aircraft, and at which expense on the control system? A good rule of
thumb, which may be found in [17], states that the actuators bandwidth to control
the system should be at least ten times above the fastest mode. We aim at a more
precise condition, and finally we should be able to evaluate the gains or penalties of
considering an unstable aircraft configuration at a conceptual design phase.

In this paper we introduce actuators dynamics as first-order low-pass filters,
which bandwidths are design parameters. More precisely, the 11 actuators blocks
are modelled as follows:

yact

uact
(s) =

ωi

ωi + s
, i = 1...11 (15)

where yact and uact are the actuators outputs and inputs respectively, as defined on
Figure 7. Ω = [ω1, . . .ω11]

T is the vector of design parameters. In order to minimize
these bandwidths (one needs the actuators to be as slow as possible: fast actuators
mean high required energy, heavier and bigge actuators), a cost function is also
added to the previous problem. An H2-norm of the derivative of the actuators outputs
is chosen: ‖Tuact→ẏact‖2. In the future a more physically meaningful function, such
as the effectors kinematic energy, could be chosen.

The previously described control problem then becomes:

min
K,Ω

max {W2‖Tw→u‖2,W3‖Tuact→ẏact‖2} (16)

subject to: ‖Tw→zin f ‖∞ ≤ γ, 0 ≤ Ω ≤ Ωmax (17)

where W2 and W3 are weightings associated to each objective function, and 0 ≤ Ω ≤
Ωmax, which should be understood element-wise, specifies bounds on the actuators
bandwidths. This problem has 3× 11+ 11= 44 variables.
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Aicraft Longitudinal Model
α
q

θωi

ωi+s
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1+ετp
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w
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ẏact

s2+2ξωs+ω2
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Weighting Function

Fig. 7 Closed-loop problem for co-design approach. Tunable blocks are coloured in orange.

From an implementation point of view, it has been chosen to work with the
systune and slTunable [10] routines for several reasons:

• It allows for mixed H2/H∞ synthesis and multiobjective optimization.
• It allows for structured parameters, such as fixed-order controllers and first-

orders filters, which is appreciable for our problem. Moreover bounds on the
variables are easily applicable.

• The slTunable syntax allows for directly specifying the closed-loop structure,
as well as the tunable blocks and their structure. Moreover it allows dealing with
a single Simulink model for synthesis and simulation, as it is performed on
Figure 7.

• The constraints specifications are not limited to specifications on frequencies,
but may also handle pole placement constraints. This may be more suitable to
Handling Qualities purpose and will be adressed in a future work.

4.3 First Co-design Results

In this section the first results of the co-design approach are presented. A first syn-
thesis is performed with variable bandwidths initialized to 20 rad/s, as well as with
random initializations. The upper bound on the bandwidths is chosen to be also at
50 rad/s. The following controller is obtained (corresponding physical channels are
shown as a reminder):
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Kopt = 0.5816 1.1211 6.0981 LDQ1
1.3919 2.2578 14.5759 LDQ2
1.0279 1.7584 10.5422 LDQ3
0.9229 1.6367 10.0334 LDQ4
0.2329 0.3630 1.5500 LDQ5
0.5824 1.1203 6.0976 RDQ1
1.3904 2.2612 14.5797 RDQ2
1.0262 1.7594 10.5529 RDQ3
0.9235 1.6349 10.0309 RDQ4
0.2287 0.3664 1.5525 RDQ5
-0.0017 0.0028 0.0021 DR
α q θ

At first sight, this controller looks rather consistent for:

• All pairs of elevons are commanded symmetrically (1 with 6, 2 with 7, etc),
which seems obvious for a longitudinal kinematics, but which had not been spec-
ified as a particular structure for the controller.

• Gains have the right signs: for instance, for a positive δα , one needs to deflect
the elevons downwards, therefore positively.

• Magnitude of the gains follows elevons respective efficiencies. For instance, the
second elevon has the largest surface, and it can be shown (see Figure 9) that it
has the largest longitudinal efficiency. Therefore the controller chooses to use it
accordingly.

• The rudder — last row — is set to almost zero.

Fig. 8 Frequency-domain response of Tw→zin f (Kopt) (blue) and W−1
1 (coloured)

The optimal H2 control objective is ‖Tw→u‖2 = 1.38. As a comparison the op-
timal value given by an LQ synthesis for minimum energy control and infinite ac-
tuator bandwidth is 0.6, and the mixed H2/H∞ problem with also infinite actuator
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bandwidth gives 1.26. Therefore adding actuators dynamics only slightly increase
the objective. The closed-loop sensitivity function frequency response w.r.t. the de-
sired weighting function is visible on Figure 8.

Then the actuators bandwidth, which are also tunable parameters, are also tuned
in an interesting way. In order to meet the requirements, most bandwidths tend to
be increased, however different bandwidths are allocated to the different control
surfaces. The results can be found on Figure 9.

Fig. 9 Actuators tuned bandwidths (blue) and elevons pitch efficiencies (red).

Similarly to what was found for controller gains, bandwidths are tuned symetri-
cally for symetrical elevons, which is physically consistent for longitudinal motion.
Then the optimizer tends to use in a more powerful way — thus allocating more
bandwidth— control surfaces that are the most efficient in creating pitching rate.
For comparison purpose we plotted on Figure 9 control surfaces pitch efficiencies,
corresponding to the the pitch rate row in the control matrix B. Finally for the most
effective elevon —the second one, which is also the largest one— the upper bound
of 50 rad/s is achieved; that tends to indicate that meeting the requirements is chal-
lenging on this configuration.

To conclude this part, it should be mentioned that here all actuators bandwidths
were set as free variables and their symetrical tuning was checked afterwards only
for method validation purpose. Symetrical results tend to indicate a consistent be-
haviour of the optimization. However, as in reality identical actuators are expected
for symetrical control surfaces, further work should impose this constraint instead
of expecting it as an output. As a result the complexity of the problem would be
reduced.
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5 Conclusion and Perspectives

In this work, a new method to integrated design and control is proposed. This
method relies on nonsmooth optimizations techniques, and is applied to an unstable
civil flying wing for longitudinal control. A mixed H2/H∞ synthesis is performed
and actuators bandwidths are tuned simultaneously. This approach appears to be
promising for conceptual aircraft design because of the diversity of criteria it may
handle, and the fast calculations it allows. Future work may include different kinds
of requirements, such as pole placement constraints, which is more suitable to han-
dling qualities requirements. Then more “physical” objective functions, such as en-
ergy or mass minimization, should be handled. Also commonality of actuators for
identical control surfaces will be imposed, hence leading to a simplification of the
problem without loosing physical sense. Then future co-design will include not only
actuators bandwidth as variables, but also physical control surfaces parameters such
as their relative span along the trailing edge. Finally, this approach will be applied
to longitudinal and lateral flight control co-design.

Acknowledgements. This work is part of a CIFRE PhD thesis in cooperation between ISAE
and the Future Projects Office of Airbus Opérations SAS.

Appendix

Developping the elements of the state-space matrices gives:

xV = −ρVSCx
m + ∂F

∂V , xα =−2gkCLα ,

xq = −2gLk
V CLq , xθ =−g,

zV = −2g
V 2 , zα =

ρVS
2m

CLα ,

zq = ρSL
2m CLq , mα =

ρV 2S
B

Cmα ,

mq = ρVSL2

2B Cmq , xδx =
1
m

∂F
∂δx

,

xδmi
=−2gkCLδ mi

, zδmi
=

ρVS
2m

CLδ mi
,

mδmi
= ρV 2SL

2B Cmδ mi
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Structured Control Law Design and Robustness
Assessment for the Automatic Launch
of Small UAVs

Jan Bolting, Jean-Marc Biannic, and François Defaÿ

Abstract. Automatic launch is an important capability towards the truly autonomous
flight of Unmanned Aerial Vehicles (UAVs) that does not require the presence of an
expert pilot, as it is often the case today. In this work a complete approach to the
design and robustness assessment of a set of control laws for the automatic launch
of fixed-wing UAVs is presented.

The proposed control system consists of an airspeed tracking loop and a nested
lateral guidance loop. Important nonlinearities such as actuator saturations and sig-
nal delays are taken into account for controller synthesis and robustness evaluation.
Due to the high risk inherent to flight testing the launch phase, extensive Monte
Carlo simulations over the space of model uncertainties and initial launch con-
ditions have been performed on the nonlinear model of a flying-wing type UAV,
including atmospheric turbulence. Time consuming Monte Carlo simulations are
complemented by testing for robust stability and identifying worst-case performance
configurations using Structured Singular Value (μ) analysis methods.

1 Introduction

Automatic take off is an important capability towards the fully automatic flight of
Unmanned Aerial Vehicles (UAVs). It reduces the need for the presence of a skilled
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pilot and thus the overall operating costs and enhances usability. At the same time,
it is one of the most critical mission phases, since - being executed at low altitudes
- insufficient control performance easily leads to the loss of the aircraft and total
mission failure.

The launch maneuver is generally characterized by rapidly changing dynamics
due to variations in dynamic pressure during the initial acceleration and the transi-
tion to the desired launch airspeed. Furthermore the low-cost approach and shorter
development cycles of small UAVs tend to lead to dynamic models of lower qual-
ity, since generally less time and effort is invested in system identification or wind
tunnel campaigns, in addition to low-quality on board sensors. This poses an addi-
tional challenge for any model-based control design technique, which should take
into account model uncertainties.

While control laws for flight maneuvers in higher altitudes can be tested in rel-
ative safety without major danger to the vehicle or operating personnel, unsuccess-
ful tests of automatic launches are prone to be associated with higher costs due to
damage or loss of the vehicle. That being said, for the launch problem control tech-
niques are desirable that enable the control designer to estimate strong performance
bounds and stability guarantees beforehand, thus minimizing the risk encountered
when performing the first flight tests.

Linear control techniques provide the desirable property that with the framework
of μ analysis a computationally cheap means of estimating worst-case bounds on
performance and stability is available.

Among modern linear control techniques, H∞ methods provide some features that
make them the method of choice for this application. Performance requirements as
well as the suppression of exogenous disturbances - such as turbulence - and impor-
tant constraints such as actuator rate and deflection saturations can be incorporated
in a systematic way into the controller synthesis. H∞ control techniques have been
successfully applied before to the problem of controller synthesis for fixed-wing
UAVs.

The authors of [1] present attitude controllers for a ship-launched UAV based
on H∞ and μ synthesis methods. In [2], a single-loop altitude tracking controller
is designed with both H2 and H∞ methods. The authors of [3] use H∞ methods to
design baseline launch trajectory controllers for a ship-launched UAV.

In this article, a complete approach to the design and robustness verification by
simulations of a set of control laws for the automatic launch of a small fixed-wing
UAV is presented.

Section 2 gives a short overview of H∞ synthesis and Structured Singular Value
analysis techniques. Section 3 introduces the dynamic models used in this work. In
section 4, the reasoning behind the chosen control structure is presented, followed
by details of the controller synthesis in section 5. The robustness of the closed loop
system is evaluated by μ analysis techniques, presented in section 6, as well as
Monte Carlo simulations, presented in section 7. Section 8 provides an overview of
the results and future work.
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2 Review of H∞ Synthesis and μ Analysis

This section gives a short overview of H∞ controller synthesis and the Structured
Singular Value μ used for robustness analysis.

2.1 H∞ Controller Synthesis

The application of H∞ control techniques to the multi-objective tuning of MIMO
systems is rooted in the modern control paradigm. As depicted in fig. 1, the con-
trol problem is rearranged into an augmented plant model P(s) and the controller
K(s), driven by the plant outputs y and driving the control inputs u. The remain-
ing inputs to the closed loop system, such as disturbances, reference inputs and
measurement noise, are combined into the generalized vector of exogenous inputs
w. Signals whose smallness can be interpreted as performance indicator, such as
control activity or deviations from a desired reference model, form the generalized
output vector z. Doing so, the task of any controller design algorithm reduces to the
task of ensuring the smallness of z by adjusting K(s) in the presence of disturbance
inputs w. Different measures of smallness are available, the most popular ones being
the H2 (equivalent to LQG techniques in the time domain) and H∞ norm. The H∞
norm of the closed loop transfer function matrix T =F l(P(s),K(s)) is defined as

‖T(s)‖∞ = sup
ω

σ̄(T( jω)) (1)

Thus the H∞ norm of a transfer matrix is the largest value of the maximum singular
value over all frequencies, i.e. the highest amplification of a signal in w induced by
all possible input directions over all frequencies.

By using appropriate, possibly frequency-dependent weighting functions applied
to the exogenous inputs w and the outputs z, the minimization of ‖T(s)‖∞ leads
to a controller K(s) that provides a trade-off between conflicting performance re-
quirements, e.g. reference tracking for low frequencies and measurement noise sup-
pression for higher frequencies. Usually scaling is applied to normalize inputs and
outputs, leading to a performance criterion of

‖T(s)‖∞ ≤ 1 (2)

2.1.1 Fixed-Structure H∞ Controller Synthesis

Recent advances in non-smooth optimization (see e.g. [4]) have enabled the compu-
tation of fixed-structure H∞ controllers, i.e. the controller structure can be defined
beforehand e.g. as a function of the available feedbacks, which might be defined by
the UAS’ onboard sensor suite.
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Fig. 1 General synthesis structure

2.2 The Structured Singular Value

The Structured Singular Value μ provides an analytical tool to evaluate the stability
and performance of linear systems subject to time-invariant uncertainties. Consider
the uncertain closed loop system in fig. 2a with the uncertainties pulled out of the
system by an upper Linear Fractional Transformation (LFT) into the block-diagonal
matrix Δ . The closed loop transfer function matrix T(s) can then be partitioned as
in eq. (3)

T(s) =
[

T11(s) T12(s)
T21(s) T22(s)

]
(3)

leading to a transfer function from w to z of

z
w

= [T22(s)+T21(s)Δ(I −T11(s)Δ)−1T12(s)] (4)

Since the the submatrix T22(s) represents the nominal system dynamics, nominal
stability and performance is guaranteed by

‖T22(s)‖∞ ≤ 1 (5)

i.e. the standard H∞ synthesis problem.
The contribution of Δ is covered by the second term of the right side of eq. (4).

For some Δ , (I−F11Δ)−1 might become singular, leading to instability.
The Structured Singular Value μ provides a measure for robust stability, taking

into account the structure of Δ , by finding the largest Δ (‖Δ‖∞ is used as measure
of size) that leads to instability. It is defined as

μ(M(s)) =
1

min{‖(Δ)‖∞ ∈ ΔΔΔ ,det(I−M(s)Δ) = 0} (6)
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where M(s) is a matrix of transfer functions and ΔΔΔ is the set of admissible block-
diagonal perturbations Δ .

Thus μ is the reciprocal of the largest singular value of the Δ that leads to in-
stability. Since Δ itself is norm-bounded to ‖Δ‖∞ ≤ 1, a μ inferior to 1 implies
that there is no Δ ∈ ΔΔΔ that causes instability. Thus the condition for robust stability
becomes

μ(T11(s))≤ 1 (7)

By adding a virtual additional norm-bounded structure Δ2 between the exogenous
inputs w and the outputs z (see fig. 2b), the robust performance problem an be cast
into a robust stability problem, using the same measure of μ , leading to the condition

μ(T(s)) ≤ 1 (8)

for robust performance and stability (see [5, 6] for a detailed derivation). Since no
closed-form solution for the computation of μ is available so far, it is approximated
by its upper and lower bounds by numerical methods. In this work, the Matlab Tool-
box SMART developed at ONERA ([7]) has been used.

(a) (b)

Fig. 2 General analysis structure for a) robust stability and b) robust performance

3 Vehicle Model

For the purposes of this work, the model of a small (b = 1.42m) flying-wing type
UAV published in [8] has been used. Its lack of separate elevator and rudder control
surfaces makes it largely under-actuated and as such more challenging to control.
This configuration is fairly popular especially in the research community due to its
simplicity and structural robustness.

For controller synthesis and linear analysis, the nonlinear model is linearized
about the steady state launch state. Only relevant states are considered, leading to
reduced longitudinal (eq. (9)) and lateral (eq. (10)) state space models.
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Fig. 3 Zagi UAV, from [8]
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3.1 Actuator Model

An actuator of type Hitec HS-55 has been identified in the frame of previous work
and is approximated as second order system

δi

δi,c
=

1
2.53 ·10−4s2 + 0.025s+ 1

(11)

and is assumed to be constrained by deflection and rate limits of ± π
4 and ±5.8 rad

s
respectively. Actuator saturations are a fundamental problem in linear control, since
the break linearity and can lead to instability if the control input to the plant is
no longer the same as that demanded by the controller. See section 5.3 for how
saturations are taken into account for controller synthesis.

3.2 Delay Model

The combined computing and signal transport delay has been approximated by a 3rd

order Padé approximation. The Rn−1,n(s) form proposed in [9] is preferred over the
common equal nominator/denominator form (for instance implemented in Matlab’s
pade.m), for its smaller approximation error and better behavior close to t = 0 (see
fig. 4).



Control Design and Robustness Assessment for Automatic Launch of Small UAVs 497

time [s]
0 0.02 0.04 0.06 0.08 0.1

a
m
p
li
tu
d
e
[-
]

-1

-0.5

0

0.5

1

input signal
delayed signal
3rd order R

n,n
(s) approximation

3rd order R
n-1,n

(s) approximation

Fig. 4 Third order Rn,n(s) and Rn,n(s) Padé approximations of a time delay of 0.025 s. Note
the spike at t = 0 in the more common Rn,n(s) approximation and the smoother behavior of
the Rn−1,n(s) approximation. The author of [9] shows that the RMS error between the actual
delayed signal and the Rn−1,n(s) form is smaller as well.

4 Control Structure Design

The lateral and longitudinal dynamics are considered as uncoupled and dealt with
separately, as is common practice. From an automatic launch controller it is gen-
erally expected to maintain a positive climb rate without violating the minimal and
maximum airspeed, while keeping the vehicle inside some defined launch corridor
e.g. to avoid ground obstacles such as trees. The longitudinal constraints are most
simply satisfied by controlling the airspeed using the elevator while keeping the
throttle at some fixed launch preset.

Regarding lateral guidance, proportional navigation is known to work well for
small deviations from the operating point (see e.g. [10]). Since the UAV is launched
on the desired launch vector, the initial lateral deviation is zero, thus proportional
navigation is applied to maintain the lateral position on the launch vector.

H∞ controllers have been used both in nested control loop setups (e.g. [11])) and
as single-loop controllers ([2]). Nested control loops provide well known practical
advantages, such as simple testing by successive loop closure and re-usability of
inner loop controllers. On the other hand, our experiences suggest that development
complexity is significantly increased. Nested control loops rely on the principle of
timescale separation, i.e. the separation of subsystems with slower (e.g. position)
and significantly faster states (e.g. attitude). Taking a closer look at the timescales
at work in the linearized longitudinal dynamics (see section 3), one sees that the
fast states that have a major impact on the controlled state Va are the AoA α and the
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pitch angle θ . The elevator acts on angular accelerations q̇, which are integrated to
q and subsequently to Θ . For short periods of time, the flight path angle γ can be
considered as constant, thus

α̇ ∝ θ̇ (12)

since

α = θ − γ (13)

Thus δe acts on Va via the chain of 3 integrators q̇(δe)
∫
→ q

∫
→ (θ ,α)→ V̇a

∫
→Va.

In the lateral case, the lateral acceleration ÿ = v̇y is mainly driven by φ , i.e.
by inclining the lift vector. Thus δa acts on y via the chain of 4 integrators

ṗ(δa)
∫
→ p

∫
→ φ → v̇y

∫
→ vy

∫
→ y.

That being said, for airspeed control a single controller acting on the elevator
deflection δe as control input has been designed, since timescale separation is less
strong than in the lateral case.

Early simulations showed a large overshoot in the airspeed loop when the engine
is enabled. To improve the reaction time of the airspeed loop, the throttle signal is
added as additional input to the controller. To reduce steady state tracking errors, an
integral term is included in the control law, leading to a control gain K ∈ R

1×6 and
the following control law

δe = KVa

⎛
⎜⎜⎜⎜⎜⎜⎝

∫
(Va −Vac)dt
Va −Vac

Θ
α
q

δen

⎞
⎟⎟⎟⎟⎟⎟⎠

(14)

For lateral position control, two nested control loops are selected, since timescale
separation is more distinct due to the additional integrator. What is more, previous
flight experiments have shown that low-cost GPS receivers can be prone to loss of
signal for typically one GPS epoch due to the accelerations of the launch. The nested
architecture of the lateral controller allows to switch to a degraded law by disabling
the outer loop and keeping

φc = 0 (15)

thus maintaining some kind of lateral stabilization without position feedback. The
inner controller acts on the roll subsystem1 Since the outer loop acts as integrator
on φ , no integral action is used, leading to the control law

1 The UAV considered here has no rudder.
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δa = Kφ

(
φ −φc

q

)
(16)

The outer loop controller acts on φc as virtual control input. Integral action is added
to reduce steady state errors:

φc = Ky

⎛
⎜⎜⎝
∫
(y− yc)dt

y− yc

vy

r

⎞
⎟⎟⎠ (17)

Fig. 5 Control law architecture for automatic launch

5 Controller Synthesis

This section provides details of the controller synthesis models. Where applicable,
the airspeed control problem as depicted in fig. 6 is used as an example. The con-
troller synthesis is driven by three groups of requirements: the closed loop system
should a) track the reference signals while b) rejecting the effects of atmospheric
turbulence, without c) driving the actuators into saturation. Controllers have been
computed with the Matlab function hinfstruct ([12]).

Since the H∞ performance and stability criterion (eq. (2)) is expressed in terms
of unity input and output signals, all input and output signals are normalized by
diagonal scaling matrices (Sin,Sout ). Note that for controller tuning, only relevant
transfer functions from elements of w to elements of z are included, forming a tuning
matrix T∞.
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Fig. 6 Interconnection structure for H∞ synthesis of Va law

5.1 Reference Tracking

Time domain tracking requirements are incorporated into the controller synthesis by
introducing reference models ( TVa) and including the model mismatch (zΔVa) into
the output vector z. The reference models for the longitudinal closed loop, the inner
lateral closed loop and the lateral outer closed loop have been selected as second
order systems, parameters are given in table 1. The signals to be tracked are either
constant or generated by an outer loop controller, thus below the bandwidth of the
inner loop. Their frequency content is expressed by second-order weights on the
model mismatch (WΔVa) that exhibit two times the cutoff frequency of the reference
model to enforce its magnitude roll-off.

The throttle command δenc is added to the vector of exogenous inputs w. The
transfer function δenc → Va is added to the tuning matrix T∞ to enforce decoupling
between the throttle input and the airspeed, leading to a feed-forward gain acting
on the elevator, decreasing the initial airspeed overshoot. To take into account the
reaction time of the engine, a first-order engine model is added to the synthesis
model.

5.2 Turbulence Attenuation

Perturbations on airspeed and angular rates induced by atmospheric turbulence are
incorporated as additional system inputs. They enter the system through shaping
filters that reproduce the Dryden turbulence model and, at the same time, have the
function of weights.
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5.3 Actuator Constraints

The actuators’ deflection and rate limits of ± π
4 and ±5.8 rad

s are taken into account
by appropriate scaling factors and additional scalar weights (Wδe ,Wδ̇e

). As a result,
from a time domain point of view, the contribution of the actuator activity to the
overall size of z exceeds 1 once one of these limits is violated in steady state for any
combination of unity sine signals of any frequency entering the system. The actuator
rate is an output of the actuator model and as such readily available.

A feedback delay of nominally 0.025 s is included in the synthesis models as a
3rd order Padé approximation. It lumps together sensor dynamics, computation time
and control signal protocol delay

Table 1 Reference models for controller synthesis

System Reference model

Longitudinal Va,c →Va
1

s2+1.4s+1

Lateral φc → φ 39.4
s2+12.4s+39.4

Lateral yc → y 0.25
s2+s+0.25

6 Structured Singular Value Analysis

The Structured Singular Value is used to verify stability over the set of uncertain-
ties ΔΔΔ by computing the worst case H∞ norm. A finite worst case norm guarantees
robust performance. What is more, once the worst case Δ is identified, the worst-
case time-domain performance can be evaluated by simulating the nonlinear model
subject to the worst-case parameter set. This procedure provides a computationally
cheap means to evaluate the performance bounds before conducting extensive and
therefore computationally demanding Monte Carlo simulations.

A total of 19 parameters of the nonlinear model are assumed to be subject to
uncertainties: the dynamic pressure, representing the airspeed envelope, the aero-
dynamic derivatives (e.g. Cmα ) and constants (e.g. Cm0 ), the damping and natural
frequency of the actuators, the time constant of the electric engine and the feedback
delay. Since parameter bounds are not part of the model used in this work, relative
bounds are taken from [13], where system identification results for a similar small
UAV based on a similar aerodynamic model are presented.

Upper and lower parameter bounds are derived from stochastic parameter uncer-
tainties (result of the identification process) by

θi,n − 3σθi,n ≤ θi ≤ θi,n + 3σθi,n (18)

where σθi,n is the standard deviation of the parameter θi and θi,n its nominal value.
For parameters for which no uncertainty bounds are available, a rather pessimistic
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range of ±25% is assumed. The feedback delay is assumed as 0.02s ≤ t f ≤ 0.03s
based on existing avionics hardware.

6.1 Model Decomposition

To enable analysis of robust performance and stability with Structured Singular
Value methods, the longitudinal and lateral system models are reformulated as Lin-
ear Fractional Transformations (LFT), integrating parameter uncertainties as real
diagonal perturbation Δ . The LFT representations are generated numerically2 by
sampling the parameter space (using Matlab toolboxes developed at ONERA, see
[14, 15] ) and linearizing the nonlinear model for each parameter set. To keep the
computation needed to do so to a reasonable level, the longitudinal and lateral sys-
tems are each decomposed into their respective slow and fast subsystems. This al-
lows to sample only the parameters exhibiting a significant impact on the respective
subsystem. To identify these parameters, they are ranked by means of a sensitivity
analysis. To do so, each one of the parameters θ is varied by a small amount and the
"closeness" of the resulting linear model to the unperturbed model is used to rank
its impact. As a measure of closeness, both the H2 norm

‖ΔT(s)‖2 = ‖T(θ )(s)−T(Δθ )(s)‖2 (19)

and the H∞ norm

‖ΔT(s)‖∞ = ‖T(θ )(s)−T(Δθ )(s)‖∞ (20)

have been found to lead to the same ranking. T(s) is the closed loop system, θ is the
nominal parameter set and Δθ the perturbed one. The closed loop system has to be
considered to include the impact of elements of θ on the input matrix B.

In general terms, the longitudinal and lateral state space systems are decomposed
into two subsystems each, connected in a feedback structure, i.e. the states of one
subsystem system act as inputs to the other system. To do so, the matrices of the
dynamic equation ẋ = A x+B u are partitioned as in eq. (21), and the inner and
outer system are extracted as given in eqs. (22) and (23)

(
ẋi

ẋo

)
=

[
Aii Aio
Aoi Aoo

](
xi

xo

)
+

[
Bi

Bo

]
δ (21)

ẋi = Aiixi +
[
Bi Aio

]( δ
xo

)
(22)

2 For models largely based on constant aerodynamic derivatives, LFTs can alternatively at
least partly be calculated analytically. Numerical tools offer however independence from
details of the model representation (aerodynamic coefficients might for instance be mod-
eled by lookup tables or neural networks) and are thus preferred.
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ẋo = Aooxo +
[
Bo Aoi

](δ
xi

)
(23)

Since linear combinations of LFTs are LFTs themselves, the resulting LFTs can
easily cast into one single LFT. To give an example, for the longitudinal system this
decomposition leads to a fast inner system (eq. (24)) that represents the short period
mode and a slow outer system (eq. (25)) that comprises the airspeed Va as only state.

⎛
⎝α̇

θ̇
q̇

⎞
⎠= Ai

⎛
⎝α

θ
q

⎞
⎠[

Bi Aio
]
⎛
⎜⎜⎜⎜⎝

δe

δen

vw

ωw

Va

⎞
⎟⎟⎟⎟⎠ (24)

V̇a = AoVa +
[
Bo Aoi

]

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

δe

δen

vw

ωw

α
θ
q

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

(25)

7 Monte Carlo Simulations on 6DOF Model

Once the μ analysis shows robust stability and acceptable robust performance,
Monte-Carlo simulations of the nonlinear model provide additional confidence.
They reveal the effect of important nonlinearities that are neglected by linear repre-
sentations, such as actuator saturations, discrete sampling of control laws, aerody-
namic stall and performance of the linear controllers for larger deviations from their
operating point.

Monte-Carlo simulations exploit the fact that for a large number of simulations
of a system, the statistical properties of the outcome approach the theoretical ones,
which are often not tractable for sufficiently complex systems such as a UAV. For
the automatic launch problem, the most interesting information Monte-Carlo simu-
lations can provide is an estimate of the probability of launch failure, defined by the
relative number of simulations for which hmin ≤ 0.
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A uniform distribution of all uncertain simulation parameters is sampled. The
samples for two example parameters are visualized in fig. 7. Two simulation scenar-
ios have been run: Firstly, one that comprises only variations of the aircraft model
parameters, thus clearly revealing the robustness of the controllers towards model
uncertainty. In a second scenario, turbulent headwind representing 20 % of the nom-
inal launch speed has been added, as well as varying initial airspeed to take into
account imperfections of the launching mechanism or the human thrower.

A step of 5 m
s is added to the commanded airspeed and a step of 5m to the com-

manded lateral position at t = 12s.
To cope with the resulting large dataset, for each sample, the maximum, min-

imum and nominal values of the controlled variable and the actuator activity are
extracted, leading to worst-case envelopes. Note that the actuator deflections δa/e

and rates δ̇a/e are normalized with their respective limits and that for both satu-
rated values are given. As is to be expected, turbulence leads to decreased tracking
performance and generally larger error bounds on Va, as depicted in fig. 8 and fig. 9.

While in calm air, the lateral deviation stays very small, due to decoupled lateral
and longitudinal dynamics, in turbulent air the control law keeps the UAV inside
a corridor of about ±10m. Note that turbulence attenuation is improved for higher
airspeeds.

In both scenarios, while actuator deflection saturation is avoided, commanded ac-
tuator rates inevitably saturate. This is partly due to the response of the proportional
controller gains to step inputs, i.e. infinite error rates, partly due to turbulence, see
fig. 9 around t = 15s. While these short-term rate saturations do not affect stability,
the control system would benefit from some kind of anti-windup scheme.
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Fig. 7 Monte Carlo samples for two parameters, ns = 3 ·103
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8 Conclusion

A set of control laws for the automatic launch of small UAVs is presented. The
combination of structured H∞ controller synthesis methods, μ analysis to identify
worst-case model variations and Monte-Carlo Simulations to validate stability and
acceptable performance proved to be a viable tool chain. Satisfactory airspeed track-
ing and lateral guidance could be achieved in the presence of realistic aircraft model
variations and turbulent headwind. Good robustness towards dynamic pressure vari-
ations is achieved, as an envelope of 14 m

s to 22 m
s is covered with static controller

gains.
Further work will include closing the controller tuning loop by including μ into

the controller synthesis as well as further exploring the operating envelope towards
cross- and tailwind conditions. Flight tests will be conducted with a particular focus
on the validity of performance bounds predicted by simulations.
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Behavior Trees with Stateful Tasks

Andreas Klöckner

Abstract. The behavior tree formalism as introduced recently to the application of
mission management of unmanned aerial vehicles does provide for internal mem-
ory of mission plans. This is an important drawback for even simple plans such
as waypoint sequences, because the information about visited waypoints must be
stored outside of the plan execution engine. In this paper, two approaches are pre-
sented in order to provide tasks with states inside behavior trees: The first allows to
embed regular state machines in a specialized behavior tree task. The second pro-
vides new memory and reset tasks in order to store information directly in the tree.
Both approaches are shown to solve the waypoint following plan and promise to be
applicable to a much broader range of mission management problems.

1 Introduction

Current research aims at developing a number of different capabilities for unmanned
aerial systems (UASs). Research groups engage in fields such as collision avoidance,
formation flying or physical interaction with the environment. These capabilities do
not only grow more and more diverse, but also integrate a number of low-level skills
of the systems.

Additionally, practitioners seek to use UASs for an increasing range of different
missions. Solar platforms e. g. are supposed to fly non-stop for several days and
receive different missions as specified by the user during the flight. The operating
cost of such a system is mainly determined by the personnel needed to operate the
aircraft. Current solar aircraft constantly require multiple crew members to monitor
the aircraft, weather, and traffic conditions.
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In order to more efficiently deliver industrially relevant missions, the number and
workload of the personnel must be decreased. This can be achieved by increasing the
autonomous functions of the systems, which handle all the capabilities of the aircraft.
Nonspecialist crew members must additionally be able to specify all conceivable
missions targeted with the UAS. A scalable, intuitive, and flexible technique is thus
needed for UAS autonomy.

Behavior trees were introduced to solve this challenge [5, 10]. They organize
capabilities of the UAS in a tree of increasingly complex behaviors by using a stan-
dardized and simple interface. The formalism was first introduced for steering non-
player characters in computer games [4]. It is argued that behavior trees combine a
number of advantageous properties of state machines, scripting, and planning tech-
niques [1].

However, behavior trees have a fundamental disadvantage: Behavior trees contin-
uously adapt to changing input signals and do not have internal memory. They do
thus not inherently provide means to implement behaviors requiring such internal
state. This is especially important for UAS missions. These typically include behav-
iors such as following waypoint sequences, during which the fact of having reached
a waypoint is only asserted by the sensor signals for limited duration. Mission plans
implementing waypoint sequences thus require states to remember the visited way-
points. Unfortunately, this cannot be implemented easily in the standard behavior
tree framework.

Researchers have invented ad-hoc solutions to this problem by describing spe-
cialized versions of the canonical behavior tree building blocks. While these are
very practical solutions, they usually confound the logics of e. g. sequence with the
memory introduced into the system. This paper thus describes two more general
approaches in order to increase the system’s modularity. The contributions of the
paper are as follows:

• The formalism of conventional behavior trees is introduced in Sec. 2 and the
shortcomings of state-free behavior tree implementations is shown at hand of a
simple waypoint-following example in Sec. 3.

• In order to remedy this shortcoming two generic solutions are presented: Sec. 4
integrates state machines into regular behavior trees. In Sec 5, new task types
handling memory within the behavior tree formalism are introduced.

• Both approaches are evaluated in the concluding Sec. 6.

2 Behavior Trees

Similar to hierarchical finite state machines, behavior trees use a hierarchy of op-
erational modes to structure a complex mission. In a behavior tree, tasks are used
instead of states and mode switches are triggered by internal statuses instead of
external events.

A task is self-contained and goal-directed: it can be executed without a further
framework in order to achieve a goal. A UAS mission e. g. would be composed of
basic tasks, such as flying towards waypoints and probing the state of the aircraft.
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These basic tasks are composed in a tree structure to arbitrary complexity using
generic composite tasks.

In order for the tasks to be modularly interchangeable, all tasks have the same in-
terface to their parent tasks: All tasks report a status to their parent node, which can
be either Running, Success, or Failure in the most basic behavior tree implementa-
tion. The parent nodes can activate and deactivate their children depending on their
internal logics. A complete mission plan is executed by activating the root node of
the tree.

The basic task types as mentioned above can be classified as actions and condi-
tions. They actually interact with the aircraft’s systems and determine their status
based on custom implementation. Composite tasks are more generic and determine
their status based on their internal logic and the statuses of their children. The most
common composite tasks are selectors and sequences. A very basic behavior tree
system thus provides the following four types of tasks:

Actions provide interfaces to the aircraft system in order to change the its envi-
ronment. They typically send low-level commands to the autopilot or payloads.

Conditions are used to test properties of the environment with boolean-valued
functions. Examples are probing for minimal altitudes or a sufficient energy sta-
tus. Conditions are specialized actions, because they cannot have Running status.

Selectors try to execute their children according to their priority and return Suc-
cess, if one of their children is successful. Selectors are typically used to provide
several alternatives to achieve a common goal. When comparing to logic, selec-
tors can be regarded as an OR-operator.

Sequences activate all of their children one after another and return Success, only
if all of their children are successful. They describe a series of tasks in order to
achieve higher-level goals. Sequences correspond to the logical AND-operator.

Figure 1 demonstrates using behavior trees for the simple example of harvesting
energy with a solar aircraft. The sequence in Fig. 1a activates its second child, if a
surplus of energy is available. The second child consists of a selector to provide two
strategies for maximizing the potential energy (see Fig. 1b). The first ensures that a
given ceiling altitude is not exceeded and the second commands the aircraft to climb
to that altitude.

harvest
→

surplus? potential!

(a) A sequence is used to describe the har-
vesting strategy by gathering potential en-
ergy, if a surplus of energy is asserted.

potential

?

ceiling? climb!

(b) The selector maximizes the potential
energy either by holding a ceiling altitude
or by climbing.

Fig. 1 Simple tasks can be connected hierarchically in a behavior tree in order to describe the
energy harvesting strategy of a solar-powered aircraft. See [7].
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Note that the statuses within a behavior tree are continuously evaluated. Each
composite task reacts immediately to changes in its sub-tasks. This is opposed to
the semantics of e. g. state machines, which retain once active states unless specific
changes in the inputs trigger a change of states. Behavior trees do not include such
internal memory by default in order to provide the modular logics as outlined above.
This makes them very reactive, but prevents implementing behavior requiring inter-
nal memory.

Extensions to the basic notion of a behavior tree laid out here are proposed in
the literature. Additional composite task types are e. g. parallel tasks used to execute
multiple children simultaneously. Semaphores can be used to guard shared resources
and loops repeat a task multiple times. Millington’s textbook [9] provides a more
detailed overview of behavior trees and common additional task types.

3 Behavior Trees in Mission Management

Taking the technology from the computer game industry, behavior trees were intro-
duced to the UAS community to modularize control and mission management sys-
tems [10, 5]. Behavior trees provide a number of advantages for these application
compared to the state-of-the-art technology of finite state machines.

The growing number of capabilities provided by a UAS makes it difficult to main-
tain mission plans built as state machines for versatile aircraft, since every change
requires rewiring wide parts of the mission plan. Behavior trees provide superior
scalability in this case because of the standard interface of all tasks and because of
the implicit switch logics. This makes it possible to modularly add, remove, and
exchange arbitrary tasks at arbitrary locations in the tree without the need for global
changes to the plan.

Additionally, the goal-directed semantics of behavior trees provide a very intu-
itive way of reading and building mission plans. Since each task can be used to
achieve a sub-goal, higher-level goals can easily be composed by combining these
tasks. Reading a behavior tree is intuitive on this very detailed level, but also on a
high abstraction, where the actual leaf nodes are hidden from the user. This feature
makes it also easy to provide an intuitive library of re-usable building blocks.

The close proximity of the basic composite tasks and logical operators addition-
ally provides for means of validating mission plans [6, 2]. There are also approaches
to behavior tree analysis building on translations to other formalisms such as hybrid
dynamical systems [8].

Despite the conceptional advantages of behavior trees, there are certain things
that cannot be done with standard behavior tree implementations. In particular, be-
havior trees in their canonical formulation do not have internal states and do not
allow for proper initialization and termination of tasks. Behavior tree sequences e. g.
restart a higher-priority sub-task, whenever it does not return Success anymore. This
makes it hard to implement actual sequences such as simple waypoints in behavior
trees.
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Figure 2a shows a simple, rectangular waypoint plan to be flown by a UAS. This
plan cannot easily implemented as a behavior tree because of the missing internal
state. A naı̈ve behavior tree implementation is shown in Fig. 2b. It contains the four
waypoints as instances of a waypoint task taken from a task library in a sequence. A
loop decorator is intended to repeat the waypoint sequence, once it has completed.

1
x =+500m
y =+500m

2
x =+500m
y =−500m

3
x =−500m
y =−500m

4
x =−500m
y =+500m

(a) The example mission consists of four
waypoints arranged in a rectangular flight
plan. The plan is to be flown by a small re-
search UAS.

(b) An implementation using state-free be-
havior trees will prove unable to describe a
waypoint plan, such as shown in Fig. 2a.

Fig. 2 Common segments of UAS missions consists of a set of waypoints to be visited by the
UAS. These missions must be representable with a behavior tree for practical applications.
This example shows the four waypoints used as a demonstration of this required capability.

The behavior tree is built using the Modelica BehaviorTrees library [7]. The
library provides a generic framework to graphically compose behavior trees (see
Fig. 3a). It also contains extensions to the behavior trees formalism such as the addi-
tional Accept status for tasks, which can be activated (see [5]). Application specific
libraries can be derived easily in an object-oriented fashion. The waypoint task in
Fig. 3b is e. g. composed of a condition to assert a proximity of 100m to the way-
point and a steering task commanding a heading angle to the UAS. The signals are
exchanged with the UAS model through embedded blackboard components.

As mentioned before, the implementation with standard behavior tree tasks fails
to complete the mission as intended. Figure 4 shows the results of a simulation with
a simplified UAS model. The UAS correctly approaches the first waypoint and then
activates the second waypoint task. However, as soon as the proximity radius of the
first waypoint is left by the UAS, the plan re-engages the first waypoint task. This
leads to the UAS flying in circles at the boundary of the first waypoint’s proximity
radius.
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(a) The Modelica BehaviorTrees library pro-
vides a general behavior trees framework.
Task libraries as e. g. for this paper can be de-
rived easily.

(b) The waypoint following task is imple-
mented with a selector. It checks, if the UAS
is inside a proximity radius of 100m to the
waypoint, and approaches the waypoint other-
wise.

Fig. 3 All plans in this paper are built with the Modelica BehaviorTrees library [7].

(a) The UAS flies to the first waypoint and
then starts to move around this waypoint in
an infinite circle.

(b) The behavior is caused by re-activating
the first waypoint, when the second leads the
UAS out of the proximity circle of the first
waypoint.

Fig. 4 The state-free conventional behavior tree is unable to implement the intended mission
correctly, because the state-free sequence falls back to higher priority sub-tasks, when their
success conditions are no longer fulfilled.

4 Embedding State Machines Inside Behavior Trees

For state transitions such as between waypoints, the typical engineering approach is
to use state machines. However, using state machines to model an entire mission plan
means to abandon the superior modularity of behavior trees. It is therefore desirable
to allow for a systematic integration of state machines inside behavior trees.
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In order to allow for proper initialization and termination of tasks, a more compre-
hensive status cycle was already introduced in prior work [5, 7]. This modification
effectively embeds a state machine in every task allowing to detect activation and
deactivation of the task. Since regular behavior tree actions may contain arbitrary
custom code, it is an obvious extension to also allow arbitrary state machines in-
side a behavior tree task. A similar approach integrates both formalisms in a third
execution environment [11].

Figure 5 presents such an embedded state machine for the application described
above. It simply consists of the four waypoint states. Each of the waypoint states
generates a steering signal for the UAS simulation. The state machine is modeled by
the synchronous elements of the Modelica language [3]. It could thus be exchanged
by an arbitrary state machine described in the Modelica framework.

The waypoint states in Fig. 5b are hierarchically embedded in a running state.
This hierarchy layer is used to generate correct behavior tree statuses for passing
them up the tree. Another state, accept is used to allow the state machine to be
stopped by the tree logic. States for generating any other allowed status are also
provided in the BehaviorTrees library. The top-level states are switched using the
active flag generated by the parent tasks in the tree. The tree is shown in Fig. 5a
together with the blackboard interface to the UAS.

(a) A specialized behavior tree task is in-
troduced in order to embed a regular state
machine inside the behavior tree. The mis-
sion plan is additionally equipped with blocks
used to communicate the state machine’s
commands with the aircraft model.

(b) The embedded state machine consists of
the four waypoint following states and top-
level states related to the behavior tree inter-
face. The top-level states generate a valid sta-
tus to be used in the behavior tree. They are
switched by the behavior tree’s active flag.

Fig. 5 In order to allow states in a behavior tree, it is combined with the common technique
of state machines.
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The resulting trajectory, when simulating the mission plan from Fig. 5 with the
UAS model, is shown in Fig. 6. The UAS now correctly follows the prescribed
waypoints in a square of each 1000m height and width. Figure 6b also shows the
active states during the simulation. The states iterate the four waypoints as intended.
It should be noted that the Modelica state machine formalism only allows for one
transition per clock cycle. Therefore, the waypoint plan remains in its accept state
for one cycle at the beginning of the simulation. In the example, the state machine
is clocked with an interval of 1s.

(a) The UAS repeatedly follows the four way-
points as intended on a square with each
1000 m height and width.

(b) The state machine switches between the
four waypoint states as expected. The state
machine takes one clock cycle to start.

Fig. 6 The mission plan of integrated behavior trees and state machines is able to correctly
follow the intended mission plan. The state is stored exclusively in the embedded state ma-
chine.

5 Stateful Tasks for Behavior Trees

Although the solution described above provides for the desired functionality, it
breaks the modularity of continuously using behavior trees. For planning purposes
it is more convenient to provide the necessary states inside the behavior tree for-
malism. Several authors thus describe special variants of the common composite
tasks (selectors and sequences) with stateful behavior. These variants are e. g. called
“sequence*” [8] and exist in addition to the regular state-free variants.

Since these extensions mix standard nodes such as a sequence with a memory
behavior, their modularity can be improved by separating the two behaviors. To this
end, this paper introduces a memory and a reset decorator:
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Memory decorators remember their status, after their child has entered a success-
ful or failed status. They thus modify the return status of their child task such that
it is prevented from being reactivated by the behavior tree.

Reset tasks send a new reset signal to their child task, when they are activated.
This signal is distributed through all composite nodes to the underlying memory
tasks. The reset task can thus be used to reset the memory tasks located in their
child branch.

These new tasks can be used together with a regular sequence to model the be-
havior of previously introduced sequence* tasks (see Fig. 7b). However, the memory
and reset tasks can be used in a more arbitrary way, thus allowing more flexible be-
haviors. In order to continuously evaluate the first child in Fig. 7b, the first memory
task could e. g. be removed. The composed sequence* task can now be used in order
to allow actual sequences in a behavior tree (see Fig. 7a).

(a) The conventional sequence task is re-
placed in the behavior tree mission plan by
a stateful sequence* task.

(b) The sequence* task consists of a regular
sequence task with subordinate memory tasks
and a superior reset task.

Fig. 7 Stateful behavior tree tasks are introduced in the waypoint plan as the sequence*,
memory and reset tasks.

Figure 8 shows the results of a simulation with the mission plan defined in Fig. 7.
The sequence of waypoints is correctly followed repeatedly as intended. Figure 8b
additionally shows the statuses of the four waypoint tasks. It can be seen, that the
tasks return Accept after the proximity radius of the waypoint is left. These events
are marked with red circles in Fig. 8b. However, the superior memory task remem-
bers the Success status returned previously and prevents re-activating the waypoint
tasks. Only, when the loop task restarts the complete sequence at about t = 180s, all
memory tasks are reset and allow to steer towards the first waypoint again.
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(a) The UAS follows the four waypoints as
expected. The dashed line reproduces results
using an embedded state machine for compar-
ison.

(b) The waypoint statuses change between
Accept, Running, and Success. Reactivation
is prevented by memory tasks in the se-
quence* task.

Fig. 8 Using the stateful tasks effectively solves the waypoint following mission plan, while
still providing for a modular behavior tree framework.

6 Conclusions

In the present paper, the technology of behavior trees was introduced and the need
for stateful tasks within behavior trees was motivated. Two solutions were proposed
in order to introduce such stateful tasks into the behavior tree formalism. The first
integrates state machines within behavior trees and the second introduces the new
memory and reset tasks.

Both solutions provide for accurate means to implement stateful behaviors such
as waypoint plans with behavior trees. An example waypoint plan is successfully
followed with both plans. The solutions are completely compatible to the existing
BehaviorTrees library [7] and Modelica state machines [3].

The first solution allows to integrate arbitrary state machines into arbitrary behav-
ior trees. This makes available the full power of well-understood state machines to
the mission designer. However, this technique forces the state machine to be clocked.
It thus introduces delays in the control flow. Additionally, the introduced time events
might prove problematic for complex UAS models and long-term mission simulation.

The new task types of the second solution use the same interface as all other
behavior tree tasks. They can thus literally introduce states in any place of a regu-
lar behavior tree. This approach even increases the modularity of stateful tasks in
a behavior tree over the first approach. However, the theoretical properties of the
technique such as termination or dead-locks have not yet been investigated as is the
case for well-studied state machines.

Future research will target using the new approaches for industrially relevant
applications. More detailed extensions of the behavior tree formalism will need to
be developed when facing new challenges. In parallel, the theoretical properties of
the approaches will need to be investigated in order to prove their applicability to
the high standards of the aircraft industry.
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grador de máquinas de estados y árboles de comportamiento para videojuegos. In: Cama-
cho, D., Gómez-Martın, M.A., González-Calero, P.A. (eds.) Proceedings 1st Congreso
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Functional Interior Point Programming Applied
to the Aircraft Path Planning Problem

Stephane Puechmorel and Daniel Delahaye

Abstract. Multiple aircraft trajectory planning is a central problem in future air
traffic management concepts where some part of the separation task, currently as-
sumed by human controllers, will be delegated to on-board automated systems.
Several approaches have been taken to address it and fall within two categories:
meta-heuristic algorithms or deterministic methods. The framework proposed here
models the planning problem as a optimization program in a space of functions with
constraints obtained by semi-infinite programming. A specially designed innovative
interior point algorithm is used to solve it.

1 Introduction

The path planning problem for multiple robots evolving in a possibly dynamic en-
vironment with obstacles is a very active area of research among the automatics
and robotics communities, and is addressed in many classical references [5, 6]. For
application to aircraft trajectories, nonholonomic constraints have to be considered
since bounds on velocity and curvature are dictated by flight dynamics and aircraft
operations. In such a context, even for two dimensional motion, it is known that an
exact shortest path computation for a single mobile avoiding polyhedral obstacles
is NP-Hard [2]. In order to make the problem tractable, only approximate solutions
are to be sought after. One possible way of dealing with the intrinsic complexity
is to resort to solvers based on metaheuristics. Since the state space exploration
is made on a random fashion, there is no insurance on the quality of the solution
obtained after a finite number of iterations and it is not even possible for some al-
gorithms to prove convergence in a probabilistic sense. However, due to the nature
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of the metaheuristic approach, a wide class of constraints and optimality criteria
can be taken into account. In the field of air traffic management, one can impose
that the solution is built using only maneuvers used by human controllers. Suc-
cessful applications of stochastic optimization algorithms can be found in [3, 4].
The second way of addressing the issue of computational complexity is to allow
sub-optimality of the solution. Turning the original problem into a continuous op-
timization program under constraints allows traditional algorithms to be used and
provides a locally optimal solution. As the NP-hardness of the original formulation
cannot be avoided, global optimality cannot be reached generally, unless some kind
of exhaustive search among all local optima is performed. Hybridization between
the two approaches can be done in order to randomly sample the set of local op-
tima, yielding in turn an improved admissible solution. The algorithm that will be
presented here falls in the second category, and is built using a special geometrical
property of complex configuration spaces. The path planning program is designed in
a functional way, with criterion based on a cost associated to individual trajectories
and constraints expressed using semi-infinite programming. The paper is organized
as follows: in a first section, general results on complex configuration spaces will
be briefly recapped, as they will provide the theoretical framework on which the
interior point formulation will be built. The second section will introduce the op-
timization program associated to the path planning problem, and a relation with a
recently introduced complex harmonic navigation function will be pointed out. Fi-
nally, a possible algorithmic implementation of the solver yielding an approximate
solution to the original problem will be detailed.

2 Complex Configuration Spaces

Given a set of N mobiles with planar motion, the complex configuration space C N

is defined to be the Cartesian product of n copies of the complex plane C with
the set ΔN =

{
(z1, . . . ,zN) ,∃i �= j,zi = z j

}
of simultaneous positions removed. Any

path connecting two points in C N is an admissible collision-free planning of N
trajectories. It is easy to show that C N is a path connected space using a sequential
planning argument: let

(
z0

1, . . . ,z
0
N

)
be any initial configuration and let

(
z1

1, . . . ,z
1
N

)
be the desired final situation. Let z1, . . . zN be fixed. Then it exists a path joining z0

1
and z1

1 in C−{z1, . . . zN} since this space is path-connected. The same procedure can
then be applied iteratively to the remaining points. The resulting path is a sequence
of moves along coordinates axis in C n and assumes that only one mobile moves at
a time.

Geometrical insights about C N can be gained from the knowledge of its coho-
mology group, obtained in [1]. It turns out that the generators of this group will be
used to define the constraints in the optimization program constructed later. They
consist of degree one forms:
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ωk,l =
dzk − dzl

zk − zl
, 1 ≤ k ≤ N,1 ≤ l ≤ N,k �= l

Please note that in the original paper [1] a factor (i2π)−1 appears in the expres-
sion: it is removed here as the real part of ωk,l is of primary interest. Let a C1 path
Γ : [0,1]→ C N be given. Then:

∫
Γ

dωk,l =

∫
[0,1]

Γ ′
k (t)−Γ ′

l (t)

Γk(t)−Γl(t)
dt

with Γj, j = 1 . . .N denoting the j-th component of Γ . Rewriting the right hand side,
it comes: ∫

Γ
dωk,l =

∫
[0,1]

(
Γ ′

k (t)−Γ ′
l (t)

)(
Γk(t)−Γl(t)

)

|Γk(t)−Γl(t)|2
dt

Given any two complex numbers z1 = x1 + iy1,z2 = x2 + iy2, the real part of the
product z1z2 is the inner product of the vectors (x1,y1) and (x2,y2) and imaginary
part their determinant. The expression:

(
Γ ′

k (t)−Γ ′
l (t)

)(
Γk(t)−Γl(t)

)

|Γk(t)−Γl(t)|2

thus admits an interpretation as an expansion rate (resp. rotation rate) for the vector
dkl(t) = Γk(t)−Γl(t) and in turn the integral:

∫
Γ

dωk,l

will give log(‖dkl(1)‖)− log(‖dkl(0)‖) as its real part and 2πθ for its imaginary
part, with θ the winding number of the path dkl . Considering the plane zk = zl that
is a subset of ΔN , one can interpret ‖dkl(t)‖, for t ∈ [0,1], as twice the distance of
the path t 	→ Γk(t) (resp. t 	→ Γl(t)) to the constraint zk = zl . In the spirit of interior
point algorithms, it is natural to consider − log(‖dkl(t)‖) as a barrier function for
the constraint zk �= zl , with the major difference that it gives rise to a mapping instead
of a single value.

2.1 Basic Assumptions for the Path Planning Problem

As the path planning problem is targeted towards air traffic applications, some re-
strictions on the manœuvers that an aircraft can do are coming from flight dynamics
and passengers comfort. First of all, velocity has to be bounded below and from
above, with a quite narrow interval of efficiency dictated by engines performance.
Second, curvature cannot be made arbitrary high and it is advisable to limit its total
integrated value so as to minimize its detrimental effect on passengers comfort.
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It is not intended in this work to consider aircraft in terminal manœuvering areas,
nor the climb and descent phases: as a consequence, the path planning algorithm will
not perform any change in altitude, yielding a problem that conforms to the complex
configuration space modelling. Furthermore, only collision avoidance is considered,
the compliance with separation norms will be addressed in a future work.

Finally, it is assumed that the planner is used in a free flight context where the
aircraft are not bound to predefined routes and at a tactical level with a time horizon
not exceeding 20 minutes. In such a case, one can assume that the level of uncer-
tainty is low enough to allow a deterministic approach to be taken. The effect of
wind will not be included in the model. This may be unrealistic at first glance since
it is one of the most influential factor on aircraft trajectories, but given the ability
of future FMS systems to infer and broadcast the wind experienced along the flight
path, it seems reasonable that the wind field will be known with a sufficient degree
of accuracy to adjust the initial planning.

Perfect knowledge of the aircraft positions within the airspace of interest is as-
sumed, no communication issues are considered.

3 Path Planning as a Penalized Optimization Program

To turn the path planning problem into an optimization program amenable to interior
point algorithms, it is needed to define first a usable criterion and second a mean of
getting a tractable set of barrier functions that will be used to penalize the criterion.
A major concern for the last point is the functional nature of the state space: a mean
of turning the continuous time constraints into a vector of real value must be sought
after.

3.1 Applicable Criterion on a Set of Trajectories

For en-route traffic, overall flight cost is the dominant factor that airlines want to
optimize. Since most of the time aircraft are flying near their efficient altitude and
at constant velocity, it can be related to trajectory length or flight time. A second
consideration that can be taken into account is the search for a flight path minimizing
total curvature, as every turns induces an increase in fuel consumption and has a
detrimental effect on passengers comfort.

Based on the previous remarks, a natural choice for the the optimization criterion
is the cumulative length. Let a smooth path Γ : [0,1] → C N in the configuration
space for N planes be given. Its cumulative length is defined as:

L(Γ ) =
N

∑
j=1

∫ 1

0

∥∥Γ ′
j (t)

∥∥dt
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In order to take into account possible priorities between aircraft, a weight may
added:

L(Γ ) =
N

∑
j=1

wj

∫ 1

0

∥∥Γ ′
j (t)

∥∥dt

with wj ∈ [0,1] and ∑N
j=1 wj = 1. Let ε be a positive value and H : ]−ε,ε[×[0,1]→

C N a smooth mapping such that for all t ∈ [0,1], H(0, t) = Γ (t) and for all s ∈
]− ε,ε[, H(s,0) = Γ (0), H(s,1) = Γ (1). The derivative:

∂H
∂ s

(0, ·) : [0,1]→C
n

may be interpreted as a tangent vector at base point Γ in the manifold of smooth
paths of C N [7]. The derivative of L applied to it can be computed from the defini-
tion:

∂L(H(s, ·))
∂ s

|s=0 =
N

∑
j=1

wj

∫ 1

0

〈
∂ 2Hj
∂ s∂ t (0, t),

∂Hj
∂ t (0, t)

〉
∥∥∥ ∂Hj

∂ t (0, t)
∥∥∥ dt

using an integration by parts and, since the endpoints of H are fixed:

∂H
∂ s

(0,0) =
∂H
∂ s

(0,1) = 0

it comes:

∂L(H(s, ·))
∂ s

|s=0 =−
N

∑
j=1

wj

∫ 1

0

〈
∂Hj

∂ s
(0, t),κi(t)Ni(t)

〉
dt

where κi is the curvature of the path Γi and Ni its unit normal vector. The expression
obtained is the classical first order variation for the length of a smooth path [7] ,
summed over all components of the path Γ . In the language of manifolds,

∂L(H(s, ·))
∂ s

|s=0

gives the value obtained by applying the form dL to the tangent vector
(

Γ ,
∂H
∂ s

(0, ·)
)

3.2 Turning Collision Avoidance Constraints into Semi-infinite
Barrier Functions

The results on complex configuration spaces presented in the first section make
natural the choice of an integral form of the barrier function [9]. For the constraint
zi �= z j it will be defined as:
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−
∫ 1

0
log

∥∥Γi(t)−Γj(t)
∥∥dt

Please note that such an integral does not necessary take an infinite value if Γi(t0) =
Γj(t0) and thus differs from the finite dimensional setting. However, it turns out that
there is a close relationship between curvatures of the component paths Γi and the
norms

∥∥Γi(t)−Γj(t)
∥∥ that can be used to make the barrier functions effective.

Let H : ]−ε,ε[×[0,1]→C N be a smooth mapping satisfying the same properties
than in 3.1. The penalized criterion is:

N

∑
j=1

wj

∫ 1

0

∥∥Γ ′
j (t)

∥∥dt − ∑
j �=k

λ jk

∫ 1

0
log

∥∥Γj(t)−Γk(t)
∥∥dt

where the λ jk are strictly positive penalty weights. Let:

Θ(Γ ) jk =

∫ 1

0
log

∥∥Γj(t)−Γk(t)
∥∥dt

be the j,k barrier function. The first order variation formula for Θ(Γ ) jk gives:

∂Θ jk(H(s, ·))
∂ s

|s=0 =

∫ 1

0

〈
∂Hj
∂ s (0, t)− ∂Hk

∂ s (0, t),Γj(t)−Γk(t)
〉

∥∥Γj(t)−Γk(t)
∥∥2 dt

Reordering terms, the variation formula for the complete criterion is:

−
N

∑
j=1

wj

∫ 1

0

〈
∂Hj

∂ s
(0, t),κi(t)Ni(t)

〉
dt−

N

∑
j=1

∑
k �= j

λ jk

∫ 1

0

〈
∂Hj
∂ s (0, t)− ∂Hk

∂ s (0, t),Γj(t)−Γk(t)
〉

∥∥Γj(t)−Γk(t)
∥∥2 dt

Assuming that the path Γ is minimal with respect to penalized criterion, the first
order necessary optimality conditions yields, for all j = 1 . . .N:

wjκ j(t)Nj(t) = ∑
k �= j

λ jk
Γk(t)−Γj(t))∥∥Γj(t)−Γk(t)

∥∥2

Some important facts may be derived from the expression above. First of all,
since Ni(t) is of unit norm, it comes:

wj|κ j(t)| ≤ ∑
k �= j

λ jk∥∥Γj(t)−Γk(t)
∥∥
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So that there is a control on the curvature given by the penalty weights. In the special
case of a path planning problem with only two mobiles, that turns out to be associ-
ated in the frame of air traffic applications with two planes encounters, the relation
becomes an equality:

wj |κ j(t)|= λ jk∥∥Γj(t)−Γk(t)
∥∥ , j = 1 . . .2, k �= j

In such a case, bounding the curvature of the paths will in turn bound the minimal
distance separating the two mobiles: it improves over the simple collision avoidance
guarantee by allowing separation norms to be enforced.

The general situation with an arbitrary number of mobiles is not so simple to
deal with. However, from the expression linking κ j(t)Nj(t) and the sum of terms
coming from the barrier functions, it is clear that a collision is not possible with two
mobiles if the curvature is bounded (otherwise, the corresponding term will go to
infinity while the remainder will be bounded). Only cases involving encounters with
3 or more mobiles and a special symmetry may violate this fact.

Addressing this issue can be done by noticing that the barrier functions were
derived from the complex mapping log(zi − z j). It is in fact the complex potential
generated by a simple sheet uniform distribution on the plane z j = z j. When en-
counters involving p > 2 mobiles are considered, the forbidden area in C N is an
intersection of p− 1 hyperplanes and has an expression:

Δi1,...,ik = {z : zi1 = zi2 = · · ·= zik}

where the sequence i1, �= i2 . . . , �= ip is extracted from the complete set of indices
1 . . .N and denotes the mobiles in interaction. The complex potential generated by a
simple sheet distribution on Δi1,...,ik can be obtained using the procedure described
below. First of all, the projection of a point z in the configuration space onto Δi1,...,ik
is given by:

Pi1,...,ik (z) =
(
z1, ..,zi1−1,h,zi1+1, ..,zik−1,h,zik+1, ..,zn

)

where h = k−1 ∑k
j=1 zi j is the mean value of the components belonging to the for-

bidden set. The complex potential generated by a simple sheet distribution is then:

(
k

∑
j=1

zi j − h

)2−k

= ‖z−Pz‖2(2−k)

This potential remains harmonic, but not pluriharmonic as the one based on the log.
Taking the integral of ‖z−Pz‖2(2−k) along a path Γ in C N yields the additional

barrier function needed to deal with the encounter situation described by Δi1,...,ik .
It is clear from the expression of this set that 2N−1 terms will have to be taken
into account in the final penalty term. It can be viewed as a consequence of the
NP-Hardness of the original problem and shows how the intrinsic combinatorics
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of the optimization program will appear indirectly. For practical applications, is it
extremely uncommon to consider encounters involving more than 4 mobiles: on a
the French airspace, it happens only a few times a year. Exceeding 5 occurs only on
simulated traffic. The choice made was thus not to include the extra barrier terms and
to postpone the complete formulation to a future work, where a conflict detection
algorithm will be launched in a pre-processing phase in order to keep only the really
needed high order barrier functions.

4 Interior Point Solver

The solver is implemented using a very simple procedure that consists in discretiz-
ing the trajectories at points regularly located in the interval [0,1]. The flight path
of aircraft i, i = 1 . . .N is then described as a sequence xi, j = Γi( j/m) where m is
the number of samples on each trajectory. Following the derivations made in [8], a
maximum curvature κmax can be imposed using the relation:

∥∥xi, j+1 − xi, j−1
∥∥∥∥xi, j − xi, j−1
∥∥ ≥

√
4−κ2

max

∥∥xi, j − xi, j−1
∥∥

Under the near constant velocity assumption:

∥∥xi, j − xi, j−1
∥∥≈ Li

m

with Li the total length of Γi, and the expression reduces to a lower bound condi-
tion on

∥∥xi, j+1 − xi, j−1
∥∥. The integrals involved in the expression of the functional

criterion turn to finite sums, in a way amenable to standard non-linear optimiza-
tion algorithms. The expression of the gradient of the penalized criterion at a single
vertex xi, j may be obtained using the following approximation of the curvature and
normal vector, again assuming constant velocity and putting li = Li/m:

• |κi( j/m)|= ∥∥xi, j+1 − 2xi, j + xi, j−1
∥∥/li

• Ni( j/m) =
xi, j+1−2xi, j+xi, j−1

‖xi, j+1−2xi, j+xi, j−1‖
The gradient is then, with respect to the i-th trajectory:

wiκi( j/m)Ni( j/m)+∑
k �=i

λi,k
xi, j − xk, j∥∥xi, j − xk, j

∥∥2

and summing up all the contribution gives rises to the complete gradient of the
penalized criterion, that is used within a classical finite dimensional optimizer.
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5 Conclusion and Future Work

A framework based on a functional description of the path planning problem has
been described. Specially designed barrier functions inspired both by complex po-
tential theory and semi-infinite programming allows to turn the original problem
with an infinite number of constraints into a more tractable one, involving only a
finite number of integrals. Bounding the curvature below allows to ensure collision
avoidance. A possible implementation of the algorithms based on sampling trajec-
tories in an even fashion was described. The complete procedure is in an early stage
of development and a large amount of work still has to be performed:

• Pre-process the input traffic so as to identify encounters geometries in order to
be able to use higher order barrier functions without incurring too much compu-
tational complexity.

• Investigate alternative representations of trajectories, especially those based on
expansions on functional basis.

• Perform an extensive benchmark test on both synthetic and real traffic so as to
assess the performance of the algorithm. A special attention must be paid to
sensitivity analysis and robustness assessment against random perturbations.

• Integrate the algorithm within a realistic trafic simulator so as to quantify the
effects of flight path tracking errors.
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Nonlinear Visual Servoing Control
for VTOL UAVs with Field of View Constraint

Henry de Plinval and Laurent Burlion

Abstract. This paper proposes a new nonlinear visual servoing control law for Verti-
cal Take-Off and Landing (VTOL) Unmanned Aerial Vehicles (UAVs) which forces
the observed target to be maintained inside the videocamera field of view. The
considered vehicles are underactuated -there are less control inputs than degrees
of freedom- and the control task is performed in a minimal sensors configuration,
where only images from a videocamera, inertial and linear velocity measurements
are available. An input saturation technique is applied to a recently defined nonlinear
control design for vision based UAV stabilization, which forces the target to remain
in view of the UAV during the flight, instead of assuming that this property will be
true, as most existing approaches do. A stability analysis of the obtained closed-loop
is presented. Simulation results show the relevance of the proposed approach.

1 Introduction

This paper proposes a control laws for underactuated thrust-propelled vehicles, that
is rigid bodies with one body-fixed thrust control and full torque actuation [1]. A
particular example of such vehicles is VTOL UAVs (i.e. Vertical Take-Off and Land-
ing Unmanned Aerial Vehicles). These UAV can be used for surveillance purposes,
or for infrastructures inspection (bridges, power lines, etc). In this area, estimat-
ing the vehicle’s position and orientation is key for the design of feedback laws to
make the system autonomous. Specifically, accurate relative position with respect
to the environment is an important challenge in this domain. Since the payload for
such vehicles is limited, the choice of sensors is a key for such positioning, often-
times leading to low quality measurements. This relates to the more generic field of
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sensor-based control [2], where the relation between the measured signal used in the
feedback law and the Cartesian coordinates is often poorly known. A large literature
exists for sensor-based control for fully actuated mechanical systems, including air-
craft as in [3], and some results have also been proposed for nonholonomic wheeled
vehicles [4]. As for underactuated systems, the associate litterature is less abound-
ant. A particular case of sensor based control, which is addressed as an application
case in this paper, consists in visual servoing of a UAV in front of a textured planar
structure, based on measurements provided by a videocamera. In this case, various
papers have proposed control design methods guaranteeing semi-global stability1

(e.g., [5, 6, 1]). The difference between these works and the one presented here is
that they do assume that the vehicle position is accurately measured, while we in-
vestigate the case where significant uncertainties on the position vector are present.
This result is related to recent work [1] and involves control in presence of input
saturation [7]. It is also related to [8], although the result used here is stronger since
it adresses a larger class of measurement uncertainties. The application to visual
servoing presented here has links with [9, 8], where (semi)-global controllers are
also derived based on homography measurements. In particular, uncertainties on the
position measurements are also considered in [8]. Due to assumptions on the envi-
ronment, however, the class of these uncertainties is much smaller than the one here
considered.

The second control theoretic field tackled in this paper is that of output constraint.
Namely, the capability to force a particular variable (called ”output”, but which does
not need to be one of the measured variables) to remain inside a given range of inter-
est, while stabilizing the system. Such a question arises in a number of applications,
and poses a severe theoretical challenge which is, to the best of the authors knowl-
edge, unsolved yet in its more general setting. Note that input constraint problem is
somewhat less difficult and has received large attention in the past few decades (see
e.g. [10]).

Roughly speaking, two routes for output constraint have been investigated: either
checking whether the constraints will be violated by prediction over a time hori-
zon, or avoiding constraint violation at each step in a direct way. Regarding linear
systems, prediction is easier, and special LMI methods do exist[11, 12]. There also
exists a direct link between state and input constraints problems, see [13, 14].

One of the authors of this paper has recently [15] proposed a generalization of
this idea to nonlinear systems, by transforming an output constraint into an input
one. When comparing with existing results [16, 17, 18, 19] this method does not
rely on prediction and/or does not require the nonlinear system to be in any special
form. The case of a landing aircraft maintaining the ground inside its field of view
has been investigated by the authors in [20].

As for the more restrictive field of UAVs visual servoing, the output constraint
considered here -namely that the object of interest be maintained inside the video-
camera field of view- is most often considered an assumption. Some studies however

1 From now on, we use this term to denote asymptotic stability with convergence domain
containing all position/velocity initial errors and a neighborhood of the identity matrix in
SO(3) for orientation errors.
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have considered implementing control laws so as to ensure this property. Thus, in
[21], where this is performed through optimal paths computation and homography
matrix switches. In [22], authors propose a controller for a rigid body while enforc-
ing that the target object be maintained inside the field of view through backstepping
motion. These works propose smart strategies to avoid the object of interest getting
out of the camera field of view. However, as far as underactuated VTOL UAVs con-
trol is concerned, these strategies cannot be directly implemented, since they would
lead to infeasible trajectories: such a vehicle cannot rotate at a given spot in space,
and its linear / rotational velocities are not independent degrees of freedom.

In this paper, the visual servoing application is dealt with through exploitation
of the so-called homography matrix. This matrix, which represents the image trans-
formation corresponding to a change in the camera point of view, is used both for
control law design and in order to maintain the target object inside the videocamera
field of view. Previous studies have used this matrix in similar contexts. In [23],
this matrix is used to reconstruct the 3D structure based on two views. [24] uses a
similar approach in the context of vision based car platooning. In [25], a complete
visual map-less navigation is built upon the use of homographies. Studies have also
investigated the analytical decomposition of the homography matrix in terms of po-
sition / orientation, as [26], a task which is fulfilled in [27]. Extensions have been
proposed to the notion of homography, as the super-homography in [28]. In [29], a
framework is proposed to control a robot based on information extracted from the
homography matrix.

This paper is organized as follows: Section 2 presents useful background, in-
cluding notations. In Section 3, the control design is presented, including a stability
analysis for the obtained closed-loop system. Section 4 proposes simulation results.
Conclusions and future direction end the paper.

2 Preliminary Background

2.1 Notations

The transpose of a matrix M is denoted as MT . The n×n identity matrix is denoted
as In. Given a smooth function f defined on an open set of R, its derivative is denoted
as f ′. For any square matrix M, Ms := M+MT

2 and Ma := M−MT

2 respectively denote
the symmetric and antisymmetric part of M.

We now introduce two definitions of functions which have essentially the same
role but are defined exactly the same way for technical reasons (see [31] for details).
Given 0 < δ < Δ , a function satδ ,Δ : R+ −→ R

+ of class C1 is called a saturation
function if:

i) satδ ,Δ (τ2) = 1 for 0 ≤ τ ≤ δ
ii) τsatδ ,Δ (τ2)≤ Δ for any τ ≥ 0

iii) the function τ �−→ τsatδ ,Δ (τ2) is non decreasing on R
+
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A function h : R+ �−→ R
+ of class C1 is called a saturating function if:

i) h is strictly positive and bounded on R
+

ii) τh(τ2)≤ 1
iii) τh(τ) −→ ∞ when τ −→ ∞
iv) h′(τ)≤ 0 for any τ ≥ 0
v) the function τ �−→ τh′(τ) is bounded on R

+

Examples of saturation and saturating function are given by

satδ ,Δ (τ) =

{
1 i f τ ≤ δ 2

Δ√
τ −

(Δ−δ )2√
τ(

√
τ+Δ−2δ)

i f τ > δ 2

h(τ) = 1√
1+τ

(1)

Let R (resp. N ) denote the set of real numbers (resp. natural integers). In this
paper, we are interested in nonlinear systems of dimension n ∈ N . For i ∈ [1,n],
we note ei the vector of the Euclidean basis of Rn. Given σ ∈ C 1(Rn,R), Lf σ :=
∑n

i=1 fi∂iσ denotes its Lie-derivative with respect to f .
Throughout this paper, we will use the following useful notations:
Given r ∈N real numbers K1, . . . ,Kr, we note

Kj,r :=
r

∏
i= j

Ki

and we also pose (for convenience):

∀ j ∈N , Kj+1, j := 1

Given two real numbers zmin < zmax, we note:

z �−→ Satzmax
zmin

(z) = max(zmin,min(zmax,z))

the “classical” saturation function of a variable between zmin and zmax.

2.2 Dynamics of Thrust-Propelled Underactuated Vehicles

This paper is concerned with a special class of underactuated UAVs, namely thrust-
propelled underactuated vehicles. This class is modelled as rigid bodies moving in
3D-space under the action of one body-fixed force control and full torque actuation
[1]. Almost all VTOL UAVs can be put inside this category (quadrotors, ducted fans,
helicopters, etc). The model used for their dynamics is the following:
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⎧⎪⎪⎨
⎪⎪⎩

ṗ = ξ
ξ̇ = −uRe3 + ge3

Ṙ = RS(ω)
Jω̇ = Jω ×ω +Γ

(2)

with p the position vector of the vehicle’s center of mass, expressed in an refer-
ence (inertial) frame, R the rotation matrix from the body frame to the reference
frame, ω the angular velocity vector expressed in the body frame, S(.) the matrix-
valued function associated with the cross product, i.e. S(x)y = x× y , ∀x,y ∈ R

3, u
the normalized thrust input, i.e. u = T

m where m is the mass and T the thrust input,
e3 = (0,0,1)T , J the inertia matrix, Γ the torque vector, and g the gravity constant.

In the following, we make the classical assumption that the angular velocity can
be used as a control variable, through a standard time separation and high-gain ar-
gument. Indeed, once a desired angular velocity ωd has been defined, the torque
control input Γ can be computed through a high gain controller:

Γ =−Jω ×ω + kJ
(

ωd −ω
)

with k chosen large enough. Therefore, we shall consider instead the following sub-
system ⎧⎨

⎩
ṗ = ξ
ξ̇ = −uRe3 + ge3

Ṙ = RS(ω)
(3)

2.3 Image Model

A UAV whose dynamic is described by Eq. (3) with a videocamera facing a planar
target is considered. Suppose that a “reference” picture of this target taken from a
reference pose (e.g. position and orientation) is known. Fig. 1 depicts this reference
pose through reference frame R∗. This pose is assumed to be a possible equilibrium
for the dynamics of this underactuated vehicle, meaning that the z axis of R∗ is ver-
tical. Otherwise, asymptotic stablization of this pose would not be possible. Finally,
the optical center of the camera is assumed to correspond to the vehicle’s center of
mass and the optical axis corresponds to the x-axis of R∗. The “current” picture of
the target taken from the current pose represented by the frame R is available dur-
ing the flight, and compared to the reference one. Based on the comparison between
these two images (the reference one, and the current one), the so-called homography
matrix is computed (more details on homography matrices is available in e.g. [30]).
This matrix, which allows to transform the target’s points coordinates from the ref-
erence pose to the current pose, encompasses the relative translation and orientation
relating the two frames R and R∗. Its expression is given by

H = RT − 1
d∗ RT pn∗T (4)
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where d∗ is the distance from the UAV reference position to the target plane and n∗
is the normal to the target plane expressed in the reference frame. In the considered
scenario, both variables are unknown since they cannot be extracted from the visual
data. Thus, they are not available for the control design.

,

x

x
y

z

Z*

d*

*

*

*

z

y

Fig. 1 Problem scheme

2.4 A Nonlinear Visual Servoing Control Design

[31] proposes a nonlinear control design for vehicles of the class described by
Eq.(3), when the following set of measurements is available:

⎧⎪⎪⎨
⎪⎪⎩

π = RT Mp
γ = gRT e3

v = RT ṗ
ω

(5)

with M some 3× 3 constant matrix. π is an uncertain body frame position mea-
surement, the uncertainty being associated to the M matrix; γ is the gravity vector
projection in the body frame, v is the linear velocity vector and ω is the angular
velocity vector, both expressed in body frame. The presence of the rotation matrix
RT between the reference and body frames in the expressions of π and γ empha-
sizes the fact that these variables are measured in the body frame. This is a typical
situation with embedded sensors. The visual servoing task considered in this paper
is a typical case where these measurements are available. Most studies on feedback
control for underactuated UAVs assume that M is the identity matrix, so that the re-
lation between the measurement function and the cartesian coordinates is perfectly
known.
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Let us assume for now on that the observed target is vertical, which is of interest
in many inspection applications. This assumption is equivalent to n∗3 = 0. It is now
possible to define measurements of the above form so as to be able to apply the
control scheme proposed in [31] in order to add a feature which will force the target
to remain inside the videocamera field of view. Let:{

π = He2 ×He3 −He1

γ = gHe3
(6)

From the assumption n∗3 = 0, one can verify that:

{
π = RT M( n∗

d∗ )p
γ = gRT e3

(7)

with M(τ) = τ1I + S(τ2e3).
This equation shows that the desired measurements are available in the consid-

ered visual servoing task. The following theorem ([31]) presents a control design
able to stabilize the vehicle in such a situation.

Theorem 1. Consider the system described by Eq.(3), and let satδ ,Δ and h denote
respectively a saturation and saturating function. Assume that M is positive definite
and consider any gain values k1,k2 > 0 such that

⎧⎨
⎩

k2
2λmin(Ms) > k1||Ma||||M||supτ (h(τ)+ 2τ|h′(τ)|)

k2δ > k1

k1 + k2Δ < g
(8)

Define a dynamic augmentation:

η̇ = η ×ω − k3(η −π) , k3 > 0 (9)

together with the control:
⎧⎪⎪⎨
⎪⎪⎩

ω1 = − k4|μ̄|μ̄2

(|μ̄|+μ̄3)
2 − 1

|μ̄|2 μ̄T S(e1)RT μ̇

ω2 = k4|μ̄|μ̄1

(|μ̄|+μ̄3)
2 − 1

|μ̄|2 μ̄T S(e2)RT μ̇
u = μ̄3

(10)

where μ̄,μ , and the feedforward term RT μ̇ are given by

μ̄ := γ + k1h
(|η |2)η + k2satδ ,Δ

(|v|2)v
μ := Rμ̄
RT μ̇ =−k1k3

[
h(|η |2)I3 + 2h′(|η |2)ηηT

]
(η −π)

+k2

[
satδ ,Δ (|v|2)I3 + 2sat ′δ ,Δ(|v|2)vvT

]
(γ − ue3)

Then,
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i) there exists k3,m > 0 such that, for any k3 > k3,m, the closed-loop system (3)-(10)
together with (9) is asymptotically stable and locally exponentially stable with
convergence domain given by {μ̄(0) �=−|μ̄(0)|e3}.

ii) if Ms and Ma commute, the same conclusion holds with the first inequality in (8)
replaced by:

k2
2λmin(Ms) > k1‖Ma‖(‖Ma‖supτ h(τ)+

‖Ms‖supτ 2τ|h′(τ)|) (11)

Proof: The proof can be found in [31].
Note that the need for linear velocity measurement has been alleviated through

the use of optical flow measurement, but this has not been included in the present
study for the sake of clarity, that result leading to more a complex derivation for the

control design. Theorem 1 applies with M = M
(

n∗
d∗
)

. Thus, the control law defined

in Theorem 1 stabilizes the vehicle provided that:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

n∗1 > 0
k1,k2 > 0
k2δ > k1

k1 + k2Δ < g

n∗1d∗k2
2 > k1|n∗2|

(
|n∗2|+ 2n∗1

3
√

3

)
(12)

Note that the first condition, which ensures that M is positive definite, essentialy
means that the camera is not pointing its back towards the target at the reference
pose- which is a very natural assumption from an application viewpoint. When
(loose) bounds are known for d∗: dmin ≤ d∗ ≤ dmax and n∗1 ≥ n1min, and recalling
that |n∗|= 1, the last condition of equation (12) can be replaced by:

n1mindmink2
2 > k1

(
1+

2

3
√

3

)
(13)

3 Control Design

We now present the modifications proposed to the above described control law so
as to force the target to remain sinde the videocamera field of view.

3.1 A Method to Constrain a Variable Inside a Given Range

Stabilizing a nonlinear system while maintaing an output inside a given range is a
very challenging task and, in general, an open theoretical field. This section recalls a
recent method [15] to convert this output constraint problem into an input saturation
problem. Although it is well-known that saturating an input can lead to instability, it
is not always the case, not to mention the various solutions proposed in recent years
to enlarge the stability domain.
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Let us consider the following class of nonlinear systems
{

ẋ = f (x)+ g(x)u
z = σ1(x)+σ2(x)u

(14)

where the ”output” variable z is to be maintained inside a given interval [zmin,zmax]
through the input u. The functions f ,g,σ1,σ2 are C ∞, x ∈Rn is fully measured, the
control u and the constrained output z belong to R.

The method is based on an iteration on the relative degree r of the variable z,
r = drel

u z.
When drel

u z = 0 (i.e when σ2 �= 0) the output directly depends on the input so that
limiting the input u and limiting the output z is equivalent:

z ∈ [zmin,zmax]⇔ u ∈
[

zmin −σ1

σ2
,

zmax −σ1

σ2

]

When drel
u z = 1, we have :

ż = Lf σ1 +(Lgσ1)u where Lgσ1 �= 0

Let us consider, for any given constant K > 0, applying the following constraint :

ż ∈ [−K(z− zmin),−K(z− zmax)] (15)

z is forced to remain inside [zmin,zmax] as long as its initial value is inside this in-
terval. Let us note that this is equivalent to apply the following input saturation :

(Lgσ1)u ∈ [−Lf σ1 −K(z− zmin),−Lf σ1 −K(z− zmax)] (16)

Now, this expression does convert into an input constraint, and can also be applied
iteratively with the output relative degree.

Let us consider the case drel
u z = 2. First, given K1 > 0, we would like to apply

ż ∈ [−K1(z− zmin),−K1(z− zmax)] (17)

However, this constraint cannot directly be applied, since the input u does not appear
in the expression of ż, since drel

u z = 2. We thus denote:

{
żmin := −K1(z− zmin)
żmax := −K1(z− zmax)

which are the desired bounds for ż. If ż is forced inside these bounds, then z will
be forced inside its desired range. Now, ż is a new output variable whose relative
degree is 1. The previous input constraint can thus be applied, and force ż in its
desired range, so that z, in turn, will be force inside its target range. More precisely,
given K2 > 0, let us force:

z̈ ∈ [−K2(ż− żmin),−K2(ż− żmax)] (18)
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This constraint is equivalent to a constraint on the control u since drel
u z = 2. This

technique amounts to keeping the trajectory t �−→ (z(t), ż(t), z̈(t)) between two hy-
perplanes of the space (z, ż, z̈) (as depicted on Fig. 2).

Fig. 2 Relative degree 2 case

We now state the theorem for the case of multiple inputs, multiple outputs.

Theorem 2. Let us consider the class of nonlinear systems (14) for which the full
state is measured (i.e y = x) and z and u both belong to R2. Let us consider four
real numbers which verify z1

min < z1
max and z2

min < z2
max. We note z = [z1,z2]

T , u =
[u1,u2]

T , g = [g1 g2] and σ(x) = [σ1(x),σ2(x)].
Suppose z1 (resp. z2) is of relative degree r1 ∈N>0 (resp. r2) and that the follow-

ing 2× 2 matrix Mz(x) is invertible for all x ∈Rn

Mz(x) :=

[
Lg1Lr1−1

f σ1(x) Lg2Lr1−1
f σ1(x)

Lg1Lr2−1
f σ2(x) Lg2Lr2−1

f σ2(x)

]

Suppose also that there exist K1
1 , . . . ,K

1
r1
> 0 and K2

1 , . . . ,K
2
r2
> 0 such that the initial

state x(0) satisfies the following conditions :
∀k ∈ [1,2],∀ j ∈ [0,rk − 1],

Kk
1, jzk,min ≤

j

∑
i=0

Kk
i+1, jL

i
f σk(x(0))≤ Kk

1, jzk,max

then defining the auxiliary functions:
{

hk
1(x) = Kk

1,rk
zk

min −∑rk
i=0Kk

i+1,rk
Li

f σk(x)
hk

2(x) = Kk
1,rk

zk
max −∑rk

i=0Kk
i+1,rk

Li
f σk(x)

the folllowing state-dependent input saturation does enforce z1 (resp.z2) to remain
in the set [z1,min,z1,max] (resp.[z2,min,z2,max]):
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[
usat

1
usat

2

]
= [Mz(x)]

−1

⎡
⎢⎢⎣

Sat
h1

2(x)

h1
1(x)

(
eT

1 Mz(x)
u1

u2

)

Sat
h2

2(x)

h2
1(x)

(
eT

2 Mz(x)
u1

u2

)
⎤
⎥⎥⎦

Proof: The proof can be found in [15].

3.2 Application to VTOL UAVs Visual Servoing

In this section, we want to make use of the previously recalled result to the case of
VTOL UAVs visual servoing.

We first need to cast the field-of-view constraint in terms of the UAV state vari-
ables. First note that, from the definition of the homography matrix, He1 is the
direction in the body frame of the point which was straight in front of the camera
at the reference pose. More precisely, the coordinates of the point of the observed
object which is right in the center of the videocamera field of view at the reference

pose are:
[
(He1)2
(He1)1

; (He1)3
(He1)1

]
As a result, maintaining this point inside the videocamera

field of view is equivalent to forcing the following constraints, with dy,dz begin the
videocamera field of view in both directions:

|(He1)2 | ≤ dy (He1)1
|(He1)3 | ≤ dz (He1)1

Let us note h = He1 for simplicity. The inequalities to be fulfilled are:

−dyh1 ≤ h2 ≤ dyh1

−dzh1 ≤ h3 ≤ dzh1

Note that the object being in front of the camera leads to ensuring h1 > 0. Now,
these inequalities can be forced through the output constraint method.

Direct application of Theorem 2 leads to the following inequalities, to be force
on the outputs derivatives:

k [−dyh1 − h2]≤ ḣ2 ≤ k [dyh1 − h2]
k [−dzh1 − h3]≤ ḣ3 ≤ k [dzh1 − h3]

Wih ḣ2 = ω1h3 −ω3h1 − n2
v

d∗ and ḣ3 = ω2h1 −ω1h2 − n3
v

d∗ . Now, ensuring the
first constraint through the yaw dynamics and the second one through the pitch
dynamics, one gets:

ω2min ≤ ω2 ≤ ω2max

ω3min ≤ ω3 ≤ ω3max

with:



542 H. de Plinval and L. Burlion

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ω2min =
(k[−dzh1−h3]+ω1h2+n3

v
d∗ )

h1

ω2max =
(k[dzh1−h3]+ω1h2+n3

v
d∗ )

h1

ω3min =− (k[dyh1−h2]−ω1h3+n2
v

d∗ )
h1

ω3max =− (k[−dyh1−h2]−ω1h3+n2
v

d∗ )
h1

Some of the terms appearing in the saturation to be applied to ω are unknown,
namely the terms ni

v
d∗ . Given bounds on these quantities |ni

v
d∗ | ≤ ϖ , we can modify

the bounds to be forced on ω according to the following conservative values:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ω2min =
(k[−dzh1−h3]+ω1h2+ϖ)

h1

ω2max =
(k[dzh1−h3]+ω1h2−ϖ)

h1

ω3min =− (k[dyh1−h2]−ω1h3−ϖ)
h1

ω3max =− (k[−dyh1−h2]−ω1h3+ϖ)
h1

Note that with the unknown term bounded by ϖ , these time-varying intervals may
be empty, so that the saturation may not be applicable. This depends on the level of
the bound ϖ . Note also that, from an applicative viewpoint, a fine approximation of
these terms |ni

v
d∗ | may be used. Indeed:

• ni being a coordinate of a unit vector, this quantity is known to be lower than 1.
Moreover, since it is directly related to the orientation of the observed target, for
some applicative scenario, one can imagine that this orientation is known with
some degree of approximation. In this case, refined bounds may be used in the
above scheme, thus improving the control.

• v
d∗ is a quantity called the optical flow, and can be extracted from image process-
ing on a series of images. As a result, this value may actually be known exactly,
if this image processing is available, thus reducing the conservatism of the above
method.

Finally, recall that the actual control input is the torque control Γ , which is de-
fined by a high gain controller based on the desired value for ω . Now, with the
proposed method used to constrain the videocamera field of view, it is possible to
define the saturation to be applied to the control input Γ based on that applied to ω ,
which is one of the main interest of the method.

3.3 Stability Analysis

The output constraint method presented above guarantees that abiding by the pro-
posed input saturations will force the output to be maintained inside its defined
bounds, that is: saturating the input guarantees the observed target will be forced
inside the videocamera field of view. On the other hand, the closed-loop system sta-
bility under input saturation is not guaranteed. This is what we want to investigate
in this section.
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To perform such an analysis, we consider the effect the input saturation has on
the UAV orientation: the goal of the saturation is to force the orientation, through
the inputs ω2 and ω3, to maintain the target inside the videocamera field of view.
Let us consider the orientation to which this saturation leads. The action on ω2 and
ω3 will force the pitch and yaw stay inside some limits which, in turn, depend on
the current pose of the UAV. These limits are given by the homography matrix,
and more precisely, the goal to constrain He1. At the desired pose, the homography
matrix equals the identity, H = I, so that, for small displacements, the term He11
which appears in the field of view constraint, is close to 1. As a result, the field
of view constraint is fulfilled by maintainaing He12, He13 in their ranges, that is
[−dy;dy] and [−dz;dz], respectively.

The expression for H = RT − 1
d∗ RT pn∗T shows that this imposes links between

RT e1 and
n∗1
d∗ RT p. That is: depending on the value of RT p -which encompasses posi-

tion and orientation errors from the desired pose-, the saturation will force the pitch
and yaw angles, and thus the term RT e1, to stay inside some limits. These limits, in

turn, depend on the term n∗1
d∗ RT p.

Regarding the yaw dynamics, and the related ω3 constraint, as emphasized above
in the background section, it is assumed to be independent from the other dynamics.
As a result, the saturation will force the yaw angle to stay inside some -varying- lim-
its which, in turns, has no effect on the stability of the closed-loop. This saturation
cannot provide any instability to the system. If the other one -related to the pitch
actuation- does not either, then, upon convergence of the rest of the dynamics, this
saturation will not prevent reaching the equilibrium point.

As for the pitch actuation, the above expression for He1 shows that the satura-
tion will for ce the pitch angle such that the term

(
RT e1

)
3 stays inside some limits

depending on n∗1
d∗
(
RT p

)
3. Now, the variable

(
RT p

)
3 is the vertical position error as

expressed in body frame, which is the direction of actuation of the thrust input. And
this input is not concerned with the field of view constraint saturation. Thus, the
thrust input is set to its nominal value, that is u = μ̄3. As a result, the equation along
this direction are not affected by the field of view saturation. Thus, this dynamics is
stable. Upon convergence of the error in this direction, the field of view constraint
boils down to constraining the pitch angle into bounds around zero, which do not
prevent convergence of the closed-loop system. It should be emphasized, however,
that by the time the body-frame vertical dynamics has converged, the UAV trajectory
may have been very far from what it would have been without saturation.

As a result, under input saturation, the closed-loop system remains stable.
Let us notice that this result is very much linked to the configuration of the visual

servoing task: in the considered case, the target is vertical. As a result, in the pres-
ence of a body frame vertical offset from the desired position, a pitch order is given
in order to maintain the target inside the videocamera field of view, which, in turn,
does not have an effect on the body frame vertical dynamics which caused the field
of view problem. This is depicted on Fig. 3 thereafter. Similarly for the yaw: in the
presence of a horizontal offset parallel to the wall, a yaw order is given to maintain
the target in the field of view, which, in turn, does not affect the yaw dynamics.
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Fig. 3 Vertical target configuration: a vertical offset is treated through a pitch order, which
does not affect the vertical dynamics

Now, would the target be on the ground, the situation would be by nature unstable
due to the nonminimum phase of the visual outputs in that case. This can be under-
stood from a picture: when the UAV is offset in one direction from the vertical to
the target, in order to force the target inside the videocamera field of view, the UAV
attitude needs to be shifted in a direction which actually moves it even further from
the vertical to the target. This shows the unstable nature of that configuration, in
both directions (roll and pitch, x and y), which is depicted on Fig. 4. Note however,
that this analysis does not mean that the closed-loop under saturation will always
be unstable. For some initial conditions, indeed, some time of this unstable closed-
loop dynamics might lead to a new configuration where the unsaturated controller
does maintain de target inside the videocamera field of view: thus, there might ex-
ist trajectories following the unstable saturated closed-loop for a finite time before
catching back with the original, unsaturated, controller. The stability analysis, in this
second case, seems much more complicated.

The simulation results presented in the following section show this efficiency.

4 Simulation Results

In this section, we present simulation results obtained with the proposed method.
The initial conditions are as follows:
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Fig. 4 Horizontal target configuration: a horizontal offset is treated by a pitch (or roll) order,
which does affect the horizontal dynamics

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

θ0 = 29,7 ˚
ψ0 = 16,5 ˚
φ0 = 27,8 ˚

p0 =
[−1.8604 −0.8511 1.7114

]T

v0 =
[

1.3790 −1.0582 −0.4686
]T

d∗ = 1, n∗ =
[

0.9861 0.1659 0
]T

Fig. 5 and 6 present this application of the method. Fig. 5 shows the compared
trajectories obtained with and without the field of view constraint. The position,
orientation and angular velocities evolutions are plotted, in plain lines without the
constraint, and in dashed line with this constraint. One can see that the system is
still stable with the constraint active. Fig. 6 shows the trajectory of the target ob-
ject inside the visual field of view, without (blue) and with (red) the constraint, the
videocamera field of view being depicted in black. The figure shows the efficiency
of the method: the blue curve escapes outside the videocamera field of view, while
the red one is contained in it.
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Fig. 5 Trajectories obtained without (dashed lines) and with (plain lines) output constraint

Fig. 6 Target object trajectory inside field of view without (blue) and with (red) constraint
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5 Conclusion

In this paper, a nonlinear visual servoing control design for VTOL UAVs has been
proposed, which includes a field of view constraint. The case of a UAV facing a
vertical target with minimal measurements -namely, images from a videocamera,
inertial measurements and velocity measurement- has been considered. Simulations
have shown the relevance of the proposed method. Future work will propose anti-
windup schemes to increase the stability domain.
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Automatic Landing of a High-Aspect-Ratio
Aircraft without Using the Thrust

Maxim Lamp and Robert Luckner

Abstract. This paper describes a landing procedure, the algorithms and the auto-
matic flight control functions for the longitudinal motion of a high-aspect-ratio air-
craft. Such aircraft have a high aerodynamic performance and are typically equipped
with airbrakes. The automatic landing is performed without using the thrust, taking
the prevailing wind conditions into account. This landing procedure is intended for
emergency landing after engine failure or can be used to reduce noise in the vicin-
ity of airports. After explaining the problem and limitations of landing an aircraft
without thrust under varying wind conditions, the landing procedure is explained.
The main idea is to adjust the glide path continuously according to the current wind
conditions instead of using a fixed glide path. The algorithms and functions to cal-
culate the glide slope angle, to command the glide path and the airspeed, and to
control the aircraft are described. The control structure for the longitudinal motion
is based on the principles of total energy control. As thrust control is not available,
the airbrakes in combination with the elevator are used to control the airspeed and
the glide path at the same time. This control algorithm is also used for the flare. The
algorithms and functions for longitudinal control and for flare control are explained.
They were designed for a CS-23 class 1 aircraft and implemented and tested in flight
in an automatic flight control system, which was developed in the project LAPAZ
and integrated into the utility aircraft STEMME S15. Finally flight test results will
be discussed, that indicate the validity of the algorithms.
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Nomenclature and Abbreviations

E [Nm] energy g [m/s2] acceleration due to gravity
F [N] force m [kg] mass
FG [N] weight force t [s] time
H [m] Height, Altitude u [m/s] horiz. velocity component
HGS [m] glide slope height w [m/s] vert. velocity component
Hmsl [m] Height above mean sea level xrwy [m] distance from aircraft to
Ĥmsl [m] complementary filtered runway threshold

height above mean sea level zGRP,RCP[m] distancebetw.gearreference
Hrwy [m] Height of runway threshold point and measurement

above mean sea level pos. of GPS height
K varies gain Θ [rad] pitch angle
P [Nm/s] power αW [rad] wind angle of attack
T varies transformation matrix γ [rad] flight path angle
V̂ [m/s] complementary filt. velocity γa [rad] air path inclination angle
VK [m/s] flight path velocity γGL [rad] glide angle
VA [m/s] true airspeed γGS [rad] glide slope angle
VW [m/s] wind speed
VS1 [m/s] stall speed in landing conf. ηS [%] airbrakes deflection
Vcas [m/s] calibrated airspeed Indizes
Veas [m/s] equivalent airspeed FL flare
Vgnd [m/s] ground speed TD touchdown

c command
g earth refer. coord. syst.
k flight path refer. coord. syst.

1 Introduction

Electronic flight control systems are becoming interesting for general aviation and
utility aircraft. Currently a number of projects run with the aim to develop and cer-
tify fly-by-wire or full automatic flight control systems for such aircraft. Unlike
aircraft of the CS-25 class they are often equipped with only one engine. Even if
the flight control system can be designed redundant, the availability of thrust in this
case is only simplex. After an engine failure, landing cannot be guaranteed. The
reaching of the runway is then a function of the flight altitude, the glide ratio and
the prevailing wind condition. Even if the glide path can be intercepted, the capabil-
ity to follow the glide path depends on the glide slope angle and on the aerodynamic
performance of the aircraft. For those aircraft a method is presented, in which the
glide path is adapted to the prevailing wind conditions. By this the usable range of
aircraft performance can be extended. After glide path interception, the aircraft can
reach the runway and land safe. The presented landing method can be used as an
emergency landing method in the case of an engine failure. It is similar to a manual
glide landing and reduces the noise in the vicinity of airports.
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If after an engine failure the elevator is the only control element, an indepen-
dent control of the flight path and the airspeed at the same time is not possible.
However, a significant number of single engine aircraft exist with high-aspect-ratio
wings (as motor gliders), that are typically equipped with airbrakes. The airbrakes
can be used in combination with the elevator to control the flight path and airspeed
independently.

2 Limits of Landing Approaches with Fixed Glide Slope Angles

The glide angle γGL of an aircraft is defined by its aerodynamic performance. It is a
function of the lift-to-drag ratio and thus of the airspeed and the aircraft configura-
tion. Fig. 1 shows the stationary glide angles for a high-aspect-ratio utility aircraft,
with flaps in landing position and with extended landing gear.
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Fig. 1 Glide angle γGL versus airspeed Vcas as a function of aircraft mass m and power setting
(throttle- and airbrakes setting (ηS)); aircraft equipped with pods, landing gear extracted

In [1] the minimum landing approach speed is defined by Vcas = 1.3 ·VS1. At this
speed and without thrust and with retracted airbrakes, the maximum glide angle for
the reference aircraft is γGL,max =−3.5◦. The glide angle γGL corresponds to the air
path inclination angle γa in straight steady flight and is equal to the flight path angle
γGL = γa = γ if no wind occurs. To follow a glide path with a glide slope angle of
γGS = −3◦, which is the mean inclination for an instrument landing system (ILS)
approach, in this example thrust is needed.
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Steeper flight paths can be flown without thrust. For example, to follow a glide
slope an angle of γGS =−6.5◦ in windless condition, no thrust is needed. Instead of
this, the airbrakes have to be extended to the 50% position (m=1000 kg). Using this
glide slope angle, the airbrakes can be used from the 50% position in both directions,
to compensate disturbances, like wind. By this, together with the elevator as control
element, airspeed and glide path deviations can be controlled at the same time.

From fig. 2 the dependencies of the flight path velocity VK and of the wind angle
of attack αW can be derived as functions of the wind components uWg and wW g and
of the airspeed VA and the flight path angle γ:

VK = VA · cosαW + uWg · cosγ −wWg · sinγ (1)

sinαW = −uWg

VA
· sinγ − wW g

VA
· cosγ . (2)

Fig. 2 Kinematic relations
of velocities and angles for
the longitudinal motion in
the vertical plane

-wKg

For descent where the flight path angle is negative (γ < 0) and with a positive
airspeed VA eq. (2) shows, that αW is proportional to the horizontal and the vertical
wind components in the way:

αW ∼ uWg and αW ∼−wW g . (3)

Using the angle equation γa = γ −αW and with γ < 0 the correlation between the
air path angle γa and the wind can be shown:

γa ∼−uWg and γa ∼ wW g . (4)

If the glide slope angle γGS and the airspeed VA shall be maintained, tailwind
(uWg > 0) as well as upwind (wW g < 0) lead to a reduction of γa in steady flight,
which means it gets steeper. Vice versa increasing headwind as well as downwind
result in a flattening of γa. The lift-to-drag ratio have to be increased by retracting
the airbrakes (see fig. 1). Vice versa the airbrakes have to be extended for increasing
tailwind or upwind. Combinations of horizontal and vertical wind components can
add up in terms of their effect on αW and γa or cancel each other, see eq. (2).

Fig. 3 shows this relations graphically in the speed polar. The gray backed
sections enclose the compensatable wind components. It results, starting from the
configuration with 50% airbrake extension, by parallel shifting of the lines with
constant flight path angles γ until the configurations with full retracted or extended
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airbrakes are reached for the same airspeed. In the depicted speed polar a headwind
component of approximately uWg =−14m/s can be compensated by retracting the
airbrakes. Larger headwinds or in combination with downwind will drive the air-
craft to its performance limit. Without thrust the flight path angle cannot be further
increased. As a result the flight glide slope angle during approach cannot be main-
tained and the runway will not be reached.

Fig. 3 Speed polars; compensatable wind components by using the airbrakes and for constant
path angle γ and airspeed VA ≈ uAg

One option to increase the range of possible wind compensation by airbrakes, is
to increase the approach speed. A second option is to use other control elements
to adjust the lift-to-drag ratio, like the flaps. Here the flaps are fixed in the landing
position, so this option will not be used.

The vertical speed component wKg = −sinγ ·VK (see fig. 2) becomes a function
of the wind if γ and VA are kept constant because the flight path velocity VK =
f (uW g,wW g) then depends on the wind, according to eq. (1). This effect on vertical
speed leads to different initial conditions for the flare.

3 Glide Path with Adjusted Glide Slope Angle

The main idea is, to adapt the glide slope angle γGS to the estimated prevailing wind
conditions, while keeping the air path angle γa constant during the approach. That
means, the aerodynamic trim condition mainly stays constant. The glide path will
then be adjusted as a function of the current wind speed.
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With uAg = cosγa ·VA and wAg =−sinγa ·VA the flight path angle γ results as:

tanγ =−wKg

uKg
=

sinγa ·VA −wWg

cosγa ·VA + uWg
. (5)

Headwind and downwind lead to steeper, tailwind and upwind to shallower flight
path angles. Using this resulting flight path angle1 as glide slope angle γ = γGS, the
glide slope will be adjusted to the wind conditions. The glide path height HGS for
the current distance of the aircraft to the runway xrwy is calculated by:

HGS =− tanγGS · xrwy +Hrwy + 15m+ zGRP,RCP . (6)

Hrwy is the height of the runway threshold above mean sea level, zGRP,RCP is the
distance between the main landing gear and the position of the sensor that measures
the height above mean sea level2. The glide path height above the runway threshold
is 15 m.

The glide slope angle and thus the glide path are continuously adjusted to the
current wind condition. By this the total glide path is not straight, it changes with
the wind. As the aircraft motion is a natural filter and due to the dynamic of the
flight control functions, the glide path is adjusted at a low frequency, normally in
the range of phugoid frequency. Wind changes of higher frequencies are regarded
as disturbances and are directly compensated by the airbrakes.

Fig. 4 shows exemplarily the adjustment of the glide path due to a discrete in-
crease of the headwind. Beginning from point �1 , the headwind increases by a step

Fig. 4 Transition between
glide paths after adjusting
the glide path due to a dis-
crete increase of headwind

2

1

adjusted glide slope
due to headwind change�a1

�a2��a1

�a ���a1

�GS2

�GS1

and the calculated glide path gets steeper. The flight control laws (FCL) command
the resulting higher glide path height at the current distance to the runway thresh-
old. As a result a temporarily shallower flight path angle γ is commanded to reach

1 The wind components are calculated on-board by using the sensor values of the inertial
and the aerodynamic measurement systems.

2 The height above mean sea level is measured by the GPS (EGNOS based).
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the new commanded height. The new, steeper glide path will be reached at point �2 .
During the transition between point �1 to �2 the air path angle γa also gets shallower.
This is achieved at constant air speed by retracting the airbrakes. After tracking the
new glide path the airbrakes are moved back to the 50% reference position and the
flight resumes with the previous aerodynamic condition of point �1 .

4 Description of the Landing Procedure

Fig. 5 schematically shows the landing procedure in the vertical plane for the longi-
tudinal motion of the aircraft. The aircraft flies to the glide path with the maximum
glide path angle in order to reach the glide path at the maximum possible height3.
The glide slope angle γGS and the glide path are continuously adjusted as functions
of the current wind condition by using eq. (5) and (6). With the assumption, that
vertical wind variations occur only for short time periods and that those effects can
be compensated by using the airbrakes, the vertical wind component is neglected in
the calculation of the glide slope angle γGS.
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Fig. 5 Sketch of the landing procedure for three different initial positions IP1, IP2, IP3;
Remark: The flight paths to the interception points are simplified depicted as parallel. As the
best glide path angle is a function of the wind, correctly the flight path for headwind is steeper
than for tailwind.

3 The airspeed of best glide path angle depends on the wind condition. For headwind it is
higher with a steeper glide path angle. A more detailed description of the function for cal-
culating and commanding this airspeed is given in [7]. It is assumed, that the initial altitude
is high enough to reach the runway under the prevailing wind condition. The minimum re-
quired altitude is a function of the prevailing wind condition, the aircraft distance to the
runway and the maximum achievable glide path angle.
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After reaching the glide path, the flight control law for glide path tracking is ac-
tivated. The aircraft follows the varying glide path to the runway. At the switching
height for flare, the flare control law is activated and the aircraft flares until touch-
down.

The described algorithms and functions for the automatic landing can be used
for landing approaches with as well as without available engine thrust. Only the
approach until the glide path differs dependent on the availability of thrust. With
thrust, the aircraft flies from a defined initial approach point to the glide path at a
commanded height within a range4 of 300 till 500m. The glide path is defined in
that way, that no thrust is required on it and the airbrakes has to be used. So, after the
glide path interception the approach along the glide path with and without available
thrust is the same.

5 Flare Control

In this section the flare control algorithms are briefly described. A more detailed
description is given in [7].

Vertical Flare Profile
The vertical flare profile is defined by an exponential curve. The time dependent
functions for the height and vertical speed are:

H(t) = (HFL −Hc) · e−t/τflare +Hc (7)

Ḣ(t) = − 1
τflare

(HFL −Hc) · e−t/τflare . (8)

Hc is the constant final height, τflare the time constant and HFL the initial height for
the flare with t=0. This profile can be implemented by a first order control function
with a proportional gain:

Ḣflare,c = (Hc −H) ·KH,flare ,KH,flare =
1

τflare
. (9)

The proportional gain KH,flare allows fitting the exponential flight path curve, the
final height command Hc can be used to design the flare duration and by this the
vertical touchdown speed. Hc is set below the runway surface to prevent an expo-
nential flare and to guarantee a touchdown within a defined runway range. Both pa-
rameters were optimized in simulation runs for a nominal vertical touchdown speed
of ḢTD =−0.4m/s.

For constant air path angle (γa = const.) and airspeed (VA = const.) the vertical
speed wKg on the glide path only depends the vertical and not on the horizontal wind
speed:

4 The current altitude of the aircraft is limited to the height range between 300 and 500m
and set as constant command.
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wKg =−sinγa ·VA +wW g . (10)

If no vertical wind is present, the aircraft approaches the runway before flare with
a defined and constant vertical speed. By comparing wKg on the glide slope with
the commanded vertical speed for the flare Ḣflare,c (eq. (9)), which is only time-
dependent, the switching condition to flare law can be realized. This leads on the one
hand to a transient free transition. On the other hand the switching height is always
the same due to the exponential time dependent relation of the height regarding to
the vertical speed. The switching condition is:

Ḣflare,c ≥ ḢGS,c with ḢGS,c ≈ γc ·Vgnd . (11)

For the switching condition the vertical speed command on the glide path ḢGS,c is
used instead of the vertical speed wKg. This stabilizes the switching height in turbu-
lent atmosphere, where the vertical speed changes often. Fig. 6 shows the switching
heights and positions depending on the horizontal wind. While the switching height
stays constant, the switching distance to the runway threshold varies. Due to the
steeper glide path and the slower ground speed at headwind conditions, the touch-
down point is closer to the runway threshold. The flare duration and the calculated
vertical touchdown speed are the same in all wind conditions.
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Speed Profile during Flare
During flare the airspeed is reduced. It is controlled as well. By this changing wind
conditions in the boundary layer and the ground effect on the aerodynamic forces
can be taken into account. This is important especially for light aircraft with high
glide ratio. Those aircraft on the one hand are sensitive to wind changes and a sudden
reduction of headwind can lead to a stall. On the other hand, the airspeed has to be
reduced enough to prevent lift off after touch down. The control law for the airspeed
is:

V̇flare,c = (Vflare,c −Vcas) ·KV,flare . (12)

KV,flare is a proportional gain, Vcas the calibrated airspeed. The speed command
Vflare,c is calculated as:

Vflare,c(t) = ynorm(t) · (VcasFL −VcasTD)+VcasFL . (13)

VcasFL is the initial airspeed at the beginning of the flare, VcasTD is the target touch-
down speed, ynorm is a normalized function. It is calculated by a second order poly-
nomial, time dependent function:

ynorm(t) = c2 · t2 + c1 · t + c0 . (14)

The parameters c j of the normalized function are specified such that the airspeed
reduction is similar to the uncontrolled speed reduction with fixed airbrakes and that
the airspeed is reduced to the touchdown speed of VcasTD = 1.05 ·VS1 just before
touchdown. By this it is achieved that the airbrakes are extended shortly before
touchdown. This leaves sufficient energy reserve in the system in the near of the
ground, where large wind shear gradients may occur. Fig. 7 shows the normalized
time-dependent function for reducing the airspeed.

Fig. 7 Normalized function
for airspeed speed command
reduction during flare
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6 Flight Control Laws for Longitudinal Control

For longitudinal control the Total Energy Control System (TECS), which is de-
scribed in [4], is used in a modified form. The TECS consists of two control cas-
cades. The functions of the inner cascade, the so called TECS core, are based on
the energy principles. It is split into the control of the total energy rate5 and the
control of the energy distribution to kinetic and potential energy. It provides a de-
coupled, controlled system for the outer control cascades. Furthermore it provides
a speed protection function and an algorithm that provides a transient free switch-
ing between the different outer loop modes. The outer control cascades contain the
control functions for the vertical path and speed modes. The outputs of the outer
cascades, the acceleration command V̇Ac and the air path angle6 γ̃a,c, are the input
commands to the TECS core. A detailed description of the TECS can be found in
[4] and [5]. Fig. 8 shows the structure of the longitudinal path control.

Fig. 8 Schematic overview
of longitudinal path control
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Modified TECS Core
The TECS core of [4] has been modified as described in [7] and [8] as follows:

• adding of a function to split the thrust command into a throttle and an airbrake
command,

• adding of a function to compensate lift changes due to airbrakes deflections,
• adding of a function to compensate lift changes due to speed changes,
• modification of priority switching between speed and flight path priority,
• modification of anti-windup control strategies,
• modification of the total energy control strategy from PI-control to P-control.

Fig. 9 shows the modified TECS core. The inputs to the TECS core are accelera-
tion command V̇Ac and the glide angle command γ̃a,c. Outputs are the pitch angle
command Θc to the next inner loop, the airbrakes deflection command ηS,c and the
commands to the throttle and propeller revolutions7.

5 The total energy is the sum of kinetic and potential energy of the aircraft.
6 The air path angle command is calculated by the vertical speed command divided by the

airspeed: γ̃a,c = Ḣc/VA. Vertical wind components are neglected.
7 The aircraft is equipped with a piston engine with a propeller with adjustable blade pitch.

The blade pitch is controlled by an external controller to achieve the commanded propeller
revolutions.
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Vertical Flight Control Laws
The basic height control for the approach to the glide path is realized by:

γc = (Hc −Hmsl) ·KH ·Vgnd
−1 . (15)

The path angle command γc is calculated by the deviation between the commanded
height Hc and the height above mean sea level Hmsl. During the approach to the
glide path and without available thrust, Hc is equal to the glide path height at the
current aircraft position, according to eq. (6). Before the glide path interception,
Hc is normally higher than the current aircraft height. If it is lower, for example,
if the landing mode is activated near the runway, then the switching condition (eq.
(16)) for glide path interception gets true, the glide path control law is activated
immediately and the glide path is intercepted from above, see fig. 5 case IP1 in
tailwind.

The glide path will be intercepted and the glide path control law gets active, if
the following condition is true:

(HGS −Hmsl) ·KH ·Vgnd
−1 − γ ≤ −γGS (16)

By using this switching condition and the glide path law (eq. (18)), the interception
can be performed from above and from below the glide path and with the given
dynamic of the height control and without overshoot8.

The vertical distance, at which the switching condition in eq. (16) becomes true,
varies dependent on the flight path angle γ , the glide slope angle γGS, the ground

8 It is assumed that the dynamic of height control is asymptotically stable and that the height
deviation ΔH can be reduced within the aircraft performance limits.
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speed Vgnd and the controller dynamics which is given by the gain KH . It can be
calculated by:

ΔH = (−γGS + γ) · Vgnd

KH
. (17)

For steeper glide slopes (in headwind) the vertical distance ΔH becomes larger, for
shallower glide slopes it becomes smaller. Fig. 10 shows the switching conditions
schematically.

Fig. 10 Switching con-
dition for interception of
glide path, dependent on γ ;
ΔH=0m for γ=0◦
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During approach to the glide path the speed priority in the TECS core is active.
That means, the elevator controls the airspeed, while the total energy is controlled
by the airbrakes. The sink rate depends on the airspeed and the corresponding lift-
to-drag ratio. With commanded airspeed of best gliding, the aircraft sinks with the
best glide angle.

The glide path control law is similar to the basic height control law for glide slope
approach (eq. (15)). The difference is the feed-forward addition of the current glide
slope angle γGS. This addition reduces of the deviation from the glide path, which
would otherwise occur. The command for the glide path control is calculated by:

γc = (HGS −Hmsl) ·KH ·Vgnd
−1 + γGS . (18)

Both path angle commands γc for height control (eq. (15)) and for glide path control
(eq. 18) are afterwards transformed to an air path angle command γ̃a,c by multipli-
cation with the ground speed to airspeed ratio to correspond to the specified input to
the TECS core:

γ̃a,c = γc · Vgnd

VA
. (19)

The flare control law for the vertical profile is specified in eq. (9). The calculated
vertical speed command is transformed to an air path angle command by division
with the airspeed VA. With the runway height above ground Hrwy and zGRP,RCP, the
flare control law is:
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γ̃a,c,flare = ΔHmsl ·KH,flare ·VA
−1 with (20)

ΔHmsl =
[
Hc,flare −Hmsl +Hrwy + zGRP,RCP

]
. (21)

During the flare the height above mean sea level is used as control variable. To
consider measurement errors in Hmsl, the height deviation ΔHmsl is compared to the
corresponding height deviation ΔHgnd, which is the deviation between the height
above ground9 and the corresponding height command. Furthermore, in the flare
law a function is implemented that lowers the final height command if the aircraft is
close to the ground. As the desired vertical sink rate at touchdown is very low and
the glide ratio is high, this ensures the touchdown and prevents from lift off again.
More details of this function and of the height correction function are given in [7].
Fig. 11 shows the block diagram for the vertical flight control modes.
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Fig. 11 Block diagram of vertical flight path control

Speed Control Laws
As introduced for flare in eq. (12), the speed control function is:

V̇c = (Vc −Vcas) ·KV . (22)

The speed control laws for flare and for the other speed modes only differ in the
speed command Vc and the gain KV. During the flight to the glide path and without
available thrust, the speed of best glide ratio is commanded. On the glide path the
approach speed is commanded. During flare, the flare speed command profile of eq.
(13) and (14) is used. Fig. 12 shows the block diagram for the speed control laws.

9 The height above ground is measured in the demonstrator aircraft by redundant laser al-
timeters.
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Fig. 12 Block diagram of
speed control
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7 Simulation and Flight Test Results

The described landing procedure and the algorithms and functions were developed
and tested in simulations on PC and then tested in flight in 38 automatic landings
since 2014. Compared to the above description, the flight control functions were
slightly modified. This modifications increase the safety. They are:

• The commanded approach airspeed on the glide path was increased to 1.5 ·VS1

in order to have a larger energy reserve and safety margin to the stall speed.
• Furthermore an additional safety value is added to the approach speed as a func-

tion of the headwind.
• To keep the airbrakes in the 50% position on the glide path, the value of the nominal

air path angle without wind is increased to γa = −8.0◦. In headwind conditions,
where the approach speed is added by an additional value, the air path angle is
adjusted, to maintain the flight condition with the airbrakes in the 50% position.

• The glide slope angle γGS was fixed at heights beneath 100 m above the runway
threshold, in order to have a stabilized approach. The constant γGS makes it easier
for the pilot to monitor the approach.

Flight Test Results
Fig. 13 shows the results of three flight tests. The depicted flights took place at
almost optimal wind conditions with a light headwind. At these tests the thrust gen-
erally was available, so the glide slope was reached at nearly the same height, which
improves the analysis of the aircraft behaviour on the glide slope. However further
flight test were done without thrust at all. Those are analysed in [7].

After glide path interception the airbrakes are commanded to the 50% position.
Due to the small headwind, the glide slope angle γGS is slightly steeper than the
nominal value of −8◦ for windless condition. The approach speed is approximately
Vcas = 138km/h.

Below 100m a constant glide slope angle is commanded. The aircraft sinks with
a vertical speed of round about Ḣ =−5.5m/s. The flare begins at a height of 35m.
During flare the sink rate is reduced to ḢTD = −0.6m/s. The airspeed reduces
within 15s to Vcas = 102km/h, which is 1.09 ·VS1. The pitch angle increases from
Θ = −8◦ on the glide path to ΘTD = 4.5◦ at touchdown. The flight condition at
the touch down satisfies the requirements, which are marked with green and yellow
colours (green for satisfactory and yellow for adequate).
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Fig. 13 Flight test results of three automatic landings with the demonstrator
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Simulation Results
In simulations automatic landings were tested under extreme wind conditions. Fig.
14 shows examples of simulation results for approaches with a headwind and a tail-
wind compared to a landing without wind. For the wind the logarithmic wind profile
is used, which is defined in CS-AWO as Normal Wind Shear10. The maximum wind
velocities, which the automatic landing function has to cope with, are a headwind
of 50km/h and a tailwind of 10km/h at the wind reference height of 10m above
the ground. At the glide path interception height of 300m, the maximum headwind
is uWg = 82km/h. The maximum tailwind has a value of 15km/h.

In the simulations shown in fig. 14 the approach to the glide slope took place
with available thrust, so the aircraft flies to the glide slope at the same heights which
makes the comparison of the behaviour on the glide slope easier.

Without wind and with tailwind the approach speed is 138km/h. For maximum
headwind the approach airspeed command is increased by 14km/h which leads to
an approach speed of 152km/h. The air path angle γa is adjusted to the approach
speed, so that the glide slope can be maintained with the airbrakes in the 50% po-
sition. The glide path is adjusted accordingly. For the headwind condition and in
the height of 300m the glide slope angle is γGS = −20◦. It flattens a bit due to the
decrease of wind speed when approaching the ground.

Because of the high γa and VA in the headwind condition, the sink rate on the glide
path is high. During flare its value is reduced within 15s from Ḣ =−7.7m/s to the
vertical touchdown speed11 of ḢTD =−0.6m/s. The airspeed is reduced during flare
from Vcas = 152km/h to Vcas = 101km/h, which is 1.08 ·VS1.

In the maximum headwind condition on the glide path the airbrakes are not in
the 50% position, the deflection is 60% at the beginning. This is because γGS is
held constant below 100m. Due to the decreasing headwind at lower altitudes, the
air path angle γa increases a bit and the airbrakes have to be extended a bit more.
During the flare they are first retracted a bit to compensate the decreasing headwind.
Close to the ground they are first extended and then as the airspeed comes closer to
the desired touchdown speed, they are retracted again. The pitch angle rises during
the flare from Θ =−11.6◦ to ΘTD =+5.2◦.

In summary, all flight parameters stayed during those extreme wind conditions
within the required limits.

10 The wind shear model was taken from CS-AWO [2], book 2, paragraph 3.1.2.1 .
11 The maximum vertical touchdown speed for the STEMME S15 is ḢTD =−1.0m/s.
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8 Conclusion

A method for an automatic landing of a high-aspect-ratio aircraft has been de-
scribed. It uses the elevator for speed and flight path control as well the airbrakes for
total energy control - according to the TECS principle. The thrust is fixed in idle or
it is not available, e.g. in case of an engine failure. Such landing methods are applied
by glider pilots. They are also used by powered gliders and have to be used in case
of complete loss of all engines.

By adaptation of the commanded glide path to the prevailing wind conditions, a
vertically bended approach trajectory develops that can be followed by the aircraft
even under extreme head- and tailwind conditions.

The autoland control functions have been successfully validated in flight simula-
tions and in flight test with a high-aspect-ratio utility aircraft STEMME S15. Further
improvements are possible if a reliable wind prediction is added.
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Bearings-Only Rendezvous with Enhanced
Performance
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Abstract. Employing only bearing/angular measurements for navigation during the
far to medium range rendezvous with a non-cooperative target has several advan-
tages with respect to directly measuring the range using active sensors such as
RADAR or LIDAR. Angular measurements can be acquired using simple sensors
such as a single optical camera, significantly reducing the mass and power require-
ments. Nevertheless, several challenges arise form the lack of a direct range mea-
surement, which renders the problem instantaneously unobservable. The execution
of known maneuvers is thus necessary to introduce observability in the estimation
problem, which results in the navigation performance being directly dependent on
the trajectory followed. A few single-maneuver schemes have been proposed to en-
hance bearings-only navigation performance. Nonetheless, little research has been
published on the use of on-line trajectory optimization methods accounting for ob-
servability on the complete rendezvous trajectory. This paper presents the non-linear
simulation results of a Model Predictive Control architecture for rendezvous that si-
multaneously enhances bearings-only observability in order to improve navigation
performance. A detailed simulation environment provided by Thales Alenia Space
France is used to show that the proposed scheme based on linearized equations dis-
plays satisfactory performance in a higher fidelity non-linear environment, when
observability is considered in the trajectory optimization.
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1 Introduction

In-orbit rendezvous is a well established technology with significant heritage from
missions such as in-orbit assembly of space stations, planetary/lunar exploration
and return as well as several servicing missions, notably many performed during the
space shuttle era. Nevertheless, when the target is non-cooperative, skin tracking
sensors such as RADAR or LIDAR are required due to the lack of repeaters or re-
flectors on the target. These sensors consume high power and are thus massive when
they are designed to operate in the far to medium range, since the power reflected
back from the skin of a far away target diminishes as function of the fourth power
of the distance [6]. In addition, for missions servicing defunct satellites or Active
Debris Removal (ADR) in Earth orbit, high accuracy ground tracking of the targeted
debris is an alternative navigation method for the far to medium range rendezvous
phases. However, costly dedicated tracking campaigns just before the rendezvous
are needed in order to achieve the required accuracy [1]. For these reasons, em-
ploying only bearing or angular measurements for navigation with non-cooperative
targets has several advantages with respect to directly measuring the range using
active sensors, especially in the far to medium range. These measurements can be
obtained using simple and compact sensors such as a single optical camera, which
would significantly reduce the mass and power requirements, enabling rendezvous
missions for smaller and less expensive platforms.

Several challenges arise when using only bearing measurements, since the lack
of a direct range measurement renders the problem instantaneously unobservable.
Therefore, in order to introduce the additional information needed fully estimate
the relative position, the execution of known maneuvers is required, which renders
the problem observable [20, 11]. However, this results in the achievable naviga-
tion performance being directly dependent on the trajectory followed, creating an
intrinsic coupling between guidance and navigation, which is not usual when em-
ploying ranging sensors. For this reason, a few authors have proposed maneuver-
ing schemes to enhance bearings-only navigation performance during a rendezvous
[19, 10]. However, the proposed single maneuvers introduce optimal observability,
but are detached from the overall rendezvous trajectory design. In addition, sev-
eral observability metrics have been proposed [22, 13, 8], which could be employed
inside a trajectory optimization scheme in order to yield complete rendezvous tra-
jectories that enhance bearings-only observability. This would guarantee observable
trajectories with reduced risk of navigation filter divergence, as well as enhance
the overall navigation performance by aiding filter convergence. However, little re-
search has been published on the use of on-line trajectory optimization methods
incorporating bearings-only observability. In fact, the authors of [3] describing the
results of the recent angles-only rendezvous experiment (ARGON), performed at
the end of the PRISMA mission, claimed the need for such an optimization of the
guidance profile to enhance bearings-only observability. Model Predictive Control
(MPC) methods, such as those proposed by [15] for minimum fuel rendezvous, can
be used to implement such a trajectory optimization on-line. Our previous work in
[12] introduces these concepts, presenting a comprehensive analysis of the trade-off
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between observability and fuel consumption, and its impact on bearings-only navi-
gation performance. Nonetheless, the analysis presented there is based on linearized
equations of motion, and proposes an optimization transcription which is limited in
terms of its applicability to more realistic non-linear constraints.

This paper presents the non-linear simulation results of a Model Predictive Con-
trol (MPC) formulation to generate fuel-optimal rendezvous trajectories that si-
multaneously enhance bearings-only observability in order to guarantee observable
trajectories and improve navigation performance. Monte-Carlo simulations using
a non-linear spacecraft simulator provided by Thales Alenia Space France [14]
demonstrate that an efficient trajectory optimization scheme based on linearized
equations of motion can display satisfactory performance in a higher fidelity non-
linear environment, when an observability metric is weighed into the optimization.
In addition, the proposed implementation uses curvilinear coordinates and a supe-
rior optimization transcription as compared to our previous work. This results in half
the optimization decision variables, making the problem not only faster to solve, but
also compatible with advanced Non-Linear Programming (NLP) solvers such as
ESA’s WORHP [18], and amenable to the inclusion of other non-linear constraints,
for example to ensure passive trajectory safety.

2 Background

2.1 In-Orbit Relative Motion

The homogeneous solutions to the in-orbit relative motion equations for circular
orbits in Cartesian coordinates are known as the Clohessy-Wiltshire equations [6].
These equations can also be written in closed form in other coordinate systems,
such as relative orbital elements [7] or curvilinear coordinates [5]. There is also a
similar homogeneous closed form solution for relative motion in elliptical orbits
[21]. Moreover, there are particular solutions for a variety of maneuvers such as
impulsive or constant thrust [6], which can be used to model chemical and electrical
propulsion systems respectively.

Combined, these solutions describe the relative trajectory of two spacecraft in
close proximity. The relative position at any time t after a maneuver occurring when
the state is xm can be written as follows:

x(t) = Φ(t)xm +G(t)u (1)

where the state vector (x), state transition (Φ) and input (G) matrices are defined in
the Appendix for the case of curvilinear coordinates and impulsive maneuvers. Note
that the time dependencies (t) will be omitted for conciseness.
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2.2 Optimal Bearings-Only Observability

The several authors have shown that to provide observability to the in-orbit bearings-
only navigation problem, a maneuver must change the resulting angular measure-
ment profile from its natural evolution without maneuvers [20, 11]. That is, the
sequence of angular measurements after a maneuver must be different to the se-
quence that would have resulted if no maneuver had occurred. As a result, these
authors later proposed observability metrics that can be used to compute single ma-
neuvers that ”maximize” this difference, in order to optimize observability [19, 10].

The observability metric proposed in [10] ”maximizes” the difference in the an-
gular measurement profiles by minimizing the dot product between the relative po-
sition vector after a maneuver (xp = Φs xm +Gru) and the natural evolution of this
position without maneuvers (x̄p = Φs xm). This metric is recalled below [10]:

Jm(u,xm, t) = (Φs xm)
T (Φs xm +Gru) (2)

Note that the applicability of this metric was shown to be constrained to the
positive results only, since opposite position vectors xp and x̄p provide mirrored
angular measurements, which are different and therefore observable [10]. Thus, Eq.
(2) is constrained, as follows [10]:

Jm(u,xm, t)> 0 (3)

Equation (2) is a single-maneuver observability metric which indicates grater ob-
servability with decreasing values of Jm(u,xm, t). Maximum observability is attained
when this value tends towards zero, due to the constraint in Eq. (3). In the following
sections, this metric will be used to optimize observability for each maneuver along
the entire rendezvous trajectory.

3 Rendezvous Trajectory Optimization

In order to generate rendezvous approach trajectories that are also optimal for
bearings-only observability, the observability metric shown in Equation (2) is used
as an optimization objective inside a fuel-optimal rendezvous trajectory optimiza-
tion scheme. The problem is then posed as the weighed minimization of a fuel cost
Jf and an observability cost Jo, as was previously proposed in [12]. This section
proposes a new direct shooting transcription method [2] for the bearings-only ren-
dezvous problem, which is a transcription resulting in less than half independent
variables. This makes the problem not only much simpler for the optimizer, but also
compatible with advanced NLP solvers such as ESA’s WORHP [17], that are needed
if non-linear constraints are to be included.

Without non-linear constraints on the trajectory geometry, discritizing the time-
varying dynamics over n time-steps results in a convex quadratic optimization
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problem for fuel/observability fixed-time rendezvous. The resulting quadratic prob-
lem is then solved using the Quadratic Programming (QP) solver included in the
MATLAB R© Optimization Toolbox.

3.1 Problem Discretization

The trajectory can be discretized into n steps separated by a fixed time step ΔT ,
where chaser maneuvers are allowed at each time step i = 1,2, . . . ,n. Thus, the po-
sition of the chaser spacecraft at each discrete point i can be written as follows:

xi = Φ(iΔT )x0 +
i−1

∑
k=0

G((i− k)ΔT )uk (4)

The maneuvers ui performed at each time step are the free input quantities that
define the trajectory, the optimization decision variables. Thus, they can be collected
in a large input vector U and the summation in Eq. (4) can be written in matrix form:

i−1

∑
k=0

G((i− k)ΔT )uk =GiUi (5)

where the large input matrix Gi is defined at time step i as follows:

Gi =
[

G(iΔT ) G((i− 1)ΔT ) G((i− 2)ΔT ) . . . G(ΔT )
]

(6)

and the maneuver vector is:

Ui =

⎡
⎢⎢⎢⎣

u0

u1
...

ui−1

⎤
⎥⎥⎥⎦ (7)

For the entire trajectory, the optimization decision vector contains all n maneu-
vers and is defined as U ≡ Un.

3.2 Fuel Cost

The fuel cost function is the the sum of all thrusts during the trajectory:

Jf =
n−1

∑
i=0

|ui| (8)

Equation (8) is a piece-wise linear function that can not be implemented into
a discrete programming optimization framework. Yet, it can be converted into a
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linear function using slack variables [16]. Defining a new set of slack variables
S= [s0 s1 . . . sn], the optimization decision vector can be augmented to include them
Us = [U S]T . Hence, the cost function becomes the sum of all si, which can be
written in linear form as follows:

Jf = FT
f Us (9)

where Ff = [0 1]T . Each slack variable si is then subject to the following constraints,
which render them equal to the absolute value of ui when they are minimized:

ui − si ≤ 0 (10)

−ui − si ≤ 0 (11)

The collection of these constraints for all times steps i can be written as follows:

A f Us ≤ b f (12)

where

A f =

[
I −I

−I −I

]
(13)

b f =
[

0 0
]T

(14)

and I is a 3n× 3n identity matrix.

3.3 Observability Cost

The observability objective function in Eq. (2) can be used to demand observability
at each time step along the trajectory. This is equivalent to demanding each maneu-
ver to provide maximum possible observability at the next discretized time step, i.e.,
demanding optimal observability throughout the complete trajectory.

Therefore, the trajectory observability cost can be defined as the sum of the cost
for each time step i from Eq. (4). Expanding this equation, the summation becomes:

Jo =
n

∑
i=0

(
xT

i ΦT
s Φsxi + xT

i ΦT
s Grui

)
(15)

In order to use this equation in the optimization, the cost Jo must only be a func-
tion of the maneuvers ui. Thus, the relative state at each point of the trajectory xi

must be substituted from Eq. (4) into Eq. (15). After some algebra and expanding of
the summations, the cost Jo can be written as follows:

Jo =
n

∑
i=0

(Qi +Liui +Ci) (16)
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where

Qi =
i−1

∑
j=0

(
uT

j G((i− j)ΔT )T ΦT
s Grui . . .

+
i−1

∑
k=0

uT
j G((i− j)ΔT )T ΦT

s ΦsG((i− k)ΔT )uk

)
(17)

Li = xT
0 Φ(iΔT )T ΦT

s Gr + 2xT
0

n−1

∑
j=i+1

Φ( jΔT )T ΦT
s ΦsG(( j− i)ΔT ) (18)

Ci = xT
0 Φ(iΔT )T ΦT

s ΦsΦ(iΔT )x0 (19)

Equation 16 is a quadratic function of the maneuvers ui and the initial conditions
x0. The constant term with respect to the optimization decision variables Ci can be
omitted from the optimization and a reduced objective function J

′
o can be defined.

In matrix form, this can be written as a quadratic function of the decision vector U,
which allows direct inclusion into a quadratic programming (QP) optimizer:

J
′
o =

1
2

UT HoU+FT
o U (20)

where

Fo =
[

F0 F1 F2 . . . Fn−1
]

(21)

Ho =

⎡
⎢⎢⎢⎣

H0,0 H0,1 . . . H0,n−1

H1,0 H1,1 . . . H1,n−1
...

...
. . .

...
Hn−1,0 Hn−1,1 . . . Hn−1,n−1

⎤
⎥⎥⎥⎦ (22)

and

Fi = xT
0 Φ(iΔT )T ΦT

s Gr + 2x0

n−1

∑
j=i+1

Φ( jΔT )T ΦT
s ΦsG(( j− i)ΔT ) (23)

Hi, j = G(( j− i)ΔT )T ΦT
s Gr +

i−1

∑
k=0

G((i− j)ΔT )T ΦT
s ΦsG((i− k)ΔT ) (24)

The matrix G is defined to be zero (G(t)≡ 0) when its argument is negative (t ≤ 0).

3.4 Composite Optimization Cost

The observability and fuel costs can be combined in a weighted sum, where the
weight w describes the trade-off between the objectives, as follows:
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Jw = (w− 1)Jf +wJo (25)

Since the value of the Jf and Jo objectives can differ by orders of magnitude at
the optimal solution, the objectives must be normalized in order to aid optimization
convergence [4]. Thus, the objectives Jf and Jo are divided by their value at the fuel
optimal trajectory solution Y f , pre-computed using an LP optimization routine.

Finally, for any given mission, the trade-off w which takes a value from 0 to 1,
must be selected depending on the mission performance objectives and available
fuel. A comprehensive analysis for its selection is presented in [12].

3.5 Relative Motion Constraints

The discrete relative motion dynamics from Eq. (4) are enforced by ”direct shoot-
ing” integration. Writing the equation for the desired final relative position/velocity
x f at time step n using Eq. (4) and isolating the maneuver term yields the following
set of linear equality constraints:

GnU = x f −Φ(nΔT )x0 (26)

3.6 Geometric Trajectory Constraints

In a similar manner, other constraints can be included in the optimization. For ex-
ample, geometrical constraints on the trajectory can be included by computing the
discrete trajectory X = [x0 x1 . . . xn]

T :

X = Px0 +GU (27)

where

P =
[

I Φ(ΔT ) Φ(2ΔT ) . . . Φ((n− 1)ΔT )
]T (28)

G =

⎡
⎢⎢⎢⎢⎢⎣

0 0 0 . . . 0
G(ΔT ) 0 0 . . . 0

G(2ΔT ) G(ΔT ) 0 . . . 0
...

...
. . .

. . .
...

G((n− 1)ΔT ) G((n− 2)ΔT ) . . . G(ΔT ) 0

⎤
⎥⎥⎥⎥⎥⎦

(29)

and I is the identity matrix of size equal to that of the matrix Φ .
Subsequently, the geometrical constraints can be defined as follows:

Xl ≤GU ≤ Xu (30)

where
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Xu,l =

⎡
⎢⎢⎢⎢⎣

xu,l
0

xu,l
1
...

xu,l
n

⎤
⎥⎥⎥⎥⎦−Px0 (31)

and the vectors xu
i and xl

i correspond to the upper and lower limits for each point i
in the discrete trajectory. For example, in order to set a boundary limit so that the
chaser spacecraft does not cross the position of the target (xl

i = 0 for all i).

3.7 Thrust Constraints

Thrust magnitude constraints can be included for the physical limitations of
thrusters. These can be written in the following inequality:

AuU ≤ bu (32)

where

Au =

[
I

−I

]
(33)

bu =
[

umax umin
]T (34)

4 Model Predictive Control Architecture

Using the above optimization transcription, a Model Predictive Control (MPC) ar-
chitecture is proposed, where the optimization is solved on-line using current nav-
igation filter estimates as initial conditions for the optimization. Similar MPC ar-
chitectures have been employed for rendezvous with dynamic avoidance constraints
[16]. Nevertheless, in our proposed architecture the optimization is always solved
to the end of the rendezvous, resulting in a shrinking-horizon MPC. The proposed
MPC algorithm solves the optimization at different scheduled times ti = t0, t1, . . . , tk
along the trajectory in order to update the time-stamped maneuver plan Uopt the
chaser must perform in order to follow the optimal trajectory. The algorithm can be
summarized as shown in Algorithm 1.

Finally, based on the analysis presented in [12], the trade-off w = 0.75 was se-
lected, which yields the best compromise between arrival navigation performance
and fuel consumption. Note that in order to prevent excessive fuel consumption, ob-
servability is only enhanced when navigation errors are lager, to aid navigation filter
convergence. Since all impulsive maneuvers provide observability during an ap-
proach trajectory [11], demanding additional observability will no longer improve
navigation performance once the filter has converged. Thus, the weight is set to zero
when the navigation filter covariance (P) indicates that navigation errors are below
a given threshold:
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1 for ti = t0, t1, . . . , tk do

2 Initialize optimization with current navigation estimates bBCs =
[
x̂T

i xT
f

]T

3 Adjust remaining rendezvous time (trem = t f − ti) for arrival at (t f )

4 Update the number of discretization steps for the optimization n = trem
ΔT

5 Solve the following optimization problem to update Uopt :

min
Us

Jw (35)

subject to GnU = x f −Φ(nΔT )x0

GU ≥ Xl

A f Us ≤ b f

AuU ≤ bu

6 Execute the next maneuver according to the maneuver plan Uopt

7 end
Algorithm 1. Rendezvous Model Predictive Control

w =

{
0.75 if ‖diag(P)‖2 ≥ Pthr

0 if ‖diag(P)‖2 < Pthr
(36)

Note that during an impulsive rendezvous approach maneuvers are performed
only a few times per orbit, leaving enough computational time for the optimization.
Hence, depending on the discretization step used, this approach is extremely feasible
for a real-time implementation.

5 Non-linear Simulations

Monte Carlo simulations on a detailed non-linear simulation environment provided
by Thales Alenia Space France (TAS-F) were used to demonstrate that the proposed
MPC architecture can achieve bearings-only rendezvous with enhanced navigation
performance, when observability is taken into account in the optimization. For this
purpose, a bearings-only navigation filter was implemented as a classical Cartesian
EKF using the Hill Equations, as described in [9]. The proposed MPC was used
to close the control loop, as shown in Figure 1. The detailed simulation environ-
ment provided by TAS-F includes absolute motion equations for both the chaser
and target, a J2 gravity model as well as atmospheric, solar and magnetic distur-
bances corresponding to a typical (∼2 Ton) spacecraft and similarly sized debris.
Bearings-sensor errors as well as thruster pointing and thrust magnitude errors were
modelled as stochastic white noise. Very conservative errors were used for the sim-
ulations in order to demonstrate feasibility, but finer performance can be achieved if
better sensors and actuators are available. The parameters used for the simulations



Bearings-Only Rendezvous with Enhanced Performance 581

Fig. 1 Detailed Simulation Model

are summarized in Table 1. The reference mission was selected as a rendezvous be-
tween hold points at 30 km and 1 km in front of the target. The former hold point was
identified as the distance below which relative navigation is required when no high
accuracy ground tracking is available. The use of bearings-only navigation is then
most promising for non-cooperative targets due to the mass savings as compared to
skin-tracking sensors. Similarly, when closer than the arrival hold point, the target
shape can be identified and other navigation techniques with similar benefits can
provide better navigation accuracy, such as vision-based navigation.

5.1 Simulation Results

In order to statistically compare the performance of the proposed observability-
enhanced MPC (w = 0.75) with a traditional fuel-optimal (w = 0) rendezvous guid-
ance, 500 Monte-Carlo simulations were run for each scenario. For each simulation,
the following were scattered: chaser initial position, navigation filter initialization
errors, sensor and thruster modelling errors including chaser mass estimate.

The in-track projection of the trajectories resulting from the use of the proposed
Enhanced Observability MPC are shown on the left hand side of Figure 2, and those
for the Fuel-Optimal MPC on the right hand side of the same figure. Cross track
projections are not shown as the scatter of the trajectories is symmetric about the
y axis. As these figures show, the addition of observability in the optimization re-
sults in trajectories with larger excursions, which enhance observability in order to
improve navigation performance. As it can seen by the distribution of the arrival po-
sitions on the right hand side of Figure 2, without the addition of observability the
navigation filter is not able to always converge. For this reason, following the ma-
neuvers planned by the optimizer results in the chaser not being able to successfully
reach the target for about 10% of the fuel-optimal MPC simulations.
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Table 1 Simulation Parameters

Parameter Value Units

Simulation Environment
Target Orbital Elements [aeiΩ ω ν] [7.1764×106 0 98.4 0 0 0] -
Target Orbital Period ∼100.1 min
Simulation Time Step (Ts) 10 sec

Bearings Sensor
Measurement Noise 200 arcsec/axis (3σ )

Maneuver Knowledge Errors
Thruster Pointing Errors 0.5 deg/axis (3σ )
Thrust Magnitude Error 1 % (3σ )
Thrust Rise/Fall Time 400 ms
Max Thrust 22 N
Min Thrust 0.22 N

Rendezvous Mission
Nominal Initial State x0 = [xyz ẋ ẏ ż] [30000 0 0 0 0 0] m & m/s
Spread of Initial States σσσx0 = [xyz ẋ ẏ ż] [3000 300 300 0.3 0.3 0.3] m & m/s
Target State x f = [xyz ẋ ẏ ż] [1000 0 0 0 0 0] m & m/s
Rendezvous Duration 4 Orbits

MPC Optimization Parameters
Discretization Time Step (ΔT ) 440 sec
Re-Optimization Rate (Tr) 440 sec
Maneuver Duration (Tm) 440 sec
Max Maneuver Amplitude (amax) 2 m/s
Along-Track Position Constraint (xl ) 500 m
Observability Weight (w) 0.75 -
Observability Enable Threshold (Ptr) 0.5 % of Range

Navigation Filter Initialization
Spread of Initial Errors (σσσ0) [3000 300 300 0.3 0.3 0.3] m & m/s

In order to observe the effects augmenting observability on the overall GNC per-
formance, navigation errors and arrival dispersions were computed for both sets of
Monte-Carlo simulations. Note that in order to obtain a more objective measure
of the overall performance for comparison, simulations with filter divergence were
removed from the results of the fuel-optimal case.

The navigation performance (1-σ ) at arrival to the desired hold point is shown in
Figure 3 for both cases. As it can be seen from this figure, augmenting observability
in the optimization prevents filter divergence and significantly improves the achiev-
able navigation performance with respect to following fuel-optimal trajectories.

The 1-σ navigation errors along for the complete trajectory can be seen in
Figure 4. This figure shows that when observability is accounted for in the opti-
mization, the navigation filter achieves final convergence faster, resulting in lower
errors throughout the trajectory. Note that the initial divergence in navigation errors
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Fig. 2 Monte Carlo Trajectories: Enhanced Observability (left) and Fuel-Optimal (right)
Guidance
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Fig. 3 Arrival Navigation Errors: Enhanced Observability (left) and Fuel-Optimal (right)
Guidance

for the fuel-optimal case is due to the fact that planning fuel-optimal trajectories re-
sults in an initial drift period, without many maneuvers. Since maneuvers are needed
to render the range estimation observable, the lack of maneuvers implies a lack in
range information, which results in an initial worsening of the navigation errors.

Improved navigation performance has a direct impact on the spread of the ar-
rival dispersions. That is, the position error at arrival with respect to the desired
final position at the end of the rendezvous phase. Figure 5 shows these errors, which
are significantly improved when observability is accounted for in the trajectory opti-
mization. In addition, this figure also shows that the use of linearized relative motion
equations inside the GNC algorithms provides satisfactory results in a non-linear en-
vironment, when observability is taken into account in the trajectory optimization.

Augmenting observability implies additional fuel consumption for this purpose,
which can be seen in Figure 6. For this mission scenario, the fuel consumption is
almost doubled when observability is enhanced. Nevertheless, this not only results
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Fig. 5 Position Targeting Errors: Enhanced Observability (left) and Fuel-Optimal (right)
Guidance

in superior navigation performance, but since bearings-only observability is guaran-
teed throughout the resulting trajectories, this prevents navigation filter divergence
with respect to following fuel-optimal trajectories. This factor alone implies that
taking observability into account in the trajectory optimization might be an enabling
factor for rendezvous using bearings-only navigation.

Table 2 summarizes the results of the non-linear simulations, showing that the
proposed Observability-Enhanced MPC algorithm results in superior overall perfor-
mance and prevents navigation filter divergence during bearings-only rendezvous.

Finally, it is worth noting the effects of maneuver knowledge errors on the GNC
performance. Since maneuvers are used to introduce the observability required to
estimate the relative range, these essentially provide the range information for the
estimation problem. Thus, larger errors in the knowledge of the resulting acceler-
ations will deteriorate the achievable navigation performance. Further simulations
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Fig. 6 Fuel Consumption: Enhanced Observability (left) and Fuel-Optimal (right) Guidance

Table 2 Simulation Results Summary

Results* (1σ ) Enhanced Observability Fuel Optimal

Navigation Filter Divergence (out of 500) 0 36
Mean Fuel Consumption [m/s] 5.35 2.46
Arrival Position Errors [m] 89 174
Arrival Navigation Errors [m] 57 147
*Diverged simulations removed to compute performances

not shown in this paper indicate that if the maneuver knowledge error is above about
1− 3%, navigation filter divergence can not be prevented even with enhanced ob-
servability. Since this uncertainty could result from the knowledge of the chaser’s
mass, other methods such as higher accuracy orbit determination of the chaser might
be needed in order to improve the maneuver knowledge accuracy.

6 Conclusions

This paper presents the non-linear simulation results of a bearings-only rendezvous
guidance and control scheme based on an on-line trajectory optimization that en-
hances observability in order to improve navigation performance. The proposed im-
plementation solves a direct shooting type optimization based on linearized relative
motion equations inside the control loop, resulting in a shrinking-horizon model
predictive control architecture. Monte-Carlo simulations in a non-linear simulation
environment provided by Thales Alenia Space France show that the addition of ob-
servability in the optimization is essential to ensure navigation filter convergence.
Moreover, the performance achievable by such a GNC architecture for rendezvous
is essentially doubled when observability is taken into account in the trajectory op-
timization, as compared to a fuel optimal guidance.

Even though satisfactory performance was achieved, these results could be fur-
ther improved by the use of higher fidelity navigation filters and other methods to
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obtain more accurate maneuver knowledge, such as orbit determination of the chaser
spacecraft either by ground tracking or on-board GNSS. Nonetheless, these results
show the feasibility of performing autonomous bearings-only rendezvous using an
on-board GNC architecture based on linearized equations and a calibrated thruster
model, by augmenting observability in order to guarantee navigation filter conver-
gence and improve navigation performance.
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Appendix

Local Orbital Frame

The Local Orbital Frame (Flo), is fixed to the target position rt and rotates with
respect to the inertial frame at the instantaneous orbital rate of the target ωωω , as show
in Figure 7. In this frame the z-axis (”relative altitude” or ”R-Bar”) always points in

Fig. 7 Local Orbital Frame(
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the radial direction; the y-axis (”cross-track” or ”H-Bar”) is opposite to the orbital
angular momentum; and the x-axis (”downrange” or ”V-Bar”) completes the triad.

Curvilinear Coordinates

Similarly to its definition in [5], the curvilinear coordinate frame follows the motion
and orientation of the Local orbital frame

(
Flo

)
. Nonetheless, the x and y axis are

defined to curve along a circular orbit with radius equal to that of the target’s orbit.
Thus, the relative position coordinates along the curved path are defined by the
angles ϑ and ϕ for the x and y relative distances, respectively. The relative altitude
δ r = rt − rc is defined in the opposite z direction, as shown in Figure 8.
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Fig. 8 Curvilinear Coordi-
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The relation between the relative curvilinear coordinates and their cartesian coun-
terparts can then be extracted from the geometry in Figure 8, yielding the following:

ϕ = sin−1
(
− y

rc

)
(37)

ϑ = sin−1
(

x
rc cosϕ

)
(38)

δ r = z (39)

Finally, the transformations from Curvilinear to Cartesian coordinates and vice-
versa ([ϑ ,ϕ ,δ r]⇔ [x,y,z]) is found by solving Equations (37) to (39) for the corre-
sponding quantities, and taking their time derivatives for the velocities.

Relative Motion Equations

In order to define the state transition and maneuver solution matrices for the linear
equations of relative motion in Eq. (1), a relative state vector is defined in the

(
Flo

)
:

x = [x y z ẋ ẏ ż]T (40)

The state transition matrix for linearized relative motion in circular orbits is then:

Φ(t) =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 6tω − 6sωt
4sωt

ω − 3t 0 2(1−cωt )
ω

0 cωt 0 0 sωt
ω 0

0 0 4− 3cωt
2(cωt−1)

ω 0 sωt
ω

0 0 6ω (1− cωt) 4cωt − 3 0 2sωt

0 −ωsωt 0 0 cωt 0
0 0 3ωsωt −2sωt 0 cωt

⎤
⎥⎥⎥⎥⎥⎥⎦

(41)

where ω is the absolute orbital rate of the target, t is the propagation time for the
solution, and sωt = sin(ωt) and cωt = cos(ωt).

The general discrete input matrix solution must be written as a convolution in-
tegral of the time-varying maneuver u(t) and the position-velocity portions of the
state transition matrix Φ , selected by the matrix B:
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G(t)u =

∫ t

0
Φ(τ)Bu(τ)dτ (42)

where

B =

⎡
⎣ 0 0 0 1 0 0

0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎦

T

(43)

Explicitly specifying the maneuver allows the solution of the integral. For exam-
ple, the discrete solution for impulsive maneuvers at time zero can be written as the
convolution G(t)u, where u defines the magnitude/direction of the impulse, and the
input transition matrix G is:

G(t) =

⎡
⎢⎢⎢⎢⎢⎢⎣

4sωt
ω − 3t 0 2(1−cωt )

ω
0 sωt

ω 0
2(cωt−1)

ω 0 sωt
ω

4cωt − 3 0 2sωt

0 cωt 0
−2sωt 0 cωt

⎤
⎥⎥⎥⎥⎥⎥⎦

(44)

Closed form solutions in the form G(t)u also exist for other maneuver types, such
as constant thrust, making the formulations in this paper also applicable.

As noted in [5], if the state vector is defined in Curvilinear coordinates as in
Equation (45), the state transition and maneuver solution matrices for linearized rel-
ative motion in circular orbits are identical to the corresponding Cartesian Clohessy-
Wiltshire equations [5]. Thus, only the initial conditions are different, which must
be transformed as explained in the previous section.

x =
[
rtϑ , −rtϕ , δ r, rt ϑ̇ , −rt ϕ̇ , δ ṙ

]T
(45)

Bearings-Only Measurement Angles

The measurement angles are defined in the
(
Flo

)
frame, as depicted in Figure 9.

Note that θ is defined from 0◦ to 180◦ and φ from −90◦ to +90◦.
The bearings-only measurement equations provide the measurement angles to

the target as a function of the relative position coordinates x, y and z, as follows:

y = h(x)≡
[

θ
φ

]
=

[
arctan(y/x)

arcsin
(

z/
√

x2 + y2 + z2
)
]

(46)
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Fig. 9 Measurement angles
in the Flo frame
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Structured Accelero-Stellar Estimator  
for Microscope Drag-Free Mission 

Christelle Pittet and Pascal Prieur 

Abstract. MICROSCOPE is CNES fourth microsatellite based on MYRIADE 
platform. Its mission is dedicated to the test of the Equivalence Principle (EP) with 
an improved accuracy of 10-15. Therefore the satellite attitude requirement is very 
stringent and the payload accelerometric measurements have to be used in the 
control and estimation loop. This paper deals with one of the most critical issue in 
MICROSCOPE attitude and acceleration control: the accelero-stellar hybridiza-
tion in rotating mission mode. Non-smooth H infinity optimization algorithms 
have been used to design structured and fixed order estimators, leading to the 
same performances as the full-order reference estimators, with a huge gain in 
computation efficiency. These structured estimators have then been selected to 
replace the reference ones and will be operating on board the satellite in 2016. 
This paper presents the reference estimators, gives the design procedure used for 
the structured ones, and shows their compared performances and robustness. 

1 Introduction 

MICROSCOPE is CNES fourth scientific microsatellite based on the MYRIADE 
product line, but the AOCS differs a lot from the previous microsatellites 
DEMETER, PARASOL or PICARD, which already ended their missions. Indeed, 
Microscope mission is dedicated to the test of the Equivalence Principle (EP) with 
an improved accuracy of 10-15 m/s², and therefore requires the 270-kg satellite 
accelerations to be finely controlled [2, 7]. The project is in final development 
phase, and is expected to be launched on a 700km dusk dawn orbit in 2016 for a 
two year mission. 

To reach the required accuracy, a specific AOCS mode has been designed,  
allowing for air drag compensation, in such a way that the satellite follows the 
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payload Test Masses in a pure gravitational motion. In this mode the attitude 
measurement is provided by an innovative hybridization between a star tracker 
and the scientific accemerometers [1]. The estimation filter for the spinning sub-
mode has been designed using H infinity optimization under LMI constraints with 
pole placement. Because of a strong coupling between the axes due to the specific 
spinning guidance profile, the resulting dynamic Kalman filter could not be re-
duced and is of high order. The mission was planned to be launched in 2009, but 
some problems occurred with the electric microthrusters development, leading to a 
change of propulsion system. Because of the heavy impact of the propulsion on 
the platform and AOCS design, a new phase B study was then decided, delaying 
the launch date of several years. 

In the meantime, new algorithms for solving H infinity problems appeared in 
the control community, based on non-smooth optimization [5, 6, 8] with available 
and efficient numerical tools. The main advantage of the new optimization tech-
nique is the possibility to design structured controllers of fixed order, which is a 
great improvement in the design process because the reduction of high order con-
trollers frequently lead to a loss in the performances or stability margins. In 2012, 
CNES funded two industrial research and technology projects, one with Thales 
Alenia Space, one with Airbus Defence and Space, to evaluate the benefits of the 
non-smooth optimization algorithms with respect to existing industrial synthesis 
process [4]. The results of the studies were so good that the new design procedure 
is now used on projects in development. CNES was also interested in testing the 
new algorithm on its own projects and we chose to apply it to Microscope estima-
tor, trying to reduce the order without decreasing the performances. 

The paper aims at presenting the result of this new synthesis and comparing it 
with the reference estimator. First the AACS (Attitude and Acceleration Control 
System) reference estimator for spinning sub-mode is presented. In the third sec-
tion, the structure of the reference estimator is analyzed to orient the reduced order 
estimator structure, then the estimator synthesis is explained. The new controller is 
finally compared to the reference one. Concluding remarks and future work per-
spectives end the paper. 

2 Hybridization Reference 

In this section, Microscope’s spinning sub-mode requirements for drag-free con-
trol are presented and the full-order reference estimator synthesis is recalled. 

2.1 Attitude Control Requirements 

The payload designed by ONERA is composed of two differential electrostatic 
accelerometers, one for reference, one for the Equivalence Principle violation 
testing, each one including two proof-masses [7]. A violation of the EP will ap-
pear as a difference in the electrostatic forces necessary to maintain the masses on 
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the same orbit. To be able to measure the differential forces with the required 
accuracy, the satellite must compensate the non-gravitational forces so that the 
residual accelerations in mission mode must be less than 10-12 m/s² in the band-
width of scientific interest. To limit angular to linear coupling, additional pointing 
requirements at FEP are stated. 

Because they are the more stringent ones, we will focus on the spinning sub-
mode requirements: in this mode, the satellite spins slowly opposite to orbital 
movement. Then FEP = Forb (orbital frequency: 0.001 rad/s) + Fspin.  In addition, the 
spinning frequency is a high level mission parameter which can be chose between 
(π+1/2) Forb and (π+3/2) Forb. The observation duration is 20 orbits (about 
120000s). During the observation window, the attitude requirements are threefold. 
The first is a Mean Pointing Error (MPE) requirement analytically computed 
through the low-pass filtering of the pointing error. The second is a Tone Error 
(TE) requirement corresponding to the amplitude of a sinusoidal residual pointing 
error at FEP±Forb/20. It is the result of the summation of sinusoidal residuals over a 
range of frequencies around FEP  (from Fspin to 4FEP) attenuated by a transmission 
shape. The last is a Random Error (RE) requirement over a centered range of ±10-4 
Hz around FEP. It is computed as an equivalent uniform noise over the frequency 
range. Because it is the most stringent one, the TE requirement at FEP±Forb/20 has 
been taken for design driver. 

Table 1 Spinning mode attitude requirements 

Attitude requirements X Y Z 

MPE (µrad) 200 100 100 

TE @ FEP (μrad) 0.166 0.166 0.166 

RE @ FEP (µrad.Hz-1/2) 159 159 159 

 
These control requirements are be allocated to one control part and one estima-

tion part, but because of the complexity of the estimation and the good accuracy of 
the control part, no allocation is made a priori. The objective is to get the best 
achievable estimation budget with sufficient margins for the control part. 

It is important to notice that these requirements have to be met for each spin-
ning frequency. 

2.2 Reference Full-Order Estimator Design 

The standard MYRIADE estimation function in mission mode is based only on 
star tracker measurements [3, 9] For MICROSCOPE, the thermoelastic disturb-
ance between the star tracker and the accelerometer occurring at FEP could reach 
as much as 45 µrad in the worst case conditions. Then it is obvious that the star 
tracker only cannot achieve less than 0.166 µrad at FEP and that another sensor has 
to be used for attitude measurement at FEP. The solution is to use the payload ac-
celerometer itself, which is expected to have only a 3.10-12 rad/s² sine error at FEP, 
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that is 0.083 µrad at FEP=0.006rad/s. Then, to meet TE requirement, a hybridiza-
tion between star tracker and accelerometer must be done and the accelerometer 
must provide the measurement at FEP. Taking this into account, the star tracker 
error residue has been allocated to 0.02 µrad, which means an attenuation of -67 
dB at FEP frequency.  

Several hybridization strategies have been studied and compared to get the best 
trade-off concerning the time response of the estimator and the TE satisfaction. 
For the spinning sub-mode, a sine-stop estimator was selected using a control 
synthesis scheme. The details of the synthesis can be found in [1]. Only the main 
steps and results are recalled here.  

The basic idea is to use a control problem formulation to design a Kalman filter 
with a dynamic updating filter K(s). The estimator architecture can be equivalently 
rewritten as a closed loop between a plant G(s) and a controller K(s), where G(s) 
is the model of the system to estimate (in our case, the satellite dynamics with 
acceleration input and attitude output), and K(s) is the updating gain of the estima-
tor. Using this property, the updating gain can be found as the solution of the syn-
thesis problem of finding a stabilizing K(s) for the given plant G(s). The estimator 
scheme is illustrated on Fig. 1.  

  γacc
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 +   
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Fig. 1 Control equivalent scheme for estimator 

The dynamics equations of system G are given by Eq. 1 in continuous time, 
with θ the attitude Euler angles, ω the satellite angular velocity vector, γ the satel-
lite angular acceleration vector, γACC the measured acceleration vector, θSTR the 
measured attitude vector, w the accelerometer noise and ν the star tracker noise, 
Ωspin is the spin frequency around X axis, and I3 the identity matrix of order 3. 
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The dynamic filter K(s) is composed of two filters in series: 

• a pre-computed notching filter W(s) of required attenuation level at FEP : with a  
star tracker sine error of 45 µrad at FEP and an allocation of 0.02 µrad, the at-
tenuation level must be of -67 dB at least.  

 

Fig. 2 Notching filter W(s) Bode diagram 

• a stabilizing filter Kw(s) ; this filter is designed for the chosen W(s) through 
minimization of ||z/θSTR||∞ under pole placement in a conic region constraint. A 
static gain weighting function P(s) is added on Kw(s) output to avoid the notch 
mode compensation. Indeed, in case of full-order synthesis, the optimization 
scheme allows the controller to use additional degrees of freedom to compen-
sate some flexible modes of the model to control. As the notching filter is in-
side this model to control, some controllers could compensate the zero with a 
pole, destroying then the accuracy. Filter Kw(s) design scheme is illustrated on 
Fig. 3. 
 

 

Fig. 3 Reference estimator design scheme 
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The Bode diagram of the reference estimator for X-axis is shown on Fig. 2. The 
notch at FEP ensures the robustness to frequency variation of the thermoelastic 
disturbances within the FEP±Forb/20 band, which is the bandwidth of scientific 
interest. The maximum gain in the TE band is -69 dB, meeting the rejection  
requirement. 

 

Fig. 4 H∞ reference estimator for X-axis (θ/θSTR plain, θ/γACC dotted) 

The design of Kw has been made with standard convex optimization tools for H 
infinity optimization. Thus Kw(s) order is equal to the sum of G’s order, W’s order 
and P’s order. This results in a high order final estimator which is composed of sys-
tem G(s) in closed loop with the updating gain K(s) = W(s) KW(s).. The spin axis X 
is decoupled, so one SISO estimator has been designed for this axis independently 
from the two others. Because of the high coupling between the cross axes Y and Z, 
we performed a MIMO synthesis. The resulting order is given in Table 2. 

Table 2 Reference full-order estimator order (before reduction)  

Order X Y/Z 

G 2 4 

W 5 10 

Kw (G+W) 5+2 = 7 4+10=14 

K (Kw+W) 7+5 = 12 14+10 = 24 

Estimator (K+G) 12+2 = 14 24 + 4 = 28 

 
The full order reference estimator was only designed for one nominal Fspin fre-

quency inside the spinning frequencies interval. Taking into account the other values 
in the interval, we showed that one estimator cannot cover the whole interval with 
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the required accuracy; then several estimators have to be designed for a gridding of 
spinning frequencies and the closest to spinning frequency set point should be se-
lected through remote control during the satellite mission. All estimators must be 
pre-computed and stored in the satellite data bank. Because of the high order of the 
reference estimator, reducing the order is becoming a real issue for the mission. 

3 Structured Estimator Design 

In this section, the reference full-order estimator structure is analyzed and the 
fixed order and structured estimator design is presented. 

3.1 Structure Choice 

To orient the design of the structured and fixed order estimator, we first analyzed 
the structure of the reference estimator: 

• The spin axis estimator is decoupled and SISO, allowing for order reduction. 
The final resulting order was 6, with W(s) of order 5 and Kwx(s) of first order. 
The measurement equation on X axis is a double integrator. It cannot be stabi-
lized by a static gain. Thus the minimal order for Kwx(s) is 1.  

• Regarding the cross axes, the estimator gain Kwyz(s) mimics the structure of the 
measurement equations. Gyz(s) and Kwyz(s) can be rewritten as : ( ) = ( ) ( )( ) ( ) ,  ( ) = ( ) ( )( ) ( )  

with Gyy = Gzz, Gyz = -Gzy and Kyy = Kzz, Kyz = -Kzz, as illustrated on Fig. 5 and 
Fig. 6. 

 

Fig. 5 Diagonal transfers Bode diagrams 
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Fig. 6 Cross transfers Bode diagrams 

The components of Kw are of phase lead type as expected, but we can see an 
additional low frequency stable pole. Thus the reduced filters will probably be of 
order 2 at least.  

The final structure and order of the filters has been chosen through trials/errors 
design iterations, based on the previous analysis and the design scheme presented 
hereafter.  

3.2 H Infinity Design Scheme 

We did not use the same H infinity design scheme for the structured one. In-
deed, the weighting function added on the reference estimator design scheme 
to prevent the compensation of the notching filter is no longer useful. Because 
the structured estimator is of reduced order, it does not have enough degrees 
of freedom to do so. A new weighting function was introduced on the sensitiv-
ity function to ensure a large enough bandwidth for the filter: indeed the con-
vergence time must be kept lower than 3 orbits, which is not easy because of 
the low frequency of the notching filter. The choice of the suitable weighting 
functions is the result of a trials/errors iterative procedure. The advantage of 
structured design via non-smooth optimization is that the estimator order does 
not depend on the system (G(s), W(s)) or weighting functions orders. Thus  
we are not restricted in the complexity of the weighting functions. Neverthe-
less, we chose to keep it as simple as possible. The final choice is illustrated 
on Fig. 7. 
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Fig. 7 Weighting function Bode Diagram 

The design scheme is given Fig. 8.  

 

Fig. 8 Structured estimator design scheme 

The non-smooth H infinity optimization tool Hinfstruct included in Matlab 
2012a Robust Control toolbox™ does not allow for pole placement in a conic 
region. As a replacement we put spectral radius and stability offset constraints to 
avoid very low dynamics of the estimator. Finally the minimized ||z/w||∞ value was 
constrained to be larger than 0.7. 

The result of the iteration between structure choice and design is the  
following:  

• For X axis, Kwx is a first order phase lead controller. The result is equivalent to 
the full-order estimator after reduction, with the difference that the performance 
cannot be affected by the reduction.  
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Fig. 9 Reference (plain) and structured (dotted) updating filter for X axis 

• For Y/Z axes, Kyy = Kzz is a second order phase lead controller and Kyz = -Kzy is 
a very small static gain (around -110 dB). The full-order estimator order after 
reduction was 12, the structured estimator one is only 4. 

 

Fig. 10 Reference (plain) and structured (dotted) updating filter Kyy for Y/Z axes 

3.3 Robustness to Fspin Variation 

Because the adequate rotating frequency will only be stated in flight, the adequate 
estimator is not necessary the one designed with the nominal rotating frequency. 
To avoid retuning the filters during in flight operations, we choosed to pre-design 
a series of filters that will be loaded on-board ready to be selected.  

As for the reference estimator, the structured estimator cannot cover the whole 
Fspin interval. Thus one has to design several structured filters. The constraint is then 
to make sure to get the same structure and the same order for each of these filters. 
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4 Simulation Results  

The structured estimator notch with more than -67 dB attenuation ensures that the 
star tracker error residue meets the 0.02µrad allocation. We now have to verify the 
behavior of the structured estimator in the global AOCS control loop and compare it 
to the reference estimator. The objective is to get the same performance level with a 
reduced order estimator. The main challenge is in the switching between a sub-mode 
where the notching estimators are not used and the sub-mode where they are: in-
deed, one has to ensure that the accelerometer will not saturate during the transient, 
and the estimator reaches the steady state level as quick as possible (3 orbit periods 
is an objective) .Because the dynamics of the structured estimator is not tuned as 
easily as in the full-order case (no pole placement routine available by the time of 
the design), the transient of the new estimator has to be carefully analysed.  

The simulation showed hereafter illustrates the estimation performance but also 
its time convergence. The simulation scheme includes complex and representative 
models of every element (satellite’s 6-axis nonlinear and coupled dynamics and 
kinematics, transport model from centre of gravity to center of measurement, cold 
gas thrusters, star tracker and accelemeter models). It is thus different from the 
one used for the estimators design. This type of models are used for Monte Carlo 
validation campaigns which have been successfully run with the new estimators, 
and whose results are not given here. 

Fig. 12 illustrates one of the sub-mode switching configuration: the simulation 
starts in a calibration mode where the satellite oscillates around X axis. At t = 
2960s, the satellite enters a spinning session. The attitude estimates are regulated  
 

 

Fig. 12 Calibration to spinning sub-mode switching: filtered STR measurement (rad) 
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to zero by the cold gas thrusters control, so the estimation performance is observa-
ble on the star tracker measurement. We can see at the transition that the struc-
tured controller transient is larger on axes X and Z, and better on axis Y. At the 
end of the simulation (before the 3 orbits convergence time), both estimators give 
similar results.  

5 Conclusion 

In this paper we have presented a new synthesis for a structured and reduced order 
accelero-stellar estimator for Microscope spinning sessions. By analyzing the 
reference estimator structure, we orient the search for the suitable order and struc-
ture of the new controller. The design scheme and procedure has been adapted to 
the new non-smooth optimization tool, and we showed that the resulting structure 
could be robust to varying spinning frequency. Finally the new estimator has been 
compared to the reference one, and we showed that its performances were meeting 
the requirements. 

Because of the great reduction of the estimator order without degradation of the 
performances, checked through phase C exhaustive simulation campaigns, the 
structured estimators have been selected to replace the reference estimators in the 
embedded Microscope AOCS software. The structure allows also improvement in 
the implementation scheme (zero blocks of matrices can be eliminated from the 
databank, a simple scalar flag allows to adapt the filters for 6h local time of as-
cending node or 18h orbit in case of launcher change).  The structured estimator 
parameters number in the databank is then only 132, whereas it was equal to1024 
with the reference estimators. 

Finally, this example of application shows the interest of the new non-smooth 
optimization algorithms for H infinity synthesis, even in the estimation case. The 
provided estimation design scheme is generic and could be used for other systems. 
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Lidar-Aided Camera Feature Tracking and
Visual SLAM for Spacecraft Low-Orbit
Navigation and Planetary Landing

Franz Andert, Nikolaus Ammann, and Bolko Maass

Abstract. This paper explores the state estimation problem for an autonomous pre-
cision landing approach on celestial bodies. This is generally based on sensor fu-
sion from inertial and optical sensor data. Independent of the state estimation filter,
a remaining problem is the provision of position updates without the use of known
absolute support information as it appears when the vehicle navigates within un-
known terrain. Visual odometry or simultaneous localization and mapping (SLAM)
approaches typically provide relative position. This is quite suitable, but it can be
adverse due to error accumulation. The presented method combines monocular cam-
era images with laser distance measurements to allow visual SLAM without errors
from increasing scale uncertainty. It is shown that this reduces the accumulated er-
ror in comparison to sole monocular visual SLAM. Further, the presented method
integrates the matching to known landmarks if they are available in the beginning of
a landing approach so that the relative optical navigation can be initialized without
systematic errors. Finally, tests with a simulated moon landing are performed and it
is shown that the method is capable of navigating down to the ground impact.

1 Introduction

Future space exploration and landing missions strive for an investigation of local
surface phenomena on moons, planets and other celestial bodies, requiring safe and
precise navigation close to them. In this paper, the aspired mission (see sec. 2) is the
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landing on the moon as an example to investigate into the technology for a variety
of future spacecraft applications. One of the required key technologies is a complex
navigation system which provides an accurate state estimation, independent of ex-
ternal support like telemetry towards a ground control station. This basically means
that the navigation system can only use information generated automatically and on-
board the vehicle itself, meaning sensor data fusion, state estimation, and automatic
vehicle guidance and control. As a part of this complex system, this paper is here
focused on the integration of camera and laser distance measurements to provide
positioning information. Optical-based position information is fused with data from
other (i.e. mainly inertial) sensors. The resulting output will be a trajectory estimate
for a lunar lander vehicle, compared to a reference path from the used simulation
environment.

2 DLR’s ATON Project: Mission Overview

Goal of the project “Autonomous Terrain-Based Optical Navigation for Landers”
(ATON) is the development of technologies for an autonomous and safe landing
within space scenarios. The aspired mission is the landing on the Moon within
a pre-defined area of interest. The sensor configuration includes inertial measure-
ments (acceleration and rotation rates), camera for star tracking (attitude estimation,
see [16]), and optical ground-faced sensors (camera, laser ranging) for optical-aided
navigation, landing site detection and obstacle avoidance. Fig. 1 gives a schematic
overview about the type of lander that is simulated. The project comprises software-
based tests with pre-calculated reference data (e.g. ray-traced images from the tra-
jectory definition) and closed-loop tests with robotic hardware and real sensors [9].

Fig. 1 Schematic optical sensor configuration of the lander system.
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The navigation down to the landing site is divided into three phases as depicted
in Fig. 2. In all phases, an Unscented Kalman Filter provides state estimation, based
on inertial and star tracking camera data. Additionally, position updates and path
corrections are given, depending on the particular phase.

Beginning with the rather slow descent from parking orbit, phase I includes ab-
solute optical navigation with map correlation. The principle is to detect ground
objects (i.e. craters) in the camera image and to match them with a map that stores
their Moon-fixed absolute 3D positions. The algorithm consists basically of crater-
like object detection, ellipsoid fitting, and camera resectioning, which it is described
in [13].

Fig. 2 Side view of the Moon, with three navigation phases from orbit descent initiation to
landing.

While moving downwards, the amount of recognizable and known craters in the
camera images will decrease. Hence, absolute crater navigation becomes more and
more difficult, and the navigation phase II with relative optical navigation based
on arbitrary tracked image features is executed. This is basically done with visual
odometry methods. One of the algorithms that has been developed for this project
is based on angular movement information derived from optical flow measurements
[21]. Here, the integration into the state estimator is completed. However, the algo-
rithm has some drawbacks especially due to the error accumulation from drifting
image features.

As visible in Fig. 2, there will be an overlap between the absolute and rela-
tive navigation phases, meaning that the state estimation filter may use both crater
matching and relative navigation if possible, but it is known that absolute navigation
cannot be used after some time. Phase II will then last until the final landing. Par-
allel to that, the final landing phase is initiated. Within this phase, camera and laser
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sensors will be additionally used for ground appearance detection and to generate
the desired landing coordinate within a flat area without obstacles and shadows.

3 Visual SLAM in the Context of Lunar Landing

3.1 Problem Statement

This paper tackles the further optimization of optical navigation (i.e. within the land-
ing phases I and II) since this turned out to be a significant issue for the whole land-
ing approach. To solve this problem, a visual navigation algorithm which has been
successfully implemented on unmanned helicopters [2] is adapted to the precondi-
tions of lunar landing. This means to replace satellite navigation with crater match-
ing to get absolute positions and to replace absolute distance and scale measurement
from stereo imagery with laser range measurements. The solution how this can be
integrated into a visual SLAM algorithm is described in the next sections. The paper
repeats some basics of common mapping and localization principles and focuses on
the special terms for the presented scenario.

3.2 General Notations and Image Projection Basics

First of all, table 1 gives a brief overview about the used symbols for coordinate
systems, image and object points, and the transformations used in the equations
throughout this paper.

Table 1 Nomenclature used within the visual SLAM equations.

Symbol Description

Index: c Cartesian camera-fixed coordinate frame
Index: l Cartesian lidar-fixed coordinate frame (z is the direction of laser beam)
Index: b Cartesian Vehicle (body)-fixed coordinate frame
Index: g Cartesian Geodetic coordinate frame, Moon-fixed, Moon-centered

p 2D image point vector (u,v)�, undistorted and normalized pixel coordinates
zl Laser range measurement
qa 3D point vector (xa,ya,za)

� in coordinate system a (without index: geodetic)
cg Geodetic 3D point vector qg describing crater position from catalogue map
tba Translation vector from coordinate system a to b (notated in frame a)
Rba,rba Rotation matrix resp. vector (i.e. quaternion without real part) from a to b
Σx,σx Covariance matrix of vector x, standard deviation of scalar x

For image projections, a calibrated camera and the (planar) pinhole camera model
is used. The image points refer to a normalized image frame with the principal point
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p0 = (0,0)� and focal length f = 1. The projection of objects qg to image features
p is denoted

λ

⎛
⎝u

v
1

⎞
⎠

c

= Rcg

⎛
⎝x− x0

y− y0

z− z0

⎞
⎠

g

(1)

with the geodetic camera position tcg = (x0,y0,z0)
� and rotation matrix Rcg. A

camera pose [Rcg, tcg] is composed by the camera alignment on the vehicle [Rcb, tcb]
and the vehicle pose [Rbg, tbg] which is a part of the vehicle state. Eventually, the
goal is to estimate this vehicle pose. It is

Rcg = Rcb ·Rbg,

tcg = tbg +(R�
bg · tcb).

(2)

If now the camera alignment on the vehicle is assumed to be constant and known
from hand-to-eye calibration (usually done in the laboratory; see additionally e.g.
[2] for a principle how to perform this step during flight if absolute positioning is
available), the pixel coordinate p is eventually returned by a function dependent on
the object point qg and the vehicle pose [Rbg, tbg]. This relationship is later used for
optimization and to estimate the vehicle pose from image projections.

3.3 Data Input from Visual Features and Laser Distances

This section is about the used input data from optical sensors and available a-priori
maps. The input data comprises crater features (image regions which look like a
crater) and their relationship to a crater map, commonly tracked features (arbitrary
textured image regions where the optical movement is measured) from the same
camera, and laser distance measurements.

3.3.1 Crater Features for Absolute and Relative Localization

Craters are an ubiquitous physical feature of the surfaces of most celestial bodies
without atmosphere (moons, larger asteroids) and they share a common trait: On all
but the largest and smallest scales, their rims are almost always mostly circular. This
means that imaging crater rims yields (for undistorted monocular camera images) a
set of image space ellipses that, when detected, can be used as a feature set to support
the visual SLAM method. Detected crater features are matched with a catalogue of
known craters. For the moon landing scenario, a height map is available from the
Japanese Kaguya Moon exploration mission [3] where the properties of craters and
their relationship can be extracted. If matches between the image crater features
and the catalogue are available, the corresponding points p and crater map objects
cg (here as landmarks with absolutely known position and covariance, but without
systematic integration errors) are taken for absolute localization as described.

To this end, ATON employs the crater detector described in [13]. To summarize,
the method comprises a detection stage that searches the camera image for regions of
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interest (ROI) characterized by containing two neighboring connected areas of each
homogenous, but mutually opposite, intensity. If these neighboring areas of light
and shadow are then also arranged in the image in a way consistent with the locally
dominant illumination direction, they are assumed to be caused by illumination of
the typical bowl shape of a crater (cf. fig. 3a).

a) Contrasting areas in correct arrangement. b) Locking ellipse rim to local image gradient.

Fig. 3 Crater detection: region of interest (ROI) search method and ellipse rim locking.

After deriving an initial ellipse from this region of interest by principal com-
ponent analysis (PCA) and applying some plausibility filters, a locking stage will
exploit some of the present image gradient information in an attempt to better ap-
proximate the crater rim, using a cheap radial line search based on the local normals
of the initial ellipse guess (cf. fig. 3b).

Applying the above summarized method to a camera image, a set of image el-
lipses E= {E1, . . . ,En} is obtained. Each ellipse is parametrized by Ei =(u,v,a,b,ϕ)i,
where u and v are the image coordinates of the ellipse center, a and b are the semi-
major and semiminor axes, and ϕ is the ellipse’s rotation. Of these parameters, the
points p := (u,v) can be used as image-space feature locations for the visual SLAM
method, while the remaining parameters (a,b,ϕ) can be used to extend the features’
descriptors to reliably track them over multiple images.

While the detection process itself may introduce errors of the order of a pixel
into p, features of this kind are tied to actual physical structures of the observed
celestial body. This leads to the beneficial property that they are not subject to drift
like features extracted and tracked by, for example, Lukas-Kanade methods are, and
thus are reliably trackable over long time spans.

Beyond providing image-space feature points p, in conjunction with a catalog
of known crater positions cg, radii r and surface normals ng on the surface of the
observed celestial body, the detected crater ellipses can also be used to provide the
features’ absolute positions in the camera reference frame by matching them against
the catalog. For this, a coarse initial guess for the camera pose needs to be known,
where imaging errors from camera pose uncertainty on the order of a few pixels are
easily tolerable. Matching image points to the catalog points requires the following
intermediate steps:
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1. Computation of the image point of projection p′ of the actual center cg of the
crater rim circle C whose projection the ellipse parameterized by E = (p,a,b,ϕ)
is (cf. fig. 4). This is performed by solving for the projective conic that intersects
the image plane in the ellipse E , and finding the plane(s) that in turn intersect
this conic in a perfect circle C. The projection of that circle’s center point onto
the image plane is p′. There is an ambiguity of reflection about the conics cen-
ter line here since exactly two planes fulfill the above requirement in the non-
degenerative case. This ambiguity can be resolved trivially by reasoning from
the estimated camera pose, however.

image plane

C

p′ = Rcg(cg − tcg)
p

ng

cg

E

camera

Fig. 4 Projection of circle’s center differs form Ellipse center.

2. Establishing correspondences between the catalog craters and the extracted im-
age ellipses. This is accomplished by using the estimated camera pose [Rcg, tcg]
and projecting the catalog craters into the image plane, yielding a second set
of ellipses. Provided that the estimated camera pose was sufficiently accurate,
matches between these projected ellipses and the ellipse set resulting from the
crater detection can be found by looking for closest matches between the two in
the metric space of the five ellipse parameters.

The above derived image point p′ and the known cartesian geodetic crater rim cen-
ter point cg complete the 3D feature pair to be used to support the visual SLAM
algorithm.

3.3.2 Feature Tracking

Methods how to match or to track homologous image points are widely known [6].
The output are generally sets of points p for each camera image, with identifiers
showing the correspondence to the points of the other images from the sequence.
The implementation used here is rather simple, it uses the common Lucas-Kanade
tracker [12] to get correspondences between succeeding images. The initialization
of features comes from a Shi-Tomasi corner detector [19]. While tracking, tracked
features are removed if they come too close to the edge, too close to other features,
or if the texture quality has decreased. New corner features are automatically added
if required (i.e. if the current amount undershoots a threshold).
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In contrast to descriptive matchers (such as SIFT, SURF or the described crater
ellipsoids), the Lucas-Kanade tracker is very fast. However, tracking is a similarity
match of image regions from one image to the other within the sequence, and thus
the features itself may drift. This property is considered by the output, which means
that the tracking algorithm provides a set of image features p whose covariance is
modeled by

Σ p =

(
σ2

u 0
0 σ2

v

)
, with σu/v = (0.25+ 0.05 ·n)/ fu/v, (3)

where fu and fv are the focal lengths in u- and v-direction and n is the number of
tracking steps after the first identification of this feature. The chosen error model
assumes a feature error of 0.25 pixels in the beginning which is increased by 0.05
pixels per tracking step. This takes into account that, in contrast to crater features, a
tracking drift is existent here. The result is a common set of tracked features ready
for visual SLAM (Fig. 5).

Fig. 5 Tracked image features of a simulated moon landing camera image sequence. Ex-
ample images taken from 11 km height (left) and later from 300 m height (right). Features
inserted with initial laser distance are marked red (cf. sec. 3.4.3), the others yellow.

3.3.3 Laser Distance Measurements

The simulated moon lander includes a laser range finder. There are experiments
with scanning and flash lidar systems (with horizontal and vertical field of view)
throughout the whole project, but here only one single measurement is taken for
ease of use and to be open for many possibilities of current and future hardware.
The sensor is considered as an altimeter which points about parallel to the optical
axis of the camera and measures the diagonal distance zl between sensor and moon
surface. The measuring scope is from zero to about 30 kilometers. The measuring
uncertainty is assumed to be constantly σzl = 5.0 m.
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3.4 Camera Localization and Environment Mapping

3.4.1 Overview

Simultaneous Localization and Mapping generally consists of a step where a sensor
pose (and, with that, a vehicle pose) is estimated by the registration between current
sensor data and an environment map, and a step where this map is generated and
updated out of the sensor data. Since localization and mapping do highly depend
on each other, it marks a typical chicken-and-egg problem and thus requires an
adequate initialization of the pose or the map.

In the presented scenario, it is possible to either do an initialization with known
camera poses from the absolute crater navigation, and the relative visual navigation
can be initialized during the overlap of the landing phases I and II (cf. Fig. 2). It
would be also possible to directly use identified matches between crater map and
image feature positions as an initial input for the localization initialization. How-
ever, in both cases, the map will be the eventual a-priori knowledge and the differ-
ence between both variants is whether the visual SLAM algorithm takes either the
camera pose input from the absolute crater navigation algorithm or calculates the
initial poses by itself. The latter case is a tighter integration of absolute and relative
navigation within one visual navigation algorithm (Fig. 6).

Fig. 6 Camera localization from known landmarks and a-priori unknown objects triangulated
during the flight. A sub-set of the camera images (key frames) is used to map them.
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3.4.2 Absolute and Relative Localization

If a map is available (and here, this is applicable from the beginning due to the
present crater map), localization generally means camera resectioning from 2D-3D
point correspondences [17]. From the algorithm perspective, there is no difference
between absolute and relative localization: the difference is the source of 3D objects
(i.e. truly known landmarks vs. objects mapped during the flight) and their possible
uncertainty and systematic error. Resectioning algorithms are widely known, and
here, the implementation described in [2] is used. The steps are:

1. Input is a set of 2D-3D point correspondences {p,qg} including covariance ma-
trices. The amount of points should be at least three, but it is advantageous to
use a set of 30 points or more. The 3D points form the map and refer to visible
ground objects. The 2D points are the pixel coordinates of these objects projected
onto the image plane. Internal camera calibration and undistortion of raw pixel
coordinates is required.

2. If no initial camera pose is given (which is the case in the beginning), linear
algorithms can provide an initial pose estimate from the given map. This imple-
mentation uses a Direct Linear Transform [10] together with RANSAC [5] for
outlier removal. Later during the flight, the previous pose estimate or the current
state prediction from inertial data can be used as an initialization for step 3.

3. Based on given initial values, the projections qc and their reprojection p′ onto the
image plane are calculated. From eq. 1, a reprojection p′ is

λ
(

p′
1

)
= Rcg (qg − tcg) , (4)

the covariance Σp′ is calculated by

λ 2
(

Σp′
1

)
= RcgΣqg R�

cg. (5)

The reprojection error d between p′ and the measurement p is now a kind of
Mahalanobis distance with

d2 = (p−p′)�
(
Σ p +Σp′

)−1
(p−p′). (6)

This kind of reprojection error considers the object and image feature uncertainty
to prefer objects and features with low uncertainty values.

Now let a projection qg be a function value dependent on the vehicle pose
(tbg,rbg). With that, the reprojection error di for the i-th feature is also paramet-
rized by that. A non-linear optimization algorithm (here: Levenberg-Marquardt,
LM) can now minimize di over all available point correspondences i to estimate
the six pose parameters (tbg,rbg). If needed, a second LM step is run where items
with large residuals have been removed before.

4. Based on the triangulation functions and the objects’ uncertainties (inliers only),
the algorithm also returns an uncertainty estimation for the pose estimate. For
ease of use, only a position covariance matrix is provided here. It is
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Σ tbg = m ·
(

∑
qg

Σ−1
qg

)−1

, (7)

meaning covariance intersection (i.e. averaging) of an amount of m object uncer-
tainties.

For each new camera image, the output is a pose estimate in vehicle body-fixed
coordinates (and its position uncertainty), being used as a correction input for the
state estimation filter (sec. 4). The calculation time mainly depends on the number
of point correspondences, but it is fast enough to be real-time capable on standard
hardware with 30 camera frames per second and at least 100 image features.

3.4.3 Mapping with Monocular Images and Laser Distance Measurements

For image features where no corresponding 3D landmarks are available, 3D objects
are mapped from at least two known points of view. The used algorithm is basically
an iterative L2 triangulation [7, 11], followed by a non-linear optimization with the
Levenberg-Marquardt method. See [2] for details to get the qg from each at least two
homologous point correspondences p. The cited paper also describes the calculation
of the uncertainties Σqg based on the Jacobian of the triangulation function and a
covariance intersection of the vehicle pose uncertainties. A detailed description is
skipped since monocular multi-view triangulation is an established principle for
many applications.

In this case of monocular mapping, the absolute scale of the map is obtained by
the camera viewpoints whose distance must be known. In the beginning of relative
navigation, the distance between different viewpoints is available from landmark
localization and thus not influenced by scale errors. However, if now mapping and
localization is performed without any landmark hints, errors in localization have
a direct influence on errors in further mapping, which will again increase the un-
certainty of the localization steps. This accumulating error is typical for all SLAM
methods where no landmarks are used. In the case of monocular SLAM, the correct-
ness of object triangulation and camera resectioning is highly dependent on a correct
scale initialization since scale is not obtained anymore. It is obvious that scale un-
certainty is increasing over time so that monocular SLAM is going to accumulate
errors faster than methods where absolute scale measurements are available.

Actually, it was observed from test image sequences that the scale factor tends
to decrease, which means that distances between succeeding images are estimated
too small and that the map objects draw near the vehicle path. This can terminate
wrongly with zero scaling which corrupts the whole visual navigation process. With
that, it is necessary to estimate the scale during the relative navigation phase. Learn-
ing from unmanned aircraft navigation at low altitudes, this can be solved with
stereo imagery [18] or pressure sensors [1] providing absolute ground distance or
elevation measurements. In the presented scenario with an orbit descent from 11 km
flight altitude, a long-range laser distances can be used for this task. The sensor of
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choice can be a one-point altimeter (as used here), but also scanning and flash lidar
systems may be used in the same way as described below.

Laser-aided monocular mapping assumes synchronous distance measurements
and images, achieved by triggering or adequate interpolation, and known alignment
parameters between vehicle, camera and laser sensor from laboratory calibration
(see e.g. [8]). From a single point range measurement with distance zl , the object
point is

qg = R�
lg

⎛
⎝0

0
zl

⎞
⎠+ tlg (8)

Following eq. 1, this object is projected onto the image plane and thus the distance of
this pixel is known (see Fig. 7). In practice, the laser spot hits always the same pixel
if the alignment between the sensors is constant and if the distance is large enough
(approx. >100 m for the setup here). The main benefit is a corresponding pair of p
and qg from a single point of view for further mapping and localization. For features
that are tracked beginning at this pixel position, an initial object correspondence is
known without scale ambiguity. Later triangulations from mapping steps can include
this information by minimizing the object distance error in addition to the (usual)
object reprojection errors on the image plane. The uncertainty of the point qg is
modeled with

Σqg = R�
cg

⎛
⎝
(

z2
l ·Σp

) 0
0

0 0 σ2
zl

⎞
⎠Rcg +Σ tbg + z2

l ·Σ rbg (9)

Fig. 7 Laser-aided mapping. For the image feature with available distance measurement,
the object is obtained from one camera pose (left). Later, multi-view triangulation is used
for refinement and the triangulation of all other image features without distance measuring
(right).
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where σzl is the uncertainty of the measured distance and Σp is the image feature
uncertainty. The addition term z2

l ·Σ rbg models an error caused by the uncertainty of
the vehicle rotation.

Since the map contains at least some objects without scale ambiguities, localiza-
tion is improved automatically. This should be the common case, at least if the pixel
pc generated from zl is trackable (i.e. this region contains significant image texture)
and if the point is not later removed as an outlier (e.g. from false tracking).

4 Integration into the Navigation System

The feature tracking and visual SLAM algorithms are integrated into the spacecraft
navigation system as depicted in fig. 8. The concept is designed with different mod-
ules which can be run separately using the shown connections for data sharing. The
main filter output is computed by the state estimator module where an Unscented
Kalman Filter (error state filter) is run. It predicts the state by inertial data and uses
corrections from the star tracking camera (absolute attitude) and the visual SLAM
module (position data). The image processing module comprises the attitude calcu-
lation from the upwards-looking camera images, and the ground feature and crater
detection from the downwards-looking camera and laser range finder. Visual SLAM
and crater matching work as described in the previous chapter. The filter states mod-
ule summarizes the on-board data generation, mainly the flight state itself as output
and to be used for further predictions, and the continuously updating 3D objects
map used within visual SLAM.

Fig. 8 Data processing modules used for optical-aided spacecraft navigation.
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5 Test and Evaluation

5.1 Simulation Setup

The navigation system is tested in an open-loop simulation environment based on a
reference trajectory from the powered descent initiation to landing. The trajectory
begins in approximately 11 km above ground with a flight speed of 1600 m/s. After
a flight time of around 52 minutes, the scheduled landing site at the moon is at -5◦
latitude, 8◦ longitude (mean earth / polar axis coordinates, see [4]) and the lander
will be flying with a heading of 180◦ towards it.

From this trajectory, sensor data is generated, e.g. inertial data with a noisy and
biased IMU model [21], star tracker attitude data, and laser distance measurements.
Based on the lunar height map from the Kaguya mission, camera images are ren-
dered by the ray tracing algorithm from [14]. For the test here, about 90 000 images
are generated (1024×1024 pixels, 40◦×40◦ field of view, 30 frames per second, see
again Fig. 5 for example images) for a flight at a specific time, considering sun-
light conditions and also radiometric effects (e.g. background radiation noise). Total
flight time of this trajectory is 3143 s. The open-loop simulation can now be run in
a post-processing step: Images and sensor data are taken to estimate the flight path
which is compared to the ground truth of the simulation.

5.2 Test Run

The figures 9– 11 show the estimated positions with regard to the ground truth avail-
able from the simulation. They also compare raw visual SLAM estimations (i.e.
object mapping directly with image-based localization) with full filter integration
(i.e. localization feeds the state estimation filter, and mapping with filter update po-
sitions). Due to the order of magnitude of the positions, there are visible overlaps
between estimated and true positions, so that additional error plots may give a better
view on the resulting performance.

Fig. 9 True and estimated position (x), Moon-fixed, Moon-centered coordinates.
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Fig. 10 True and estimated position (y), Moon-fixed, Moon-centered coordinates.

Fig. 11 True and estimated position (z), Moon-fixed, Moon-centered coordinates.

These error plots are shown in the figures 12–14. They also compare raw vi-
sual SLAM estimations with the filter integration (error to ground truth), and they
show the estimated standard deviations, derived from the filter covariance output.
Plots with rotational data are skipped since star tracking provides attitude with an
uncertainty below 0.01◦ without drift and error accumulation.

Fig. 12 Error (x) of the visual SLAM and filter estimate and filter output of standard devia-
tion.
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Fig. 13 Error (y) of the visual SLAM and filter estimate and filter output of standard devia-
tion.

Fig. 14 Error (z) of the visual SLAM and filter estimate and filter output of standard devia-
tion.

5.3 Evaluation of the Results

As already mentioned, the position plots (figs. 9– 11) reveal strong overlaps between
estimation and true position, which is an indicator that visual SLAM and the overall
filter provide suitable results. Large deviations exist on the y-axis, visible in fig. 10
between 2500 s and 3000 s. More details on the error is shown by the plots in the
following figures 12–14.

The test run reveals two successful position corrections based on the crater
matching algorithm. The first absolute position correction is more in the beginning
at approximately 1200 s from a flight altitude of about 8 kilometers and would be
available on a real lunar landing. The second correction results from a match with
the landing spot with craters assumed to be known here. For a landing on such a
known site, the vehicle positioning uncertainty is in the order of magnitude of the
landing site resolution, here few meters on each axis. It is clear that precise absolute
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vehicle positioning depends on such an availability of a map of the landing area
(e.g. from the LRO’s narrow angle camera, see [20]). Note that that this may not
applicable in scenarios on arbitrary landing sites or if the lander misses the desired
area where a high-resolution map is available.

However, the presented filter reaches an accuracy of 300 m (x), 60 m (y), and
250 m (z) before landing site matching. Within the filter, standard deviation estima-
tion also corresponds with the real errors from their time response. In most cases,
the real error is highly below its estimate, except for the z-coordinate before the
first crater match. The curves also show the typical drift behavior of inertial systems
where no corrections are available. It is also shown that sole visual SLAM may
return poor results. A possible reason for high visual errors (here between 2400 s
and 3000 s) could be the attitude of the camera towards the ground: While the cam-
era looks diagonally towards the moon surface in the beginning of the flight where
features can be tracked and mapped over a long flight distance, the vehicle turns
later (pitch rotation) so that the camera looks vertically towards the moon surface
and with less image overlap. In such cases, 3D object triangulation is restricted to
viewpoints with shorter distances, which highly reduces the triangulation quality.
In the presented scenario, sole visual SLAM causes accumulation errors of up to
7 km (y-axis) which is significantly higher than the resulting error of the coupled
filter. Hence, good inertial measurements are still mandatory for suitable flight state
prediction.

6 Conclusion

The project ATON is on the way to establish a navigation procedure for space-
craft landers, tested in a simulation environment. As a part of this project, this
paper presents an optical method for absolute and relative positioning and its ap-
plication to lunar landing. The algorithms comprise visual localization from 2D-3D
point correspondences and laser distances. These corresponding items can be known
objects like craters and their image projections (absolute navigation), or arbitrary
but trackable image features of the moon surface whose the 3D object coordinates
are triangulated during the tracking phase (relative navigation). Both principles are
combined within one visual simultaneous localization and mapping module which
generates position updates (i.e. inertial drift corrections) for a state estimation filter.

For a test, the filter including the vision algorithms is fed with a simulated moon
landing data sequence, consisting of surface camera images, diagonal surface dis-
tance from laser altimeter, attitude from a star tracker, and high-frequent inertial
data. The test also simulates real-time capabilities, that is why the computationally
complex crater identification and matching algorithm only returns two absolute po-
sition corrections within one hour flight time. Contrary to that, relative navigation
can be run with the camera frame rate to produce continuous updates, but this is
influenced by accumulation errors as expected so that the overall system cannot per-
form without crater-based updates. Depending on the availability of a high-quality
map of the landing spot, the system is capable of a precise hit, or to perform a
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landing with an uncertainty of few hundred meters. This means that precise land-
ings can be performed in mapped areas, e.g. on the lunar north pole.

Based on the presented data processing, other investigations of this project are
dealing with closed-loop integrations on different test facilities. First of all, this
means an integration with flight control within a simulation environment, but also
the use of hardware test beds. More precisely, the software is run on a robotic test
site where a camera can be automatically moved inside a room with a moon-like
facade and different lighting conditions. In future experiments, this will be supple-
mented with tests with an unmanned helicopter where a landing with the sensors is
reproduced.
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Camera-Based Tracking for Rendezvous
and Proximity Operation of a Satellite

Nassir W. Oumer and Giorgio Panin

Abstract. This paper focuses on vision-based detection and tracking of a nozzle
of a satellite for rendezvous and proximity operation at very close range. For this
purpose, on-board cameras can provide an effective solution in accuracy and ro-
bustness during the approach. However, the illumination conditions in space are
especially challenging, due to the direct sunlight exposure, and to the glossy surface
of a satellite. We propose an efficient tracking method that can be realized on stan-
dard processor, robustly dealing with the above issues exploiting model and image
edges. The algorithm has been validated at the facility of the European Proximity
Operations Simulator of DLR, using a ground simulation system that is able to re-
produce sunlight conditions through a high power floodlight source, satellite surface
properties using reflective foils, as well as complex motion trajectories with ground
truth data.

1 Introduction

Rendezvous and docking of a satellite provides tremendous benefits. Among the
common applications are transfer of supplies to the International Space Station, for-
mation flying of cluster of satellites. More recently, major space agencies such as
DLR, ESA, NASA and JAXA have paid close attention to the capability for extend-
ing the life of a satellite, as ageing satellites in orbit have been steadily increasing
during time. In the frame work of on-orbit servicing, the life of the satellite can be
either extended by refuelling and taking over control, or de-orbiting to reuse con-
gested precious orbits such as GEO. For this purpose of rendezvous, the position
and orientation (pose) of the client (malfunctioned satellite) in space has to be esti-
mated, for a successful approach and docking. This can be achieved through various
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rendezvous sensors. The most popular rendezvous sensors during past missions are
videometer, advanced video guidance sensor, rendezvous and docking sensor (RVS)
and Laser Mapper, which rely on LIDAR and as well as radio frequency.

In spite of the fact that active sensors based on LIDAR such as laser camera sys-
tem [3] are effective for rendezvous even under harsh lighting conditions, their high
weight and power consumption inhibits their intensive use for future missions, as
passive, low weight and low power cameras are now widely available. Cameras have
been used, along with secondary optical instruments such as laser range finder, in
some space missions such as Rosetta and Gemini. Moreover, advances in computer
vision and computing power motivate camera-based rendezvous. However, specular
reflections due to the directional sunlight and the glossy surface of the satellite, is
still quite challenging for camera-based motion estimation and tracking.

Several researchers have attempted to address this problem through various
approaches [4, 2, 1, 6, 15, 16]. Miravet et. al [2] demonstrated the use of monocu-
lar, camera-based relative navigation sensor for rendezvous and docking of a non-
cooperative client, by the Orbital Life Extension Vehicle (OLEV). The OLEV image
processing module operates on-ground, on downloaded images acquired from the
satellite at 1s interval. A wire-frame 2d model-based tracking method, using edge
detection and the simplex downhill algorithm for pose estimation, is employed.

Camera-based pose estimation using a nozzle of the apogee engine, by simulating
a geostationary satellite, is presented in [1], which is based on a closed-form ana-
lytical solution from 3D location of circular features. In this approach, the normal
vector to the 3D circle surface and its position are algebraically determined from de-
tected image ellipses. However, this approach did not address the reflective nature of
the surface due to multilayer insulation (MLI), consequently analytic solutions can
easily fail. In [4], model-based tracking in the context of robotic visual servoing for
space applications, is thoroughly presented. The most related work [6], which ex-
ploits a line model of the client to estimate orientation and position from monocular
sequences. Nevertheless, none of the previous works so far addressed the challenges
of detection and tracking of space object with MLI surface at critical close range.
In fact, key-point tracking [15] and hybrid key-point and edge tracking[16] at very
close range has been performed, without addressing detection and full 6 DOF pose
of the target.

In this paper, we present camera-based detection and tracking of a nozzle of a
satellite to assist rendezvous and capture at very close range, under realistic space
environment simulations. Although the visual tracking can be achieved with monoc-
ular camera, we exploit the data from the two views of the stereo cameras. The sys-
tem is based on edge detection and tracking related to [7, 5] and Euclidean pose esti-
mation with an efficient geometric model representation. A recognition and tracking
method that utilizes key points and edges of an image for robot manipulation is pro-
vided in [10]. The proposed method is successfully demonstrated with shapes such
as a tea box, book, cup and car door under ambient lighting condition. The disad-
vantage of the method is that, it requires off-line keyframes for pose initialization,
which are not available for satellite nozzle ahead of the tracking. Furthermore, the
assumption of a plane to plane transformation for the correspondences of key points
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is restrictive since the object may not be non-planar, and the key points can be on
different plane.

Our method combines two robust modules for tracking, using image data and
object geometry. Moreover, we validate and verify the proposed method, based on
ground truth sequences that simulate a predominantly specular and irregular surface
(corresponding to the insulation layer), under strong sunlight conditions.

While monocular camera tracking is valid in case of failure of other camera (re-
dundancy of hardware), our method takes advantage of a better accuracy in depth
provided by calibrated stereo, with a suitable baseline and field of view for the op-
erational range. The paper is organized as follows: in Section 2 we describe the
algorithmic setup, while Section 3 and 4 focus more in detail on the detection and
tracking modules, respectively. Finally, we present results in Section 5 and conclude
in Section 6.

2 Overview of the Localization Approach

The localization system (Fig. 1) consists of: a calibrated stereo camera setup, a
geometric model of client nozzle, and modules for detection, tracking, loss detection
and recovery. The main functionalities consist of:

• Stereo camera setup: both for detection and tracking, a pin-hole camera model
is assumed to be available from off-line camera calibration, and used for re-
projection of model features.

• Global detection and loss recovery: this function is used at the onset of close-
range rendezvous, in order to detect the nozzle of the satellite and localize it
in 3D space, by using stereo images and the known geometry. Global search is

Fig. 1 Client nozzle localization and tracking system.
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generally more complex and less accurate procedure, whose result is only used
to initialize the local tracker, as well as to recover from a temporary target loss.

• Model-based tracking: after initialization, the location of the client nozzle is up-
dated during time by the tracking module, which also uses stereo images and the
same geometry, however performing faster and more accurate local searches.

• Loss detection: after tracking, automatic detection of a target loss is provided
by residual statistics at estimated pose, by monitoring the percentage of outlier
matchings on a single-frame basis. An alternative, in presence of a Kalman filter,
could be the covariance matrix of the output state, that grows when large residuals
are observed during consecutive frames.

• Model: a simple circular model of the client nozzle, with known radius, is used
both for detection and tracking. For tracking efficiency, contour points are sam-
pled at equispaced intervals, and re-projected on both images to perform local
matching and pose estimation.

(a) (b) (c)

Fig. 2 Nozzle detection process on stereo images: edge thinning and labeling on left image(a),
detected hypothetical circles on left image(b), detected nozzle after stereo matching(c).

3 Detection

The detection module is responsible for global recognition of the client nozzle in
the incoming images. Therefore, localization robustness against clutter and noise,
as well as sufficient accuracy, are vital in order to successfully initialize the tracker.

In our case, the client produces strong background clutter, due to reflection of
the glossy and irregular surface under direct sunlight. The cluttered edge map (see
Fig.2a) poses challenges to both localization modules.

For detection purposes, we assume a frontal position and rectified stereo images,
while both assumptions are relaxed during tracking, that work with arbitrary cam-
eras and nozzle attitudes. Then, we perform the following bottom-up processing:
edge detection, linking, circle detection, stereo matching, triangulation of the center
and least square error (LSE) refinement.

Binary edge maps are first obtained by the Canny detector [9]. Subsequently, edge
linking [13] is perfomed to recover connected, 1-pixel wide lines, which are broken
at detected junction points (where two or more lines cross), obtaining a set of labeled
contours. This procedure may be computationally intensive, especially in a cluttered
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scenario like ours, however it provides a very good and reliable information for
shape detection.

Each connected line is then tested for circularity, that is, how well it fits an arc
of a circle. In a first implementation, we considered thresholding the residual error
after a standard LSE fitting of a cricle (L2 norm).

However, standard LSE is not robust against outliers, that in our case are given
by false edges, erroneously linked to the correct ones.

A better strategy considers instead the L1 norm of the geometric re-projection
error

AGE : arg min
xc,yc,r

∑
i

∣∣∣∣
√
(xi − xc)

2 +(yi − yc)
2 − r

∣∣∣∣ (1)

where (xc,yc) and r are the center and radius of the circle respectively, and (xi,yi)
are the measurements.

Despite the generally higher difficulty of L1 optimization, in this case the result
can be obtained efficiently through a recently developed algorithm [11] (by the au-
thors referred to as absolute geometric error, or AGE).

We verified that this method performs at best when inliers have a low measure-
ment noise, which is the case of the Canny detector that, at least in relatively low-
noise images, shows a pixel-scale accuracy.

A further improvement is given by first applying a RANSAC strategy (3 point
circle fitting) for outlier detection (by thresholding against a reasonable percent-
age, e.g. 30%), before performing the L1 (AGE) optimization. Although this may
increase the computational cost, especially in case of high clutter or long contour
lines, we actually observed that on the average RANSAC takes very few iterations
to converge, again because of the low inlier noise, thus resulting in a negligible
additional cost. A clear advantage of RANSAC is the fact that it explicitly selects
inliers, resulting not only in an improved robustness, but also allowing to rule out
non-circles, by thresholding the percentage of outliers.

After fitting, we threshold candidate arcs against a minimum spanned angle of
45 deg, and against an allowed range of radii, that are computed from the range of
observable nozzle depths. That means, the radius of the 3D circle of the nozzle is
projected on to the image plane, using known maximum and minimum distance of
the tracking range. Thus, the allowed range of the radii rmin and rmax are respectively

rmin = f
R

Zmax
(2)

rmax = f
R

Zmin
(3)

where R, radius of the 3D circle, f focal length, Zmin and Zmax are closest and fur-
thest distance of the nozzle from the camera respectively. The remaining circles are
matched pair-wise between stereo images, by further setting a few thresholds to
exclude impossible matchings: in particular, for a given nozzle radius and camera
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parameters, we test against the epipolar constraint between the two centers (same
y, up to a few pixels), the allowed disparity range (corresponding to observable
depths), the similarity of estimated radii, and the known radius of the nozzle (which
becomes a simple constraint, between the image radii and center disparity).

After all of the pruning, either none (in case missing detection) or very few can-
didate circles will remain, each one leading to a hypothetical pose, first computed
by triangulation of the image centers. Those hypotheses most of the times cluster
together around the correct pose, due to the fact that the detected nozzle edge splits
into multiple arcs. Therefore, in order to obtain a more robust and accurate pose
estimation, we merge together all candidate arcs (on both images), and perform a
final nonlinear LSE, by minimizing the overall re-projection error, initialized by the
average of triangulated centers.

We finally remark that while selecting the above criteria, we keep quite conser-
vative, because false positives are not acceptable by the system (they would badly
initialize the tracker), while occasional missing detections may occur, at least when
the target is for some time under a strong illumination or shadow. In Fig. 2, inter-
mediate results of the detection process are shown. Notice that size of images have
been rescaled for better visualization.

4 Tracking

Once the nozzle position has been globally initialized with sufficient precision, the
tracking module refines and updates the estimate in real-time, still relying on the
Canny edge map, but this time minimizing geometric re-projection errors, after sam-
pling the model into a set of points, to be projected onto both images.

This procedure, other than being faster for real-time purposes (because it is a local
optimization, as opposed to a global, bottom-up search), it is also more accurate and
robust. Moreover, it does not rely anymore on the assumption of parallel cameras,
thus avoiding the need for image rectification which has been used above to simplify
epipolar matching and triangulation.

Projected model points are associated to candidate edge pixels along the respec-
tive normals, also checking against the matching edge directions (as measured by a
Sobel filter), up to a reasonable threshold of about ±15 deg.

By assuming Gaussian noise statistics for detected edges, this is a classical non-
linear least-squares problem, that can be solved by Gauss-Newton optimization
[12, 7], improved for robustness by an M-estimator.

Hereafter, we provide more details about this module. We also notice that the
procedure may be improved by using a Kalman filter with a simple dynamical prior
(for example a constant velocity model, since we are dealing with controlled and
smooth trajectories). However, in the present implementation we decided to rely on
the maximum-likelihood solution provided by the above edge fitting, which has rel-
atively a large convergence region, at the same time avoiding bias from mismatched
dynamic or parameter identification issues.
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In a more general setting, let us first consider the Euclidean group SE(3) of rigid
body motion, given by

T =

[
R t
0 1

]
(4)

where R is a (3×3) rotation matrix, and t a translation vector. A standard singularity-
free parametrization (at least around the previous estimate of T ) is achieved by using
the tangent space to the manifold, given by

Tt = Tt−1δT (δpt) (5)

where the incremental transform is singularity-free around δT (δp= 0). The tangent
space to SE(3) at Tt−1 is given by the Lie algebra se(3), that provides δT through
the exponential mapping

δT (δp) = exp

(
6

∑
d=1

Gdδ pd

)
(6)

where Gd are the canonical (4× 4) generators of se(3) [8].
Each 3D model point x (sampled on circular rim of the nozzle), expressed in

homogeneous coordinates, is projected onto a given camera y by the respective (3×
4) projection matrix K

y = Pro j(KT δT (δp)x) (7)

where Pro j() is a perspective projection which transforms a point from homoge-
neous to Euclidean 2D coordinates. We minimize the objective function

minimize
δp

‖s− y(δT(δp))‖2
(8)

along the edge normals, where s is a vector of matching edge points.
Pose parameters δp are, then updated by minimizing linearised least square

problem

‖Jδp− r‖2 (9)

where, r is residual and J is Jacobian matrix of the residual. The pose is updated
iteratively with the new T matrix, computed by (5), until the increment is sufficiently
small.

The general formulation can be applied also to cases with reduced degrees of
freedom, because of symmetry: for example, since the axial rotation of the nozzle
cannot be estimated, the Jacobian column related to one of the generators Gd can be
suppressed. Moreover, for our scenario rotation is controlled quite precisely through
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attitude measurements such as star tracker, thus we only show results concerning
translation, by constraining the least square problem as

minimize
δp

‖Jδp− r‖2

subject to Cδp = 0
(10)

where C is a matrix of Lie group generators associated to the rotation components.
However, we demonstrate results of the full 6 DOF pose tracking to show robustness
of the method to roto-translation motion. We note that Camera based methods have
inherent difficulty in recovering the pose of symmetrical objects about the axis of
symmetry(for example Nozzle).

As we have seen, in our scenario several background clutters exist because of
specular reflections, resulting in false positives on the edge map that may be very
close to the nozzle edge, and very strong as well. Robustness to outliers is critical
both for detection and tracking. However, the latter case is even worse, because local
matching is performed independently point-wise, without the ambiguity reduction
provided by edge linking (Sec. 3).

Also in this context, we could apply a RANSAC strategy (under the stereo re-
projection error). However, for real-time efficiency we adapt the M-estimator that
adaptively thresholds outliers based on robust statistics, while reweighting inliers
according to the Tukey bi-weight function.

5 Results and Discussion

The proposed method has been validated and verified on a terresterial experimental
setup, consisting of simulated space object and environment. The mock-up system
reproduces at least the following three conditions: space illumination, both from the
Sun and from the servicer satellite (with specified ratios), optical surface properties
of the client relative motion between servicer and client, during approach and dock-
ing. The spectrum of the sunlight is simulated with a high power floodlight system,
which is highly directional and illuminates the client surface from a desired direc-
tion. The surface of the client mock-up is covered with a highly reflective multilayer
insulation (MLI) as shown in Fig.3. Due to the bumpy surface and the directional
light source, there exist strong specular reflections, mostly located on irregular cor-
ners and edges, with an unstable shape and size. In order to realize relative motion,
the two satellites are mounted on large 6 DOF robots. Several trajectories, consisting
of translation and rotation at different velocitites, are generated.

The ideal scenario consists of pure translation, with linear trajectory including
acceleration/deceleration phases, possibly superimposed to camera rotational dis-
turbances, arising from the external attitude controller. Moreover, each trajectory is
further tested at different directions of the sun (90, 66 and 15 deg, with respect to
the camera optical axis), and under various level of illumination (provided as ratio
of sunlight illumination to target illumination system). Thus, the set of motion se-
quences is composed of all possible conditions, from underexposed to overexposed
lighting, that can be expected in space.
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Fig. 3 Mock-up of client satellite and servicer mounted on the two 6 DOF robots for ren-
dezvous and capture.

Images of size 1024× 1024 were captured at a rate of 1Hz by a calibrated stereo
setup with 50 cm baseline and 41.6 deg field of view, suitable for the range of dis-
tances. For the verification of our method, motion of the robot and image capturing
have been synchronized, and ground truth data were collected from the sensor read-
ings of the robot, after hand-eye calibration (using DLR Callab toolbox, [14]) to
recover the constant tool center point (TCP) to camera transformations. The current
implementation is single-threaded C++ on Intel(R) Xeon(R) Desktop, with 2.80
GHz processor. The computation time of the detection and tracking are 500ms and
100ms respectively, which are well below the acceptable real time constraint (1Hz)
for the application of on-orbit servicing.

5.1 Nozzle Detection

Various methods of circle fitting and their combinations are implemented, to evaluate
their performance for nozzle localization under strong background clutter. The eval-
uation is based on errors generated in 3d localization, as well as percentage of correct
detections under conservative parameter settings. We fix the same thresholding pa-
rameters for all fitting methods and test trajectories. Thresholding parameters can be
easily selectetd; however, the arc angle and threshold of reprojection error require a
careful tuning to avoid false detection. In our experiment, a minimum arc angle of 45
deg and an overall reprojection error of 6 pixels is used for all the experiments.

The combined RANSAC circle fitting (with three non-collinear points) and AGE
(RANSACL1, in Fig.4) shows best performance in localizing the nozzle of the satel-
lite over all test sequences because of their complementary robustness property.
Here we demonstrated those detection errors only in Z-axis (the optical axis) due to
limited space. This combination is better in that it provides less position errors and
a few false detections (false positive) consistently. It is worth noting in Fig. 4, that
RANSACL1 and RANSACL2 localized the nozzle position accurately (relatively a
few errors), however errors of RANSACL2 in the first five frames, are too high to
initialize the local tracker (absolute errors more than 100mm in Z-axis).
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Fig. 4 Localization error; Comparison of circle fitting methods for detection of satellite noz-
zle under specular reflection: Least square error(L2), absolute error(L1), 3 non-collinear point
circle fitting(RANSAC), and combination of RANSAC with L1 and L2. RANSACL1 and
RANSACL2 are demonstrated to perform the best compared to the rest of the methods shown
in this graph, particularly RANSACL1 is more robust, and able to detect the nozzle over rel-
atively long sequence.

5.2 Local Tracking

We present some of the results, selected among the large set of trajectories, to show
robustness and accuracy of local tracking of the nozzle center during very close
range rendezvous. The reprojection of the nozzle in frontal view at estimated pose
is well aligned with the desired image edge in spite of worse illumination condition
in Fig.5.

(a) (b)

Fig. 5 Reprojected nozzle at estimated pose is well aligned with the image nozzle under;
a)strong illumination and b) weak illumination condition.

Tracking errors under two different illumination conditions and motion trajecto-
ries are shown in Fig. 6a and Fig. 6b, the latter illuminated with only target illumi-
nation system of the servicer (without the Sun simulator). Fig. 7a and b demonstrate
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Fig. 6 Tracking errors for different trajectories and illumination conditions (provided as the
ratio of sunlight illumination to target illumination system). (a) Pure translation; the Sun is
perpendicular to the line of sight of camera, 80% illumination. (b) Same configuration as in
(a), except only target illumination system (no sun light).

tracking accuracy in presence of attitude disturbances (the camera rotates about the
y-axis, with a sinusoidal pattern of about 1 deg amplitude): Fig. 7a is due to the
result of translation in x- and y-directions at constant velocity, while Fig. 7b shows
errors during station keeping at 5 m from the client.

As we expect, the errors shown in all plots decrease as the servicer approaches
the client (also depending on the illumination conditions), because of less clutter
and larger disparities. In fact, at close distance we can distinctly observe the visible
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Fig. 7 Tracking errors for different trajectories and illumination conditions (provided as the
ratio of sunlight illumination to target illumination system). (a) Translation along (x,y) and
rotation about x; the Sun position is 66 deg to the line of sight of camera, and 90% illumina-
tion. (b) Roto-translation about y alternating with sinusoidal oscillation; fixed at 5m in Z-axis,
with the Sun position 15 deg to the line of sight of camera and 90% illumination.

circular feature, under better lighting conditions and less background clutter, so that
accuracy of localization is greatly improved along all axes.

On the other hand, we observe swinging errors in some test scenarios, though it is
predominant in oscillatory motion consisting of small rotation (Fig. 7a and b). The
swinging appears when the tracker encounters dominant edges due to reflection, and
the actual edges of the nozzle in the image are too few. The adverse effect of virtual
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edges because of reflection during pose refinement can be observed in Canny edge
map in Fig. 2, in which some of the false edges are comparable to desired edges
of the satellite nozzle, even after several prunnings. Using stereo images for local
tracking provides several benefits; firstly, we can acquire more information about
the scene in two views and increase an accuracy and a robustness particularly at
very close range. Secondly, one of the stereo cameras can be used in case either of
them fails to function1, at least for local tracking. We remark that that in Fig.6a,
the tracked sequence is relatively longer (up to 7) than the rest of the sequences
(for example, Fig.6b). This is because, the trajectory is pure translation without
oscillation and good illumination, which favours distinctive nozzle at relatively far
distance. In general, the nozzle is not any more distinctive feature for tracking at
distances above 5m when the client motion is oscillatory. Thus, we should use the
whole satellite model instead of the nozzle for higher ranges unlike the close range
in which the full shape of the satellite may not be visible in the camera field of view.

5.3 Limitation

Despite good accuracy and robustness of the proposed method, there exist limita-
tions in both localization methods. The nozzle detector fails to detect some frames (a
maximum of two frames after last detection) of the image sequence, which are typi-
cally low contrast images, with shadows and several background clutters. However,
detection is required only when there exists loss of tracking, which occurs rarely.
Hence, it is safe to initialize the loss of tracking for relatively slow motion of the
target satellite.

The local tracking, on the other hand, is more robust and accurate, although the
accuracy of the tracker degrades with low contrast image and shaking motion (see
Fig.7b). Moreover, the last pose is used to predict the current pose, assuming again
slow client motion dynamics.

6 Conclusion

Assuming that attitudes of two satellites are aligned, we developed a model-based
detection and tracking method based on stereo images, for fully automatic localiza-
tion of a satellite nozzle during very close-range rendezvous and capture operations.
Our method has shown to be robust and accurate under various space lighting con-
ditions and motion trajectories. Several tests have been performed on a full scale
satellite mock-up with ground-truth and realistic environment conditions. For future
work, an extensive evaluation of the localization method at wider range and complex
motion will be performed.

Acknowledgement. The authors would like to thank Dr. Toralf Boge of DLR, for his support
in realizing test trajectories at EPOS, and Dr. Quirin Mühlbauer of Kayser-Threde GmbH, for
providing camera system.

1 Redundancy of critical-components because of radiation.
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Linear Dynamic Modeling of Spacecraft
with Open-Chain Assembly of Flexible Bodies
for ACS/Structure Co-design

Jose Alvaro Perez, Daniel Alazard, Thomas Loquen, Christelle Cumer, and
Christelle Pittet

Abstract. This work presents a method to build a linear dynamic model of open-
chain assembly of spacecraft flexible appendages for future Attitude Control System
(ACS)/Structure co-design. This kind of modeling takes into account the flexible in-
teractions between all the spacecraft substructures, called bodies or appendages, to
finally provide the loads (forces and torques) induced to the main body. More gen-
erally, this method can be applied to any open mechanical chain, such as segments
of robotic arms, segments of antenna mast or masts linking solar panels to the main
hub. Therefore, the dynamics model of the entire spacecraft can be derived easily
in order to design the spacecraft ACS. The method is based on the Craig-Bampton
modal synthesis, from which a state-space representation is obtained.

Introduction

The significance of structural flexibility in the attitude control and stability design
has been recognised since the first launches of artificial satellites. Typically, a satel-
lite is composed of a main body or hub, B, and several bodies, called appendages,
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J. Bordeneuve-Guibé et al. (eds.), Advances in Aerospace Guidance,
Navigation and Control, DOI: 10.1007/978-3-319-17518-8_37



640 J.A. Perez et al.

attached to this main body: solar arrays, antennae, deployable booms and other pay-
loads which the satellite uses to accomplish its mission.

Despite of the importance of appendage flexible modes in satellite dynamics, the
rigid model has been the most used for the majority of investigations. However, this
assumption starts being questionable as spacecraft dimensions increase with large
chains of rigid and flexible bodies. At this point, perturbations caused by structure
flexible modes become significant for spacecraft dynamics, making necessary their
inclusion not only in the validation process but also in the design process.

A great number of studies have been carried out to model appendage flexible
modes effects when attached to spacecraft main body, as for example [1], [2] and
[3]. A general detailed review of dynamics of multibody systems is presented in [4],
mainly focused in general applications and not to the spacecraft domain. Neverthe-
less, these approaches always stay in the theoretical domain, with non-linearities
which cause difficulties to create a Linear Time Invariant (LTI) representation.
Moreover, these methods do not use parameters provided by Finite Element Model
(FEM) analysis for such purpose. In [5] and [6] a LTI representation is found, in-
cluding some parameters obtained by FEM analysis, but they do not consider the
possibility of linking several flexible appendages between them.

At the same time, there is an increasing relevance as well concerning new co-
design (also called integrated design in the literature) methodologies which allow a
simultaneous design of the Attitude Control System (ACS) and spacecraft structure
properties. Specifically, co-design methods have a relevant importance when lead-
ing with flexible multibody systems because of the intense Control-Structure Inter-
action (CSI). An innovative technique developed at the ONERA Toulouse Research
Center allows performing integrated control/structure design using spacecraft LTI
representations, as it is explained in [7] and [8].

So that such a technique can be applied in the flexible multibody spacecraft, an
accurate LTI representation of the spacecraft is needed. This work aims at finding
LTI form of a flexible body which can be linked to other bodies, rigid or flexible,
without losing generality, in order to apply it to future ACS design of satellites
with long masts or solar array chains. Even more, this model aims at being able
of introducing parametric uncertainties or variations for future ACS/Structure co-
design application. Such representation must meet the following requirements:

• Respect of the dynamical behavior of the appendage; i.e., a representation which
conserves the required number of structure modes.

• Independence of other external parameters; i.e., the possibility to independently
analyze each flexible body regardless its connections to the other bodies.

• Use of the adequate inputs and outputs for ACS, such as forces, torques and
acceleration between interfaces.

• Direct access to physical parameters to take into account uncertainties of the
appendages for ACS/structure co-design.

To accomplish this task, this investigation proposes a method to model an Inter-
connected Flexible Appendage (IFA) model in open chain-like assembly. In the
Section 1, the Craig-Bampton modal synthesis is presented in order to introduce the
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reader to the dynamic substructuring process. Next, the IFA model is built from the
equations. In Section 3, a way to interconnect the different IFA models is presented.
Finally, the possibility of introducing uncertainties into the model is analyzed and
conclusions are presented.

1 Dynamic Substructuring Using the Craig-Bampton Method

The Interconnected Flexible Appendage (IFA) model parameters will be obtained
from the modal synthesis method for substructures developed by Craig-Bampton
in [9], which has been used for practical applications in several studies such as
those of [10], [11] and [12]. However, such applications lack the state space repre-
sentation. This study aims at providing such needed state-space representation, as
accomplished in [5] and [6], but adding the possibility of appendage concatenation.

The uncoupling accomplished by the Craig-Bampton method for substructur-
ing is the main reason for using it in this work. The transformation provided by
Craig-Bampton allows to separate the interface motion from the interior displace-
ments. Thus, substructure dynamics can be condensed at its interface and, with the
correct connections, the flexible modes can be embedded inside the substructure
automatically.

The Craig-Bampton transformation consists of two steps. The first one is a co-
ordinate transformation in order to uncouple interior-interface displacements (see
Section 1.1). The second step consists on truncating high frequency elastic modes
expressed in modal coordinates in order to capture the fundamental low frequency
response modes of the substructure (see Section 1.2).

1.1 Uncoupling of Interface-Interior Displacements

Let consider a typical FEM formulation for structural dynamics, which allows to
approach the substructure dynamical behaviour with a limited number of degrees of
freedom (dof ):

Mq̈+Dq̇+Kq = F(t) (1)

where M is the mass matrix, D the damping matrix, K the stiffness matrix and F(t)
the external loads vector. For analysis purposes, matrix D is not taken into account
for the moment. However, it can be easily implemented as explained later in this
section and in [12].

Following the dynamic substructuring explained in [9], the set of substructure
dof, noted as q (spacecraft appendage), such as the one shown in Figure 1, can be
partitioned in two sets: interfaced or supported boundary nodes ( j index) and the
interior elastic nodes (i index). Therefore the corresponding dynamic matrices can
be rewritten as follows:
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interface dof

interior dof

Fi

qi

qj=m,m+1...nj

Fj

qj=1,2...m

Fj

Fig. 1 Generic mechanical substructure.

q =

[
qi

q j

]
F =

[
Fi

F j

]
K =

[
Kii Ki j

KT
i j K j j

]
M =

[
Mii Mi j

MT
i j M j j

]
(2)

The Craig-Bampton transformation transforms the set of elastic physical coor-
dinates qi to a set of modal coordinates ηm. Then, the set of physical coordinates
q is transformed to a hybrid set of physical coordinates at the interface, q j, and
modal coordinates at the interior, ηm, as stated in equation (3). Thus, the coordinate
transformation can be written as:

q =

[
qi

q j

]
=

[
φ i j ϕ im
I 0

][
q j

ηm

]
=Ψ

[
q j

ηm

]
(3)

with the Craig-Bampton Transformation Ψ which can be partitioned as:

Ψ =
[
Φ j Φm

]
; Φ j =

[
φ i j
I

]
Φm =

[
ϕ im
0

]
(4)

where Φ j is usually referred to as the Interface Node Functions and Φm to as the
Fixed Base Mode Shapes [10]. Understanding the physical meaning of these matri-
ces is important to learn how to use properly the Craig-Bampton method:

• The Interface Node Functions, Φ j, where φi j is the Static Constraint Modes Ma-
trix, relate physical displacements at the interface, q j, to physical displacements
of the elastic degrees of freedom, qi. It is essential as it describes the static re-
sponse of the substructure to excitations coming from neighbouring substructures
through the interface degrees of freedom. It can be obtained by the following ex-
pression, obtained with the static problem of equation (1):

φ i j =−K−1
ii Ki j (5)
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Rigid modes are embedded in these functions. Thus, for a substructure with an
isostatic interface (exactly 6 degrees of freedom) the Static Constraint Modes
Matrix will lapse into the rigid modes matrix at the interface point.

• The Fixed Base Mode Shapes, Φm, with ϕim relating the modal responses ηm
to the physical displacements of the elastic degrees of freedom qi. It is obtained
from the equations of motion with the interface degrees of freedom (q j = 0)
constrained and with no force acting in the interior points (Fi = 0):

Kiiϕim = ω2Miiϕim (6)

Solving the substructure eigenvalues ω2 and mode shapes ϕim the transformation
of physical displacements to modal responses is accomplished by the relation
qi = Φi jq j +ϕimηm.

The Craig-Bampton method rewrites the substructure motion equation (1) from
the set of physical coordinates to a set of coordinates consisting of physical coor-
dinates of physical interface points and modal or generalized coordinates, so the
equation of motion of a linear substructure is:

[
Mii Mi j

MT
i j M j j

][
q̈i

q̈ j

]
+

[
Kii Ki j

KT
i j K j j

][
qi

q j

]
=

[
Fi

F j

]
(7)

Equation (7) can be rewritten using the Craig-Bampton Transformation Matrix Ψ
and obtaining a new linear system in terms of the physical boundary displacements
q j and generalized coordinates ηm. Therefore, introducing (3) in equation (7), pre-
multiplying by ΨT the equation becomes:

[
M̄ j j M̄ jm

M̄T
jm mm

][
q̈ j

η̈m

]
+

[
K̄ j j 0

0 km

][
q j

ηm

]
=

[
φ T

i jFi +F j

ϕT
imFi

]
(8)

As stated before, now it can be easily appreciated that the interior modes become
uncoupled from each other thanks to the transformation matrix properties. Equation
(8) shows that the FEM software has to provide a set of particular sub-matrices in
order to achieve the Craig-Bampton decomposition. These sub-matrices are:

• The Interface Mass Matrix, M̄ j j =ΦT
j MΦ j, represents the mass properties trans-

lated to the interface points.
• The Interface Stiffness Matrix, K̄ j j = ΦT

j KΦ j, expresses the stiffness associated
with the displacement of one interface degree of freedom while the others are
held fixed. Note that for an isostatic substructure (Static Modes Matrix lapsing
into rigid modes matrix) this matrix is zero.

• The Coupling Matrix between static constraint modes and fixed base modes,
M̄ jm =ΦT

j MΦm, that expresses the interaction between the intern flexible modes
and the interface points.

• mm is the generalized mass matrix and is almost always set equal to the identity
matrix by the majority of FEM softwares ([10]).
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• km is the generalized stiffness matrix and contains the natural frequencies of the
fixed base modes in its diagonal:

km =

⎡
⎢⎢⎢⎣

ω2
1 0 · · · 0

0 ω2
2 · · · 0

...
...

. . .
...

0 0 · · · ω2
m

⎤
⎥⎥⎥⎦ (9)

If damping effects are considered when modeling appendage dynamics, the anal-
ysis can be performed as in [12] or [10], where the damping matrix is assumed to
have the following structure after Craig-Bampton transformation:

D̄ =

[
D̄ j j D̄ jm

D̄T
jm dm

]
(10)

where D̄ j j and D̄ jm are nearly chosen equal to zero and the dm matrix is written
as follows:

dm =

⎡
⎢⎢⎢⎣

2ω1ξ1 0 · · · 0
0 2ω2ξ2 · · · 0
...

...
. . .

...
0 0 · · · 2ωmξm

⎤
⎥⎥⎥⎦ (11)

Note that ξ stands for the equivalent viscous damping defined as the ratio of
damping and ω the corresponding fixed base mode.

1.2 Model Reduction

Finally it is interesting to reduce substructure complexity by removing the less
significant modes, which leads to the second and final step in the Craig-Bampton
method. The final set of modal solutions, ηm, can be truncated to some smaller set,
like ηk with k <m, by removing the higher frequency modes since their contribution
to the total low frequency excitation is negligible (see [10] and [6]). This truncation
leads to a reduced model of the substructure:

[
M̄ j j M̄ jk

M̄T
jk mk

][
q̈ j

η̈k

]
+

[
K̄ j j 0

0 kk

][
q j

ηk

]
=

[
φ T

i jFi +F j

ϕT
ikFi

]
(12)

This will lead to a less numerically complex model which will reduce computa-
tion time when introduced in robust control and co-design utilities. As an example,
for a 3D beam analysis only the two first bending modes are taken for first order
approximations. Rarely more than five modes are taken for AOCS control design.
In the next section a new manipulation of these equations is presented in order to
get the IFA model.
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2 Interconnected Flexible Appendage LTI Model

When designing a linear model for an interconnected flexible appendage in a chain
two cases have to be distinguished :

• The intermediate appendage, which can be between two appendages or one ap-
pendage and the main hub.

• The terminal appendage in the chain: the one placed at the end of the chain and
connected to the main hub only by the chain of appendages that precedes it.

This is due to the particularities that the terminal appendage modeling presents.
In this section the intermediate appendage modeling is presented followed by the
case of terminal appendage modeling.

2.1 Intermediate Appendage

As introduced in Section 1.1, interface degrees of freedom q j can be easily isolated
from interior degrees of freedom qi using the Craig-Bampton Transformation. The
uncoupling provided by this transformation is a major advantage the model has to
exploit.

For this work the flexible appendage is considered to have two connection points,
named P and C, which represent the corresponding interfaces of the appendage; i.e,
the appendage receives exterior loads and accelerations through these points, the
rest of degrees of freedom are internal. The fact of considering that the appendage
is modeled with two connection points leads to the following partition of the set of
physical displacements q j and its corresponding mass, stiffness and loads matrices:

q j =

[
qp

qc

]
M̄ j j =

[
M̄pp M̄pc

M̄T
pc M̄cc

]
K̄ j j =

[
K̄pp K̄pc

K̄T
pc K̄cc

]
F j =

[
Fp

Fc

]
(13)

z

x

y
O

Fi

P

C

Fext
p

qp

qcs

s− 1
s+ 1

Fext
c

Fig. 2 Illustration of an Interconnected Flexible Appendage (IFA). Index s stands for the
substructure being analyzed, while s−1 calls for the preceding appendage and s+1 for the
next substructure in the open-chain assembly.
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Figure 2 shows the studied appendage in the middle of a generic open chain
of appendages. The appendage s is linked to a preceding appendage s− 1 through
the interface point P, and to a successive one s+ 1 through the interface point C.
External applied loads may be included at the interface as well, such as Fext

p and
Fext

c .
The purpose is to establish a cause-effect interaction between the current flexible

appendage and its neighborhoods through the interfaces P and C. This interaction is
expressed developing a two-port model as the one shown in Figure 3 (see also [13]
for further informations). This model is characterized as follows:

• Inputs: acceleration of point P, q̈p, and the load transmitted by the next substruc-
ture s+ 1 at point C , noted as Fs+1/s.

• Outputs: acceleration at point C, q̈c, and the load transmitted to the preceding
substructure through the point P, noted Fs/s−1.

Fig. 3 Two-Port model
sketch proposed for sub-
structure modeling. Loads
and accelerations are ex-
changed at the interface
points. Index A stands for
appendage and indexes P, C
stand for the model between
P and C interfaces.

DA
PC(s)

q̈p q̈c

Fs+1/sFs/s−1

The use of the two-port model allows to establish a “data flow” that permits to
interconnect appendages systematically in their connection points through the ex-
change Load ↔ Acceleration; i.e, an appendage named s perceives the acceleration
at its “base” P and the loads at its opposite end C, providing in exchange the load
transmitted through P and the resulting acceleration in C. In Section 3, the simple
concatenation of these models between them is demonstrated.

Therefore, computation of opposite end acceleration q̈c and transmitted load
Fs/s−1 are absolutely necessary for the interconnected flexible appendage model
in the form of a double-port model. Since the nature of both physical manifestations
is not the same, the computation of each one of them differs. In the next paragraphs
a detailed method is explained for both physical parameters.

2.1.1 Acceleration Transfer Calculation

The acceleration of connection point C, q̈c must be a function of the acceleration of
connection point P, q̈p, and the load transmitted through C, Fs+1/s, as imposed by
the double-port modeling.

The dynamical behavior of the interfaces is given by the upper part of equation
(12) and it is written as follows:

M̄ j jq̈ j + M̄ jkη̈k + K̄ j jq j = F j +φT
i jFi (14)
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which in the case of two connection points P and C and no internal loads, Fi = 0,
becomes:

[
M̄pp M̄pc

M̄T
pc M̄cc

]⎡⎢⎣
q̈p

q̈c

⎤
⎥⎦+

[
K̄pp K̄pc

K̄T
pc K̄cc

][
qp

qc

]
=

[
Fp − M̄pkη̈k

Fc − M̄ckη̈k

]
(15)

Let the connection P be considered as the “base” of appendage movement. From
equation (15) it can be inferred that the dynamical behaviour is influenced by the
stiffness between the two connections points, since K̄ j j is not diagonal, by the move-
ment of connection point P and by the interior flexible modes η̈k acting as a load
through the modal participation matrix, M̄pk and M̄ck . For better computing of con-
nection C acceleration (remove stiffness coupling between connection points and
imposing P as a “base” of the movement) an Imbert transformation [6] is applied to
the displacement in C, which is denoted by :

qc = Φrqp +ϕlζl (16)

and leads to the interface degrees of freedom transformation:
[

qp

qc

]
=

[
I 0

Φr ϕl

][
qp

ζ l

]
= Γ

[
qp

ζ l

]
(17)

where Φr = −K̄−1
cc K̄cp is the rigid modes matrix of the interface, as now connec-

tion P acts as the only isostatic interface (as explained in Section 1.1). The fixed
base mode shapes matrix of the interface, ϕl , is obtained by solving the eigenvalue
problem K̄ccϕl = ω2

l M̄ccϕl . These matrices form the transformation matrix Γ .
Pre-multiplying by Γ T and applying coordinates transformation equation in (14)

the following expression is found:

[
m̄rr m̄rl

m̄T
rl m̄ll

][
q̈p

ζ̈l

]
+

[
0 0
0 k̄ll

][
qp

ζl

]
=

[
Fp − M̄pkη̈k +ΦT

r Fc −ΦT
r M̄ckη̈k

ϕT
l Fc −ϕT

l M̄ckη̈k

]
(18)

Equation (18) presents two main advantages. The first one is the achieved mathemat-
ical simplicity since there is no longer a coupling caused by the interface stiffness
matrix. The second one and most important is the finding of a more intuitive param-
eter, the rigid body matrix m̄rr, named DA

P in [5], which can be expressed as follows
when Φr is evaluated in a correct coordinate frame:

DA
P = mrr =

[
I ΦT

r

]
M̄ j j

[
I

Φr

]
=

[
msI ms(∗GP)

−ms(∗GP) Js
G −ms(∗GP)2

]
(19)

where ms is the mass of the appendage, Js
G is the appendage inertia matrix at its

gravity center, and ∗GP is the anti-symmetric matrix associated to the gravity cen-
ter position, G, from the connection point P, denoted by the vector GP. Such a
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finding is exploited later in Section 4 since it is an important source for appendage
parametrization and thus being able to use co-design tools.

Other parameters in equation (18) are the modal participation matrix m̄rl , the
generalised mass matrix, m̄ll , and the generalised stiffness matrix, k̄ll = diag(ω2

l ).
It should be noticed that these matrices are associated to the flexible movement
between the connection points P and C, not to the appendage interior displacements
ηk.

Hereinafter, applied loads at connection point P, Fp, are ignored. This decision
lies in the assembly of the interconnected appendage, since once an appendage
called s is connected to another appendage named s+ 1, it results that Cs ≡ Ps+1,
what could lead to count twice the external loads at the interface points. To avoid
this problem, it is necessary to ignore one load, and it has to be Fp since Fc is needed
so that Fs/s−1 can be introduced.

Therefore, imposing Fp = 0 in the matrix equation (18) and knowing that the
acceleration at connection C is obtained deriving equation (16), a state-space repre-
sentation is found in order to compute q̈c:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
ζ̇l

ζ̈l

]
=

[
0 I

−m̄−1
ll k̄ll 0

][
ζl

ζ̇l

]
+

[
0 0 0

−m̄−1
ll m̄T

rl m̄−1
ll ϕT

l m̄−1
ll ϕT

l M̄ck

]⎡
⎣ q̈p

Fc

η̈k

⎤
⎦

q̈c =
[−ϕlm̄

−1
ll k̄ll 0

][ ζl

ζ̇l

]
+
[

Φr −ϕlm̄
−1
ll m̄T

rl ϕlm̄
−1
ll ϕT

l ϕlm̄
−1
ll ϕT

l M̄ck
]⎡⎣ q̈p

Fc

η̈k

⎤
⎦

(20)

From equation (20) several remarks can be extracted. It can be seen that the direct
transfer of acceleration between P and C depends mainly on the rigid transfer Φr,
reduced by the effect of flexibility between them as the transmission term, renamed
φl = ϕlm̄−1

ll m̄T
rl , shows. It also depends on the modal coordinates of the appendage

internal degrees of freedom, η̈k, which are transmitted through a rescaled modal
participation factor at C which can be named as M̃ck = ϕlm̄−1

ll ϕT
l M̄ck. Once the

opposite end acceleration has been determined, the transmitted load Fs/s−1 can be
computed.

2.1.2 Load Transfer

The load transfer through the connection point has a different origin than the accel-
eration. In order to see which information is transmitted through the interconnected
appendage interfaces, the analyze of the synthesized structure is needed; i.e., the
coupling study of two or more appendages.

Let an open-chain assembly of substructures be supposed, with the superscripts
s− 1, s and s+ 1 distinguishing the substructures which are being coupled. Fol-
lowing the Craig- Bampton synthesis steps explained in [6] or [10] and evaluating
appendage equation of motion at its interfaces, the following mathematical state-
ment is inferred:

M̄s
j jq̈

s
j + K̄s

j jq
s
j +M̄s

jkη̈s
k =

[ [
0 −I

]
[M̄s−1

j j q̈s−1
j + K̄s−1

j j qs−1
j +M̄s−1

jk η̈s−1
k ]

Fext
c +

[−I 0
]
[M̄s+1

j j q̈s+1
j + K̄s+1

j j qs+1
j +M̄s+1

jk η̈s+1
k ]

]
(21)
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where I and 0 are do f ×do f size. From equation (21) is deduced that the input loads
at connection point C for a given appendage s are the result of an external load Fext

C
and a load transmitted by the successive appendage s+ 1, Fs+1/s, which is written
as follows:

Fs+1/s =−[
I 0

]
[M̄s+1

j j q̈s+1
j + K̄s+1

j j qs+1
j + M̄s+1

jk η̈s+1
k ] (22)

and consequently loads at connection point C are expressed as:

Fc = Fs+1/s+Fext
c (23)

Taking this into account, the load that the appendage s has to transmit to the
preceding appendage s−1 has the same form but adding −1 to the current indexes:

Fs/s−1 =−[
I 0

]
[M̄s

j jq̈
s
j + K̄s

j jq
s
j + M̄s

jkη̈s
k ] (24)

However, as the load computation has to be embedded in the state-space model
(20), it is compulsory to apply the coordinate transformation given in equation (17)
for using the same inputs. This transformation can be applied as follows:

Fs/s−1 =−[
I 0

]
(Γ T )−1

{
Γ T M̄ j jΓ

[
q̈p

ζ̈l

]
+Γ T K̄s

j jΓ
[

qp

ζl

]
+Γ T M̄ jkη̈k

}
(25)

and in a more compact expression:

Fs/s−1 =−[
I ΦT

r (ϕT
l )

−1
][m̄rrq̈p + m̄rl ζ̈l +(M̄pk +ΦT

r M̄ck)η̈k

m̄T
rl q̈p + m̄llζ̈l + k̄llζl +ϕT

l M̄ck)η̈k

]
(26)

After tedious calculations it can be demonstrated that the resulting induced load
from appendage s to the precedent appendage s− 1 is determined by the equation:

Fs/s−1 =
[
(Tm̄−1

ll +ΦT
r (ϕT

l )
−1)k̄ll 0

][ ζl

ζ̇l

]

+
[

Tm̄−1
ll m̄T

rl −G −Tm̄−1
ll ϕT

l Tm̄−1
ll ϕT

l M̄ck − M̄pk
]⎡⎣ q̈p

Fc

η̈k

⎤
⎦ (27)

with T and G defined as:

T = m̄T
rl −φT

r (ϕT
l )

−1m̄ll

G = m̄rr −φT
r (ϕT

l )
−1m̄T

rl
(28)

2.1.3 Interface Dynamic Model

Once the acceleration and loads transfers have been calculated, a complete state-
space representation of interface displacements can be established. This state-space
representation is denoted as Interface Dynamic Model (IDM) of the substructure.
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The IDM of the appendage is obtained by combination of the state-space model
(20) and the load output given in (28), obtaining the following representation:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
ζ̇l

ζ̈l

]
=

[
0 I

−m̄−1
ll k̄ll 0

][
ζl

ζ̇l

]
+

[
0 0 0

−m̄−1
ll m̄T

rl m̄−1
ll ϕT

l m̄−1
ll ϕT

l M̄ck

]⎡⎣ q̈p

Fc

η̈k

⎤
⎦

[
q̈c

Fs/s−1

]
=

[ −ϕlm̄
−1
ll k̄ll 0

(Tm̄−1
ll +ΦT

r (ϕT
l )

−1)k̄ll 0

][
ζl

ζ̇l

]
+DIDM

⎡
⎣ q̈p

Fc

η̈k

⎤
⎦

(29)

with DIDM being:

DIDM =

[
Φr −ϕlm̄

−1
ll m̄T

rl ϕlm̄
−1
ll ϕT

l ϕlm̄
−1
ll ϕT

l M̄ck

Tm̄−1
ll m̄T

rl −G −Tm̄−1
ll ϕT

l Tm̄−1
ll ϕT

l M̄ck − M̄pk

]
(30)

Fig. 4 Interface Dynamic
Model block diagram which
contains the state-space
representation in (29)

q̈p

Fc

η̈

Fs/s−1

q̈c

Interface Dynamic

Model

IDMA
PC(s)

The block diagram of the Interface Dynamic Model is depicted in Figure 4. As
stated previously in this section, this model corresponds to a double-port system
model (Figure 3). However, modal coordinates of interior displacements, ηk, are
not computed yet. The effect of these displacements is included through the Interior
Dynamics Model (iDM).

2.1.4 Interior Dynamic Model

The flexibility induced by the interior displacements in the IDM is not yet deter-
mined, since the modal coordinates ηk have no connexion. The lower part of equa-
tion (8) is used to model this effect, without no applied loads in the interior displace-
ments (Fi):

M̄T
jkq̈ j +mkη̈k +kkηk = 0 (31)

Hence it is possible to create another state-space representation which acts as a
feedback within the IDM. This state-space representation is named the Interior Dy-
namic Model (iDM) of the substructure, and is described by the following equations
(where mk was supposed the identity matrix):
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[
η̇k
η̈k

]
=

[
0 I

−kk 0

][
ηk
η̇k

]
+

[
0 0

−M̄T
pk −M̄T

ck

][
q̈p

q̈c

]

η̈k =
[−kk 0

][ηk
η̇k

]
+
[−M̄T

pk −M̄T
ck

][q̈p

q̈c

]
(32)

As it can be appreciated, the iDM contains all the information concerning sub-
structure flexible modes, as it is composed of the generalized stiffness matrix. In
addition, the matrices M̄T

pk and M̄T
ck, describe the way these flexible modes are af-

fected by the interface motion expressed by the acceleration at points P and C.

2.1.5 Assembly

The construction of the Interconnected Flexible Appendage Model (IFA) is
achieved when the IDM is feedbacked with the iDM, as depicted in Figure 5. As a
result, the desired double-port model is obtained with the established inputs (accel-
eration at point P and load caused by the next appendage) and outputs (acceleration
at point C and load transmitted to the preceding appendage).

Fig. 5 Block Diagram rep-
resenting the interior dy-
namics feedback to the
interface dynamics.

Fs/s−1

Interior

Dynamic Model

q̈p

Fc

q̈cInterface Dynamic

Model

η̈k

IDMA
pc(s)

iDMA
f (s)

The last step to complete the IFA model is to re-introduce the external loads at
the interface point C, Fc. As stated in Section 2.1.2, this load has an external origin,
Fext

c and an internal origin coming from the successive appendage, Fs+1/s. The re-
sultant IFA model is depicted in Figure 7. This model allows to use the necessary
inputs/outputs to link the other substructures.

In addition, the introduction of the external loads at the end of each appendage
has two advantages. Not only it serves as an input for perturbations along the chain,
but also as an input for actuators that might be activated between appendages in
order to rigidify the chain. It is important to highlight as well that typically in the
analysis of spacecraft payloads all external loads are considered to be applied in the
interface points and there are no applied loads to the non-interface points, which
makes the simplification of Fi = 0 even more suitable.
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Fig. 6 Final Block Dia-
gram of the Interconnected
Flexible Appendage Model.

Interconnected

Flexible Appendage

q̈p

q̈c

Fs+1/s

Fs/s−1

Fext
c

DA
pc(s)

Fc

2.2 Terminal Appendage

A particular case is presented when the final appendage of the chain has to be mod-
eled. This appendage has one connection point and thus parameters referring to
connection C disappear. This fact corresponds to the problem of base excitation ex-
plained in [6]. Since this is an isostatic case, the Static Constraint Modes matrix
lapses into the rigid modes matrix at the boundary point P, which leads to the same
problem already treated in [5] and [6], where only rigid modes matrix are considered
to express interface behavior.

In this case equation (8) becomes:
{

M̄ppq̈p + M̄pkη̈k = Fp

M̄T
pkq̈p +mkη̈k +kkηk = 0

(33)

Indeed, there are not sub-matrices referring to interface C and there is no interface
stiffness matrix as the problem is isostatic. It can be inferred that M̄pp is the rigid
mass matrix (as computed in equation (19)) and M̄pk the modal participation matrix
at point P, both treated in references [5] and [6] as well.

The induced load to the preceding appendage is determined by the expression
Fs/s−1 = −M̄ppq̈p − M̄pkη̈k as it can be deducted from the notions explained in
Section 2.1.2. Taking this in consideration, the equations in (33) can be expressed
in a state-space representation:

[
η̇k

η̈k

]
=

[
0 I

−kk 0

][
ηk

η̇k

]
+

[
0

−M̄T
pk

]
q̈p

Fs/s−1 =−M̄pk
[−kk 0

][ηk
η̇k

]
+
[
M̄pkM̄T

pk − M̄pp
]

q̈p

(34)

This model is equivalent as the one presented in [5], in which the only output
is the load transmitted to the previous appendage and the only input is the accel-
eration at the interface point P of the appendage, as depicted in Figure 7. This last
appendage acts as a feedback of the preceding appendage, as explained in Section 3.
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Fig. 7 The Terminal Ap-
pendage block diagram has
one input, connection point
acceleration, and one out-
put, the load transmitted to
the connection point.

Terminal

Flexible Appendage
q̈p Fs/s−1

DA
P (s)

3 Interconnection between Interconnected Flexible
Appendage Models

IFA interconnections can be seen as LFT (Linear Fractional Transformation) multi-
plications, since the output of an appendage is the input for the next one while the
next one has to provide its output to the preceding one. Particularly, output q̈c of
appendage s is the input for appendage s+ 1, while output Fs/s−1 of appendage s is
the input for appendage s−1. In the same way, input q̈p of appendage s is the output
of appendage s− 1, and input Fs+1/s is the output of appendage s+ 1. Between the
connection Fs+1/s ↔ Fs/s−1 the external load at the corresponding interface must be
added.

A generic example of this process is given in Figure 8. Let consider a chain-like
assembly of n appendages linked to the spacecraft main hub. The main hub inputs
are the forces and torques at its gravity center G, and main hub outputs are the accel-
erations of point G and its angular acceleration. These outputs are taken by the first
appendage Appendage 1 as the accelerations of its P boundary, q̈p, after previous
passage through the kinematic model τPG (the kinematic model which transports
accelerations at spacecraft gravity center G to the anchorage point P where the ap-
pendage chain starts). The output q̈c of Appendage 1 must be linked to q̈p input
of Appendage 2 since they are actually the same interface: the interface between 1
and 2. It occurs the same for the load that Appendage 2 transmits, Fs/s−1, which is
linked to Appendage 1 as its Fs+1/s input. Then, the output Fs/s−1 of Appendage
1 is summed to the spacecraft main hub loads, previous passage through τT

PG. The
same process can be done for appendages 2,3 . . .n−1. Finally, Appendage n closes
the information loop by providing the corresponding load Fs/s−1 to Appendage n-1
caused by the acceleration q̈P in its boundary P. It should be noticed that rotation
matrix may be applied to the transfer of accelerations and loads between appendages
if appendage frame do not coincide. To simplify the explanation of concatenation,
these frame changes have not been considered in Figure 8.

As a result, an assembled appendage is found which contains all the sub-models
1,2...n and their structural information. In addition, it takes into account the loads
which might be applied at the boundaries between the substructures , and it is easy
to have direct access to physical parameters as demonstrated in Section 4.
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q̈P Fs/s−1

Appendage 1

Appendage 2

Fs+1/s

Fs/s−1

q̈C

q̈P

Appendage n Fs/s−1q̈P

q̈C

Fext
1−2

Fext
2−3

Spacecraft Hub

Rigid Dynamics

āG
˙̄ω

F̄G
T̄G

τPG τTPG

Fs+1/s

Fig. 8 Demonstration of how to concatenate n appendages modelled with the IFA method.

4 Model Parametrization for Co-design/Robust Control

The structure/control co-design method for which this modeling technique has been
developed is based on structured Hinf synthesis ([14]). The sketch in Figure 9 shows
the co-design approach. The method allows synthesizing a stabilizing controller
C(s) and optimizing tunable parameters Δi of the structure for a given system P(s)
( [7]). The block Δi is the uncertainty structured matrix commonly used in the ν-
analysis robust control, but in the co-design method this matrix is used as a set of
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several parameters variations affecting P(s) dynamics. The goal of structure/control
co-design is to optimize such variations simultaneously with the controller.

Therefore, a modeling technique which allows extracting the system Δi block
from the LTI representation is needed. In order to do this, it is necessary to have
direct access to physical parameters inside the models. The direct access will allow
the user to easily include physical parameter variations in the state space representa-
tion, simplifying the Δi block extraction. This direct access to parameters is ensured
for the IFA model since it follows a clear parametric structure:

1. The Interface Dynamic Model (IDM) inside the IFA model ensures the access to
physic parameters condensed at the connection points, such as appendage mass
ms, inertia Js

G and gravity center position GP, found in equation (19) and then
spread in the subsequent equations.

2. The Interior Dynamic Model (iDM) inside the IFA model ensures accessibility
to flexibility parameters such as flexible mode frequencies in the form of ω2,
damping ratios ξ and modal participation factors at the boundary points, M̄pk

and M̄ck (see Section 1.1).

Acceding to these physical parameters and imposing them the desired variation
will allow extracting the subsequent Δi block of the entire system after appendage
concatenation. These block Δi will be used as an input to be optimized by the Hinf

synthesis method, given the optimal variations that ensure system performance and
stability.

Δi

C(s)

P (s)

w′

yu

z′

uΔ yΔ

Fig. 9 Integrated Design Hinf standard form.

5 Model Validation

In order to verify the model truthfulness, a particular example of a 2D beam con-
nected to a base is developed. Let a 2D beam of length L be substructured in three
parts or child-beams A, B and C of lengths L/2, L/4 and L/4 respectively. Each
substructure has identical cross-section properties (rectangular section of width b
and height h) and identical material composition (density ρ and elastic module E
constant). The IFA models, once concatenated, must present the same poles of the
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Fig. 10 Bode Diagram of the load transmitted to the connection point P. Study case: b = 0.1,
L = 10, h = 0.2 E = 69GPa, ρ = 2500. No damping considered.

dynamic system Acceleration → Load of the entire beam of length L and must
transmit an identical load to the connection point.

For each substructure the methods studied in Sections 1, 2 and 3 are applied
in order to obtain the corresponding IFA model. Next, truncation as explained in
Section 1.2 is performed, keeping the first k = 2 flexible modes for each appendage.
Finally, models concatenation is executed as in Section 3.

The result of the final assembly is shown and validated in Figure 10, where the
q̈p → Fchain/hub of the open-chain of child-beams is compared with the entire beam
model obtained by FEM analysis with more than 20 nodes. It can be appreciated that
resonances and antiresonances occur at the same frequencies for the low-frequency
band, denoting the identical dynamical behavior, and start to diverge after the fifth
resonance for this numerical application, which was predictable since child-beams
flexible modes have been truncated. In addition, static gains are equal, ensuring that
the induced load to the hub is identical for both models.

As stated in previous sections, like in Section 1.2, for ACS design only a few low-
frequency modes are needed, making this model largely suitable for the foreseen
applications such as AOCS/Structure co-design and robust control.
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6 Conclusions and Perspectives

In this work a new model for Interconnected Flexible Appendages (IFA) has been
presented and tested. It allows to:

• take into account appendage flexible modes.
• make connections in chain-like assembly with other appendages.
• introduce loads applied at the interface connection points between appendages.
• interface the model with LFT representation to handle uncertain dynamic param-

eters in the modeling process.

All the operations for building the IFA models and connections between them are
being implemented as a complement of the Matlab package Spacecraft Dynamics
Toolbox mentioned in [5]. A full real-case application of this method is shown in
[15]. As for the future, the use of IFA model in co-design and robust control utilities
is foreseen, particularly for a preliminary study for a satellite with a long chain of
flexible appendages.
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Nomenclature

MB : subscript referring to the main body.
A : subscript referring to the appendage.
P : parent appendage attached to A at point P.
C : child appendage attached to A at point C.
Ra = (P,xa,ya,za) : body A reference frame at point P; xa, ya, za are orthogonal

unit vectors.
A : centre of mass of body A .−→a P : absolute linear acceleration vector of point P.−→ω P : absolute angular velocity vector of point P.
ẍP : dual vector (6 components) of accelerations at point P.−→
F A /P : interaction force by A on P .−→
T A /P,P : interaction torque by A on P at point P.
FA /P,P : dual vector (6 components) of interactions at point P.−→a C : absolute linear acceleration vector of point C.−→ω C : absolute angular velocity vector of point C.
ẍC : dual vector (6 components) of accelerations at point C.−→
F C /A : interaction force by C on A .−→
T C /A ,C : interaction torque by C on A at point C.
FC /A ,C : dual vector (6 components) of interactions at point C.
MA

P (s) : direct dynamic model of the body A at point P.
τCP : kinematic model between the point C and the point P.
n f : number of flexible modes considered in the model.
DA

P0
: residual mass matrix of appendage A at P.

ωi : frequency of the ith flexible mode.
ξi : modal damping ratio if the ith flexible mode.
LP : (n f × 6) matrix of modal participation factors at point P.
ΦC : (6×n f ) projection of the n f modal shapes on the 6 DOF δxC.
s : LAPLACE variable.
P(s)4:6,4:6 : subsystem of P(s) between inputs 4 to 6 and outputs 4 to 6.−→u .−→u : scalar product of vectors −→u and −→u .

1 Introduction

A spacecraft is a complex structure that encompasses multi-body mechanical chain
of appendages, both flexible and rigid. All spacecraft, especially satellites must
have pointing capabilites to a certain degree of accuracy, which can be degraded by
vibrations induced by the flexibility of appendages during maneuvers, routine de-
ployments or due to external disturbances like solar pressure and gravity gradient.
However, contemporary satellite design uses more flexible structures for lighter
launch and fuel mass and better agility. A proper trade-off must be achieved to
guarantee a final design as light as possible and also with a good perfomance
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index, in terms of tracking, stabilization and robustness to external disturbances. The
Biomass Earth observation satellite of the European Space Agency (ESA), has been
designed to carry a P-band radar with circularly projected 12m diameter deployable
flexible reflector, supported by a flexible deployment arm, and also a flexible solar
panel. Such large flexible appendages can induce severe vibrations in the satellite.
The study is intended to design an attitude controller for the satellite that will mini-
mize the loss in pointing accuracy incurred during the tracking of reference attitude,
and to investigate the possibility of reducing the mass of certain portions of the arm.

[1] details the derivation of the linear dynamic model at the center of gravity
of the rigid bus of a spacecraft to which a stationary or rotating terminal flexi-
ble appendage has been rigidly fixed or pivoted. The substructure is defined by
a direct dynamic model (that depends on the appendage specific mass and modal
parameters), at the anchorage point. This approach has been extended to an inter-
mediate appendage with two connection points [2] while the cantilever-free version
of the appendage serves as the basis for modal analysis. The interactions with the
neighbouring appendages are represented by the input and output vectors of reac-
tion forces and accelerations (inter-model connections), in the appendage dynamic
model. The first objective has been to develop an analytical model for an interme-
diate uniform beam that defines the sub-structure dynamics in terms of geometric
and mechanical parameters, as detailed in Sect. 2. A further goal is to implement
the aforementioned sub-structure models in MATLAB/SIMULINK, establish their
interface with the appendage-specific FEM analysis data, apply the models to sim-
ulate the dynamic behaviour of the Biomass satellite and thereby validate them (see
Sect. 3). The second problem is to design a decentralized attitude controller that will
ensure a performance objective dictated by the perturbation rejection capability of
the satellite. In Sect. 4, a detailed illustration of the simultaneous optimization of
the H∞ attitude controller and the geometric parameters of a uniform beam portion
of the satellite antenna arm can be found. The aim of this exercise is to investigate
the feasibility of reducing the mass of the arm portion by allowing an acceptable
degradation in the pointing performance of the satellite. Prior research [3, 4] on con-
trol/structural co-design of spacecraft follow an iterative approach, which can lead
to long runs of optimization as the number of tunable parameters increases espe-
cially in case of complex multi-body systems. In [5], a reduced order H∞ controller
is designed for a standard problem, and roll-off requirements and worst-case para-
metric configurations are implemented in a multi-model design approach. [6] details
the co-design of the Biomass satellite where the controller is tuned towards better
performance and robustness, while assuming a delay in the avionics of the satellite.
Both the controller parameters and the delay index are treated as decision variables
in order to select the lowest-cost avionics and to design the corresponding control
law that meets the pointing requirements. The co-design procedure presented in this
study differentiates between the constraints on the norms of the closed loop system
and the weighted controller, and the objective to be satisfied, which is to minimize
the mass of the arm linking the reflector to the bus. The main contribution of the
study is the development of modelling tools that allow to build a model of complex
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flexible space structure like Biomass, which is parameterized according to mechan-
ical characteristics (like the section properties of the Biomass arm).

2 Sub-structure Configurations

In the design and dynamic analysis of complex mechanical structures, an impor-
tant factor in sub-structuring is the choice of boundary conditions at the connection
points, that can be fixed, free, loaded or connected to an external substructure. Sev-
eral methods are in practice for modal synthesis with different boundary conditions,
and the resultant modes vary in their accuracy and shape with respect to the modes
of the exact model [7]. This section contains a brief review on the single and double
input-output-port models for a sub-structure of arbitrary shape with one and two
connection points respectively, defined only by its dynamic parameters, while its
boundary conditions at the connection points have been externalized. Also a de-
tailed account on the derivation of an analytical double input-output-port model for
a uniform beam (super-element) can be found, where the dynamic model is param-
eterized by the geometrical and mechanical properties of the beam.

2.1 Hybrid-cantilever Model for Terminal and Intermediate
Appendages

The appendage A shown in Fig. 1 is the basis for the derivations reviewed in this
section. The hybrid-cantilever formulation [1] of a terminal (leaf) sub-structure with
one connection point P, considers the rigid and flexible modes of its clamped-free
form. This formulation is based on the effective mass approach and provides the
transfer between interaction forces and accelerations (6 DOF) at the connection
point P of the appendage A with the parent substructure P:

FA /P,P =−MA
P (s) ẍP . (1)

This model, called one-port model, is enterely defined by the appendage own dy-
namic parameters DA

P0
, ωi, ξi and LP (see nomenclature). But the internal deforma-

tions of the appendage are lost in such a model and it cannot take into account that
the substructure A can also be connected to a child substructure C at the point C.

For an intermediate appendage with two connection points P and C, [2] proposes
a two-port model MA

P,C(s) where accelerations and interactions forces at points P
and C are both considered on inputs and outputs:

[
ẍC

FA /P,P

]
= MA

P,C(s)

[
FC /A ,C

ẍP

]
. (2)
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In addition to the modal parameters DA
P0

, ωi, ξi and LP that appear in the one-

port model MA
P (s), the two-port model MA

P,C(s) involves the kinematic model τCP

between points P and C and the projection at the point C of the n f clamped-free
modal shapes ΦC (6× n f ).

Fig. 1 Intermediate body
A with parent P and C
substructures on either sides

FA/P,P =

⎡
⎣

−→
F A/P−→
T A/P,P

⎤
⎦

ẍP =

⎡
⎣ −→a P−→̇
ω P

⎤
⎦

ẍC =

⎡
⎣ −→a C−→̇
ω C

⎤
⎦ FC/A,C =

⎡
⎣

−→
F C/A−→
T C/A,C

⎤
⎦

P1

P2

P3

P4

P

�xa
�ya

�za

A
A

C

P

C

2.2 Analytical Two-port Model of a Uniform Beam

For a uniform beam A , shown in Fig. 2, which is an intermediate appendage be-
tween points P and C and defined by parameters like density ρ , cross-sectional
area s, length l, Young’s modulus E, Poisson’s ratio ν (where the shear modulus
G = E

2(1+ν) ), second moment of area about the y and z axes : Iy and Iz respectively,
polar second moment of area around the x-axis Ipx, and arbitrary damping ratio for
all flexible modes ξ , a two-port model MA

P,C(s) similar to that of the intermediate
appendage in Sect. 2.1 has been developed as a function of the parameter vector
Θ = [ρ ,s, l,E,G, Iy, Iz, Ipx,ξ ]T . The derivation assumes pure deflection in the planes
(P,xa,ya) and (P,xa,za) and torsion around the xa axis, while longitudinal tension
and compression along the xa axis are neglected.

Fig. 2 Uniform beam as an
intermediate body A with
connection points P and C

P
C �xa

�ya

�za
l

sρ, E, G, Iz, Iy, Ipx, ξA

2.2.1 Pure Bending in the (P,xa,ya) Plane

A finite-element approach that exploits the uniformity of the beam (as commonly
seen in the case of arms or links in a space robotic arm), uses a polynomial function
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of the abscissa x of the beam, of order 3 or above (here 5), to model its deflection
y(x, t) in the (P,xa,ya) plane.

y(x, t) = a0(t)+ a1(t)x+ a2(t)x
2 + a3(t)x

3 + a4(t)x
4 + a5(t)x

5 ∀ t . (3)

The beam element with a 5-th order deflection function is called a super-element,
and in [8] it is seen that the first few modal frequencies and shapes for various
boundary conditions are determined more accurately from a single super-element
than a sequence of two or more elements that have a conventional 3-rd order de-
flection function for bending. The spatial derivative of equation (3) gives the slope
of the deflection at point x which is equated to the angle of deflection at x in the
plane of bending, and the double derivative of deflection gives the curvature of the
deflected geometry at x.

∂y
∂x

(x, t) = φ(x, t) ;
∂ 2y
∂x2 (x, t) =

Tb(x, t)
EIz

,

where Tb(x, t) is the bending moment at abscissa x, i.e. torque applied by the beam
portion to the right of x, on the portion to its left. A matrix F maps the time-
dependent coefficients a(t) found in equation (3) to the time-dependent kinematic
vector q(t), such that [qi(t)]i=1,··· ,6 = F[a j(t)] j=0,··· ,5, where

q(t) = [yP(t), φP(t),
TbP(t)

EIz
, yC(t), φC(t),

TbC(t)
EIz

]T , see also Fig. 3.

F =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 2 0 0 0
1 l l2 l3 l4 l5

0 1 2l 3l2 4l3 5l4

0 0 2 6l 12l2 20l3

⎤
⎥⎥⎥⎥⎥⎥⎦

(4)

The deflection function y(x, t) is then expressed as :

y(x, t) =
6

∑
i=1

ϕi(x)qi(t) , (5)

where ϕi(x) = [1 x x2 x3 x4 x5] F−1. The kinetic energy of the beam element is given
by

T =
1
2

∫ l

0
ρ s

(
∂y
∂ t

(x, t)

)2

dx =
1
2

q̇T Mq̇ , (6)

where the (i, j)-th element of the mass matrix M reads:

M(i, j) =
∫ l

0
ρ sϕi(x)ϕ j(x)dx .



Mechanical-Attitude Controller Co-design of Large Flexible Space Structures 665

l

ρ, E, Iz, s

A

q1(t) = yP (t)

q2(t) = φP (t)
q3(t) =

TbP (t)
EIz

P
C �xa

�ya

y(x, t)

x

q5(t) = φC(t)

q4(t) = yC(t)

q6(t) =
TbC(t)
EIz

Fig. 3 Pure bending of the beam in the (P,xa,ya) plane and definition of the six kinematic
variables

The mass matrix derived from the super-element is:

M =
ρsl

55440

⎡
⎢⎢⎢⎢⎢⎢⎣

21720 3732 l 281l2 6000 −1812 l 181 l2

3732 l 832 l2 69 l3 1812 l −532 l2 52 l3

281 l2 69 l3 6 l4 181 l2 −52 l3 5 l4

6000 1812 l 181 l2 21720 −3732 l 281 l2

−1812 l −532 l2 −52 l3 −3732 l 832 l2 −69 l3

181 l2 52 l3 5 l4 281 l2 −69 l3 6 l4

⎤
⎥⎥⎥⎥⎥⎥⎦

(7)

The expression for elastic energy is:

V =
1
2

∫ l

0
E Iz

(
∂ 2y
∂x2 (x, t)

)2

dx =
1
2

qT Kq , (8)

where the (i, j)-th element of the stifness matrix K reads:

K(i, j) =
∫ l

0
E Iz

d2ϕi(x)
dx2

d2ϕ j(x)
dx2 dx

The stiffness matrix derived from the super-element is:

K =
EIz

70 l3

⎡
⎢⎢⎢⎢⎢⎢⎣

1200 600 l 30 l2 −1200 600 l −30 l2

600 l 384 l2 22 l3 −600 l 216 l2 −8 l3

30 l2 22 l3 6 l4 −30 l2 8 l3 l4

−1200 −600 l −30 l2 1200 −600 l 30 l2

600 l 216 l2 8 l3 −600 l 384 l2 −22 l3

−30 l2 −8 l3 l4 30 l2 −22 l3 6 l4

⎤
⎥⎥⎥⎥⎥⎥⎦

(9)

From equation (9) the rank of matrix K is found to be 4, indicating that the Eigen
value analysis of M−1K returns two rigid modes, corresponding to the translation of
the beam along ya axis and the rotation around the za axis, and four flexible modes
whose frequencies are given by the square roots of the four non-zero Eigen val-
ues. The isolation of the kinematic variables corresponding to the rigid and flexible
modes is achieved by change of variables, q(t) = Pq̃(t), where

q̃(t) = [yP(t), φP(t),
TbP(t)

EIz
, yC(t)− yP(t)− lφP(t), φC(t)−φP(t),

TbC(t)
EIz

]T
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is the vector of relative kinematic parameters that includes the deformation at point
P (deflection, slope and curvature) and the relative deformation at C (deflection,
slope and curvature) with respect to P, see also Fig. 4. Applying the change of

ρ, s, l, E, Iz

A

q̃1(t) = yP (t)

q̃2(t) = φP (t)
q̃3(t) =

TbP (t)
EIz

P
C �xa

�ya

q̃5(t) = φC(t)− φP (t) q̃4(t) = yC(t)
− yP (t)
− l φP (t)

q̃6(t) =
TbC(t)
EIz

Fig. 4 Pure bending of the beam in the (P,xa,ya) plane and definition of the six relative
kinematic variables

variables in equations (6) and (8), the modified mass and stiffness matrices are:

M̃ = PT MP =
ρsl

55440

⎡
⎢⎢⎢⎢⎢⎢⎣

55440 27720 l 462 l2 27720 −5544 l 462 l2

27720 l 18480 l2 198 l3 19800 l −3432 l2 264 l3

462 l2 198 l3 6 l4 181 l2 −52 l3 5 l4

27720 19800 l 181 l2 21720 −3732 l 281 l2

−5544 l −3432 l2 −52 l3 −3732 l 832 l2 −69 l3

462 l2 264 l3 5 l4 281 l2 −69 l3 6 l4

⎤
⎥⎥⎥⎥⎥⎥⎦
(10)

K̃ = PT KP =
EIz

70 l3

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 0 0 0 0 0
0 0 6 l4 −30 l2 8 l3 l4

0 0 −30 l2 1200 −600 l 30 l2

0 0 8 l3 −600 l 384 l2 −22 l3

0 0 l4 30 l2 −22 l3 6 l4

⎤
⎥⎥⎥⎥⎥⎥⎦

(11)

The acceleration of absolute deflection and slope at points P and C are related to the
vector ¨̃q as follows:

¨̃q(1) = ÿP = ya.
−→a P and ¨̃q(2) = φ̈P = za.

−→̇
ω P

and

[
ÿC

φ̈C

]
=

[
ya.

−→a C

za.
−→̇
ω C

]
=

⎡
⎢⎢⎢⎣

1 l
0 1︸︷︷︸

τ

0 1 0 0
0 0 1 0︸ ︷︷ ︸

Φ

⎤
⎥⎥⎥⎦ ¨̃q

= τ
[

ya.
−→a P

za.
−→̇
ω P

]
+Φ ¨̃q(3:6) . (12)
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where, τ in equation (12) is the coordinate transformation matrix that projects linear
and angular accelerations at point P viz. ¨̃q1:2, on point C and Φ is the matrix that
maps the double derivatives of relative kinematic parameters i.e. ¨̃q3:6, to the linear
and angular accelerations at point C. As the damping matrix D̃(3:6,3:6) is not known
at this stage, the undamped equation of motion for the parameters q̃ is considered:

[
M̃(1:2,1:2) M̃T

(3:6,1:2)

M̃(3:6,1:2) M̃(3:6,3:6)

]⎡
⎣
[

ya.
−→a P

za.
−→̇
ω P

]

¨̃q(3:6)

⎤
⎦+

[
02×2 02×4

04×2 K̃(3:6,3:6)

]⎡
⎣
[ ∗
∗
]

q̃(3:6)

⎤
⎦=

⎡
⎢⎢⎢⎢⎣
−
[

ya.
−→
F A /P

za.
−→
T A /P,P

]
+ τT

[
ya.

−→
F C /A

za.
−→
T C /A ,C

]

ΦT

[
ya.

−→
F C /A

za.
−→
T C /A ,C

]

⎤
⎥⎥⎥⎥⎦ (13)

Equations (12) and (13) together can be rearranged in the form of the following
state-space representation of the 2-port model of the beam restricted to bending in
the (P,xa,ya) plane:

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

˙̃q(3:6)
¨̃q(3:6)[

ya.
−→a C

za.
−→̇
ω C

]
[

ya.
−→
F A /P

za.
−→
T A /P,P

]

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

[
ATy,Rz BTy,Rz

CTy,Rz DTy,Rz

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

q̃(3:6)
˙̃q(3:6)[

ya.
−→
F C /A

za.
−→
T C /A ,C

]

[
ya.

−→a P

za.
−→̇
ω P

]

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(14)

where, having taken into account an arbitrary damping ratio ξ on all the four flexible
modes,

ATy,Rz =

[
04×4 I4

−M̃−1
(3:6,3:6)K̃(3:6,3:6) −2ξ Vdiag(ωi)V−1

]
,

BTy,Rz =

[
04×2 04×2

M̃−1
(3:6,3:6)ΦT −M̃−1

(3:6,3:6)M̃(3:6,1:2)

]
,

CTy,Rz =

[
Φ

−M̃T
(3:6,1:2)

]
ATy,Rz(5 : 8, :) ,

DTy,Rz =

⎡
⎣ Φ M̃−1

(3:6,3:6) ΦT
(

τ −Φ M̃−1
(3:6,3:6)M̃(3:6,1:2)

)
(

τ −Φ M̃−1
(3:6,3:6)M̃(3:6,1:2)

)T −M̃(1:2,1:2) +M̃T
(3:6,1:2) M̃−1

(3:6,3:6) M̃(3:6,1:2)

⎤
⎦ ,

and, V and diag(ωi) are given by the eigenvalue decomposition of M̃−1
(3:6,3:6)K̃(3:6,3:6):

V−1M̃−1
(3:6,3:6)K̃(3:6,3:6)V = diag(ω2

i ) .
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This also implies that

V−1M̃−1
(3:6,3:6)D̃(3:6,3:6)V = diag(2ξ ωi) .

2.2.2 Pure Bending in the (P,xa,za) Plane

The 2-port model of a beam restricted to pure bending in the (P,xa,za) plane, gov-
erns the dynamic behavior in translation along za axis and in rotation around ya axis
and is given by the following state-space representation :

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

˙̃p(3:6)
¨̃p(3:6)[

za.
−→a C

ya.
−→̇
ω C

]
[

za.
−→
F A /P

ya.
−→
T A /P,P

]

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

[
AT z,Ry BT z,Ry

CT z,Ry DT z,Ry

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎣

p̃(3:6)
˙̃p(3:6)[

za.
−→
F C /A

ya.
−→
T C /A ,C

]

[
za.

−→a P

ya.
−→̇
ω P

]

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(15)

where p̃(t) is the vector of kinematic parameters, and the matrices ATz,Ry, BT z,Ry,
CT z,Ry and DT z,Ry are obtained in a procedure similar to the one outlined in Sect.
2.2.1.1

2.2.3 Torsion due to Transverse Shear around the (P,xa) Axis

The first flexible mode of torsion of the beam A around the (P,xa) axis is modelled
by assuming two co-axial inertias, each having a value Jx

2 connected together by a
torsional spring of stiffness kx, where Jx = ρ lIpx is the mass moment of inertia of the

beam around the xa axis and and kx =
GIpx

l is the torsional stiffness of the beam. The
two-port model for the beam torsional dynamic, Rx(s) is derived in analogy with
that of two masses connected by a longitudinal spring [2], resulting in the following
state-space representation:

⎡
⎢⎢⎢⎣

˙δθ
¨δθ

xa.
−→̇
ω C

xa.
−→
T A /P,P

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

0 1 0 0

− 2kx
Jx

−2ξ
√

2kx
Jx

2
Jx

−1

− 2kx
Jx

−2ξ
√

2kx
Jx

2
Jx

0

kx ξ
√

2Jxkx 0 − Jx
2

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

δθ
˙δθ

xa.
−→
T C /A ,C

xa.
−→̇
ω P

⎤
⎥⎥⎥⎦

=

[
ARx BRx

CRx DRx

]
⎡
⎢⎢⎢⎣

δθ
˙δθ

xa.
−→
T C /A ,C

xa.
−→̇
ω P

⎤
⎥⎥⎥⎦ (16)

1 In equation (11), the term Iz is replaced by Iy and the 4×4 transfer matrix is pre-multiplied
and post-multiplied by diag([1, −1, 1, −1]) (since x∧ z = −y), prior to the final form
TzRy(s) defined by equation (15).
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where δθ =
∫
(xa.

−→ω C − xa.
−→ω P)dt, and an arbitrary damping ratio ξ is considered

for the flexible mode.

2.2.4 Rigid Body Translation along the (P,xa) Axis

When the beam is assumed to be rigid regarding its translation along the longitudinal
axis, (P,xa), the resulting two-port model Tx(s) is static, as shown below:

[
xa.

−→a C

xa.
−→
F A /P

]
=

[
0 1
1 −ρ s l

][
xa.

−→
F C /A

xa.
−→a P

]
= DT x

[
xa.

−→
F C /A

xa.
−→a P

]
(17)

2.2.5 Two-port Model of Uniform Beam with Integrated Dynamics

Each of the dynamic models, TyRz(s), TzRy(s), Rx(s) and Tx(s), has two channels -
the lower channel being the direct dynamic model at point P i.e. the transfer between
the interaction components along the corresponding DOFs and the acceleration of
those DOFs at P and the upper channel being the inverse dynamic model at point
C i.e. the transfer between the acceleration components of corresponding DOFs
and the interaction components at those DOFs at C. All the above dynamics are
combined and thereby a dynamic model [MA

P,C]Ra(s) has been derived and it follows
the relation :

[
[ẍC]Ra[

FA /P,P

]
Ra

]
= TT

⎡
⎢⎢⎣

TyRz(s)
TzRy(s)

Rx(s)
Tx(s))

⎤
⎥⎥⎦T

︸ ︷︷ ︸
[MA

P,C]Ra (s)

[ [
FC /A ,C

]
Ra

[ẍP]Ra

]
(18)

where T is the permutation matrix that maps every force and acceleration component
in the input and output vectors to the corresponding dynamic model.

3 Application and Validation of Sub-structuring Techniques on
the Biomass Study Case

The sub-structuring techniques presented in Sect. 2 have been implemented in
SIMULINK in the form of one-port or two-port blocks, so as to include the con-
tribution of flexible appendages, of arbitrary shape or a uniform beam, to the overall
dynamics of a structure. The rigid and flexible modes resulting from the modal syn-
thesis of interconnected appendages must be representative of the dynamics of the
larger structure itself. The mathematical model underlying the one-port and two-port
blocks can be defined by importing the sub-structure-specific mass and modal char-
acteristic parameters like DA

P0
, ωi, ξi, LP and ΦC from the analysis ouput data of a

FEM software like NASTRAN. This is achieved through a SIMULINK-NASTRAN
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custom interface established for both blocks that will fetch from the user, informa-
tion including the sub-structure FEM output file names, NASTRAN nodal IDs for
connection points, modal truncation, modal damping ratio and the orientation of Ra

with respect to the parent reference frame. Similarly, for the super-element model
in equation (18) to be defined, all the terms of vector Θ must be specified at the
interface of the corresponding block in SIMULINK. Also blocks that compute un-
certain linear state-space models due to uncertainties in the characteristic parame-
ters defining the one-port and two-port models, have been created. The uncertain
super-element block, that takes into account uncertainties in the geometrical and
mechanical parameters defined by the user, is of prime interest in the co-design step
as it permits the global dynamic model to be parametrized in terms of uncertainties
in localized sections of the structure.

Fig. 5 Biomass satellite
- the rigid main body or
bus (bottom) is shown in
white; the antenna, with
arm (attached to bus) and
reflector, is shown in yellow.
Courtesy by Thales Alenia
Space, Italy

cut #1

cut #2

cut #3

The integrated FEM assembly of the Biomass satellite is shown in Fig. 5. The bus
MB is considered rigid, while the flexible antenna A1 (arm and reflector together)
is broken down into a number of combinations of sub-structures, and in each case
the applicability of one of the three newly developed sub-structure models has been
tested. Three sub-structure combinations to model the antenna are considered:

• single appendage configuration (denoted A 1
1 ), represented by a 1-port block,

• chain of two appendages (denoted A 2
1 ), with a cut in the arm portion of antenna,

represented by a 2-port block (arm) and a 1-port block (reflector),
• chain of four appendages (denoted A 3

1 ), with three cuts in the arm (see Fig. 5):
the first portion is modelled by a 2-port block, the second and third portions are



Mechanical-Attitude Controller Co-design of Large Flexible Space Structures 671

uniform beam elements represented by 2 super-element blocks, followed by the
portion with the reflector modelled by a 1-port block.

The linear inverse dynamic model of the satellite [MMB+A1
B ]−1, between the

angular acceleration vector at the bus center of gravity B, ẍB(4 : 6) along the bus
reference frame RB (output) and a torque vector Fext,B(4 : 6) along RB (input),
is considered. The frequency-domain response for this model, computed using the
Satellite Dynamic Toolbox (SDT) [9], is compared with that computed from the
different sub-structure combinations for the antenna.

Fig. 6 Frequency-domain responses (magnitude plots) of inverse dynamic models:

[MMB+A1
B ]−1 (solid green), [MMB+A 1

1
B ]−1 (dashed black), [MMB+A 2

1
B ]−1 (dashed green)

and [M
MB+A 3

1
B ]−1 (solid black).

Fig. 6 shows a perfect coincidence of the magnitude of Bode plots for the SDT

model [MMB+A1
B ]−1 and the model [M

MB+A 1
1

B ]−1 for the first combination, while
there is a very close match with the frequency response when the antenna is mod-
elled as per the second combination (A 2

1 ) or third combination (A 3
1 ), till 40 rad/s.

These plots serve to validate the substructuring techniques including single port,
double port and super-element models. The mismatch of frequency responses at
higher frequencies can be explained by the numerical limit of maximum modal
frequency for every substructure posed by the FEM software and the user-defined
truncation in SIMULINK. The number of modes considered for the sub-structures
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should be higher than a minimum value, especially for intermediate appendages, for
a more accurate modal synthesis. The torsion modes of the arm alone are at very
high frequencies but are driven to very low frequencies when the arm is loaded by
the reflector. So these modes appear when the model of the arm and reflector consid-
ered as a single appendage (SDT or single port model) is truncated, but are ignored
when the model of the arm alone (two-port mdoel) is truncated.

In the perspective of co-design, the portion of the arm represented by the two
super-element blocks of same section and material properties, but of different
lengths l1 and l2 in the third sub-structure combination, is assumed to be of a hollow
square cross section with thickness t and mean perimeter p (see also Fig. 7), so that
the other geometric parameters of the section are functions of the two parameters t
and p:

s = t p (19)

Iy =
s( p2

8 + 2 t2)

12
= Iz (20)

Ipx = 0.125s(
p2

8
+ 2 t2) (21)

Fig. 7 Parameterization
of a square tube section
with thickness t and mean
perimeter p.

z

y

t

p/4

4 Structural-controller Co-design

The primary goal of co-design is to design a reduced order H∞ attitude controller that
will ensure the pointing capability of the Biomass satellite as per the desired perfor-
mance requirements, and simultaneously optimize the satellite physical parameters
and in particular, reduce the structural mass of the satellite components, which will
be treated as a secondary criterion. This is a one-step optimization problem that can
be solved in MATLAB using the systune command [10] where the first criterion
is treated as a hard constraint that must be mandatorily met by the solution for de-
cision variables, while the second objective is treated as a soft constraint that will
be best satisfied at the end of co-design. However, prior to this step, a H∞ standard
problem has been considered for the design of an attitude controller on the nominal
inverse rotational dynamic model of the satellite augmented with sensor and actua-
tor models, without any geometrical uncertainty [6]. This controller is then used to
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initialize the search while tuning the uncertain geometrical parameters along with
the controller parameters, during codesign.

4.1 Satellite Dynamic Model and Avionics

In addition to the antennaA1, the actual satellite design consists of a flexible solar ar-
rayA2 attached to the rigid busMB. The inverse dynamic model [MMB+A1+A2

B ]−1

of the satellite between a dual force vector input FA1/MB,B, and a dual accelera-
tion vector ouput ẍB at the bus center of gravity B is computed for designing an
attitude control law. The inverse dynamic model of the main body and the solar array
[MMB+A2

B ]−1(s) i.e. the transfer matrix between the dual vectors Fext,B and ẍB is ob-
tained using the Satellite Dynamic Toolbox. The appendageA1 is modelled as per the
third sub-structure combination (A 3

1 ) in Sect. 3, with a ±90% variation allowed for
the parameters p and t of two adjacent uniform beam portions of the arm, in between
the bus and the reflector, that are represented by 2 super-elements E1 and E2. The
model of a super-element (18) being analytical, it is thus possible to take variations
δ p and δ t on parameters p and t in E1 and super-elements E2. Let Δ = [δ p,δ t]T be
the vector of the varying parameters.

The avionics include a star sensor (SST), gyrometers (GYRO) and reaction wheel
actuator (RWA) assembly that are used to measure the satellite attitude vector θ ,
attitude rate vector ω and apply the control torque u on the bus, respectively. They
are modelled as low pass filters of first order on the three axes. In Fig. 8, the 6× 3
open loop transfer between control input u and measurement output y is denoted by
G(s,Δ) and will be used in the next section for attitude control design. The total
inertia of the satellite around the three axes are denoted JX ,JY and JZ .

[
03×3

I3

]T
+
+

w z

y
SST

GYRO

−̇→ω

Wperf (s)

[
03×3

I3

]
u

RWA [M
MB+A3

1+A2

B ]−1(s,Δ)
1
s

1
s

diag
(

s2+2ξωdes,is+ω2
des,i

s2

)

Fig. 8 H∞ problem P(s,Δ ) for performance (pointing) requirement based on the acceleration
sensitivity function.

4.2 Performance Requirements and H∞ Control Design

Low frequency disturbances (of the order of the orbital frequency of the satellite
around the Earth) due to gravity gradient and solar pressure are inevitable in space-
craft dynamics and these disturbances tend to alter the angular orientation of the
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satellite. An attitude controller designed eventually must ensure that the steady-state
error in attitude angles are within a set of limit values Δθi (refer Table 1), when con-
stant values of worst-case disturbing torques Ti are applied on each axis i = X ,Y,Z
of the bus reference frame Rb.

Table 1 Worst-case disturbing torques, pointing requirements, total inertia and required
bandwidth for each of the bus reference frame axes

i X Y Z

T pert
i (Nm) 1.4×10−2 2×10−4 3.9×10−3

Δθi(deg) 0.03 0.06 0.06

Ji (Kgm2) 9287.7 2895.2 8728.4

ωdes,i =

√
γob j

T pert
i

Ji Δθi
(rd/s) 0.0657 0.0099 0.0253

In [6], a H∞ procedure was proposed to design a decentralized, low-order con-
troller K(s) = diag(KX (s),KY (s),KZ(s)), so that:

• the pointing requirements for each axis and for the nominal parametric configu-
ration (Δ = 0) are met if the controller K(s) satisfies the H∞ constraint:

‖Fl(P(s,0),K(s)‖∞ ≤ γob j

where P(s,Δ) is the standard problem based on the acceleration sensitivity func-
tion (see Fig. 8). The weighting function Wper f (s) is directly computed from
pointing requirements and distrurbance magnitudes (see Tab. 1). γob j is a perfor-
mance margin (typically γob j = 1.5) and ξ = 0.7,

• each controller Ki(s) is stable and fit a first order roll-off template Wui(s) beyond
the frequency ωcut = 1rd/s if:

‖ 1
Wui(s)

K(s)‖∞ ≤ γob j,with: Wui =
2

γob j
Jiωdes,iωcut

1+ s
1000ωcut

s
, i = X ,Y,Z

Prior to co-design, a 3× 2-nd order H∞ controller Knom(s) has been designed on
the nominal model (Δ = 0) using such a procedure:

Knom(s) = arg min
KX (s),KY (s),KZ (s)∈S 2×1

2

γ(Δ ,K(s))

where S p×m
nK is the set of stable m inputs, p outputs, nth

K order minimal linear sys-
tems and:

γ(Δ ,K(s)) = max

(
‖Fl(P(s,Δ),K(s))‖∞,‖ 1

Wui(s)
Ki(s‖∞, i = X ,Y,Z

)
. (22)
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This controller ensures a stable closed-loop system with good stability margins for
the nominal open loop transfer function −Knom(s)G(s,0) (see Table 2).

4.3 Co-design on Uncertain Model

As the analytical two-port model of super-element (eq. (18)) involves only poly-
nomial or fractionnal forms of the parameters t and p, the LFT formalism can

be used to split the transfer [M
MB+A 3

1 +A2
B ]−1

4:6,4:6(s,Δ) into two units: a nominal
model M0(s) and an uncertainty block Δpt containing nocc,p = 58 and nocc,t = 53
occurences of varying parameters δ p and δ t along its diagonal. The uncertainty
limits of Δpt is normalized so that the relative variation is always between ±1
with a nominal value of 0. The nominal model M0(s) has 114 inputs and out-
puts, with the first 111 pairs being connected to Δpt and the remaining three be-
ing the torque-acceleration pairs pertaining to the inverse dynamic model (see also
Fig. 9). In addition to the three second order controllers K(s), two more deci-
sion variables, i.e. the uncertainties δ p and δ t are considered for the augmented
H∞ standard problem, Pcd(s) shown in Fig. 10. The criterion of mass reduction
can be implemented by minimizing the norm ‖(1+ 0.9δ p)(1+ 0.9δ t)‖∞ which
is proportional to the new mass after co-design. However the mass reduction is
not limited by any numerical limit and hence it becomes a soft constraint with
respect to the criterion to meet performance and roll-off requirements (hard con-
straints). To summarize, the final control co-design {Kcd(s),δp,cd ,δt,cd}, where
Kcd(s) = diag(KX ,cd(s),KY,cd(s),KZ,cd(s)), is such that:

Fig. 9 LFT representa-
tion of the inverse dynamic
model at bus c.g. with struc-
tural parametric uncertain-
ties.

[M
MB+A3

1+A2

B ]−1
4:6,4:6(s,Δ) = Fu(M0(s),Δpt)

[�Text,B]Rb [�̇ω]Rb

[
δpInocc,p

δtInocc,t

]

Δpt

111 111

33

M0(s)

{Kcd(s),δ pcd ,δ tcd}=arg min
KX (s),KY (s),KZ (s)∈S 2×1

nK ,δ p,δ t
(‖(1+0.9δ p)(1+0.9δ t)‖∞)

subject to: max(‖Fl(Pcd(s),diag(Δpt ,KX (s),KY (s),KZ(s)))‖∞, . . .

‖ 1
WuX (s)

KX(s)‖∞,‖ 1
WuY (s)

KY (s)‖∞,‖ 1
WuZ (s)

KZ(s)‖∞)≤γob j.

(23)



676 H.H.S. Murali et al.

RWA

[
03×3

I3

] M0(s) [
03×3

I3

]T
1
s

1
s SST

GYRO

u

�̇ω �ω �θ y

diag(
s2 + 2ξωdes,is + ω2

desi

s2
)

w z

+

+
Wperfi

uΔpt yΔpt

nΔpt nΔpt

3 3

Fig. 10 H∞ standard problem Pcd(s) for codesign showing the control inputs and outputs of
the controller as well as the uncertainty matrix Δpt

Table 2 Comparison of mass, stability and performance indices between the nominal design
and the co-design for γob j = 1.5

Index/Margin/Metric Nominal design model Co-design model

Mass of the two beams of the arm 5.92 kg 1.28 kg
Closed loop LFT norm γ 1.11 1.459
Modulus margin 0.9054 0.6765
Gain margin 20.485 dB 9.8033 dB
Phase margin 53.83 o 39.5423 o

Fig. 11 Nichols plot of −Kcd(s)G(s, [δ pcd ,δ tcd ]
T ): X(left), Y (center), Z(right) axes

4.3.1 Results from Co-design

With the optimization search initialized from the previously designed H∞ controller
Knom(s), a new 2-nd order controller Kcd(s) was found with a 17.23% increase in
p, and 81.6% decrease in t. There is a −78.44% reduction of the total mass of the
two beams from an original mass of 5.92kg at the cost of a small degradation (but
still satisfying) of the performance index γ and stability margins (refer Table 2).
From the Nichols plot of the open loop transfer −Kcd(s)G(s, [δ pcd ,δ tcd ]

T ) involv-
ing the modified dynamic model after codesign and the controller Kcd , the closed
loop system is found to be stable (see Fig. 11). Fig.12 shows that the controller
Kcd(s) follows the template Wu and hence the roll-off requirements are met.
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Fig. 12 Singular values vs. frequency for nominal controller Kcd (blue) and template Wu

(green): X(left), Y (center), Z(right) axes

5 Conclusion

The single and double-port dynamic models used to represent terminal and inter-
mediate sub-structures, and the analytical double-port model used to represent the
dynamics of an intermediate uniform beam in an open mechanical chain, have been
implemented in MATLAB environment through an interface with the sub-structure
finite element model in NASTRAN. The application on Biomass satellite validates
these new modelling tools. A particular sub-structure arrangement is used to pa-
rameterize the whole satellite model according to some physical design parameters,
here: the perimeter and the thickness of the cross section of the boom linking the re-
flector to the main body. That is certainly the main contribution of this paper. These
physical parameters are altered during the co-design so as to save mass with an
acceptable performance degradation for the closed-loop system. Thus, mechanical
design parameters and attitude control laws are simultaneously optimized to meet
pointing requirements.

Future aspects of the study could include the extension of the sub-structuring ap-
proaches to model closed mechanical chain and the analysis of the robustness of the
co-design model to uncertainties on other structural parameters of the appendages.
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Abstract. This paper deals with collision avoidance between two space objects
involved in a long-term encounter, assuming Keplerian linearized dynamics. The
primary object is an active spacecraft - able to perform propulsive maneuvers - orig-
inally set on a reference orbit. The secondary object - typically an orbital debris -
is passive and represents a threat to the primary. The collision avoidance problem
addressed in this paper aims at computing a fuel-optimal, finite sequence of impul-
sive maneuvers performed by the active spacecraft such that instantaneous collision
probability remains below a given threshold over the encounter and that the primary
object goes back to its reference trajectory at the end of the mission. Two succes-
sive relaxations are used to turn the original hard chance-constrained problem into
a deterministic version that can be solved using mixed-integer linear programming
solvers. An additional contribution is to propose a new algorithm to compute prob-
abilities for 3-D Gaussian random variables to lie in Euclidean balls, enabling us to
numerically validate the computed maneuvers by efficiently evaluating the resulting
instantaneous collision probabilities.
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Introduction

During the last decades, the number of space debris around the Earth has been con-
tinuously and rapidly increasing. It now represents the majority of orbital objects
and is a real threat for operational spacecraft. To prevent potential collisions on an
active satellite, one solution consists in performing one or several evasive maneu-
vers when the predicted risk is too high according to mission requirements. These
requirements also impose to end within given bounds relatively to the reference orbit
by the time the threat is gone. This may call for one or several recovery maneuvers.
In addition, the design of the overall thrust strategy is driven by the need to minimize
fuel consumption in order to preserve the expected lifetime of the satellite.

This study deals with the collision avoidance problem between two orbiting ob-
jects involved in a long-term encounter, assuming a Keplerian linearized relative
motion. One of the object, called the primary object and denoted by p, is an op-
erational satellite initially set on a reference orbit. It is active in the sense that it
is able to perform propulsive maneuvers to change its own trajectory. The second
object, denoted by s, is passive: it is typically an uncontrolled space debris. The
long-term encounter framework means that the time spent by the two space objects
in the encounter region is large enough: it can extend up to a few orbital periods and
corresponds to a relative velocity well below the threshold of the km.s−1.

Due to the lack of precision in measurements, the position and the velocity of
each object are known with a certain amount of uncertainty, so they can be modeled
as random variables. The collision risk is then quantified in terms of probability. The
collision avoidance problem is formulated as a joint chance constrained optimiza-
tion problem: it consists in computing a fuel optimal, finite sequence of impulsive
maneuvers performed by the active spacecraft such that the probability of collision
between the two objects does not exceed a user-defined threshold and that the pri-
mary object goes back to its reference orbit in due time. This paper aims at finding
a practically solvable formulation for this optimization problem.

Since the original joint chance-constrained problem is very difficult to solve, sim-
plifying assumptions are usually made to reduce the size of the optimization space
or even to avoid the probabilistic formulation. In [15] the execution times and the
thrust directions are heuristically fixed a priori so that the collision avoidance ma-
neuvers are only optimized in magnitude. In [11], the avoidance strategy is reduced
to one single maneuver. The maneuver direction is decoupled from its magnitude
which allows to reduce the decision variables from three to one. In the context of
satellites in formation flight, [17] proposes a simple strategy consisting in comput-
ing one velocity correction to achieve a fixed miss distance between the two objects.
Note also the work in [10], where the collision avoidance problem is tackled as a
robust optimization problem and in which safe guidance algorithms are designed for
the PRISMA mission in the form of linear programs. Most of the time, the proposed
strategies do not take any recovery maneuver to the reference orbit into account.

In this paper, the main idea is to relax the initial joint chance constrained op-
timization problem into a deterministic disjunctive linear program that can be
solved for instance with a mixed-integer linear programming solver. To this end,
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two mechanisms are used: (i) the collision set, usually modeled as a spherical geo-
metrical object [5], is outer approximated here by a convex polyhedron; (ii) the so-
called risk selection method, introduced first in [3] for probabilistic path planning.
The degree of conservatism of these relaxations will be estimated in the chosen test
case presented in the last section of this paper. The first contribution of this article
is to propose an effective solution to the collision avoidance problem that takes re-
covery maneuvers to the reference orbit into account. The second contribution is to
propose a new algorithm to efficiently compute the probability for any 3-D Gaussian
random variable to lie in a Euclidean ball. This is an extension of the 2-D method
described in [16]. This efficient evaluation of the instantaneous probability of colli-
sion is used here to analyze a posteriori the computed maneuvers and to validate on
a finer grid the mitigation of the collision risk.

Notations: Capital letters are dedicated to random variables and small characters
to instances of these variables. Let Y be a random vector: y is an occurrence of
Y , μY the mean vector of Y and ΣY its variance-covariance matrix. Finally, the d-
dimensional normal (or Gaussian) distribution of a d-dimensional random vector Y
is denoted by: Y ∼Nd(μY ,ΣY ). P({·}) is the probability of the event {·}.

1 Probabilistic Model for Collision Avoidance

Two spherical space objects involved in a long-term encounter over a time horizon
[t0, t f ] are considered. This section addresses the mathematical formulation of the
problem of a long-term encounter between these two orbiting objects. Let us first
introduce the Local Vertical Local Horizontal (LVLH) orbital frame (Op̃,ux,uy,uz)
attached to the nominal orbit of the primary object (see Figure 1):

• Origin Op̃: nominal position of the primary center of mass;
• Z axis (R-bar): radial direction (Nadir-Target), oriented towards the center of the

Earth;
• Y axis (H-bar): perpendicular to the nominal primary orbital plane, pointing

opposite the angular momentum;
• X axis (V-bar): chosen such that ux = uy ×uz.

This frame is used for the linearized equations of motion in what follows.

1.1 Model of the Linearized Dynamics

The long-term encounter assumption means that the time spent by the two objects
in the encounter region is significant. One can then reasonably assume that during
the encounter the relative distances of the two objects to the reference position are
small compared to their distance to the Earth. Under this assumption, the respective
equations of motion for each object may be linearized around the reference orbit.

Assuming unperturbed Keplerian motions, the linearized equations are described
by the standard Tschauner-Hempel equations [18] and its associated Yamanaka-
Ankersen’s state transition matrix [20].
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uz

ux

uy
Op̃

vOE

Fig. 1 Local Vertical Local Horizontal (LVLH) frame

Let xp = [rp vp]
T and xs = [rs vs]

T respectively denote the position and velocity
vectors of the primary and the secondary objects. Unlike the secondary object, the
primary object can use its thrusters to modify its trajectory. These propulsive maneu-
vers are assumed to be impulsive. The impulsive approximation for the thrust means
that instantaneous velocity increments are applied to the primary object instead of
finite-thrust powered phases of finite duration. Let T̂ = {t̂1, t̂2 . . . , t̂N1} be a sorted set
of dates in [t0, t f ] when a maneuver can be performed. For each i ∈ {1, . . . ,N1}, the
impulsive assumption could be expressed as:

xp(t̂
+
i ) = xp(t̂

−
i )+BΔVi, (1)

where B =

[
03

I3

]
and ΔVi is the velocity increment applied at t̂i.

Under the previous assumptions and considering that the primary object p is
actuated while s is not, propagation of the state vectors xp and xs follow equations
(2) and (3):

xp(t) = Φ(t, t0)x0
p + ∑

i∈{1,...,N1}
t̂i≤t

Φ(t, t̂i)BΔVi (2)

xs(t) = Φ(t, t0)x0
s , (3)

where x0
p = xp(t0), x0

s = xs(t0) and Φ(·, ·) is the Yamanaka-Ankersen transition
matrix. The set T̂ of dates is assumed fixed a priori. Its choice can follow from
considerations on heuristics or previous runs of the algorithm. By default, it can
simply be a uniform discretization of [t0, t f ].

It is also assumed that the primary object p is actuated by identical engines rigidly
mounted to the body axes of the spacecraft; consequently the fuel consumption will
be defined in the sequel as:

J =
N1

∑
i=1

‖ΔVi‖1. (4)
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Note that a second time grid T = {t0 < t1 < t2 < .. . < tN2 = t f }, uniform and thin-
ner than T̂ (i.e. N2 > N1) is introduced to evaluate the instantaneous probability of
collision in the problem of collision avoidance.

1.2 Uncertainty on Positions and Velocities

Due to the current limitations of orbit acquisition systems, information about the
objects trajectories and velocities is known with a certain amount of uncertainty.
Therefore, positions and velocities of the two objects at initial time t0 are not known
exactly and can be seen as jointly distributed random variables, respectively denoted
by X0

p and X0
s , following independent Gaussian distribution laws:

X0
p ∼N6(μX0

p
,ΣX0

p
), X0

s ∼N6(μX0
s
,ΣX0

s
).

Under these assumptions, the relative position and velocity vector at time t0 is
also a Gaussian random vector, denoted by X0 = X0

p −X0
s :

X0 ∼N6(μX0
p
− μX0

s
,ΣX0

p
+ΣX0

s
). (5)

Let us now focus on the propagation of uncertainties over the time horizon [t0, t f ].
Let Xk

p and Xk
s be the random state vectors at time tk. Due to the linear setting, the

Gaussian nature of uncertainty is preserved over the time horizon [t0, t f ]. In other
words, at any time tk, k ∈ {1, . . . ,N2}, one has:

Xk
p ∼N6(μXk

p
,ΣXk

p
), Xk

s ∼N6(μXk
s
,ΣXk

s
).

Using the propagation equations (2) and (3), the mean and the covariance matri-
ces can be easily expressed as:

μXk
p
= Φ(tk, t0)μX0

p
+ ∑

i∈{1,...,N1}
t̂i≤tk

Φ(tk, t̂i)BΔVi, μXk
s
= Φ(tk, t0)μX0

s
,

ΣXk
p
= Φ(tk, t0)ΣX0

p
Φ(tk, t0)T , ΣXk

s
= Φ(tk, t0)ΣX0

s
Φ(tk, t0)T .

The relative position and velocity random vector Xk = Xk
p −Xk

s at time tk is then
defined by:

Xk ∼N6(μXk ,ΣXk ),

where:

μXk = Φ(tk, t0)(μX0
p
− μX0

s
)+ ∑

i∈{1,...,N1}
t̂i≤tk

Φ(tk, t̂i)BΔVi,

ΣXk = Φ(tk, t0)(ΣX0
p
+ΣX0

s
)Φ(tk, t0)

T .
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Note that the respective probability distributions for position and velocity at any
time - as marginals of Gaussian laws - are Gaussian too. Their respective covariance
matrices can be simply obtained by taking the adequate 3 × 3 submatrices of the
6× 6 matrices describing the complete states.

1.3 Formulation of the Collision Avoidance Problem

The collision avoidance problem considered in this paper, is to compute a fuel-
optimal, finite sequence of impulsive maneuvers performed by the active spacecraft
p such that the instantaneous probability of collision between the two objects does
not exceed some user-defined tolerance threshold δ . In addition, the primary object
has to be back on its reference orbit at final time t f .

This very last constraint is a key feature of the proposed approach. To ensure
that the primary object goes back to its reference orbit at final time t f , the following
boundary condition is imposed: μ

X
N2
p

= 0, i.e.:

Φ(t f , t0)μX0
p
+

N1

∑
i=1

Φ(t f , t̂i)BΔVi = 0, (6)

which is a linear constraint in the decision variables ΔVi, i = 1, . . . ,N1.
In the literature, the orbiting objects are often assumed to have a spherical shape

[5]. This assumption enables to ignore any constraint on the attitude and to give a
rough model of objects whose geometry is not very precisely known. Under this as-
sumption, the collision set in the relative position space, referred to as the combined
object, is defined as:

{r ∈R
3 : ‖r‖2 ≤ R}, (7)

where R is the sum of the radii of the two objects. The collision avoidance problem
can then be formulated as:

min
ΔVi

N1

∑
i=1

‖ΔVi‖1 s.t. P(
{‖Rk‖2 ≤ R

}
)≤ δ , k = 1, . . . ,N2 − 1,

Φ(t f , t0)μX0
p
+

N1

∑
i=1

Φ(t f , t̂i)BΔVi = 0.

(8)

where: Rk =
(

I3 0
)

Xk denotes the relative position random vector.

Remark 1. Rigorously speaking, instead of the instantaneous collision probability,
one should consider the probability of collision over the whole time horizon as a
constraint. However, despite the simplifying assumptions used here, this quantity is
very difficult to manipulate: relative dynamics are still fairly complex and the set of
initial conditions leading to a collision occurring before t f , is difficult to derive.
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For any k ∈ {1, . . . ,N2 − 1}, the instantaneous collision probability at time tk is
the integral of the Gaussian probability density function of Rk over the ball of radius
R centered at the origin. This integral can be computed in a fast and efficient way
as shown in Section 2, but is hard to handle as a constraint in problem (8) due to its
lack of particular properties with respect to the decision variables.

This section is dedicated to the reformulation of (8) into a more tractable op-
timization problem. This is done in two steps. Firstly, a conservative polyhedral
approximation of the spherical combined object is proposed in Paragraph 1.3.1: the
collision set is described by a finite number of equations that are linear in the control
vector, and resulting in linear chance constraints that are jointly defined. Then, the
so-called risk selection method is used in Paragraph 1.3.2 to replace them by indi-
vidual probabilistic constraints. The induced individual chance constrained problem
is then equivalently reformulated as a deterministic optimization problem.

1.3.1 Polyhedral Approximation of the Collision Set

In this section, the collision set {r ∈ R
3 : ‖r‖2 ≤ R} is conservatively replaced by a

(convex) polyhedron containing it. Recall that a convex polyhedron in R
3 is defined

by a finite number of affine inequalities, or equivalently as the intersection of half-
spaces.

The simplest example of a convex polyhedron containing the spherical combined
object, is a cube whose faces are tangent to it (see Figure 2).

2R

R

Fig. 2 Combined spherical object included in a cube

More generally, assume that the collision set is included in a given polyhedron:

{r ∈ R
3 : ‖r‖2 ≤ R} ⊂

{
r ∈R

3 :
m⋂

j=1

(
aT

j r ≤ b j
)}

, (9)

where a j ∈ R
3, b j ∈R, j = 1, . . . ,m. Then:

P
({

‖Rk‖2 ≤ R
})

≤P

(
m⋂

j=1

{
aT

j Rk ≤ b j

})
.
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Using the polyhedral approximation (9), the collision avoidance problem is then
replaced by:

min
ΔVi

N1

∑
i=1

‖ΔVi‖1 s.t. P

(
m⋂

j=1

{
aT

j Rk ≤ b j

})
≤ δ , k = 1, . . . ,N2 − 1,

Φ(t f , t0)μX0
p
+

N1

∑
i=1

Φ(t f , t̂i)BΔVi = 0.

(10)

The problem (10) is a joint chance constrained optimization problem which is a
relaxation of (8). This approximation is conservative in the sense that any solution
of problem (10) is also a solution of (8).

Note that the degree of conservatism is closely related to the tightness of the geo-
metrical approximation between the collision set (7) and its polyhedral approxima-
tion (9). There is a clear trade-off between increasing the complexity of the chosen
polyhedron by increasing the number of inequalities defining the polyhedron and
the computational complexity of the considered optimization problem.

1.3.2 Towards a Deterministic Formulation

In this section, the so-called risk selection method is used to replace the joint chance
constraints in (10) by individual chance constraints. This technique was first used in
[3] for probabilistic path planning although the name only appeared later (see e.g.
[4]). Let us now focus on the probability for the relative position vector to be in the
polyhedral collision set at a given time step tk. One has:

P

(
m⋂

j=1

{
aT

j Rk ≤ b j

})
≤P

(
{aT

j Rk ≤ b j}
)

∀ j = 1, . . . ,m, (11)

which means that if there exists j ∈ {1, . . . ,m} such that P
(
{aT

j Rk ≤ b j}
)
≤ δ

then P
(⋂m

j=1

{
aT

j Rk ≤ b j

})
≤ δ . In other words:

m∨
j=1

(
P

(
{aT

j Rk ≤ b j}
)
≤ δ

)
=⇒P

(
m⋂

j=1

{
aT

j Rk ≤ b j

})
≤ δ , (12)

where
∨

is the disjunction symbol. The original joint chance constraint can thus be
conservatively replaced by the following disjunctive set of individual constraints:

m∨
j=1

(
P

(
{aT

j Rk ≤ b j}
)
≤ δ

)
. (13)
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This approach is called risk selection because instead of enforcing the chance for
the relative position vector to lie outside the collision set, one enforces it to be in
one of the half-spaces outside the convex polyhedron.

After these two successive relaxations (the polyhedral approximation and the
risk selection method), the collision avoidance problem (10) is cast as the following
individual chance constrained problem:

min
ΔVi

N1

∑
i=1

‖ΔVi‖1 s.t.
m∨

j=1

(
P

(
{aT

j Rk ≤ b j}
)
≤ δ

)
, k = 1, . . . ,N2 − 1,

Φ(t f , t0)μX0
p
+

N1

∑
i=1

Φ(t f , t̂i)BΔVi = 0.

(14)

The new constraint (13) is an individual chance constraint, but remains proba-
bilistic. It can be equivalently reformulated into a deterministic form following [3].

Let Y be a one-dimensional random variable following a Gaussian distribution
law: Y ∼N1(μY ,σ2

Y ). Any chance constraint on Y with a fixed variance and a vari-
able mean, can be translated into a deterministic constraint on the mean μY (see [3,
Section III.C]):

P ({Y < 0})≤ δ ⇐⇒ μY ≥
√

2σY erf−1(1− 2δ ), (15)

where erf is the error function defined by: erf(z) =
2√
π

∫ z

0
e−t2

dt. By applying (15)

to Y = aT
j Rk − b j ∼ N1(aT

j μRk − b j,aT
j ΣRk a j), each individual probabilistic con-

straint can be equivalently replaced by an affine inequality on the mean:

P
(
{aT

j Rk ≤ b j}
)
≤ δ ⇐⇒ aT

j μRk ≥ b j + c jk,

where: c jk =
√

2aT
j ΣRk a jerf−1(1−2δ ). In conclusion, the collision avoidance prob-

lem (14) can be equivalently reformulated as:

min
ΔVi

N1

∑
i=1

‖ΔVi‖1 s.t.
m∨

j=1

(
aT

j μRk ≥ b j + c jk
)
, ∀k = 1, . . . ,N2 − 1,

Φ(t f , t0)μX0
p
+

N1

∑
i=1

Φ(t f , t̂i)BΔVi = 0.

(16)

1.4 Towards a Mixed-Integer Linear Program

In the previous section, a tractable deterministic formulation (16) of the collision
avoidance problem involving disjunctive constraints, has been derived. Let us now
show that the latter is actually a mixed integer linear program which can be solved
using dedicated algorithms.
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First, in order to get rid of piecewise linear criterion, usual slack variables
ΔV−

i ,ΔV+
i belonging to the positive orthant of R

3 are introduced [2]: for all
i ∈ {1, . . . ,N1}, the following substitutions are done:

ΔVi = ΔV+
i −ΔV−

i . (17)

Note that the original piecewise linear criterion
N1

∑
i=1

‖ΔVi‖1 may be equivalently re-

placed by the linear criterion
N1

∑
i=1

(‖ΔV+
i ‖1 + ‖ΔV−

i ‖1
)
=

N1

∑
i=1

3

∑
j=1

(ΔV+ j
i + ΔV− j

i )

since at the optimum ΔV+ j
i = 0 or ΔV− j

i = 0 [2].
The disjunctive constraints are then tackled using the classic big M method [12].

For the clarity of the presentation, this method is recalled on a one-dimensional
example. Let us consider the following two linear disjunctive conditions in the scalar
variable y:

y ≤ ymin or y ≥ ymax.

If the scalar M is chosen to be sufficiently large, i.e. larger than any other quantity
of the problem, the previous conditions are equivalent to the following ones:

y ≤ ymin + qM and − y ≤−ymax +Mq′ and q+ q′ ≤ 1,

where q and q′ are binary variables: q,q′ ∈ {0,1}. Any linear program involving
such disjunctive constraints, may be recast into a Mixed-Integer Linear Program
(MILP). In our case, it leads to an optimization problem with 2× 3×N1 = 6N1

continuous variables and m× (N2 − 1) binary variables:

min
ΔV±

i ,qk

N1

∑
i=1

(‖ΔV+
i ‖1 +‖ΔV−

i ‖1
)

s.t.
m∧

j=1

(
aT

j μRk +Mq j
k ≥ b j +c jk

)
, ∀k = 1, . . . ,N2 −1,

Φ(t f , t0)μX0
p
+

N1

∑
i=1

Φ(t f , t̂i)B(ΔV+
i −ΔV−

i ) = 0,

‖qk‖1 ≤ m−1, k = 1, . . . ,N2 −1,
ΔV±

i ≥ 0, i = 1, . . . ,N1,
qk ∈ {0,1}m, k = 1, . . . ,N2 −1.

(18)
Note that in the proposed approach, there is no guarantee for the instantaneous col-
lision probability to be below a given threshold between the points of the time grid
T . To alleviate this limitation, a precise a posteriori analysis of the computed ma-
neuvers is performed by computing the original instantaneous collision probability
in (8) over a thinner grid than the one used in (18).
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2 Computing the Instantaneous Probability of Collision

In the modeling of the collision avoidance problem, the instantaneous probability
of collision P({‖R‖2 ≤ R}) has to be smaller than a given threshold δ at any
instant tk of a given time discretization of [t0, t f ]. To validate this approach, one needs
now to compute the instantaneous probability of collision at each time t ∈ [t0, t f ] to
numerically verify that it remains below the threshold δ over the whole time interval
[t0, t f ]:

∀t ∈ [t0, t f ], P({‖R(t)‖2 ≤ R})≤ δ .

In that purpose, the conservative polyhedral model is not needed any more and
the spherical combined object can be considered again. Under this assumption, the
instantaneous probability of collision can be expressed as the integral of a 3-D Gaus-
sian random variable - representing the current relative position of the two objects -
on a Euclidean ball. Usually, that kind of integral is evaluated using time-consuming
Monte Carlo methods. Here, an analytic formula based on a convergent power series
is introduced. It is a 3-D extension to the 2-D method presented in [16]. It is derived
by use of Laplace techniques originally developed in [9], and properties of D-finite
functions [21, 13]. Computing truncated series should allow for a fast evaluation of
the instantaneous probability of collision.

Assuming that R ∼N3(μ ,Σ), the instantaneous probability of collision can be
expressed as:

Pc =
1

(2π)3/2|Σ |1/2

∫

B(0,R)

exp

(
−1

2
(r− μ)T Σ−1(r− μ)

)
dr, (19)

where μ ∈ R
3 and Σ is a 3× 3 positive definite matrix. Without loss of generality,

the covariance matrix Σ is assumed to be diagonal (this can be always achieved by
a classical change of variables). Thus, Σ can be written as:

Σ = diag(σ2
1 ,σ

2
2 ,σ

2
3 ), (20)

where (σ1,σ2,σ3) ∈ R
+3∗ , and: σ1 ≥ σ2 ≥ σ3. Under these assumptions, the proba-

bility Pc can be rewritten as:

Pc =
1

(2π)3/2σ1σ2σ3

∫

B(0,R)

exp

(
−1

2

3

∑
i=1

(ri − μi)
2

σ2
i

)
dr. (21)

Both level sets of integrand and domain of integration can be visualized in Figure 3.

Proposition 1.

Pc = exp

(
−R2

σ2
3

) +∞

∑
k=0

ukR2k, (22)
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r3

r1

r2

µ

level set

ball of integration

R

Fig. 3 Geometry of the integral problem

where the sequence (uk)k≥0 is positive and explicitly defined by a linear recurrence
with polynomial coefficients.

Sketch of the Proof

Let us introduce an intermediate function called g and defined for all z ∈ R
+ as

follows:

g(z) =
1

(2π)3/2σ1σ2σ3

∫

B(0,
√

z)

exp

(
−1

2

3

∑
i=1

(ri − μi)
2

σ2
i

)
dr,

so that the instantaneous probability of collision is given by: Pc = g(R2). Using the
set-indicator function 1, the function g can also be rewritten as:

g(z) =
1

(2π)3/2σ1σ2σ3

∫

R3

1B(0,
√

z)(r)exp

(
−1

2

3

∑
i=1

(ri − μi)
2

σ2
i

)
dr. (23)

The main idea of the proof is to compute the Laplace transform of the function g in
closed form, to expand it into a power series in the variable λ−1 and to apply the
inverse Laplace transform term by term. Finally, a preconditioning with an expo-
nential term is performed in order to obtain a series with positive coefficients.
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Let us first apply the Laplace transform to the function g: for all λ whose real
part ℜ(λ ) is non-negative, one has:

Lg(λ ) =
+∞∫
0

exp(−λ z)g(z)dz. (24)

The Laplace transform Lg can be computed in closed form. Starting from:

Lg(λ ) =
1

(2π)3/2σ1σ2σ3

+∞∫
0

∫

R3

1B(0,
√

z)(r)exp

(
−λ z− 1

2

3

∑
i=1

(ri − μi)
2

σ2
i

)
drdz,

(25)
the Fubini theorem enables us to interchange the two integration symbols:

Lg(λ ) =
1

(2π)3/2σ1σ2σ3

∫

R3

+∞∫
0

1B(0,
√

z)(r)exp

(
−λ z− 1

2

3

∑
i=1

(ri − μi)
2

σ2
i

)
dzdr.

Now, the integral in the variable z can be computed analytically, so that:

Lg(λ ) =
1

(2π)3/2λ σ1σ2σ3

∫

R3

exp

(
3

∑
i=1

(
−
(

λ +
1

2σ2
i

)
r2

i +
μiri

σ2
i

− μ2
i

2σ2
i

))
dr.

The next step consists in doing a change of variables aimed at completing the square
in the exponential. More precisely, state:

r′i = ri − μi

2σ2
i

(
λ +

1

2σ2
i

)−1

∀i = 1,2,3. (26)

By computation, one finally gets:

Lg(λ ) = λ−5/2 exp

(
−

3

∑
i=1

μ2
i (2σ2

i +λ−1)−1

)
3

∏
i=1

(2σ2
i +λ−1)−1/2.

Now λ 5/2Lg(λ ) can be seen as a function of the variable λ−1, which can be

expanded in a power series
+∞

∑
k=0

wk(λ−1)k. This is valid for ℜ(λ ) > 1
2σ 2

3
. The se-

quence (wk)k≥0 follows a linear recurrence with polynomial terms in the vari-
able k. This recurrence can be obtained from the differential equation satisfied by
λ−1 → λ 5/2Lg(λ ). Indeed this function is D-finite i.e. is solution of a linear differ-
ential equation with polynomial coefficients. The Maple package Gfun [14](version
3.65) was used to obtain the recurrence formula. One can now write:
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Lg(λ ) = λ−5/2
+∞

∑
k=0

wkλ−k =
+∞

∑
k=0

wkλ−(k+5/2). (27)

Let us now apply the inverse Laplace transform to the previous expression. On the
left hand side, one gets the function g back. On the right hand side, the inverse
Laplace transform is done term by term via the technique described by Widder [19].
It leads to the introduction of the gamma function:

g(z) =
+∞

∑
k=0

wk

Γ (k+ 5/2)
zk+3/2 = z3/2

+∞

∑
k=0

wk

Γ (k+ 5/2)
zk. (28)

In general, this first series is ill-fitted for good numerical results because the terms
wk

Γ (k+5/2)z
k have alternating signs and are much higher in absolute value than the

actual value of g(z). This problem of evaluating entire functions in finite precision
arithmetic was previously addressed in [7, 6] and the same idea is used here. Func-
tion g is multiplied by another function h such that both h and hg have explicit power
series with positive coefficients - which is good from a computational point of view.
Since D-finite functions are closed by multiplication, choosing a D-finite h results in
a D-finite product hg, meaning that their power series coefficients satisfy an explicit
linear recurrence. Let us do the following preconditioning:

exp

(
z

σ2
3

)
g(z) =

+∞

∑
k=0

ukzk, (29)

so that

g(z) = exp

(
− z

σ2
3

) +∞

∑
k=0

ukzk. (30)

The linear recursive formula for (uk)k≥0 can be obtained in closed form using the
recurrence defining (wk)k≥0. Is was done once again with Gfun. Getting back to the
original probability, one immediately gets formula (22).

3 Numerical Results

In this section, the proposed approach is applied on a test case presented by S.
Alfano in [1, case 9] where he compares several methods to compute collision prob-
abilities (but offers no avoidance strategy). This is not a real case scenario but it is
supposed to be representative of two objects in highly eccentric Earth orbits (HEO).

The reference orbit of the primary object has a mean motion n = 1.4591× 10−4

s−1 and an eccentricity e = 0.741. The origin of time t = 0 is chosen as the nomi-
nal time of closest approach in the unmitigated case. This time corresponds to the
instant when the mean relative distance reaches its minimal value if no maneuver is
performed. This is typically around this time that the instantaneous collision prob-
ability is the highest. The history of instantaneous collision probability, when no
maneuver is performed, was computed using the method previously introduced.
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Figure 4 shows a close-up around its peak that looks similar to a plot provided
by Alfano in [1], although a different model was used to propagate uncertainty in
his paper. Clearly, the risk is very high as collision probability reaches near t = 0 a
maximum of 0.2813 (which is also very close to the value 0.2812 found in [1]).

Fig. 4 Instantaneous collision probability as a function of time

For this reason, t = 0 is chosen at the midpoint of the interval [t0, t f ], with t0 =
−35,000 s and t f = +35,000 s. The nominal angular position at initial time t0 is
ν0 = −3.071 rad. The mean primary position and velocity are assumed to be equal
to the nominal one at t0. Initial conditions for the relative state in the LVLH frame
are given in Table 1 (mean vector) and Equation 31 (covariance matrix in meters and
seconds). The combined radius of the objects is R= 6 m and the risk threshold is δ =
10−4. Both control grid (N1 = 50) and constrained grid (N2 = 200) are uniformly
sampled.

Table 1 Mean relative state at time t0
μR0(1) (m) - 46.830
μR0(2) (m) 0
μR0(3) (m) 2.986

μV0(1) (mm.s−1) -0.643
μV0(2) (mm.s−1) 0
μV0(3) (mm.s−1) - 1.922
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⎛
⎜⎜⎜⎜⎜⎜⎝

42.9181 0 2.5144 2.607× 10−3 0 8.0097× 10−3

0.0649 0 0 −0.0024× 10−3 0
0.1549 0.1574× 10−3 0 0.4794× 10−3

0.1613× 10−6 0 0.4928× 10−6

sym 0.0001× 10−6 0
1.5083× 10−6

⎞
⎟⎟⎟⎟⎟⎟⎠
(31)

To limit the number of equations used to define the polyhedral approximation of
the collision set and thus the computational time, the spherical combined object is
over-approximated by the following cube:

{(r1,r2,r3) ∈ R
3 : −ri ≤ R, ri ≤ R ∀i = 1,2,3}.

The overall implementation was done with Matlab c© R2014a on an Intel� Xeon�
at 3.60GHz. The mixed-integer linear program has been solved using Gurobi 5.6.0
[8] with a big-M of 104 m.

The solution is detailed in Table 2 and was obtained after 1.6 s. It consists in
only 4 non-negligible impulses. It is noticeable that - except for the first one - ev-
ery maneuver has only one non-zero component and that there is no out-of-plane
maneuvers. The corresponding fuel-cost is J∗1 = 4.4 mm/s.

Table 2 Optimal impulses

Number Instant (s) LVLH components (mm/s)
1 -35,000 0.0167 0 -3.0360
2 22,143 0.5167 0 0
3 23,571 0.2777 0 0
4 30,714 -0.5493 0 0

Next Figures 5, 6, 7 and 8 illustrate the effects of the thrusting strategy. The
primary mean position and velocity and the nonzero optimal impulses can be seen
in Figures 5 and 6: as expected, the primary mean vector goes back to its nominal
state at the end of the time horizon.

The history of instantaneous collision probability was also computed in the con-
trolled case, on a tighter grid of 300 points (recall that it was 200 for the optimiza-
tion algorithm) in 558.9 s. It appears that the maximum risk is very close to the
authorized δ -threshold since the highest probability is 1.004× 10−4. Note that if
the chance constraints are not satisfied on a thinner grid than the one used for the
optimization, the algorithm could be run with a bigger value for N2. Figure 7 depicts
one hundred occurrences - randomly sampled - of the uncontrolled relative motion
while Figure 8 shows the same trajectories when performing the maneuvers. One
can see that the impulses allow to safely avoid the secondary object (in black) for
all the trials whereas 33 of them lead to a collision when there is no control.
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Fig. 5 Primary mean position, mean velocity and optimal impulses along the first LVLH axis
versus time

Fig. 6 Primary mean position, mean velocity and optimal impulses along the third LVLH
axis versus time
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Fig. 7 Examples of uncontrolled relative trajectories of the primary over the encounter. The
secondary object is in black.

Fig. 8 Examples of controlled relative trajectories of the primary over the encounter. The
secondary object is in black.
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4 Conclusion

This paper proposes a probabilistic formulation of the collision avoidance problem
between an active spacecraft and an orbital debris as a joint chance constrained
optimization problem. The framework of this study is restricted to long-term en-
counters, enabling the linearization of the equations of the relative dynamics. Since
the original problem is not tractable, two relaxations are proposed: first the colli-
sion set is conservatively approximated by a convex polyhedron containing it, and
then the joint chance constrained optimization problem is replaced by an individual
chance constrained problem. The latter is equivalently reformulated as a determin-
istic disjunctive linear program which can be solved using a classical mixed-integer
solver. To validate the proposed approach, a new method to efficiently compute 3-D
Gaussian integrals on Euclidean balls is presented. It is then used to evaluate the
instantaneous probability of collision for a spherical collision set at any time of the
mission. The efficiency of the proposed approach is illustrated on a test case by
computing the instantaneous probabilities of collision over the whole time horizon.
It is numerically checked that the risk remains below the required tolerance thresh-
old. The main limitation of the approach is that the probability of collision over the
entire encounter is not directly dealt with in the proposed optimization process. So,
there is no theoretical guarantee that the probability of collision remains below the
required threshold all along the mission.

As far as the computation of the maneuvers is concerned, improvements can be
obtained depending on mission requirements. For instance, an upper bound on the
magnitude of the velocity increments can easily be added as linear constraints. The
control law could also be restricted to in-plane maneuvers. Another perspective is
to extend the collision avoidance problem to multiple active spacecraft (formation
flying) and/or multiple debris (orbit safety). This could only be done for a reasonable
number of additional objects as complexity would rise accordingly. Concerning the
computation of the probability of collision, some improvements will be considered
in short term. One perspective will be to find upper bounds on the truncation error
and lower bounds on the probability when uncertainty varies. Such results should
be of a great interest to retrieve valuable information from a mission point of view
on collision probabilities for any type of space encounter.

Acknowledgments. The Authors would like to thank Alexandre Falcoz from Airbus Defence
and Space for the grant that partly supports this activity.
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Motion Planning and Control of a Space Robot
to Capture a Tumbling Debris

Vincent Dubanchet, David Saussié, Daniel Alazard,
Caroline Bérard, and Catherine Le Peuvédic

Abstract. Space robotics has emerged as one of the key technology for on-orbit
servicing or debris removal issues. In the latter, the target is a specific point of a
tumbling debris, that the « chaser » satellite must accurately track to ensure a smooth
capture by its robotic arm. Based on recent works by Aghili, an optimal capture
trajectory is presented to match position and speed, but also acceleration of the
target. Two controllers are simultaneously synthesized for the satellite and the arm,
using the fixed-structure H∞ synthesis. Their tracking performance is validated for
the tumbling target capture scenario. The main goal is to efficiently track the optimal
trajectory while using simple PD-like controllers to reduce computational burden.
The fixed-structure H∞ framework proves to be a suitable tool to design a reduced-
order robust controller compatible with current space processors capabilities.

1 Introduction

After 60 years of intensive space use, Earth orbits have now reached a shifting point
where human intervention is necessary. Known as the « Kessler syndrome », a 200
years forecast states that space access would almost disappear if nothing is done
[1, 2], considering the actual debris proliferation in Fig. 1. As shown by the NASA
scientist J.C. Liou in [3], at least five massive objects, such as dead satellites or
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Fig. 1 Debris population evolution during the last 60 years [4]

rocket upper stages, need to be de-orbit each year to reverse the current trend and
stabilize the debris population.

Robotics appears as one of the more advanced solution, considering its use in
space systems for the last 30 years. It is about to replace astronauts to perform
routine tasks and for safety reasons, as impacts in Extra-Vehicular Activities (EVA)
become more likely to occur. The first experiment took place with the Canadian
robotic arm, called Canadarm, attached to the Space Shuttle in the 80’s [5]. Many
others followed on the International Space Station (ISS), like the DEXTRE arm,
the European Robotic Arm or the JEMRMS. Apart from operating in micro-gravity,
these examples are close to classic terrestrial arms whose base is fixed on the ground.
Since the ISS is so massive, it experiences almost no reaction from the arm motion.
Challenging missions demonstrated such coupling like the Japanese Engineering
Test Satellite-VII (ETS-VII) [6], or the American Orbital Express project [7]. In
the last years, the German space agency DLR1 has been working on the DEutsche
Orbitale Servicing (DEOS) mission, and takes advantage of its robotic facilities to
test and validate robotic sensors and hardware configurations [8].

Based on a very active and extended literature on the topic, the paper summarizes
the main issues on the control of a space robot for debris capture. The focus of lit-
erature review is put on path planning methods, optimal control and fixed-structure
H∞ framework in Section 2. Section 3 quickly presents the dynamic model at hand,
before solving the optimal path planning problem in Section 4. The controllers are
designed and validated in Section 5 with a space robot tracking a tumbling target
trajectory. Eventually, Section 6 gathers the paper main results and proposes future
research avenues.

1 Deutsches zentrum für Luft- und Raumfahrt (DLR).



Motion Planning and Control of a Space Robot to Capture a Tumbling Debris 701

2 Literature Review

Modeling, motion planning and control of space robotic manipulators mix space-
craft and robotics theories. As a simplifying hypothesis, it will be considered that
the satellite equipped with the robotic arm is floating freely in space such that or-
bital mechanics can be neglected at this stage2. Thereafter, such a system is called a
« space robot ».

2.1 Kinematics and Modeling

Robot kinematics are of utmost importance to compute dynamic models, and thus,
to plan trajectories. The Jacobian matrix Jm is characterized by the linear depen-
dency between the velocities of the effector and of the joints, as: ẋe = Jm(qm) q̇m,
where xe is the effector position and attitude, and qm the arm configuration (i.e. the
set of joint angles). Singularities are then defined as the configurations where the Ja-
cobian matrix becomes rank deficient [10]. For fixed-based arms, singularities only
depend on the configuration qm, and are called kinematic singularities [11]. In the
case of a free-floating system, the global angular momentum conservation results
in a new Jacobian definition. Firstly introduced by Umetani and Yoshida [12], the
Generalized Jacobian Matrix is expressed as:

J∗ = Jm − Jb I−1
b Im (1)

where Jb gives the satellite influence on the effector motion, and Ib and Im are the
mass matrices of the base and the manipulator. Since the new Jacobian is now func-
tion of the dynamic parameters of both base and arm, additional singularities appear,
which are called dynamic singularities [13]. Moreover, due to the nonholonomic na-
ture of the angular momentum conservation, they are path-dependant. By carefully
planning the free-floating robot trajectory to reach a specific configuration, they can
be avoided [14, 15].

2.2 Path Planning

The kinematics analysis and the modeling phase give a good idea of the robot’s
workspace. As shown by Vafa in [16], the workspace is drastically reduced for a
free-floating system. It even further shrinks when the robot operates in a workspace
free of dynamic singularities, called the Path Independant Workspace by Papadopou-
los [17]. An inertial trajectory planning is proposed in [14] to avoid the path-
dependant singularities, by carefully choosing the initial arm’s configuration to
reach a final inertial position of the effector. This approach is consistent with the
arm’s ability to re-orient the satellite by cyclic manoeuvers, as it takes advantage of
the nonholonomic nature of the system [16]. The base actuation capability is also
considered in [18] by the mean of the Limit Curve, to choose the effector speed

2 More insights about the full orbital mechanics of the space robot can be found in [9].
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that does not saturate the satellite actuators. In [19], a similar approach is used to
maintain the antenna pointing accuracy during the arm’s manoeuvers.

An alternative planning method is to consider the base as free-floating (i.e. with-
out active control), and to plan a reactionless effector’s trajectory. Dubowsky in-
vestigated a singular value decomposition of the mass matrix to choose a direction
of minimum disturbance [20]. Nenchev also developped the effective Reactionless
Null Space (RNS) based method; it exploits the arm’s redundancy to compute a tra-
jectory without angular momentum transmission from the arm to the satellite [21].

The capture of a tumbling debris by a space robot is only possible if the target
trajectory is well-known. Different models can be considered for its dynamics: a
linear trajectory is used in [22] and is valid for very small objects, whereas a more
generic trajectory has to be computed for a handle on a rotating body [23]. Circular
paths are often considered with the hypothesis of a flat-spin motion [24, 25].

Considering this target trajectory, many criteria can be optimized to compute the
effector capture trajectory: fuel consumption, actuators saturation, joints position
and speed limits, obstacle avoidance, etc. The capture can be realized by match-
ing only the target position, or both position and speed, or even the acceleration to
ensure a smoother capture. The first approach leads to an impact at the capture and
must be carefully studied to minimize it [26]. To avoid pushing away the debris from
the robot, impedance control is also presented in [27]. No impact is expected when
position and speed are matched at capture [28, 23]. In this work, trajectories are
parametrized as B-splines and the method includes an obstacle avoidance constraint
in the trajectory planning optimization problem, eventually solved numerically us-
ing the single shooting method. A closed-form solution is also presented in [29]
using the Pontryagin’s minimum principle. The goal is to minimize a cost func-
tion and to match the target position and speed at the instant of capture. In the case
of noisy measurements and parametric uncertainties on the debris inertia matrix, a
complete scheme is proposed in [30] to estimate and predict its trajectory using a
Kalman filter, and thus ensuring a more robust capture.

In the present study, a closed-form solution of the effector trajectory was com-
puted based on [29], but adding the acceleration as a new final constraint. This last
requirement avoids any discontinuity in the commanded torques at the joints, and
yields a smoother effector trajectory that can track the grapple fixture before closing
the capture mechanism.

2.3 Control Issues

Two main strategies exist for the control: the free-flying and the free-floating mode
[31, 32]. The first one couples the Attitude and Orbital Control System (AOCS)
of the spacecraft with the robotic arm controller, while the other lets the base move
freely in reaction of the arm motion. The free-flying mode is preferred when the base
attitude must be maintained during arm motion and with external disturbances. This
is a strong requirement if the robot is tele-operated from the ground, and antennas
need to be accurately pointed. Two separate controllers can be designed, as proposed
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by Oda in [33], but the AOCS can be quickly saturated if the arm moves too fast. As
seen above, the trajectory can be adapted to stay within the actuators capabilities. A
feedforward controller is also proposed in [34] to improve the overall performance
by roughly estimating the disturbance induced by the arm. Eventually, a complete
coordinated control is presented in [35] based on an adapted Transposed Jacobian
method, which can achieve both position and orientation control of the end-effector
and the satellite.

The controller synthesis is performed using the fixed-structure H∞ synthesis [36].
The classic H∞ synthesis yields an optimal full-order controller for a given plant,
which complies with internal stability and frequency domain performances. As em-
phasized by Apkarian in [37], as soon as general constraints are specified, like con-
troller order, decentralized control or PID-like structure, optimization techniques
are necessary. A nonsmooth optimization method has been introduced by Apkarian
and Noll in this paper to overcome these standard H∞ limitations. A full solution has
been added in the Matlab Robust Control Toolbox, and is called the fixed-structure
H∞ synthesis framework [36, 38]. It offers a convenient tool to specify the controller
order and/or structure (e.g., decentralized, PID, observer-based. . . ), to impose fre-
quency domain constraints for performance purpose (e.g., response time, bandwith,
disturbance rejection. . . ), and to perform multi-model synthesis. Thus, this approach
avoids the reduction of an optimal full order controller obtained through classic H∞
synthesis solvers.

Moreover, by using the same synthesis framework, key system parameters can
be introduced as optimization variables in the design process to perform a co-design
study [39].

In this paper, the fixed-structure H∞ synthesis is used to design a centralized
and a decentralized axis-by-axis controller, by solving a multi-model optimization
problem. The synthesis is based on the acceleration sensitivity function to perform
an efficient disturbance rejection. Still, it will be shown that this method yields good
results on the trajectory tracking scenario.

3 Space Robot Models

The dynamic model of a space robot is now given in more detail. A nonlinear model
is used to simulate and validate the control laws, whereas a linearized model is used
for controller synthesis.

The dynamic model of a general space robot is given in Eq. 2, based on [21].
A modified Newton-Euler algorithm is used to compute the matrices M and h for
both simulation and control purpose [40]. It combines the dynamic equations of the
satellite with the manipulator ones, obtained by a classic Newton-Euler algorithm.
The simulation scheme using the M and h matrices is detailed in Fig. 2. The base
consumption is also evaluated by integrating the base command (i.e., the forces
commanded to the thrusters) to compute the consumed fuel mass.

M(qm)

[
ν̇b
q̈m

]
+h(ωb,qm, q̇m) =

[
Fb
τ

]
(2)
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with
- M Global mass matrix
- h Nonlinear effects (centrifugal and Coriolis)

- ωb Base angular rate (νb =
[

vb ωb
]T

)
- Fb Efforts applied at the base
- τ Joints torques

Since the H∞ synthesis applies to linear models, Eq. 2 is linearized around differ-
ent arm’s configurations along the capture trajectory. The linearization is done for a
given configuration q0, and for zero joint velocities. This hypothesis holds well for
low speed manoeuvers, but should be revisited for a more agile space robot concept.

Noting δx the variation around the nominal cases, it yields Eq. 3. The nonlinear
terms in h vanish because they are quadratic in the velocities [10].

M(q0)

[
δ ν̇b
δ q̈m

]
=

[
Fb
τ

]
(3)
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Fig. 2 Nonlinear simulation scheme

4 Optimal Path Planning

The trajectory generation is adapted from [29], by adding the acceleration as a new
variable state, to ensure acceleration continuity at capture.

4.1 Target Dynamics

The debris is supposed to rotate freely in space. From the linear momentum conser-
vation, its center of gravity (CoG) has a constant velocity ṙt = v0, where rt is the
CoG location. Using the quaternion representation, its dynamics is given by:
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drt

dt
= ṙt (4)

mt
dṙt

dt
= 0 (5)

dQt

dt
=

1
2

ωt ⊗Qt (6)

It
dωt

dt
= −ωt × Itωt (7)

where mt is the debris mass, It its inertia matrix, Qt its quaternion of attitude and
ωt its angular rate. ⊗ is the quaternion product, as defined in [29]. The time deriva-
tive of the angular rate will be denoted by: ω̇t =−It

−1 (ωt × Itωt)� φ (ωt). These
equations can be summarized by: ẋ = f̂ (x), with x = col

(
rt ṙt Qt ωt

)
.

The grapple fixture location C is now denoted rc in the inertial frame, and ρ in
the debris local frame. The computation of the position, speed, acceleration and jerk
of C are needed to solve the optimal path planning problem afterwards. It yields:

rc = rt +R(Qt)ρ (8)

ṙc = v0 +R(Qt)(ω t ×ρ) (9)

r̈c = R(Qt)(φ(ω t)×ρ +ω t × (ω t ×ρ)) (10)
...
r c = R(Qt)

(
φ̇(ω t)×ρ +2φ(ω t)× (ω t ×ρ)+ω t × (φ(ω t)×ρ)− (

ωT
t ω t

)
ω t ×ρ

)
(11)

where R(Qt) is the rotation matrix from the debris local frame to the inertial one,
also defined in [29]. The derivative of the function φ is expressed as:

φ̇ (ωt) =−It
−1 (φ(ωt)× Itωt +ωt × Itφ (ωt))+ωt ×φ(ωt) (12)

4.2 Optimal Capture Trajectory

The end-effector trajectory re is supposed to be generated by a third order derivative:

...
r e = u (13)

By stacking the states under χ = col
(

x re ṙe r̈e
)
, the whole dynamics can be writ-

ten as:

χ̇ =

⎡
⎢⎢⎣

f̂ (x)
ṙe
r̈e
u

⎤
⎥⎥⎦� f (χ ,u) (14)

The trajectory is optimized for the cost function J, which includes the time of travel
t f , the weighted acceleration r̈e and the command u :

J =

∫ t f

0

(
1+w1‖r̈e‖2 +w2‖u‖2)dt �

∫ t f

0
L (χ ,u)dt (15)
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To apply the Pontryagin’s minimum principle [41, 42], the system Hamiltonian is
defined as follows, where λ are the Lagrange multipliers :

H(χ,u,λ ) = 1+w1‖r̈e‖2 +w2‖u‖2 +λ T
s f̂ (x)+λT

e1
ṙe +λ T

e2
r̈e +λ T

e3
u (16)

A final constraint is also added to ensure the continuity of position, speed and ac-
celeration at the capture:

ψ(χ(t f )) =

⎡
⎣ rc(x(t f ))− re(tf)

ṙc(x(t f ))− ṙe(tf)
r̈c(x(t f ))− r̈e(tf)

⎤
⎦= 0 (17)

By letting the time of travel t f free, the application of the minimum principle yields
the following system of equations describing the optimal solution:

χ̇ = f (χ ,u) (18)

λ̇ = −
(

∂ f
∂ χ

)T

λ −
(

∂L
∂ χ

)T

(19)

∂H
∂u

=

(
∂ f
∂u

)T

λ +

(
∂L
∂u

)T

= 0 (20)

χ(0) = χ0 (21)

λ (t f ) =

(
νT ∂ψ

∂ χ

)T

t=t f

(22)

H(t f ) = 0 (23)

ψ
(
χ(t f )

)
= 0 (24)

Developing Eq. 19, the differential equations for the Lagrange multipliers λ are:

λ̇ s = −
(

∂ f̂
∂x

)T

λ s (25)

λ̇ e1 = 0 (26)

λ̇ e2 = −λ e1 (27)

λ̇ e3 = −λ e2 − 2w1r̈e (28)

In addition, Eq. 20 results in u =
...
r e =−λ e3/(2w2). Combining it with Eqs. 26, 27

and 28, it results in the relation defining the optimal trajectory structure, similar to
the one in [29], with σ =

√
w1/w2:

d3

dt3

(
r̈e −σ2re

)
=

λ e1

2w2
(29)
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Noting that λ e1 is constant, the optimal trajectory takes the following general
formulation, where the ki ∈ �

3 are the trajectory parameters :

re(t) = k0 +k1 t +k2
t2

2
+k3

t3

6
+k4 eσ t +k5 e−σ t (30)

With the acceleration constraints, the six boundary conditions in Eqs. 21 and 24
allow to compute the parameters ki :

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

� � � � � �

� � � � σ� −σ�
� � � � σ2

� σ2
�

� t f�
t2
f
2 �

t3
f
6 � eσt f � e−σt f �

� � t f �
t2
f
2 � σeσt f � −σe−σt f �

� � � t f� σ2eσt f � σ2e−σt f �

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎣

k0
k1
k2
k3
k4
k5

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

re(0)
ṙe(0)
r̈e(0)
rc(t f )
ṙc(t f )
r̈c(t f )

⎤
⎥⎥⎥⎥⎥⎥⎦

(31)

Eventually, to fully determine the optimal trajectory, the final time t f is found with
Eqs. 22 and 23. The second one specifies that the Hamiltonian vanishes at final time:

H(t f ) = 0 =
[
1+w1‖r̈e‖2 +w2‖...

r e‖2 +λ T
s f̂ (x)+λT

e1
ṙe +λ T

e2
r̈e +λ T

e3
u
]

t=t f

The unknown variables λ (t f ) are defined by the so-called transversality condition,
with Eq. 22. By eliminating the Lagrange multipliers ν , one obtains :

λ s(t f ) =−
(

∂re

∂x

)
t f

λ e1(t f )−
(

∂ ṙe

∂x

)
t f

λ e2(t f )−
(

∂ r̈e

∂x

)
t f

λ e3(t f )

and using the fact that:

ṙe =

(
∂re

∂x

)
f̂ (x) , and r̈e =

(
∂ ṙe

∂x

)
f̂ (x) , and

...
r e =

(
∂ r̈e

∂x

)
f̂ (x)

it eventually yields the implicit equation defining the final time of capture t f , where
the re terms are given by Eq. 30 in which the parameters ki are also functions of t f ,
and the rc third derivative is given by Eq. 11.

H(t f ) = 0 = 1+w1‖r̈e(t f )‖2 −w2 ‖...
r e(t f )‖2 + 2w2

...
r e(t f )

T ...
r c(t f ) (32)

An example of optimal capture trajectory is given in Figs. 3 and 4.
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5 Control Design

A control law is now investigated to follow the given effector trajectory. The con-
troller gains are synthesized based on the fixed-structure H∞ framework. A full space
robot equipped with a 6 DoF arm is used to validate this approach.

5.1 Control Architecture

The choice between the free-flying or the free-floating mode depends on the pro-
cessor capabilities and on the need for a centralized or a decentralized control law
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between the arm and the spacecraft. It is worth recalling that actual space proces-
sors are significantly less powerful that terrestrial ones, due to their robustness to
the hard environment. A low complexity control architecture will then be preferred
in this study to anticipate the limited processing capability of on-board processors.
The coordinated control is chosen to extend the cartesian workspace of the robot
and to improve its accuracy. Following the approach used in the Japanese mission
ETS-VII [33], two separate controllers will be designed based on the spacecraft and
the arm’s specifications.

The AOCS design is kept very simple with a Proportional-Derivative (PD) con-
troller. The global control architecture is illustrated in Fig. 5.

For the arm’s controller, two structures are used: one is centralized and gathers all
measurements before specifying the joints command, and the other is decentralized
on each joint by giving the command torque based on local measurements. It will
be shown how a decentralized controller, though much simpler, gives convincing
results for trajectory tracking.

Controller
- AOCS -

Robotic ArmMotors

Controller
- Arm -

Main Body

interaction

Satellite

Position/Speed
Sensors

Inertial SensorsThrusters /
Reaction Wheels

Measured Outputs
yrobot

Control Inputs
urobot

Control Inputs
ubase

Measured Outputs
ybase

Fig. 5 Decentralized control architecture between AOCS and arm’s controller

5.2 Controller Synthesis

5.2.1 H∞ Synthesis Scheme

The synthesis is performed on the acceleration sensitivity function to improve the
disturbance rejection [43]. By weighting the acceleration with the desired frequency
response given in (33), the resulting H∞ scheme is illustrated in Fig. 6.

W (s) =
s2 + 2ξdes ωdes s+ω2

des

s2 (33)

The weighting function enables to reject efficiently any high-frequency dis-
turbance. They are used for both the base and the arm specifications, with, re-
spectively, Wb(s) defined by (ωb,ξb) = (0.01rad/s,0.707), and Wm(s) defined by
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Fig. 6 H∞ synthesis scheme

(ωm,ξm) = (20ωt ,1). The angular rate of the target is fixed to ωt = 13◦/s in Wm(s).
The base’s parameters are chosen to reproduce a quasi free-floating system, with a
very slow AOCS in order to minimize the base consumption. On the other hand, the
manipulator’s parameters are taken 20 times greater than the debris tumbling rate
ωt , to ensure a small tracking error.

5.3 Space Robot Example

The robotic arm used for the complete example has 6 degrees of freedom and its
structure is illustrated in Fig. 7. It is inspired from a human arm, with a shoulder,
a forearm, an arm and a wrist. The base is a 200kg cubic satellite with side length
of 2m a side, while the arm weights almost 70kg and each of its main segments are
2.6m long for a full extension of 5.7m.

Two strategies are used to control this space robot. The first one is based on a full
decoupling controller by means of the mass matrix used in the feedback loop. The
final results show that this controller is very efficient for trajectory tracking. The
second approach is based on a decentralized structure, with a PD-like controller on
each joint. As explained in [44], trajectory tracking can be efficiently done with this
type of controller, when the derivative action is sufficiently high. Nevertheless, the
tracking error remains around 10 cm since a gain limit has been fixed at 1000 to
prevent high command torques. The requirement is fixed to 200N.m for the joints
torque, and to 20N.m for the base actuators. Each controller is checked on the op-
timal trajectory obtained for a cylinder debris rotating at 13◦/s, of 0.5m long and
0.25m of radius, and weighting 200kg.

5.3.1 Centralized Controller

For the centralized architecture, the arm controller includes the mass matrix M0 for
one configuration q0 of the trajectory, allowing a full decoupling and ensuring good
performance for this very configuration. It takes the following form for a robotic
arm of N joints:
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Fig. 7 Space robot example with a 6 DoF arm

K(s) = M0

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Kp,1 0 . . . 0 0 Kd,1 0 . . . 0 0

0
. . .

... 0 0
. . .

... 0
... Kp,i

...
... Kd,i

...

0 . . .
. . . 0 0 . . .

. . . 0
0 0 . . . 0 Kp,N 0 0 . . . 0 Kd,N

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(34)

The synthesis is done using the systune function [38]. The weighting func-
tions are still specified as « hard constraints », while the gain limitation and the
consumption minimization are set by « soft constraints » [38].

To improve the robust performance of this controller, five different models ob-
tained along the trajectory have been considered at the same time for the synthesis.
For all of them, a common controller is synthesized by optimization in systune.
This multi-model synthesis gives the gain setting in Tab. 1.

The frequency responses of the weighted transfer functions are illustrated in Fig.
8(a). It can be seen that the overall frequency constraints represented by two black
curves are well satisfied, for both the base and the manipulator. The trajectory track-
ing is performed under a 1.5 cm error in Fig. 8(b) and 8(e). It can be noticed that the
fuel consumption given in Fig. 8(f) is about 45 mg for the capture trajectory.

Table 1 Gains setting for a centralized arm controller

Joint i 1 2 3 4 5 6
Kp,i 0.4 194.9 11.6 0.5 0.4 942.2
Kd,i 1.4 35.1 163.6 613.7 602.9 395.2
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Fig. 8 Centralized controller - Simulations results for the complete space robot

5.3.2 Decentralized Controller

For the decentralized architecture, the PD controllers for each joint are simultane-
ously synthesized considering the whole arm dynamics. With this architecture, each
of them only uses its local measurement of position and velocity. The coupling be-
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tween the joints and the base, or between the joints themselves, are actually consid-
ered directly in the synthesis since the linearized model is coupled. The synthesized
controller is given by:

K(s) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Kp,1 0 . . . 0 0 Kd,1 0 . . . 0 0

0
. . .

... 0 0
. . .

... 0
... Kp,i

...
... Kd,i

...

0 . . .
. . . 0 0 . . .

. . . 0
0 0 . . . 0 Kp,N 0 0 . . . 0 Kd,N

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(35)

The synthesis is done again with five different models along the trajectory, to
obtain the gains setting given in Tab. 2.

The frequency constraints are mostly fulfilled even if some peaks are degrading
the H∞-norm of some transfer functions, as shown in Fig. 9(a). Even though the
controller is much more simpler, the trajectory tracking error only increases to 8cm
of error in Fig. 9(b) and 9(e). Eventually, the fuel consumption rises to almost 50 mg
as shown in Fig. 9(f).

Table 2 Gains setting for a decentralized arm controller

Joint i 1 2 3 4 5 6
Kp,i 62.0 161.3 147.2 44.1 1000 3.0
Kd,i 446.0 1000 1000 1000 945.3 1000

5.3.3 Results

The use of a simple PD controller on each joint can be considered as a good compro-
mise between easiness of implementation and tracking performance. It is clear that
a centralized architecture enables a better trajectory tracking, under 1 cm of error,
but at the expense of a high computational burden since the mass matrix needs to be
evaluated once at the beginning of the trajectory. The tracking error increases to 8
cm for the decentralized structure, but the closed-loop system stays stable and very
close to the specified frequency behavior. This last structure remains still attractive
with respect to its simplicity. It can be used to approach and to synchronize the ef-
fector motion with the target, and then to switch to the centralized architecture to
reduce by an order of magnitude the tracking error.

At the consumption level, both structures need nearly the same amount of fuel
during the trajectory given in Figs. 8(b) or 9(b). The major difference lies in the
base attitude and in the effector positionning. The centralized controller enables
to reach an excellent accuracy by maintaining the base position and attitude error
almost zero, i.e., less than 0.1mm in linear displacement, and around 0.01 degree of
angular motion, as shown in Fig. 8(c). Conversely, the decentralized structure results
in larger displacements, i.e., 10 cm in linear motion and 0.5 degrees in angular one,
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Fig. 9 Decentralized controller - Simulations results for the complete space robot

in Fig. 9(c). This difference generates important errors at the effector because of the
lever arm of the extended arm, which is around 5 meters in the simulation case.
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6 Conclusion

A space robot controller has been presented through this paper. Its main goal was
to follow an optimal end-effector trajectory to capture a rotating target. To do so, a
first part recalled the main results of space robotics kinematics, before using them
to compute the optimal capture trajectory. Then the fixed-structure H∞ synthesis
has been used to synthesize the spacecraft AOCS and the arm controller at the same
time. Two main strategies were tested : either a centralized arm controller to improve
decoupling on one configuration, or a decentralized one, to keep the structure as
simple as possible. These synthesis were performed simultaneously on five distinct
models along the trajectory. It has eventually been shown how the decentralized
controller can provide an attractive compromise for the trajectory tracking since it
does not consume significantly more fuel and is easier to implement.
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Cross-Entropy Based Probabilistic
Analysis of VEGA Launcher Performance
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and Samir Bennani

Abstract. In this paper, a cross entropy based simulation technique is pre-
sented for characterising the probability profile of performance of the closed
loop Vega launcher model. The paper describes a theoretical development of
the technique, develops an algorithm for its use in probability profile gen-
eration, and presents the results of the implementation on the Vega model.
The results demonstrate the efficacy of the tool, and its benefits in industrial
control system analysis.

1 Introduction

One of the greatest challenges in control system design and analysis is the pres-
ence of uncertainty. “All models are wrong, but some are useful" [1]. The dif-
ference between any physical process and its model is represented in the form
of uncertainty. Spacecraft controller validation techniques often rely entirely
on models (sometimes coupled with test data). Such knowledge uncertainty is
also known as epistemic uncertainty, which is reducible, in theory. Epistemic
uncertainty is systematic uncertainty, and describes parameters that have pre-
cise values but which are unknown at the time of design. These may or may not
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be known with precision on launch day. Some examples are the drag coefficient,
coupling terms, and engine efficiency. The other class of uncertainty is aleatoric
uncertainty, which is statistical, or luck uncertainty, and describes parameters
that have unavoidable stochastic variability, such as wind gust. It is important
to account for both types of uncertainties in the design and analysis process.
It is common to lump both types of uncertainties together, however, this may
not be the best strategy and may give rise to overly pessimistic, or conservative
results. A good approach is to attempt to reduce all epistemic uncertainties to
aleatoric uncertainties [2].

Quantifying the effects of uncertainty is vital to determining spacecraft
safety and performance during flight. μ−analysis[3] is an elegant analytical
technique for quantifying these effects[4], however it requires the model to
strictly be linear. This is often not the case, and so the space industry relies on
methods that do not impose assumptions on the model being analysed - such
as Monte Carlo techniques [5], and increasingly, on optimisation techniques,
for determining the worst case stability and performance criteria[6]-[9].

An important issue of consequence is how likely the occurrence of such a
worst case is. Studying this issue requires probabilistic methods, and some
research effort has focused on this [10],[11],[12]. Certain recent approaches in
this direction are probabilistic gain [13] and randomised analysis techniques
[14]. Another relevant recent work is [15], in which the performance of F-16
controller is analysed probabilistically, using the concept of the Wasserstein
distance between distributions.

In this paper, the cross entropy (CE) simulation technique [16],[17] is ap-
plied to analyse the performance of the European Space Agency’s VEGA
launcher model [18]. The objective is to generate a “probability profile" of
performance. This work builds on previous work published in [19]. CE is
a technique that utilises the Kullback-Liebler divergence between two dis-
tributions to adaptively arrive at an optimal distribution. In the previous
work, the uncertain parameter distributions were simply "shifted" towards
the region of higher importance, whereas in the current work, the distri-
butions are shrunk, such that the resulting parameter distributions repre-
sent highly accurate regions with low variances. An importance sampling
run is hence carried out to determine the probability associated with perfor-
mance.

The outline of the paper is as follows. First, a mathematical formula-
tion of the problem is presented. The methodology implemented and the
cross entropy algorithm used are then discussed. An adaptive initialisation
scheme is introduced for efficient computation of the probability profile. The
Vega launcher model is described, following which some results are pre-
sented.
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2 Problem Formulation

For a closed loop dynamical system, let

J (δ) : D → R

be a performance criterion, where D⊂R
k is an uncertainty domain. A desired

threshold for each criterion may be written as J (δ) ≤ γdes.
In an optimisation-based approach to worst case analysis, the problem is

formulated as a maximisation problem subject to the dynamics of the model:

max
δ∈Rk

J (δ)

subject to Ẋ = F (X,U,δ) , δ ∈ D

(1)

Suppose the worst case performance obtained is γ∗.

Fig. 1 Probability degradation profile

The interest is to determine the probability of the performance function
J (δ) exceeding a performance level γ, i.e., P [J (δ) ≥ γ], as the performance
degrades between the desired performance level (γdes) and worst case perfor-
mance level (γ∗). The characterisation is called the probability profile, and is
illustrated in Figure 1. As shown, the probability P [J (δ) ≥ γ] is determined
at the desired performance level γdes, the worst case performance γ∗ and per-
formance levels between these two. The worst case performance is interpreted
as a rare event [20], and is expected to have a very low associated probability
value (10−5 or lower).

Several benefits of studying the probability profile exist. Firstly, it indi-
cates the degree of conservatism of the worst case value. If the worst case
probability is indeed small, the design need not be changed. It also reveals
how feasible the desired performance level is, and whether a more realistic
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criterion needs to be set. If the performance criteria bounds are to be re-
laxed, the probability profile gives a good framework for such a relaxation in
an informed way. This can lead to a probabilistic method of specifying design
criteria.

3 Methodology

Consider the uncertainties δ to be distributed according to the family of
probability distribution functions (pdf) f(δ;v), where v is the parameter in
the family. In other words, δ is a random vector such that δ ∼ f(δ;v). v could
be, for example, the mean and standard deviation in the normal distribution.
In this work the distribution f(δ;v) is a normal distribution, and v represents
its mean. Finding the probability

l = P [J (δ) ≥ γ] (2)

requires solving the following non-deterministic polynomial-time hard inte-
gration problem:

E [J (δ) ≥ γ] =
∫
D

I{J(δ)≥γ}f (δ;v)dδ (3)

to find the expectation E that [J(δ) ≥ γ], where I{J(δ)≥γ} is the indicator
function

I{J(δ)≥γ} =
{

1 if J (δ) ≥ γ
0 if J (δ) < γ

. (4)

A naive stochastic estimator is Crude Monte Carlo (CMC) simulation [16], in
which N samples δ1,δ2, ...,δN are drawn from the distribution f (δ;v). Then

l̂CMC = 1
N

N∑
i=1

I{J(δi)≥γ} (5)

gives an unbiased probability estimation. This becomes intractable when
{J (δ) ≥ γ} is a rare event i.e., has a small probability of occurrence (say
of the order 10−5) [20]. For rare events we require an estimator that can
identify the important parameters. Importance sampling techniques are a
class of sampling techniques which work in this fashion [2]. For rare events,
CE is particularly suited.

4 The Cross Entropy Method for Rare Event
Simulation

CE is an adaptive importance sampling algorithm, developed in [16] to de-
termine the probabilities of rare events. CE adaptively computes the best
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reference parameter(s), and biases the initial uncertain parameter distribu-
tion so that the rare event becomes more likely to occur in the new distribu-
tion [17]. Subsequently, an importance sampling run computes the probability
of occurrence of the rare event by scaling back from the new distribution to
the original distribution, with the help of a likelihood ratio.

Importance sampling seeks to find an importance sampling density or the
instrumental density [2]. Let g (δ) defined on D be this unknown distribu-
tion, to be found. Suppose that N random samples δ1, ...,δN are drawn from
g (δ). Let the initial distribution be f (δ;u), where u is the initial reference
parameter. Then l may be found by modifying equation (3) as follows:

E{J (δ) ≥ γ} =
∫
D

I{J(δ)≥γ}
f (δ;u)
g (δ)

g (δ)dδ (6)

The stochastic estimator of this is written, similar to (5), as follows:

l̂ = 1
N

N∑
i=1

I{J(δi)≥γ}
f (δi;u)
g (δi)

. (7)

The optimal estimate is then found by having g∗ satisfying:

g∗ (δ) :=
I{J(δ)≥γ}f (δ;u)

l
(8)

which depends on l and so is unknown.

4.1 Estimation of Rare Event Probabilities

Different IS techniques choose g(.) appropriately. CE is particularly good at
estimating small probabilities, i.e., events whose probabilities of occurrence
are smaller than 10−5. CE chooses g from within the family of densities
f (·,v). The reference parameter v is chosen such that the distance between
the densities g∗(.) and f (·;v) is minimum. In the CE method, the Kullback-
Leibler divergence, also known as the cross-entropy is the distance between
the distributions. For g∗ (δ) and f (δ;v), the Kullback-Leibler distance is:

D (g∗ (δ) ,f (δ;v)) =
∫

g∗ (δ) ln(g∗ (δ))dδ

−
∫

g∗ (δ) ln(f (δ;v))dδ (9)

Minimising the Kullback-Leibler divergence for g∗(.) and f (δ;v) is equiva-
lent to minimising the second term −∫

g∗ (δ) ln(f (δ;v))dδ, which is in turn
equivalent to solving the maximisation problem:
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max
v

∫
g∗ (δ) ln(f (δ;v))dδ. (10)

Substituting for g∗(.) from (8), the optimisation program becomes

max
v

∫
I{J(δ)≥γ}f (δ;u)

l
ln(f (δ;v))dδ. (11)

If we define the likelihood ratio W as

W (δ;u,v) = f (δ;u)
f (δ;v)

(12)

the solution to the optimisation program may be found by solving for the
optimal updating factor v∗ in the following equation:

1
N

N∑
i=1

I{J(δi)≥γ}W (δi;u,v)∇ ln (f (δi;v∗)) = 0. (13)

For a gaussian distribution v =
[
μ σ

]
and f (δ;v) = f

(
δ;

[
μ σ

])
∫

I{J(δ)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

])[ ∂
∂μ ln

(
f

(
δ;

[
μ σ

]))
∂

∂σ ln
(
f

(
δ;

[
μ σ

]))
]

dδ = 0.

(14)

Substituting f
(
δ;

[
μ σ

])
= 1

σ
√
2π

e
− (δ−μ)2

2σ2 in (14) and separating the com-
ponents we have:
∫

I{J(δ)≥γ}W
(

δ;
[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

]) ∂

∂μ

(
ln

(
1

σ
√

(2π)

)
− (δ − μ)2

2σ2

)
dδ = 0.

(15)

∫
I{J(δ)≥γ}W

(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

]) ∂

∂σ

(
ln

(
1

σ
√

(2π)

)
− (δ − μ)2

2σ2

)
dδ = 0.

(16)
Proceeding to find the updating rule for the mean μ from 15:

∫
I{J(δ)≥γ}W

(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

])(
0 − ∂

∂μ

(δ − μ)2

2σ2

)
dδ = 0.

(17)

∫
I{J(δ)≥γ}W

(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

])(
2δ − 2μ

2σ2

)
dδ = 0. (18)
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The left side of the above equation may be written as the expectation
Ev{I{J(δ)≥γ}W

(
δ;

[
μ0 σ0

]
,
[
μ σ

])
(δ − μ)}, where the subscript v indicates

that it is taken with respect to the density f (δ;v) = f
(
δ;

[
μ σ

])
. This is

expressed stochastically as follows:

1
N

N∑
i=1

I{J(δi)≥γ}W
(
δi;

[
μ0 σ0

]
,
[
μ σ

])
(δi − μ) = 0 (19)

From the above equation, the updating rule for the mean may be found as
follows:

μ∗ =

N∑
i=1

I{J(δi)≥γ}W
(
δi;

[
μ0 σ0

]
,
[
μ σ

])
δi

N∑
i=1

I{J(δi)≥γ}W
(
δi;

[
μ0 σ0

]
,
[
μ σ

]) (20)

Proceeding to derive the updating rule for the standard deviation from
(16):
∫

I{J(δ)≥γ}W
(

δ;
[

μ0 σ0
]

,
[

μ σ
])

f
(

δ;
[

μ σ
]) ∂

∂σ

(
ln

(
1√
2π

)
+ln

(
1
σ

)
− (δ − μ)2

2σ2

)
dδ = 0.

(21)
i.e.,
∫

I{J(δ)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

])((−1
σ

)
+ (δ − μ)2

σ3

)
dδ = 0. (22)

Separating the additive terms:
∫

I{J(δ)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

])(−1
σ

)
dδ =

∫
I{J(δ)≥γ}W

(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

])(
(δ − μ)2

σ3

)
dδ. (23)

This gives:

σ2 =
∫

I{J(δ)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

])
(δ − μ)2∫

I{J(δ)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

])
f

(
δ;

[
μ σ

]) (24)

Drawing N samples of δ from f
(
δ;

[
μ σ

])
, we get the stochastic estimator

of the above as follows:

σ2 =

1
N

N∑
i=1

I{J(δi)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

])
(δi − μ)2

1
N

N∑
i=1

I{J(δi)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

]) (25)

This gives the updating rule for the standard deviation as:
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σ =

√√√√√√√√

N∑
i=1

I{J(δi)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

])
(δi − μ)2

N∑
i=1

I{J(δi)≥γ}W
(
δ;

[
μ0 σ0

]
,
[
μ σ

]) (26)

where i = 1, ...,N , j = 1, ...,k. Here, δi,j represents the jth element of the ith

sample δi (recall that each sample of the uncertain parameter belongs to R
k).

4.2 The CE Algorithm

As discussed, the objective is to adaptively compute the best reference param-
eter, v∗, such that the KL distance is minimum. This is carried out in a multi-
stage algorithm by finding the sequence of reference parameters {vt, t ≥ 0}
and a corresponding sequence of performance levels {γt, t ≥ 1} and iterating
until γt ≥ γ. Details of the generalised algorithm may be found in [16]. The
principle of the CE algorithm is illustrated in Figure 2. The algorithm biases
the initial distribution towards the region in the parameter space that is leads
to the higher performances. Then, this distribution is scaled back using the
likelihood ratio to determine the probability of occurrence of the performance
value in the original performance.

The CE algorithm is shown in Algorithm 1. This is carried out for each
performance level of interest γ. Recall that N is the number of evaluations
per CE iteration t, ρ is the rarity factor, maxits represents the maximum
number of CE iterations allowed. N1 is the number of evaluations for the
final importance sampling run. Generally speaking the choice of N and N1
rely on the model under study, and on the computational budget. In any
case both of these are far lower than for naive Monte Carlo. A drawback of
importance sampling techniques is that the likelihood ratio becomes unstable
for large number of uncertainties.

f δ ;u( ) f δ ;v*( )

1

2

1

2

 = 0.1 = 0.1

J J

Cross Entropy 
Simulation 

Fig. 2 Principle of the cross entropy method
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5 Probability Profile Characterisation

Characterising the evolution of probability as the performance degrades in-
volves finding the probability associated with each performance level, and
then plotting these probabilities w.r.t performance. Please refer to [19] for
preliminary results on a numerical example and on the Darwin scientific
model.

6 Vega Launcher Model

The analysis is performed on a non-linear, six degrees of freedom industrial
simulation model of the VEGA launch vehicle[18], a recent European multi-
payload launch vehicle developed by ELV under ESA responsibility. The so
called ELV VEGA CONTROL simulator is a Matlab C-coded simulator used
in industry to prepare and validate the VEGA flight management and flight
control system in the atmospheric and exo- atmospheric flight phases. In this
study the first flight phase with height between 35m and 60km is consid-
ered. The simulation environment has been used as a benchmark model for
the ESA research activity “Robust Flight Control System Design Verification
and Validation Framework” (ESA AO/1-6322/09/NL/JK) to permit compar-
ison between industrial analysis outcomes based on Monte Carlo simulations
with optimization based analysis techniques. Previously, mainly deterministic
worst case analysis techniques were assessed upon their merit by measuring
the validation gap between traditional Monte Carlo outcomes and worst case
analysis results. Subsequently this activity aims at narrowing down the pre-
viously determined gap by using probabilistic worst case analysis techniques
while associating tight probabilistic risk levels to the requirements under in-
vestigation.

The model includes the full set of non-linear equations of motion. The sim-
ulator includes a non-linear model of the eletro-mechanical actuator (EMA)
dynamics with associated backlash and delays. The simulator also implements
the QUASAR Inertial Sensor Unit with its noise and bias characteristics. The
propulsion model reflects the dynamics of the P80 solid propulsion system
with validated thrust curves that include thrust oscillation effects to assess
proper execution of the separation dynamics. The flight mechanic model as-
sembles a fully validated non-linear aerodynamic model for normal force,
drag and tree axis moments curves that depends on Mach and angle of at-
tack. Kinematic coupling in all axes are implemented to reflect pitch yaw roll
couplings.

A high fidelity structural flexible mode model describing the launcher de-
formation is included to assess proper filtering and stability properties. The
atmosphere model includes also a set of measured sizing wind-gust input
models representative for the launch site Kourou.The launcher dynamics are
driven by the FPSA ADA/C-flight code reflecting the flight management
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system for the time line sequence command and execution of associated guid-
ance navigation and control system for thrust vector control (TVC) and roll
and attitude control (RACS) and other support functions such as acceleration
threshold detection ATD and pyro-valve command for stage separation.

For the purpose of independent validation and verification studies the
model has been distributed to various research teams as a compiled ex-
ecutable simulation model. Configuration files have been provided to set
boundary conditions and distribution profiles for the uncertainty parame-
ters relevant for the analysis. Access to more than hundred parameters is
provided ranging from aerodynamic scatterings, winds, thrust, thrust offset
and misalignments, individual mass, center of gravity and inertia variations
for all stages and mechanical parts, noise, non-linearities, flex modes un-
certainties in frequencies and damping etc. All parameters have normalised
deterministic and stochastic dimensionless components.

The overall validation and verification criteria considered in this research
activity represent the TVC and RACS technical requirements for the at-
mospheric phase of flight. Here the major eight requirements reflected as
optimization criteria have been extracted from the compliance matrix. These
include bounds on loads, lateral deviations as well as limits on separation con-
ditions under the severe wind conditions and in the presence of perturbing
roll torques when uncertainties and dispersions are applied.

• C1 Load requirement boundaries must be limited via the product of dy-
namic pressure Q and angle of attack α over the entire P80 flight Mach
range (criterion C1)

• C2 to C5 Drift of position and speed in y- and z-direction within the
altitude range of 35m to 60km.

• C6 Limits on transversal angular acceleration.
• C7 Transverse angular velocity at separation must be limited to a given

value.
• C8 Total angle of attack at separation must remain bounded and less than

a desired value.

In the optimization setting all criteria boundary limits have been normal-
ized to their such that a violation is indicated when the objective function
value becomes less than unity. The problem addressed in this paper attempts
to assess the requirement on max(Qα) over a reduced parameter combination
subset that dominates the requirement degradation.

7 Results

The cross entropy algorithm is applied to the Vega launcher model in order
to characterise its probability profile of performance. The performance J
considered is the maximum of the dynamic pressure, i.e., max(Qα). Only four
of the uncertainties are varied by the algorithm. The uncertainties considered
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Data: μ0,σ0, maxits, ρ, σ∗,α,N and N1;
Result: The rare-event estimate l̂;
Set t = 1;
Set μ(t) = μ0 and σ(t) = σ0;
while t ≤ maxits do

1. Generate a sample δ1, ..., δN from the density f (.;μ(t),σ(t));
2. Compute γt, the sample (1 − ρ) quantile as follows:

2a. Calculate the values of the cost J (δi) for each sample δi.;
2b. Arrange them in ascending order. Then find γt = J[(1−ρ)].;

3. Use the same sample δ1, ..., δN to find the updating parameter as
follows:

μj(t + 1) =
∑N

i=1 I{J(δi,j)≥γ}W
(
δi,j ; [μ0,σ0], [μ(t),σ(t)]

)
δi,j∑N

i=1 I{J(δi,j)≥γ}W
(
δi,j ; [μ0,σ0], [μ(t),σ(t)]

)
and

σj(t + 1)=

√√√√
∑N

i=1 I{J(δi,j)≥γ}W
(
δi,j ; [μ0,σ0], [μ(t),σ(t)]

)
(δi,j − μj(t + 1))2∑N

i=1 I{J(δi,j)≥γ}W
(
δi,j ; [μ0,σ0], [μ(t),σ(t)]

)

if min(σ(t + 1)) ≤ σ∗ then
μ̂T = μ̂(t + 1);
σ̂T = σ̂(t + 1);
Proceed to step 4

end
if γt ≥ γ then

γt = γ;
μ̂T = μ̂t;
σ̂T = σ̂t;
Optimal reference parameter found, proceed to step 4;

else
t = t + 1;

end
end
4. Estimate the rare-event probability l using the likelihood ratio estimator:

l̂ = 1
N1

N1∑
i=1

I{J(δ)≥γ}W
(
δi,j ; [μ0,σ0], [μT ,σT ]

)
;

Algorithm 1. The CE Algorithm for Rare Event Simulation

are: “IRSmountingY", “dTc", “SRM_roll" and “air_density_scat". All other
uncertainties are fixed at 0.1 (an arbitrary small positive value). These four
uncertainties were of interest with respect to the system perspective. CE can
handle a reasonable number of uncertainties (so far, we have worked with a
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maximum of 28 uncertainties in various systems). However, it is a known issue
that all importance sampling methods become unstable at high dimensions
due to likelihood ratio degeneracy[21].

The initial distributions of these 4 uncertainties are Gaussian distributions
with mean 0 and standard deviation 0.4, truncated at [-1,1]. The standard de-
viation chosen is such that the selected region corresponds to approximately
98.5% of the entire Gaussian (2.5σ). The rationale for such a choice of μ0
and σ0 is to obtain a distribution with nominal value at 0 and such that a
large number of values lie in the interval [-1,1]. The probability estimation
algorithm is applied to find P [J(δ) ≥ γ] for every 10,000 Padeg of max(Qα)
from 1.8 ∗ 105 Padeg onwards, until a probability of 0 is encountered.

The runs were carried out on Matlab R2012a running on a Windows i7
machine with 8 GB of memory. The algorithmic parameters and constants
are listed in table 1.

Table 1 CE algorithm parameters and constants utilised for the run

Name Symbol Value
Rarity factor ρ 0.1
Number of simulations in the adaptive run N 50
Number of simulations in the final run N1 100
Maximum number of iterations of the adaptive run maxits 100
Threshold standard deviation value sigma∗ 10−5

Smoothing parameter α 0.9

The resulting probability profile is shown in Figure 3 (the constituent data
is available in Table 2). At the start of the curve, i.e., at performances of 1.8,
1.9 and 2∗105 Padeg, the associated probability is 1. This indicates that the
maximum of Qα will always be at least 2∗105P adeg. From here, the proba-
bility gradually decreases until the zero probability occurs at 3.1∗105P adeg.
The tail end of this probability profile is especially interesting, as it pro-
vides information about the worst case and performances close to the worst
case. Recall from the discussions in the problem formulation section, that the
worst case is intuitively perceived to be a rare event. A small probability of
1.13∗10−6 is observed to occur at 3∗105 Padeg. We can infer, therefore, that
the worst case value of max(Qα) lies between 3 ∗ 105 and 3.1 ∗ 105P adeg. In
order to further narrow this region, the algorithm was applied to the perfor-
mance levels 3.06 ∗ 105 and 3.07 ∗ 105P adeg. These cases gave probabilities
of 1.044 ∗ 10−7 and 0 respectively. The true worst case may therefore can
be said to lie in [3.06 ∗ 105,3.07 ∗ 105]P adeg. Further, the probability of its
occurrence is a rare event, i.e., one with a probability lower than 10−5. This
agrees with our expectation that the worst case be a rare event.

Apart from the worst case probability, the probability profile offers infor-
mation on the intermediate performance levels between 2 and 3 ∗ 105P adeg.
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Fig. 3 Probability profile of performance max(Qα). The inset box shows a mag-
nified view of the tail values. The smallest probability obtained is 1.044 ∗ 10−7 at
3.06 ∗ 105 Padeg. The blue line represents a spline fitted curve, indicating that it
is possible to find associated probabilities for several performance values without
performing runs each time.

As the performance degrades, the probability gradually reduces. The spline
fitted curve in Figure 3 is useful in determining probability values at any
performance level of interest. This serves to identify how realistic a perfor-
mance requirement is. In the current scenario, for example, imposing that
the maximum dynamic pressure must be lower than 2.3 ∗ 10−5P adeg is not
a good choice, since there is a 78% probability that the requirement will be
violated. A good requirement is one that has a small probability of violation.

Conversely, the performance associated with some fixed probability may
be determined from the probability profile. This approach suggests a new
paradigm for specifying performance criteria. For example, a designer may
choose to accept a 2% risk of performance violation - this corresponds to a
performance value of about 2.68 ∗ 105P adeg in the current case, which may
then be considered as a performance requirement.

The following plots show some results for the case γ = 3.06 ∗ 105 Padeg,
in order to understand the internal working of the CE algorithm. Figure 4
shows the final pdfs of the four parameters, optimised by the cross entropy
algorithm. Observe that the resulting variance has been reduced significantly
as compared to the initial value.
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Table 2 Estimated probabilities associated with various performance levels, and
the number of iterations it took the CE algorithm to arrive at the importance
sampling distribution

Performance
level γ

Estimated
probability
P [J ≥ γ]

Number of it-
erations t

Function
evaluations
t ∗ N + N1

180000 1 1 150
190000 1 1 150
200000 1 1 150
210000 0.99 1 150
220000 0.96 1 150
230000 0.78 1 150
240000 0.51 1 150
250000 0.29 1 150
260000 0.086 2 200
270000 0.018 2 200
280000 0.00266 3 250
290000 0.00014 4 300
300000 1.13 ∗ 10−6 6 350
306000 1.044 ∗ 10−7 7 400
307000 0 24 1300
310000 0 24 1300
320000 0 24 1300
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Figure 7 shows the evolution of the mean parameter with iterations. Note
that while these converge quickly, there is no monotonicity observed in their
behaviour. This is a desirable property, and implies that the algorithm is
insensitive to the initial conditions and does not get stuck in local minima.
Figure 7 shows the evolution of the standard deviation with iterations. Within
7 iterations, the standard deviation achieved is less than 0.1 in all cases. The
termination criterion γt ≥ γ occurred in 7 iterations, and thus there was no
need for the algorithm to fine tune μ and σ any further.
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Fig. 5 Evolution of the mean and standard deviation at γ = 3.06 ∗ 105P a ∗ deg

The mean values of the uncertainties at the worst case is shown in Figure 6.
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Fig. 6 Mean values of uncertain parameters at worst case

The scatter plots in Figure 7 show the performance distribution as well as
the distribution of each of the uncertain parameters.
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Fig. 7 Final run with optimised parameter distributions. The costs obtained at
different values of the uncertain parameters, along with the parameter and perfor-
mance distributions are shown here.
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Fig. 8 Variation of μT and σT over the 17 runs carried out in characterising the
probability profile.
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Fig. 9 Probability profile with the μT values obtained for each uncertainty. This
indicates the directionality of the uncertainties.

It is also interesting to study how Qα varies with the mach number, and
also with γ. This is shown in Figure 10. Figure 11 shows how Qα varies with
the Mach number over the 17 computations.
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Fig. 10 Plot of Qα vs the mach number and γ. This plot shows the gradual increase
in the Qα value obtained as γ increases.
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Fig. 11 Plot of Qα vs the Mach number over the 17 computations. The thick red
line shows the Qα vs Mach number trajectory at which the peak value of Qα is
obtained.

8 Conclusions

The cross entropy simulation method was applied successfully to the Vega
launcher model. This demonstrates the efficacy of the technique to charac-
terise the probability profile of industrial control systems. The probability
profile is a useful tool for controller analysis, to determine the conservatism
of the worst case, and the feasibility of designed performance thresholds.
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