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Foreword

On behalf of the organizing committee, we are pleased to extend our warmest

welcome to all the participants of International Conference on Intelligent Technol-

ogies and Engineering System (ICITES 2014) at the International Convention

Center Kaohsiung in Taiwan. The organizing committee has put forth an excellent

technical program covering various aspects of Intelligent Technologies and

Engineering Systems.

The primary objective of this conference is to bring together on a common

platform, academicians, researchers, application engineers, industry personnel, and

the users of emerging intelligent technologies and engineering systems. Delegates

and experts are invited to participate and present their work and the conference will

be of interest to a wide spectrum of professionals at all levels. The conference is

intended to encourage and facilitate knowledge sharing, interactions, and discus-

sions on future evolutions of new challenges in the twenty-first century. There will

be keynote speeches, invited presentations, technical sessions, panel discussions,

and local tours.

We have accepted 80 papers consisting of plenary sessions and technical

sessions in which over 120 authors from several countries around the world will

give their presentations. The organizing committee has tried its best to make the

conference as comfortable as possible to all the participants.

We are grateful to the participants—in particular, those who organized sessions

and presented papers. We would like to extend our sincere thanks to all the invited

speakers, members of the organizing committee, review committee, local arrange-

ment committee, and the persons from industries. We also would like to thank all

the graduate and undergraduate students who are presenting their research work as

well as volunteering to help in organizing this conference. We understand what it

takes to put together an event such as this and would like to express our sincere

thanks to all involved in the preparation of this conference. We also want to thank

all of the colleagues and staff who worked on the conference technical program.
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The success of this conference is due to those of you who planned and designed the

technical program, participated in reviewing the manuscripts, coordinated the

exhibit, and volunteered to moderate technical sessions.

We look forward to seeing you all again in the next conference.

Macon, GA, USA Jengnan Juang

vi Foreword



Preface

The papers presented at the International Conference on Intelligent Technologies

and Engineering Systems (ICITES 2014) held at the International Convention

Center Kaohsiung in Taiwan during December 19–21, 2014 are compiled in this

volume. The primary objective of this conference is to bring together on a common

platform, academicians, researchers, application engineers, industry personnel, and

the users of emerging intelligent technologies and engineering systems. The con-

ference is intended to encourage and facilitate knowledge sharing, interactions, and

discussions on future evolutions of new challenges in the twenty-first century.

Over 250 participants attended the conference, made technical presentations,

and discussed about various aspects of intelligent technologies and engineering

systems. The number of papers published in this volume and the number of

unpublished presentations at the conference indicate the evidence of growing

interest in the areas of emerging intelligent technologies and engineering systems.

The papers published in this volume include but not limited to the following

areas of interest: intelligent decision models, intelligent computing systems and

applications, smart sensor network and applications, networking and signal

processing, signal processing and computing technologies, systems control and

applications, software engineering, intelligent electronic circuits and systems,

innovative motor electronics and computer applications, mechanical and materials

engineering, materials and communications, functional materials and radio

frequency applications, and applied technology for engineering materials.

We would like to appreciate the efficient work done by Springer-Verlag in

publishing this volume.

Macon, GA, USA Jengnan Juang

vii





Conference Theme

The Third International Conference on Intelligent Technologies and Engineering

Systems (ICITES 2014) was held on 19–21 December 2014, at International

Convention Center Kaoshiung, Kaohsiung, Taiwan. This conference offered a

great podium for scientists, engineers, and practitioners from a variety of back-

ground to present and discuss the latest research results, ideas, developments, and

applications in intelligent technologies and engineering systems. The major areas of

activity included networking, signal processing, artificial intelligence, software

engineering, intelligent electronic circuits and systems, power system, communi-

cations, material and mechanical engineering and advance material.
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Keynote Speakers

Date: Friday, 19 December 2014

Time: 10:20–11:10

Richard W. Longman

Fellow AIAA

Fellow AAS

Professor of Mechanical Engineering

Columbia University in New York City, USA

Title: Laser Communication Between Spacecraft—A New Frontier for High

Precision Control Systems

Abstract

The bandwidth for interplanetary communication is limited. It is not possible now

to send high definition TV images from Mars to Earth in real time. Communica-

tion using lasers, LaserCom, addresses issues of power limitation. LaserCom

experiments will be performed from the International Space Station and have

recently been performed with a satellite and the moon. But LaserCom introduces

the need for high precision pointing together with spacecraft jitter cancellation.

Experimental comparisons of control law approaches to address these needs

are presented, including some fundamental limitations resulting from the Bode

Integral Theory—or the waterbed effect.

Date: Friday, 19 December 2014

Time: 11:10–12:00

Ramachandran Radharamanan, Ph.D.
Professor of Industrial Engineering

Director of Mercer Engineering Entrepreneurship Education Program (MEEEP)

Director of Mercer Center for Innovation and Entrepreneurship (MCIE)

Fellow, International Society for Productivity Enhancement (ISPE)

Mercer University School of Engineering
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Title: Additive Manufacturing in Engineering Education

Abstract

Additive Manufacturing (AM) is any of various processes for making three-

dimensional object of almost any shape from a 3D model or any other electronic

data source primarily through additive processes inwhich successive layers ofmaterial

are laid down under computer control. In this paper, the importance of incorporating

AM as part of manufacturing curriculum in engineering education is emphasized. The

difference between traditional manufacturing processes (subtractive manufacturing,

SM) and AM are highlighted. Recent advances in the AM technologies that specialize

in rapid prototyping of three-dimensional objects such as photopolymerization, pow-

der bed fusion, extrusion, beam deposition, and 3D printing processes are discussed.

Some of the AM student projects completed using 3D Scanning and 3D Printing at

Mercer University School of Engineering are presented and discussed.

Date: Friday, 19 December 2014

Time: 13:10–14:00

Wen Jauh Chen

Professor

Dean of College of Humanities and Applied Sciences

National Yunlin University of Science and Technology, Yunlin, Taiwan, R.O.C.

Title: Study of Pt catalyst on graphene and its application to electrochemical

biosensor

Abstract
A nonenzyme glucose biosensor was fabricated based on Pt nanoparticles on

graphene (PtNPs/GN). The PtNPs/GN was formed from graphite by modified

Hummers and Offeman’s method and polyol synthesis method. The graphene

oxide (GO) sheets were synthesized by modified Hummers and Offeman’s method.

The graphene is to obtain by reduction of GO films by sodium tetrahydridoborate.

Then, the graphene deposited with Pt particles were put in ethylene glycol for a

reflux at 130, 150, and 170 �C for 6 h and 18 h, respectively. The Taguchi method

was used to find the optimum parameters for optimizing the growth of Pt/graphene

nanocomposites. The electrocatalytic abilities of Pt/graphene nanocomposites were

evaluated by the electrochemically active surface area (ECSA). The

nanocomposites (Pt/graphene) were characterized by X-ray diffraction (XRD),

scanning electron microscope (SEM), and transmission electron microscopy

(TEM). The electrocatalytic characteristics of the Pt/graphene nanocomposites

were evaluated for the nonenzymatic oxidation of hydrogen peroxide (H2O2) and

glucose by using cyclic voltammetry and amperometry.

The results show that the PtNPs/GN composites modified GCE shows a wide

linear range and high sensitivity for H2O2 and glucose detection. The PtNPs/GN

composites also exhibit superior electrochemically active surface area (ECSA) and

the increasing ECSA increased the oxidation peak currents of glucose. This reveal

that the PtNPs/GN can be used as promising electrocatalyst supports for electro-

chemical sensors and biosensors.

xvi Keynote Speakers



Date: Saturday, 20 December 2014

Time: 11:10–12:00

Hans Georg Bock
Co-Chairman, Strategic Committee for Mathematical Modeling, Simulation and

Optimization (KoMSO) at the Federal Ministry of Education and Science, Inter-

disciplinary Center for Scientific Computing IWR, University of Heidelberg,

Germany

Title: Intelligent Optimization of Engineering Problems in Fluid Dynamics:

Shape Optimization of Turbine and Compressor Blades

Abstract

The shape optimization of turbine and compressor blades is a crucial step within the

design cycle of a whole turbomachine, where already minimal variations have a

drastic influence on the efficiency of the turbine. In addition, many important

manufacturing restrictions have to be taken into account. This paper is a report on

a joint project between academia and the turbo machinery industry leading to

efficient solution software for this problem to be used in the daily work of the

designing engineers. The lecture analyses the special properties of the optimization

problem, which aims to minimize the loss of pressure subject to a strongly nonlinear

PDE boundary value problem as a constraint and additional geometry and

manufacturing constraints. Since already the “forward” simulation problem

requires the numerical solution of a complex fluid dynamics boundary value

problem (BVP), optimization methods based on repeated solution of the simulation

problem are extremely time consuming. We present a new “simultaneous” optimi-

zation approach, in which the optimization process is performed simultaneously

with the solution of the BVP. This way, the optimization effort is only a small

multiple of the effort needed for the simulation only. The solution method can be

described as a parallel, multiple set points, reduced Sequential Quadratic Program-

ming method that takes the special structure due to the discretized fluid dynamics

problem into account. Convergence properties are discussed and numerical results

are presented.

Date: Saturday, 20 December 2014

Time: 13:10–14:00

Jin-Tsong Jeng

IET Fellow

Professor of Department of Computer Science and Information Engineering,

National Formosa University

Dean of College of Electrical and Computer Engineering, National Formosa

University, Taiwan

Title: Intelligent Symbolic Data Fuzzy Clustering on Smart Phone

Abstract

Intelligent fuzzy clustering algorithms have been widely used such as pattern

recognition, data analysis, machine learning, fuzzy modeling, electrical engineer-

ing, etc. In this presentation, we focus on the partitioning-based intelligent fuzzy
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clustering approach. About partitioning-based clustering Bezdek (1980) firstly

proposed an improved K-means clustering algorithm; namely, fuzzy c-means

(FCM) clustering algorithm for the single-valued data. On the other hand, interval

fuzzy c-means (IFCM) clustering method is one common clustering approach

proposed for symbolic interval-valued data. That is, Carvalho (2007) firstly

extended the FCM to IFCM clustering. However, it still has noisy and outliers’

problems. For the extension on the outliers’ problem, Jeng et al., (2010) proposed

robust interval competitive agglomeration clustering algorithm to overcome out-

liers. At the same time, Chuang et al. (2013) proposed interval PCM (IPCM)

clustering algorithm and interval FPCM (IFPCM) clustering algorithm to extend

IFCM. That is, we will show our intelligent symbolic data clustering algorithm to

overcome the conventional symbolic data clustering algorithm for the symbolic

interval data clustering in noisy and outlier environments. Besides, we also provide

some further study directions in this topic. For the further App’s development with

intelligent symbolic data fuzzy clustering, we firstly use C# language to develop the

improved FCM clustering algorithm windows mobile software on the Windows

Mobile systems with .NET Compact Framework. From the implement results, the

intelligent fuzzy symbolic data clustering algorithms have the fast convergence on

the Windows Mobile systems. That is, we successfully integrate symbolic cluster-

ing algorithm on smartphone.
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Session List

Friday (19 Dec 2014)

14.00–15.30
Advance Material
Oral room (A) 211, 213, 221, 233 (Chair: Dr. Jui-Che Huang)

Oral room (B) 272, 210, 212, 219, 225, 206 (Chair: Dr. Ramachandran Radharamanan)
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Oral room (A) 265, 215, 217, 224, 244 (Chair: Dr. Richard Longman)

Communication
Oral room (B) 218, 263, 261, 285, 286, 254, 280 (Chair: Dr. Wei-Ching Chuang)

Oral room (C) 239, 267, 216, 227 (Chair: Dr. Shujiro Dohta)

Microwave Communication
Oral room (D) 262, 270, 271, 246, 268 (Chair: Dr. Behnam Kamali)

Saturday (20 Dec 2014)

14.00–15.30

Control and Software Engineering
Oral room (A) 256, 278, 264, 232 (Chair: Dr. Anthony Choi)

Oral room (B) 204, 209, 229, 231, 234 (Chair: Hans Georg Bock)

Oral room (C) 237, 238, 242, 260, 283 (Chair: Dr. Ramachandran Radharamanan
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Material and Mechanical Engineering
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Program Schedule

December 19, 2014 (Friday)

International Conference Hall (Administration building)

09:00–10:00 Registration and Welcome Reception

10:00–10:20 Opening Ceremony, General Chair Prof. Jengnan Juang

10:20–11:10 Keynote Speech 1 Prof. Richard W. Longman

11:10–12:00 Keynote Speech 2 Prof. Ramachandran Radharamanan, Ph.D.

12:00–13:10 Lunch

13:10–14:00 Keynote Speech 3 Prof. Wen Jauh Chen

14:00–15:30 Oral room A Oral room B Oral room C Poster Session

15:30–16:00 Tea Time (Break)

16:00–17:30 Oral room A Oral room B Oral room C Oral room D

December 20, 2014 (Saturday)

International Conference Hall (Administration building)

09:30–10:00 Registration

10:00–11:00 Committees Conference

11:00–12:00 Keynote Speech 4 Prof. Hans Georg Bock

12:00–13:10 Lunch

13:10–14:00 Keynote Speech 5 Prof. Jin-Tsong Jeng

14:00–15:30 Oral room A Oral room B Oral room C Oral room D

15:30–16:00 Tea Time (Break)

16:00–17:30 Oral room A Oral room B Oral room C Oral room D

18:00–20:00 Banquet
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December 21, 2014 (Sunday)

International Conference Hall (Administration building)

09:30–10:00 Registration

10:00–12:00 Committees meeting

15:30–19:30 Conference Tour (Surcharge)
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Paper Abstract

ICITES2014-203

Active Closed-Loop Gap Control for Aerostatic Bearing

Jyh-Chyang Renn1* and Yaw-Ming Chiou2

1Department of Mechanical Engineering, National Yunlin University of Science

and Technology, Douliou 640, Taiwan
2Department of Mechanical Engineering, National Yunlin University of Science

and Technology, Douliou 640, Taiwan

Abstract. Advantages of aerostatic bearing are clean, no pollution, and very low

friction force. Therefore, it can easily be found in many high-precision machine

tools and measurement equipments. However, owing to the compressibility of air,

the stiffness of aerostatic bearing is relatively low compared to traditional ball

bearing or hydrostatic bearing. In order to improve this fault, an active closed-loop

gap control for aerostatic bearing with higher stiffness is proposed. First of all, an

aerostatic bearing is designed and manufactured according to a previous report.

Next, an experimental test rig based on LabVIEW software for the proposed active

closed-loop gap control is constructed. Finally, it is proved that the gap between the

aerostatic bearing and workpiece can be held at a stable and constant value even

when the bearing is subjected to variable external disturbances.

Keywords: Aerostatic bearing, Active control, Closed-loop gap control

ICITES2014-204

Firefly Algorithm for Power Economic Emission Dispatch

Chao-Lung Chiang

Department of Electronic Engineering, Nan Kai University of Technology,

Nan-Tou 542, Taiwan

Abstract. This work proposes a firefly algorithm for the optimal economic emis-

sion dispatch (EED) of the hydrothermal power system (HPS), considering

non-smooth fuel cost and emission level functions. The firefly algorithm (FA) can

xxiii



efficiently search and actively explore solutions. The multiplier updating (MU) is

introduced to handle the equality and inequality constraints of the HPS, and the

å-constraint technique is employed to manage the multi-objective problem. To

show the advantages of the proposed algorithm, one example addressing the best

compromise is applied to test the EED problem of the HPS. The proposed approach

integrates the FA, the MU, and the å-constraint technique, revealing that the

proposed approach has the following merits—ease of implementation; applicability

to non-smooth fuel cost and emission level functions; better effectiveness than the

previous method, and the requirement for only a small population in applying the

optimal EED problem of the HPS.

Keywords: Firefly algorithm, Multiplier updating, Economic emission dispatch

ICITES2014-206

Application of the Taguchi Method to the Warpage for Light Guide Plate

Po-Jen Cheng1 and Chin-Hsing Cheng2*

1Department of Electrical Engineering, Nan Jeon University of Science and Tech-

nology, Tainan 73746, Taiwan
2Department of Electrical Engineering, Feng Chia University, Taichung 40724,

Taiwan

Abstract. In recent years, the LED backlight module has become the main devel-

opment of the thin-film transistor liquid crystal display (TFT-LCD) module. The

light guide plate warpage is the major source of ripple phenomenon found in the

TFT-LCD module. In this paper, different molding technological parameters are

used for the experiment by the Taguchi method in the manufacturing process to find

the factors of light guide plate warpage. The results of this manufacturing process

are used to identify the optimization for production processes.

Keywords: Thin-film transistor liquid crystal display (TFT-LCD), Taguchi

method, Light guide plate warpage

ICITES2014-207
Diagnosis of Muscle Properties in Low-Back-Pain with Electrical

Bioimpedance Methodology

Chin-Sung Hsiao1*, Yung-Tsung Yang1 and Tai-Shin Ching2

1Department of Photonics and Communications Engineering, Asia University,

Taichung 41354, Taiwan
2Department of Electrical Engineering National Chi Nan University, Nantou,

Taiwan, R.O.C.

Abstract. An approach to detect low-back-pain (LBP) is developed in this study. In

this work, the electrical bioimpedance methodology (EBM) was proposed to

measure the impedance and phase angle of the low-back muscle at various fre-

quency bands for the healthy group and the patients suffering from low-back-pain.

After normalization of the measured impedances and phase angle, characteristic

analyses of muscle property for low-back-pain patients and the healthy using
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statistical software SPSS with paired sample t-test and independent sample t-test is
feasible to evaluate the dissimilarity of the two groups. This proposed methodology

is enabled to have the capability of offering a fast and accurate technique for some

muscle-related diseases.

Keywords: Low-back-pain, Electrical bioimpedance methodology, PSS Paired

sample t-test, Muscle-related disease

ICITES2014-208

Low-Cost Wearable Control Valves with No Mechanical Sliding Parts in

Valves

Tetsuya Akagi1*, Shujiro Dohta1, Ayumu Ono1, and Abdul Nasir1

1Department of Intelligent Mechanical Engineering, Okayama University of Sci-

ence, 1-1, Ridai-cho, Kita-ku, Okayama 700-0005, Japan

Abstract. The wearable driving system requires the pneumatic soft actuators,

valves, and a controller. The complex inner configuration of the valve requiring

relatively high precision prevents to fabricate a low-cost driving system. The cost

of valves occupies most of the total cost. In this paper, two types of low-cost control

valves with no mechanical sliding parts in valve are described. One is an on/off type

valve using vibration motor, another is a servo valve using buckled tube. The

operating principle and performance of both valves are also introduced.

Keywords: Valve using vibration motor, Servo valve using buckled tube

ICITES2014-209

Estimation of Residual Traveling Distance for PowerWheelchair Using Neural

Network

Pei-Chung Chen1*, Xiao-Qin Li2, and Si-HanHaung1

1Department of Mechanical Engineering, Southern Taiwan University of Science

and Technology, Tainan 71005, Taiwan
2Department of Electronic of Information Engineering, Ningbo Polytechnic, Zhe-

jiang, Ningbo 315800, China

Abstract. The residual traveling distance of a power wheelchair is difficult to

estimate due to the unknown factors of user manipulation behavior and journey

characteristics of wheelchair. A virtual residual energy estimation system for power

wheelchair based on neural network is proposed to estimate virtual residual energy

which could be transformed into residual traveling distance. Two types of estima-

tion systems with three training processes are presented. The estimated results are

provided and compared. The results indicate that type-A estimation system with

adaptive learning rate is a feasible solution based on economic factor and estimated

performance.

Keywords: Residual traveling distance, Residual energy, Power wheelchair
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ICITES2014-210

Residual Whitening Method for Identification of Induction Motor System

Chien-Hsun Kuo1* and D.-M. Yang1

1Department of Mechanical and Automation Engineering, Kao Yuan University,

Kaohsiung 812, Taiwan

Abstract. This paper identifies the induction motor system by residual whitening

method. Through residual whitening, the optimal properties of the Kalman filter

could be enforced for a finite set of data. This technique uses AutoRegressive

Moving Average with eXogeneous input (ARMAX) model which is combined of

ARX (AutoRegressive with eXogeneous input) and MA (Moving-Average)

models. Numerical and experimental results are shown for the identified induction

motor system.

Keywords: Residual whitening, ARMAX model, Eigen system realization algo-

rithm (ERA)

ICITES2014-211

Analysis and Simulation of Small-sized Quasi-servo Valve Using Tiny On/off

Control Valve
So Shimooka1*, Shujiro Dohta1, Tetsuya Akagi1, and Yoshinori Moriwake1

1Department of Intelligent Mechanical Engineering, Okayama University of Sci-

ence, Okayama 700-0005, Japan

Abstract. Today, the care and welfare pneumatic equipment to support a nursing

care and a self-reliance of the elderly and the disabled are actively researched and

developed by many researchers. These wearable devices require many servo valves

for multidegrees of freedom and precise control performance of the wearable

actuator. The total weight of the wearable devices increases according to the degree

of freedom. In our previous study, a small-sized and light-weight pressure control

type quasi-servo valve was developed. The valve consists of two on/off control

valves and an embedded controller. In this study, the quasi-servo valve composing

of much smaller-sized (40 % in mass, 42 % in volume) on/off valves is proposed

and tested. The analytical model of the tested valve is proposed and the system

parameters are identified. As a result of the comparison between experimental

results and simulated, it was confirmed that the proposed analytical model and

the identified system parameters were valid.

Keywords: Quasi-servo valve, Small-sized control valve, Embedded controller

ICITES2014-212

Analysis of Flexible Thin Actuator Using Gas-Liquid Phase-Change of Low

Boiling Point Liquid

Yasuyuki Tsuji1*, Shujiro Dohta1, Tetsuya Akagi1, and Yuto Fujiwara1

1Department of Intelligent Mechanical Engineering, Okayama University of Sci-

ence, Okayama 700-0005, Japan
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Abstract. In our previous study, the flexible thin actuator using gas-liquid phase-

change of a low boiling point liquid that can generate large force was proposed and

tested. The tested actuator is an envelope-type actuator that is made of laminating

plastic sheets, low boiling point liquid, and a flexible heater. In this paper, the

analytical model of the flexible thin actuator was proposed and tested. The system

parameters of the actuator were also identified. As a result, it was confirmed that the

proposed analytical model can predict the behavior of the real actuator.

Keywords: Analysis, Flexible thin actuator, Gas-liquid phase-change, Low boiling

point liquid, Portable rehabilitation device, Silent movement

ICITES2014-213

Development of Flexible Pneumatic Cylinder with String Type Displacement

Sensor for Flexible Spherical Actuator

Yasuko Matsui1, Tetsuya Akagi1, Shujiro Dohta1, and Shinsaku Fujimoto1

1Department of Intelligent Mechanical Engineering, Okayama University of Sci-

ence, Okayama 700-0005, Japan

Abstract. This study aims at developing a potable rehabilitation device which can

be safe to use while holding it. In our previous study, a novel flexible pneumatic

cylinder that can be used even if it is deformed by external force has been

developed. A portable rehabilitation device using the flexible spherical actuator

that consists of two ring-shaped flexible pneumatic cylinders was proposed and

tested. The attitude control system using a tiny embedded controller, four small-

sized quasi-servo valves and two accelerometers was also proposed and

constructed. The attitude control of the device was executed. In the next step, it is

necessary to recognize the relative position between both stages to prevent both

hands to contact each other. In this study, the low-cost flexible displacement sensor

using the nylon string coated with carbon is proposed and tested. As a result, it is

confirmed that the tested sensor can measure the displacement of the cylinder.

Keywords: Portable rehabilitation device, Flexible pneumatic cylinder, Flexible

spherical actuator, Nylon string coated with carbon, String type displacement

sensor

ICITES2014-214

Evaluation of Computing Reliability in Internet Computing

Shin-Guang Chen

Department of Industrial Management, Tungnan University, New Taipei City

222, Taiwan

Abstract. Internet computing is now a blooming technology which refers to multi-

ple independent computing units working together over the Internet. The computing

or calculating units are processor-memory pairs which distribute over one or more

computers networked by information links over the Internet. It is important to

maintain a highly efficient computing environment, namely, computing reliability.

However, very few literature concerns this issue. This paper proposes an evaluation
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method for the computing reliability in Internet computing. A numerical example is

presented for exploring the proposed method. The results show that the proposed

method is helpful in the evaluation of computing reliability for Internet computing

applications.

Keywords: Internet computing, Computing reliability, Processor–memory pair,

Flow network, Minimal path
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An Effective Method for Classification of White Rice Grains Using Various

Image Processing Techniques

Suchart Yammen1 and Chokcharat Rityen2

1Department of Electrical and Computer Engineering, Naresuan University,

Phisanulok 65000, Thailand
2Department of Electrical Engineering, Rajamangala University of Technology

Lanna, Tak 63000, Thailand

Email: 1sucharty@nu.ac.th, 2chok.kpg@gmail.com

Abstract. This paper presents an algorithm for classifying grains of white rice by

using image processing. Each image size is acquired via a digital camera. The

resolution is 720� 480 pixels. The algorithm begins with improving grain images,

converting these images into binary images by using Otsu’s method, removing

noise from the binary images by applying the morphological method with square

structural elements, detecting each grain boundary by using the Canny operator,

and determining the length of each grain by using the Euclidean method. Next, the

grain length is used for classifying the rice grains according to the Rice Standards of

Thailand. The testing results from processing 500 grain images; one grain per

image, the algorithm provides good performance with the mean absolute error of

0.01 mm in length. For 300 grain images with some grains per image, the algorithm

provides good classification with an average accuracy of 99.33 %.

Keywords: Image processing, Morphological, Classification, White rice grains
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Applying ZigBee Wireless Sensors and Photovoltaic System to Plant Factory

Shun-Peng Hsu1, Yi-Nung Chung1, Chih-Chung Yu2, and Young-Chi Hsu1

1Department of Electrical Engineering, National Changhua University of Education,

Changhua 500, Taiwan
2Department of Electrical Engineering, Da-yeh University, Changhua 515, Taiwan

Abstract. This study proposes to apply wireless monitor and photovoltaic

(PV) system to plant factory. The major structures include solar energy system,

ZigBee wireless sensor network, and plant factory. In this system, the photovoltaic

panels produce energy and the charge controller is used to manage the energy

consumption of the load. In order to monitor the plant factory, a ZigBee wireless

sensor system is applied. It will monitor the environment situations of the plant

factory and supply the information of temperature, humidity, and illumination via
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the computer network. The system will adjust the environment conditions to

enhance the plant growth. According to the experimental results, the system

proposed in this paper can enhance the growth of the plants and reach the goal of

saving energy also.

Keywords: Plant factory, Solar energy power, ZigBee wireless sensor network

ICITES2014-217
Applying Particle Filter Technology to Object Tracking

Tun-Chang Lu, Shun-Peng Hsu, Yu-Xian Huang, Yi-Nung Chung, and Shi-Ming

Chen

Department of Electrical Engineering, National Changhua University of Education,

Changhua 500, Taiwan

Abstract. This study proposes an approach to track moving object and to predict

the observed targets based on the particle filter. This system includes three parts

which are the foreground segmentation, the partial filtering, and the particle filter

for tracking objects. In order to estimate the location of next state and track the

moving objects, it applies the prior and current state based on the particle filter

technology. Experimental result shows that this method can track objects

accurately.

Keywords: Particle filter, Foreground segmentation, Track objects

ICITES2014-218
Measurement of Thickness and Refractive Index of Optical Samples in FD-

OCT with Two Orthogonal Polarized Lights

Ya-Fen Chang, Yu-An Chen, Hsu-Chih Cheng*

Department of Electro-Optical Engineering, National Formosa University, Yunlin

632, Taiwan

Abstract. This paper proposed an improved structure of Frequency-Domain optical

coherence tomography (FD-OCT) which can measure the thickness and the refrac-

tive index of unknown sample simultaneously. In the conventional FD-OCT sys-

tem, the mirror signal and autocorrelation terms will be generated after the inverse

Fourier Transform and result in measurement range is restricted. Therefore, this

study presents an improved method using the theory of phase-shifting algorithm

with two orthogonal polarized lights to increase measurement range and eliminate

unnecessary noise. By phase-shifting algorithms, eliminating unnecessary noise

become possible and the measurement range is doubled. In other words, the

structure of FD-OCT achieves simultaneous measurement of thickness and refrac-

tive index of optical samples based on full-range measurement.

Keywords: Optical coherence tomography (OCT), Optical imaging, Orthogonal

polarized lights
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Fabrication of a Peristaltic Micropump with UV Curable Adhesive

Yi-Chu Hsu*, Jeffrey Levin, and Hsiao-Wei Lee

Department of Mechanical Engineering, Southern Taiwan University of Science

and Technology, Tainan 71005, Taiwan

Abstract. This paper describes a method to fabricate a peristaltic micropump using

UV curable adhesive (NOA81). This study utilized replication method to fabricate

UV curable adhesive-based structure. NOA81 was also used as a bonding material

to fabricate micropump’s main body, which consists of two PMMA plates and UV

structure. In this study, NOA81 reached a fully cured state in 10 min and the highest

bonding strength is 10.18 J/m2. Partially cured NOA81 mold would produce bad

replication effect, because during partially cured period, a slight amount of pressure

will change the geometry. Under confocal microscope, the geometrical errors from

fully cured and post-cured NOA81 structure mold are below the maximum toler-

ance (10 %). The highest membrane displacement and flow rate of the micropump

are 0.824 μm and 21.87 μL/min, respectively, while the maximum backpressure is

4.42 Pa.

Keywords: NOA81, UV curable adhesive, Peristaltic micropump
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Detecting Object Edges by Xtion Pro and Open Sources

Cheng-Tiao Hsieh1*

1Department of Industrial Design, Ming Chi University of Technology, New Taipei

City 24301, Taiwan

Abstract. Kinect is a popular device used in many applications such as interactive

PC games, robot, virtual reality, 3D sensing, and etc. Especially in 3D sensing,

many researchers and engineers utilized Kinect-based devices to develop a cheap

3D scanners. 3D scanners usually provide a better and quicker way to support the

needs of 3D printing industry. This advantage is really helpful to speed up the

development of 3D printing industry. Regarding this fact, this paper attempts to

propose an approach to track object edges. The approach is capable of detecting

edges of a given object by Xtion pro. Many existed edge detection methods have

been developed based on color information. However, this approach relies on

spatial information—depth to detect object edges. The approach had also been

developed successfully by open sources like OpenNI, OpenCV, and Point Cloud

Library. Developing a cheap 3D scanner for 3D printing market becomes possible.

ICITES2014-221
Temperature Control of a Baking System for an Ultra-high-vacuum Insertion

Device

Jui-Che Huang*, Yu-Yung Lin, Chin-Kang Yang, Yung-Teng Yu, Cheng-Hasing

Chang, and Ching-Shang Hwang

Magnet Group, National Synchrotron Radiation Research Center, Hsinchu, Taiwan
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Abstract. Baking an undulator artificially accelerates outgassing, and is one of the

most important and difficult factors in constructing an in-vacuum undulator. The

total duration of baking was 76 h and each component in the undulator required a

separate temperature for baking. Automatic procedures and devices for temperature

control during baking were constructed and continually applied to achieve the

required ultra-high vacuum (pressure P< 2� 10�10 Torr). This paper describes

details of the baking and the devices used and constructed in National Synchrotron

Radiation Research Center.

Keywords: Ultra-high vacuum, Insertion device, Vacuum bake-out
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Microarray Data Analysis with Support Vector Machine

Si-Hao Du1, Jin-Tsong Jeng2*, Shun-Feng Su1, and Sheng-Chieh Chang3

1Department of Electrical Engineering, National Taiwan University of Science and

Technology, Taipei, Taiwan
2Department of Computer Science and Information Engineering, National Formosa

University, Yunlin County, Taiwan (*tsong@nfu.edu.tw)
3Aeronautical Systems Research Division, National Chung-Shan Institute of Sci-

ence and Technology, Taichung, Taiwan

Abstract. Microarray data analysis approach has become a widely used tool for

disease detection. It uses tens of thousands of genes as input dimension that would

be a huge computational problem for data analysis. In this paper, the proposed

approach deals with selection of feature genes and classification of microarray data

under support vector machine (SVM) approach. Feature genes can be found out

according to the adjustable epsilon-support vector regression (epsilon-SVR) and

then to select high ranked genes after all microarray data. Moreover, multi-class

support vector classification (multi-class SVC) and cross-validation methods

applies to acquire great prediction classification accuracy and less computing time.

Keywords: Support vector machine, Support vector regression, Multi-class support

vector classification, Feature genes, Microarray data analysis
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Feature Selection Algorithm for Motor Quality Types Using Weighted Prin-

cipal Component Analysis

Yun-Chi Yeh, Liuh-Chii Lin*, Mei-Chen Liu, and Tsui-Shiun Chu

Department of Electronic Engineering, Chien Hsin University of Science and

Technology, Zhongli 320, Taiwan, R.O.C.

Abstract. This paper proposes a qualitative feature selection for motor quality

types using Weighted Principal Component Analysis (WPCA) method. The WPCA

includes two processes, one is the Procedure-FFV (find the final weights) process

and the other is the Procedure-DPC (determine the principal components) process.

The input variables of the WPCA are nine original features and the output variables

are six qualitative features. Experimental results indicate that the proposed WPCA
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provides an efficient, simple, and fast method for feature selection on motor’s

current waveforms.

ICITES2014-225

Feasibility Test of Range of Motion Exercises for Ankle Joints Rehabilitation

Using Pneumatic Soft Actuators

Hironari Taniguchi1*, Noriko Tsutsui2, and Yoshiaki Takano1

1Department of Electronics and Control Engineering, National Institute of Tech-

nology, Tsuyama College, Tsuyama-shi, Okayama 708-8509, Japan
2Advanced Mechanical and Control System Engineering, National Institute of

Technology, Tsuyama College, Tsuyama-shi, Okayama 708-8509, Japan

Abstract. Patients with movement disabilities have been increasing steadily by

accidents and diseases. If the condition does not improve, contractures may occur in

some joints and muscles. The contractures often tend to occur in ankle joints which

are the most important body parts for everyday living. Thus, it is important to start

rehabilitation therapy shortly after an accident and a disease. The purpose of this

study is to develop a rehabilitation device for ankle joints. In our previous study, we

proposed a pneumatic actuator with soft material. The actuator has many advan-

tages such as low mass, flexibility, safety, and user-friendliness. Therefore, we

focused on the actuator as a drive source of the rehabilitation equipment and the

actuator used for the range of motion (ROM) exercises. We measured the ROM

needed for ankle joint. As a result, we confirmed that the actuator is able to provide

several ROM exercises.

ICITES2014-226

3D Motion Editing Through B-Spline Fitting with Constraints

Mankyu Sung

Department of Game & Mobile Contents, Keimyung University, Korea

Abstract. This paper proposes a novel motion editing algorithm that uses human

motion capture data for animating 3D characters. First, the algorithm fits the 2D

root joint trajectory with the cubic B-Spline through least-square minimization. In

this process, it finds the optimal number of control points based on an error

threshold. Once it gets control points, users are allowed to change the positions of

control points, which is able to create a new trajectory. The new trajectory is then

fed into the original motion so that it is modified to reflect the new trajectory.

To find exact parameter of the spline curve representing root joint position,

the algorithm performed the arc-length parameterization on the curve. Since the

motions are forced to change the root joint positions, the result may violate the

fidelity of the original motions, which may cause some artifacts such as foot

skating. To fix them, the IK (Inverse Kinematics) solver is applied to motions to

change the limb orientation. Although the IK solver can change the orientation of

original motions, if the differences between the modified trajectory and original

trajectory are too big, then the result motion produces awkward poses over times. In

order to prevent them, our algorithm puts constraints on the control points of curve
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automatically so that users are able to edit the trajectory freely without considering

whether it produces natural motions or not.

Keywords: Motion capture, 3D Motion editing, Computer animation
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An ARAR-Tree-Based Diagnosis Mechanism for Rule Anomalies Among

Internet Firewalls
Chi-Shih Chao

Department of Communications Engineering, Feng Chia University, Taichung

40725, Taiwan

Abstract. While configuring firewalls, firewall rule ordering and distribution must

be done cautiously on each of cooperative firewalls. However, network operators

are prone to incorrectly configuring firewalls because there are commonly hundreds

of thousands of filtering rules (i.e., rules in the Access Control List file; or ACL for

short) which could be set up in a firewall, not mention these rules among firewalls

could affect mutually. To speed up the crucial but laboring inspection of rule

configuration on firewalls, this paper describes our developed diagnosis mechanism

which can speedily figure out rule anomalies among firewalls with an innovative

data structure—Adaptive Rule Anomaly Relationship tree (or ARAR tree). With

the aid of this data structure and associated algorithms, significant improvements

have been made in the field.

Keywords: Defense in depth, Firewall rule anomalies, ARAR tree, Diagnosis reuse
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Development of Active Orthosis for Lumbago Relief

Shinsaku Fujimoto1, Tetsuya Akagi1, and Feifei Zhao2

1Department of Intelligent Mechanical Engineering, Okayama University of Sci-

ence, 1-1 Ridaicho, Kita-ku Okayama, Japan
2Tsuyama National College of Technology, 624-1, Numa, Tsuyama, Okayama,

Japan

Abstract. It is important to develop the orthosis which improves the Quality of Life

(QOL) and maintains health conditions. As one of the treatment methods done to

lumbago, the waist fixation method with the spinal brace or the orthosis is

performed. A waist active orthosis implemented with pneumatic flexible actuators

is developed and pressure control method of pneumatic flexible actuators is

established. Orthosis control valve (on/off valve) system is modeled and the

reliability of exhaust and supply model has been validated through experiment.

The effectiveness of the proposed control method has been validated through the

control experiment using the orthosis control valve.

Keywords: Pneumatic actuator, Orthosis, Lumbago, Control system design
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Controller Design by Time-Domain Objective Functions Using Cuckoo Search

Huey-Yang Horng

Department of Electronic Engineering, I-Shou University, Kaohsiung 84001,

Taiwan

Abstract. In this research, a new optimization algorithm, called the cuckoo search

algorithm, is introduced for design controller. A large proportion of industrial

systems are represented by linear time-invariant transfer functions. The

proportional-integral-derivative (PID) controller is one of the most widely used

functions. The lead-lag controller is a more practical alternative. Traditionally,

time-domain or frequency-domain methods have been used to design a lead-lag

controller to design specifications. This paper focused on the design of controller

both PID and lead-lag controller, by optimization of the time-domain objective

function. The proposed objective function includes time-domain specifications,

including the rise time, peak time, maximum overshoot, setting time, and steady-

state error. In the paper, Cuckoo Search algorithm is chosen to finding the optimal

solutions. Cuckoo Search is meta-heuristic optimization method recently devel-

oped. That is a type of population-based algorithm inspired by the behavior of some

Cuckoo species in combination with the Lévy flight behavior. Given that the plant is

modeled according to a linear time-invariant transfer function, the proposed method

designs the controller capable of approaching the specifications.

Keywords: PID controller, Lead-lag controller, Cuckoo search, PSO
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Behavior Network-based Risk Recognition Method

Jeonghoon Kwak1, Suhyun Gong2, and Yunsick Sung1
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Corresponding Author: yunsick@kmu.ac.kr

Abstract. This paper proposes a two-behavior networks-based method to automat-

ically detect whether a situation is risky or not. Behavior network is used to analyze

measured values from the sensors of a smartphone. Bayesian probability is also

used for implementing such a behavior network. An experiment was conducted to

validate that the speed of recognizing risk situations was improved by learning such

situations iteratively through behavior networks with Bayesian probability.

Keywords: Behavior network, Bayesian probability, Situation classification
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Abstract. The effectiveness of the reinforcement learning with multiple actions

was investigated. The multiple actions consist of a group of simple actions and the

termination conditions. To evaluate the learning performance of the reinforcement

learning with multiple actions, it was compared with the reinforcement learning

with simple actions. To develop more general learning algorithm, the reinforcement

learning with multiple actions using INGnet was also investigated.

Keywords: Reinforcement learning, Multiple actions, INGnet, Khepera
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Wind Turbine Blade Load Alleviation Performance Employing Individual

Pitch Control

Chin-Fan Chen1, Chi-Jo Wang2, Alireza Maheri3, and Terrence Macquart4
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Technology, Tainan 71005, Taiwan
2Department of Electrical Engineering, Southern Taiwan University of Science and

Technology, Tainan 71005, Taiwan
3Faculty of Engineering and Environment, Northumbria University, Newcastle
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Abstract. Nowadays, the usage of renewable energy has become popular. For the

wind energy, as the wind turbine getting larger, more wind energy can be extracted.

However, wind turbine components also became bulkier and hence increased the

cost of installation. Furthermore, loads on the larger rotor also increased and made

its life span shorter. As a result, the aim of the project is to investigate the

implementation of individual pitch control (IPC) for alleviating wind turbine

blade loads and then increase the cost-effectiveness. This study covers the operation

of variable wind speed with different controllers, namely pitch control, torque

control, and individual pitch control. The result will corporate the implementation

of proportional-integral-derivative controller (PID) into the torque and pitch control

as well as the direct-quadrature (d-q) transformation for individual pitch control.

ICITES2014-234

Planet Editing Method Using Leap Motions

Ji Won Kim, Phil Young Kim, and Yunsick Sung

Department of Game Mobile Contents, Keimyung University, Daegu, South Korea

{jiwon1219, kimpy1111, yunsick}@kmu.ac.kr, Corresponding Author:

yunsick@kmu.ac.kr

Abstract. Universal courseware using motion recognition devices is very useful for

students to learn universal science because it enables interactive learning. However,

given that students change the radius of planets by the distance between their

hands, it is nearly impossible to denote larger radii with their hands within fixed

hand recognition area of the motion recognition devices by a single expression.
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This paper proposes a method that controls planets using motion recognition

devices for courseware contents. The distance between hands is expressed by the

sum of the difference of each position of the user’s hands. In the experiment, we

validated the change of the radius of planets according to the difference of each

recognized hand.

Keywords: Leap motion, Universal courseware, Motion recognition
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Development of Flexible Haptic Robot Arm Using Flexible Pneumatic Cylin-

ders with Backdrivability for Bilateral Control

Takafumi Morimoto1, Mohd Aliff1, Tetsuya Akagi1, and Shujiro Dohta1

1Department of Intelligent Mechanical Engineering, Okayama University of Sci-

ence, Okayama 700-0005, Japan

Abstract. In the remote controlled rehabilitation device, the physical therapists

must recognize the situation of the patient. Therefore, a haptic device that the

therapists can feel the reaction force is required. In our previous study, to realize

the haptic device driven by pneumatic pressure, the flexible pneumatic cylinder

with back drivability was proposed and tested. In this paper, the flexible haptic

robot arm using the cylinders for human wrist rehabilitation is proposed and tested.

The low-cost bilateral control system using two embedded controller and the tested

cylinders for bilateral control is also proposed and tested. The bilateral control

using the tested robot arm is carried out.

Keywords: Flexible pneumatic cylinder with back drivability, Flexible haptic robot

arm, Rehabilitation device, Bilateral control
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Integration Method of Proxy and Producer–Consumer Patterns

Jeonghoon Kwak, Jaehak Uam, and Yunsick Sung
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Abstract. This paper proposes a novel design pattern that combines proxy and

producer–consumer patterns to solve problems of a scenario generator for verifica-

tions of sensors in smart space. In addition, how to apply the novel design pattern to

scenario generator is introduced. Proxy pattern hides the complexity of the process

of generating scenarios and solves the storage problem of a scenario generator. By

applying the proposed Proxy–Producer pattern including multiple threads, the

generation time of the huge number of scenarios was reduced.

Keywords: Internet of things, Scenario generation, Bayesian probability, Design

pattern, Proxy pattern, Producer–consumer pattern
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Bayesian Probability and User Experience-Based Smart UI Design Method

Junhyuck Son and Yunsick Sung

Department of Game Mobile Contents, Keimyung University, Daegu, South Korea

{junhyuck12, yunsick}@kmu.ac.kr

Corresponding Author: yunsick@kmu.ac.kr

Abstract. This paper proposes a method that controls User Interfaces by changing

properties of UIs after analyzing the patters of events invoked by users. The events

and criteria are defined and handled to determine the properties of UIs. In the

experiment, our proposed method was applied to an education authoring tool. The

changes of UIs after the analysis of user events were validated.

Keywords: User interface, User experience, Bayesian probability
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Bayesian Probability-Based Hand Property Control Method

Phil Young Kim, Ji Won Kim, and Yunsick Sung
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Corresponding Author: Yunsick Sung, yunsick@kmu.ac.kr

Abstract. Deficiencies in low-priced motion recognition devices lead to diverse

kinds of errors in recognizing palms and hands. To utilize lower-priced devices

better, the recognition rate of the properties of hands should be improved. This

paper proposes a method that revises recognition errors in properties of hands. By

calculating the Bayesian probability of the directions of a recognized palm, the

directions were revised.

Keywords: Leap motion, Motion recognition device, Bayesian probability
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Implementation of a Delta–Sigma Analog-to-Digital Converter
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1Department of Electrical Engineering, National Central University, Chung-Li

32001, Taiwan
2Department of Electronic Engineering, China University of Science and Technol-

ogy, Taipei 11581, Taiwan

Abstract. The sigma–delta analog-to-digital converter (ADC) has less consump-

tion of circuit power and can achieve higher resolution. In this paper, a sigma–delta

ADC which contains a second-order sigma–delta modulator is presented. The

modulator architecture is first designed by using the behavioral simulation of

MATLAB, and then the TSMC 0.18 μm single-poly six-metal process. Layout of

each analog block has been shown. Simulation results show that, with an input of a

�6 dB 1 kHz sine, the delta–sigma analog-to-digital converter can achieve an SNR
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of 87.2 dB. The core size is 0.6456 mm� 0.3340 mm. With a 16-bit resolution, it is

suitable for audio applications.

Keywords: ADC, Sigma–Delta, Modulation
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An Experimental Investigation of Effect on Engine Performance by Control-

ling the Temperature of the Fuel

Ming-Hsien Hsueh

Department of Industrial Engineering and Management, National Kaohsiung Uni-

versity of Applied Sciences, Kaohsiung 807, Taiwan

Abstract. The advantages of controlling the fuel temperature in the engine system

are presented in this paper. By using the thermoelectric material, engine fuel can be

cooled or heated to control the temperature of the inlet mixture. In this investiga-

tion, the preheating time of the engine can be reduced by heating the fuel. The fuel

consumption, the concentration of oxides of nitrogen can be decreased by cooling

the fuel. At the same time, the power of the engine also can be increased by cooling

the fuel.

Keywords: Fuel temperature, Thermoelectric material, Oxides of nitrogen, Power
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Modeling of an AlGaAs-Based VCSEL with Bragg Mirrors

Shu-Hui Liao

Department of Electronic Engineering, Chung Chou University of Science and

Technology, Changhua County 51003, Taiwan

Abstract. This paper discusses methods of modeling Bragg mirrors for vertical

cavity surface emitting lasers (VCSEL). The propagation matrix method was used

to present the design and performance of a Vertical Cavity Surface Emitting Laser)

with AlAs/AlGaAs Bragg mirrors for electromagnetic radiation centered at 980 nm.

We adopted and compared with AlAs/AlGaAs periodic dielectric layer stacks

consisting of 20 and 40 identical layer-pairs. The result indicates that the reflectivity

of the Bragg mirror is close to unity over a wavelength band width centered at

wavelength of 980 nm. It was found that the results achieved from the simulation

showed a high correlation with predicted results.

Keywords: VCSEL, Bragg mirror, propagation matrix method
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Abstract. Smartphone sensors can be useful in recognizing risk situations faced by

users. However, the use of diverse kinds of sensors for risk estimation increases the

complexity of such analyses. This paper proposes a method to recognize the risk

quotient in user situations by measuring and managing the data that smartphone

sensors provide.

Keywords: Risk recognition, Normalization, School-zone, Internet of things
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Using a Fuzzy Control with Radial Basis Function Neural Network
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Abstract. A flywheel energy storage system (FESS) is an effective energy-saving

device. It works by accelerating a rotor flywheel disc at a very high speed and

maintaining the energy in the system as rotational energy. Active magnetic bearings

(AMBs) are ideally suited for use at high-speed and are so used in FESSs. This work

develops a mathematical model of the levitation force and rotational torque of a

flywheel. The system for controlling the position of the flywheel is designed based

on a neural fuzzy controller. A mathematical model of an AMB system comprises

identification followed by collection of information from this system. A fuzzy logic

controller (FLC), the parameters of which are adjusted using a radial basis function

neural network, is applied to the unbalanced vibration in FESS. The results obtained

concerning the FESS indicate that the system exhibited satisfactory control perfor-

mance including transient and steady-state responses under various operating

conditions.

Keywords: Flywheel, Energy storage system, AMB, FLC, Neural network
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Abstract. This research studies how to control a robot to stack pieces of block

according to the block structure shown in a given image. In this project, a LabVIEW

program is designed and run on a Lego Mindstorms NXT, which in turn controls a

robot built with components of Matrix Robotics. There are two operation modes for

the block stacking robot. In the first mode, a user uses an Android smartphone to

control the robot with Bluetooth to move around, pick up blocks, and stack them. In

the second mode, the robot identifies the block structure in a given image with

OpenCV and picks up the needed blocks to stack them to build the block structure.

The robot was tested with two images of simple block structures in the second

mode. The success rates ranged from 70 to 80 %. Future work should further

identify the weaknesses of the robot and improve its performance.

Keywords: Android, LabVIEW, Matrix Robotics, NXT, OpenCV
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A Study of Regular Transmission Delay in Bluetooth Communications
Komang Oka Saputra, Wei-Chung Teng*, Pin-Yen Chou, and Tien-Ruey Hsiang

Department of Computer Science and Information Engineering, National Taiwan

University of Science and Technology, Taipei City 106, Taiwan

Abstract. This paper studies a special case of transmission delay when two devices

communicate by Bluetooth technology. Transmission delays of packets are usually

distributed randomly over some range, or the delay jitter, in wireless or wired

communication. However, it is observed that under certain conditions, the trans-

mission delays of consecutive packets may form into parallel dotted lines, and the

intervals between a line and its next one are almost the same. The characteristics of

the dotted-line delays, like the lifetime of one dotted line, are deduced to help

develop an algorithm for detecting the period of this phenomenon. Experiments are

further conducted to reveal how factors like operating system, packet sending

period, and Bluetooth chips may affect the pattern of regular transmission delays.

Keywords: Transmission delay, Bluetooth, Raining
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IEEE 802.16j-Based Multihop Relays for Future Performance Enhancement

of Aeronautical Mobile Airport Communications Systems (AeroMACS)

Behnam Kamali

Department of Electrical and Computer Engineering, Mercer University, Macon,

GA 31207, USA

Abstract. The Aeronautical Mobile Airport Communication Systems

(AeroMACS) has already been deployed in nine major US airports. This technol-

ogy is used to support fixed and mobile ground to ground applications and services.

In this article, it is demonstrated that IEEE 802.16j-amendment-based WiMAX is

most feasible for future enhancement of AeroMACS networks. Perhaps the most

important benefit of application of multihop relays in AeroMACS is the flexible,

power efficient, and cost-effective radio range extension into severely shadowed
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airport areas. Multihop relay operational modes are discussed. The key concept of

“multihop gain,” which explains how multihop relays enable performance enhance-

ment in AeroMACS networks, is introduced. Under a reasonable set of assump-

tions, multihop gain is quantified in the form of an equation that provides a raw

measure of this gain in Decibel.

Keywords: AeroMACS, IEEE 802.16, Multihop relay, WiMAX
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Explore the Influential Factors on Maritime Accidents by Regression

Approach

Chien-Chang Chou1,2, Cheng-Yi Chen3, Jeng-Ming Yih4, Kur-Eng Chang5, and

Chung-Ping Wu6

1Department of Shipping Technology, National Kaohsiung Marine University,

Kaohsiung, Taiwan
2Chou’s Science Research Center, Kaohsiung, Taiwan
3Department of Electrical Engineering, Cheng Shiu University, Kaohsiung, Taiwan
4Center of General Education, Min-Hwei College of Health Care Management,

Tainan, Taiwan
5Department of Marine Information and Technology, National Kaohsiung Marine

University, Kaohsiung, Taiwan
6Department of Shipping Technology, National Kaohsiung Marine University,

Kaohsiung, Taiwan

Abstract. This paper investigates the important factors on the maritime accidents in

the harbors and waters surrounding Taiwan. Based on the collected data including

wind, wave, tide, current, and maritime accidents, a regression model is used to

discover the influential factors on the maritime accidents. It is found that various

ports in Taiwan have different influential factors on the maritime accidents. Finally,

some useful suggestions are given to the managers of harbors and the decision

makers of governmental maritime departments to increase the navigation safety of

ships in the harbors and waters surrounding Taiwan.

Keywords: Regression analysis, Navigation safety, Safety management
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Analytical Model of Pipe Inspection Robot Using Flexible Pneumatic Cylinder

Haojun Qiu1*, Shujiro Dohta1, Tetsuya Akagi1, So Shimooka1, and Shinsaku

Fujimoto1

1Department of Intelligent Mechanical Engineering, Okayama University of Sci-

ence, 1-1 Ridai-cho, Kita-ku, Okayama 700-0005, Japan

Abstract. A pipe inspection robot is useful to reduce the inspection cost. In our

previous study, a novel pipe inspection robot using a flexible pneumatic cylinder

that can be driven even if it bends has been proposed and tested. The built-in

pneumatic driving system using a tiny embedded controller and small-sized valves
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has been also proposed and tested to decrease the mass of the robot for increasing

inspection area. In this paper, in order to find out the optimal driving pattern and

length of the robot, an analytical model of the pipe inspection robot is proposed.

The model consists of two on/off control valves and a sliding mechanism which is

composed of a flexible pneumatic cylinder.

Keywords: Pipe inspection robot, Flexible pneumatic cylinder, Analytical model
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Thermal Resistance Characterization of SiGe-Based HBTs on Thick-Film and

Thin-Film SOI

Shu-Hui Liao

Department of Electronic Engineering Chung Chou University of Science and

Technology, Changhua County 51003, Taiwan

Abstract. The nonlinear behavior of thermal resistance (RTh) of SiGe HBTs on

both thick-film and thin-film SOI substrates were investigated at different levels of

dissipated power densities by the ISE-TCAD simulator in this paper. We examined

both of the buried-oxide thickness and the silicon thickness effects on the device

characteristics for thermal resistance. DESSIS-ISE was used to compute the tem-

perature distribution from the given power. Simulation results suggest that the

amount of self-heating is strongly dependent on device structure. Owing to the

thick-film SiGe on SOI works like a bulk SiGe HBT, the enhanced silicon thickness

could degrade the thermal resistance. Thus, it needs to be carefully considered in

device design. The thermal resistance characteristics revealed for SiGe HBTs on

thick-film and thin-film SOI may help us to establish more accurate thermal models

for reliability of circuit design and device technology optimization.

Keywords: SOI, HBT, SiGe, Thermal resistance
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Improved Item Relational Structure Theory Based on Liu’s Item Ordering

Consistence Property
Hsiang-Chuan Liu1 and Jing-Ming Ju2,3*

1Department of Biomedical Informatics, Asia University, Taichung 41354, Taiwan
2Department of Early Childhood Education, Asia University, Taichung 41354,

Taiwan
3Department of Psychology, Asia University, Taichung 41354, Taiwan
1lhc@asia.edu.tw; 2jjm3222@gmail.com

*Corresponding Author

Abstract. The well-known Ordering Theory (OT) does not consider the

nonindependence property of ordered items. For improving this drawback, the Item

Relational Structure Theory (IRST) and Liu’s Ordering Theory (LOT)were proposed.

Although IRST is more sensitive than LOT and OT, the IRST does not satisfy Liu’s

consistency property of ordering relationship as LOT. In this paper, for overcoming

the abovementioned drawback by mathematical analysis, an improved item relational
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structure theory (IIRST) was proposed; it satisfies item ordering consistency property,

and it is more sensitive than LOT and OT.

Keywords: Ordering theory, Item relational structure theory, Nonindependence,

Ordering consistency property
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Enhancement of Digitized Old Film Using Inpainting-Based Method
Chung-Ming Li and Day-Fann Shen

Department of Computer, National Yunlin University of Science and Technology,

Yunlin 64002, Taiwan

Abstract: In this paper, our goal is to remove blotch noises as well as straight line

scratches commonly seen in old film movies using digital image processing tech-

niques. We proposed an adaptive blotch detection method based on our blotches

characteristic analysis, where we calculate the size of each connected region using

Connected Component methods to distinguish blotches and non-blotches, as a

result, the proposed method can accurately mark the blotches noises. We also

proposed a method to avoid misclassification of small objects as blotches using,

improving the accuracy of marked blotches. We adopt and improve Inpainting

algorithm to repair the blotches noise. Inpainting algorithm is highly dependent on

the order in which the filling proceeds; we also extend this approach to color

images. In addition, we proposed criterion for performance evaluation of the

proposed method.

Keywords: Old film, Image restoration, Scratch, Blotch, Connected component

method, Inpainting
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Abstract. For the development of delicate agriculture, in addition to technical

problems, some environmental and energy-saving issues have to be concerned. In

this study, a thermal electric cooling module was applied to a small-scale environ-

mental controlling system instead of traditional vapor compressed cooling modules

in order to light the weight of the plant cultivating system. In the cultivating system,

the environmental temperature can be maintained in the range of 22–26 �C, and the
relative humidity can also be controlled in the range of RH¼ 70 % to RH¼ 75 %.

Light-emitting diode and automatic water system were applied to supply sufficient

light intensity and water for photosynthesis of the cultivated plants. Through the

plant cultivating system, suitable environmental conditions can be generated auto-

matically for plant growth even without artificial charge for a long period. Utilizing

environmental controlling technology to cultivate organic vegetables and plants can

promote the plant quality which cannot be affected by the environmental climate

change as well.

Keywords: Pant cultivation, Photosynthesis, Thermoelectric cooling, Environmen-

tal control
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Study of Nickel Catalysts Deposited by Using the Electroless Plating Method

and Growth the Multiwall Carbon Nanotubes

Chih-Yi Lin1, Jian-Liang Pan2, Chia-Ching Wu3*, and Wen-Chung Chang1

1Southern Taiwan University of Science and Technology, Tainan, Taiwan, R.O.C.
2Department of Applied Cosmetology, Kao Yuan University, Kaohsiung, Taiwan,

R.O.C.
3Department of Electronic Engineering, Kao Yuan University, Kaohsiung, Taiwan,

R.O.C.

Abstract. In this study, the electroless plating has been successfully applied for

nickel catalyst layer and the multiwall carbon nanotubes (MWNTs) grown by

chemical vapor deposition (CVD). Sulfuric acid solution was used as buffer to

adjust and maintain pH value of electroless plating solution on 4.5. The structural,

element, and quality of MWNTs were investigated with field emission scanning

electron microscope (FE-SEM), X-ray diffraction patterns (XRD), energy disper-

sive spectrometer (EDS), and Raman spectrometer. From the FE-SEM image, it

showed that the density of MWNTs increased as the deposition time of nickel

catalyst layer increased. This result caused by the formation of nickel nucleation

becomes rich as the immersion of the substrate in electroless plating solution was

longer, and this benefited the growth of carbon nanotubes. The Raman analysis

demonstrated that the ID/IG ratio of MWNTs decreases as the deposition times of

nickel catalyst layer increases, indicating that more graphene MWNTs structures

were formed.

Keywords: Multiwall carbon nanotubes, Thermal chemical vapor deposition,

Electroless plating method, Nickel catalyst
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Photovoltaic Power Generation System Modeling Using an Artificial Neural

Network
Cheng-Ting Hsu1, Roman Korimara1, Lian-Jou Tsai1, and Tsun-Jen Cheng1*

1Department of Electrical Engineering, Southern Taiwan University of Science and

Technology, Tainan 71005, Taiwan

*Corresponding Author: chengtj@mail.stust.edu.tw

Abstract. This paper presents a solar power modeling method using an application

of the Levenberg–Marquardt (L–M) algorithm. This L–M algorithm has been

adopted and incorporated into back propagation learning algorithm for training a

feed forward neural network. With this model, the photovoltaic power generation

can be approximated. Meteorological data and the historical output power data of

the Taiwan Chimei Island photovoltaic plant were selected for this study. The

proposed model is evaluated by comparing the simulated results with the actual

measured values and is found to be in good agreement.

Keywords: Artificial neural networks, PV model, Chimei Island
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Thermal Stress Analysis of Layer-Wise Functionally Graded Material Beam

Considering Neutral Plane

Young-Hoon Lee1* and Ji-Hwan Kim2

1Department of Mechanical and Aerospace Engineering, College of Engineering,

Seoul National University, Seoul 151-744, Republic of Korea
2Institute of Advanced Aerospace Technology, Department of Mechanical and

Aerospace Engineering, College of Engineering, Seoul National University,
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Abstract. Stress analysis of layer-wise Functionally Graded Materials (FGMs)

beam is investigated in this work. Layer-wise theory is a distributed model instead

of the continuous model for the FGMs, and the material properties are not isotropic.

Therefore, neutral surface of FGMs is different from the isotropic material. And the

surface is determined by using the first moment with respect to temperature-

dependent Young’s modulus. In the numerical results, axial and shear stress

distribution are calculated by considering neutral plane according to the number

of layers of FGMs.

Keywords: Layer-wise, Functionally graded materials, Neutral plane
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A Smart Home Automation System

Chien-Yuan Liu

Department of Computer Science and Information Engineering, Cheng-Shiu Uni-

versity, Kaohsiung 83347, Taiwan

Abstract. Internet of things enabled by the information and communication tech-

nologies is driving the promotion of smart living applications around the world.
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Convenient control with energy-saving consideration is one of the most important

functions for smart homes. This paper presents the research work for a smart home

automation system linked via wireless communications. The system is composed of

a smartphone running an APP for control operations, a communication gateway,

and multiple remote control devices. The functions of the system are correctly

performed as the expected requirements of power socket control and environmental

weather detection.

Keywords: Smart APP, Automation system, Smart home
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Abstract. A blue small-molecular organic light-emitting diode (SM-OLED) based

on a solution-process is investigated in this study. Design of experiment (DOE)

with response surface methodology (RSM) was applied to optimize the driving

voltage and current efficiency of blue SM-OLED devices. The spin-coating speed

of the PEDOT: PSS as hole injection layer and the 26DCzPPy: FIrpic as emitting

layer were chosen as two main process input factors. Analysis of variance

(ANOVA) was adopted to identify significant factors before regression models

were obtained. The optimal material structure was determined by minimizing and

maximizing a desirability function relating to selected critical quality characteris-

tics including the driving voltage and current efficiency, respectively.

Keywords: Solution-process, Blue OLEDs, Design of experiments, Stamping

process
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Abstract. In the paper, we propose a design of a light guide for highly uniform

illumination. The design is based on refractive equation theory and conservation of

energy theory. We used above methods to design the secondary optics lens. The

methods can quick design a lens with high uniformity. Finally, we get a Fresnel lens

for the illumination of uniformity near to 92 %.

Keywords: Secondary optics lens, Fresnel lens
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A Study on the Performance Characteristics of a Synchronous Elastic FIR

Filter

Ren-Der Chen and Sheng-Yu Kao

Department of Computer Science and Information Engineering, National Changhua

University of Education, Changhua 500, Taiwan

Abstract. Elastic systems provide tolerance to the unpredictable timing variations

in computation and communication delays. For a synchronous elastic circuit, the

handshaking mechanism to synchronize the data communication between sender

and receiver is produced at the level of cycle in which the events are synchronized

with the clock. In this paper, the performance characteristics, i.e., area, delay, and

power, of a synchronous elastic circuit are studied by the implementation of a finite

impulse response (FIR) filter. The filter is designed as a two-stage pipeline, and to

be compared with its nonelastic counterpart, both ASIC and FPGA

implementations have been made for various orders of the filter.

Keywords: Elastic, FIR, Filter
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A Design of Cavity Filters Based on Photonic Crystal Slab Waveguide with

Liquid Crystal
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1Department of Electro-Optical Engineering, National Formosa University, Yunlin

County 632, Taiwan
2Department of Electrical Engineering, China University of Science and Technol-

ogy, Taipei City 115, Taiwan

Abstract. In this paper, an optical filter based on photonic crystal structure with

liquid crystal is proposed. Tunable spectral characteristics of the filters are demon-

strated by changing the indexes of refraction of liquid via the external electric

fields. The simulation results show the filters are promising in the optical

communications.

Keywords: Photonic crystals, Optical filters, Liquid crystals
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A Self-Focus High-Precision Scheme Applied to HCPV Solar Center Tracker
Yiing-Yuh Lin1* and Fu-Mao Jhuang1
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Tainan 70101, Taiwan

Abstract. An image processor with a self-focus scheme to estimate the center of the

solar disc is presented in this paper. It can be utilized in the automatic tracking

module on an HCPV power generation unit to closely follow the solar center with

high precision under various weather conditions. To start the proposed procedures,

a photo containing the solar image is taken first by a digital-sensing device. Then, it

is sent to the algorithm and goes through a series of steps to identify and to isolate

the solar image. Finally, the solar center is located by the three-point center method.

The proposed scheme, based on a weighted brightness factor of the image, evalu-

ates the image center by comparing the estimated solar diameter to the reference

one and iteratively modifies the thresholds in the image isolation step. The results

show total processing time can be a fraction of a second and the estimation accuracy

reaches to less than an arc second, depending on the pixels in the photo taken.

Keywords: Solar tracking, Image processing, Threshold, Solar center, HCPV
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Controlling Flock Through Normalized Radial Basis Function Interpolation
Mankyu Sung

Department of Game & Mobile Contents, Keimyung University, Korea

Abstract. This paper introduces a controllable real-time flocking simulation frame-

work through a vector field based on normalized radial basis function. During the

design process, the framework subdivides the entire simulating environment into

small cells, the so-called grid structure, and then assigns a vector per each cell,

which represents a 2D vector field. The vectors of the field are automatically

calculated by specifying a set of control vectors which are used for interpolating

all vectors on the field. The interpolation scheme is based on normalized radial

basis function. Once the construction of vector field is done, at the low level, flocks

are simulated by following the vector field in the grid structure. Throughout this

process, the position of individual agents is updated and collisions between the

flock and the static obstacles are avoided by emitting a repulsive vector around the

obstacles on the field. Interindividual collisions are also handled through fast

lattice-bin method which can minimize the number of comparison for detecting

collisions.

Keywords: Flocking, Computer animation, Radial basis functions
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Novel AF Relay Design for Optimizing an MIMO Relay Network Under

Backward Non-flat Fading Channels

Chun-Hsien Wu∗
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chung 41354, Taiwan
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Abstract. This paper presents a novel AF relay design for an MIMO relay network

optimization under received power constraint. With no CSI at the source, the

optimum multiple relay precoders of an MIMO relay network are devised for

combating the backward non-flat fading channels. Simulation cases in terms of

BER performance validate the proposed relay design and justify the proposed

approach in its ability to pursue an optimum delay transmitted block for detection

at the receiver.

Keywords: Amplify-and-forward, AF, Oblique projection, Relay precoder
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Development of Wearable Power Assist Wear Using Pneumatic Actuators

Feifei Cho1, Xiangpan Li2, and Toshiro Noritsugu1

1National Institute of Technology, Tsuyama College, Tsuyama, Okayama

708-8025, Japan
2Henan University of Science and Technology, Kaiyuan Road, Luoyang, Henan

471023, China

Abstract. This research focuses on developing a safe, lightweight, power-assisted

device that can be worn by people during lifting or static holding tasks to prevent

low-back-pain (LBP). In consideration of flexibility, light weight, and large force to

weight ratio, two types of pneumatic actuators are employed in assisting low back

movement for safety and comfort. The device can be worn directly on the body like

normal clothing. Because there is no rigid exoskeleton frame structure, it is

lightweight and user friendly.

Keywords: Wearable, Assist wear, Pneumatic actuator
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Abstract. A physical activity (PA) monitoring system comprises a number of

wearable devices based on a certain measuring technique and a way to collect

and record data on the devices. Recent studies showed that the system is an

effective intervention tool to increase participants’ PA level. Given the trend of

physical inactivity among students, it is desired to widely deploy the system in

schools to decelerate the trend. Based on the need of school, health educators must

assess capability and cost of monitoring systems associated with various measuring

techniques. The assessment, however, is difficult due to the lack of cost model for a

PA monitoring system to be run in real setting. In this article, we propose the cost

model so that cost of a PA monitoring system can be estimated according to the
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selected measuring technique. The model explains the infeasibility of pedometer-

or accelerometer-based PA program in population level and implies the preference

of an automated measurement system.

Keywords: Physical activity (PA) promotion, School-based PA program, Pedom-

eter, Objective measurement, Population-level setting
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The BCI Control Applied to the Interactive Autonomous Robot with the

Function of Meal Assistance

Shih-Chung Chen*, Chih-Hung Hsu, Hsuan-Chia Kuo, and Ilham A.E. Zaeni

Department of Electrical Engineering, Southern Taiwan University of Science and

Technology, Tainan 71005, Taiwan

Abstract. A brain–computer interface (BCI) system is proposed to control an

interactive autonomous robot with a function to assist with feeding meals. The

subject’s electroencephalogram (EEG), regarded as the control command, can be

utilized to combine with system integration technologies to establish a BCI control

robot system with an automatic feeding function. At present, the integrated tech-

nologies of the automatic feeding robot encompasses image recognition, voice

recognition, the robot’s mechanism design, the gripper, tactile sensor design, etc.

The automatic feeding robot can be controlled by steady-state visual-evoked

potential (SSVEP)-based BCI to use the gripper grasping a utensil to ladle food

to the subject’s mouth successfully. The signal processing algorithm adopted for the

SSVEP-based BCI is magnitude squared coherence (MSC). Ten subjects partici-

pated in the BCI test for choosing the food on the plate. The average of MSC values

for different visual stimulation frequencies were calculated and compared.

Keywords: Brain–computer interface (BCI), Electroencephalogram (EEG),

Steady-state visual evoked potential (SSVEP), Magnitude squared coherence

(MSC)
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Design of a Transparent Pipeline-Based Multiplier

Ren-Der Chen and Xiang-Chih Kuo
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University of Education, Changhua 500, Taiwan

Abstract. This paper implements an 8� 8 multiplier based on the transparent

pipeline architecture. A transparent pipeline can lower the power consumption by

reducing the number of clock pulses required for data latch controlling. The

efficiency of power saving is evaluated here by applying the multiplier to the

multiplication of two sparse matrices. It can be seen from the experimental results

that, when compared with the traditional synchronous multiplier using flip-flops as

storage elements, the improvement in power consumption is obvious only when the

sparsity of the matrix reaches a certain amount.
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Keywords: Transparent pipeline, Multiplier, Sparse matrix

ICITES2014-271
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32001, Taiwan

Abstract. In this paper, an IP-based design for power reduction on a

one-dimension, lifting-based discrete wavelet transform (DWT) is presented. The

prototype architecture is coded in VerilogHDL and simulated using Quartus-II to

verify the function. Based on this prototype architecture, a low-power operator

(adder and subtractor) IP, which is designed based on a full-custom design meth-

odology, plays a role in replacing the main operations. The simulation result shows

that power consumption can be reduced by 16.31 %. The architecture can be used as

an independent IP core of a wavelet-based application.

Keywords: IP, Discrete wavelet transform, VerilogHDL
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Crystalline Indium-Doped Zinc Oxide Thin Films Prepared by RF
Magnetron-Reactive Sputtering
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1Department of Electronic Engineering, Kao Yuan University, Kaohsiung, Taiwan,

R.O.C.
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Abstract. The characteristic of indium-doped zinc oxide (IZO) thin films are

closely related with the composition of the target, the deposition technique, and

various process parameters such as the substrate temperature, the deposition pres-

sure, the distance from target to substrate, and so on. In this study, IZO thin films

have been deposited onto glass substrates with different deposition pressures by

using the radio frequency magnetron-reactive sputtering method. The structural,

optical, and resistivity properties of IZO thin films were investigated using a field

emission scanning electron microscope (FE-SEM), X-ray diffraction patterns

(XRD), UV-visible spectroscopy, and Hall-effect analysis. XRD analysis on IZO

thin films showed that only the (002) diffraction peak was observable, indicating

that the IZO films showed a good c-axis orientation perpendicular to the glass

substrates. As the deposition pressure of IZO thin films change from 5� 10�3 to

5� 10�2 Torr, the thickness decreased from 220 to 72 nm, the grain size increased

from 74 to 23 nm, and the resistivity increased from 2.03� 10�3 to

1.65� 10�1 Ω cm. The lowest resistivity value of 2.03� 10�3 Ω m was obtained

for a deposition pressure of 5� 10�3 Torr.
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Abstract. This paper presents construction and efficiency validation of an educa-

tional module of pneumatics robotics arm controlled by programmable logic

controller (PLC). This module was developed from a student project in the Bach-

elor of Science in technical education in field of electrical engineering. This is also

expected to be used in teaching a subject, PLC, to obtain a high vocational

certificate or diploma in the electrical power curriculum at Rajamangala University

of Technology Lanna (RMUTL). The module consists of three main systems,

pneumatics, a robotic arm, and PLC, integrated as a laboratory work station.

Among various types of PLC, Omron CPM2A model was selected to play as

controller here. At least three lab sheets were set and tested. The verification and

validation have been done on three topics, body, usage and experiment through

5 experts and 20 students in second year of diploma. The reports from all experts

and all topics show the average t-score of 4.52 and the average score from students

of 4.535.

Keywords: Pneumatics, Robotics arm, Programmable logic controller (PLC)
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Abstract. Hadoop is well-designed approach for handling massive amount of data.

Comprised at the core of the Hadoop File System and MapReduce, it schedules the

processing by orchestrating the distributed servers, providing redundancy and fault

tolerance. In terms of performance, Hadoop is still behind high performance

capacity due to CPUs’ limited parallelism, though. GPU-accelerated computing
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involves the use of a GPU together with a CPU to accelerate applications to data

processing on GPU cluster toward higher efficiency. However, GPU cluster has

low-level data storage capacity. In this paper, we exploit hybrid model of GPU and

Hadoop to make best use of both capabilities, and the design and implementation of

application using Hadoop and CUDA is presented through two interfaces: Hadoop

Streaming and Hadoop Pipes. Experimental results on K-means algorithm are

presented as well discussed their performance.

Keywords: Hadoop, GPU, HPC, Massive data processing
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Abstract. Synthesizing musical sound plays an important role in modern music

composition. Composers nowadays can easily take advantage of powerful and user-

friendly personal computers to produce the desired musical sound with a good

music synthesis method. In this paper, the Hilbert-Huang Transform (HHT) time-

frequency analysis method is employed, in an attempt to implement a new efficient

music synthesizer. By applying the HHT technique, the original varying-pitch

music signals can be decomposed into several intrinsic mode functions (IMF)

based on the empirical mode decomposition (EMD). The instantaneous amplitude

and frequency of IMFs can be further obtained by Hilbert transform. By extracting

the main spectrum coefficients of the instantaneous amplitude and frequency of the

IMFs, the original musical signal can be reconstructed with little error. Experimen-

tal results indicate the feasibility of the proposed method.

Keywords: Music synthesis, Hilbert-Huang transform (HHT), Empirical mode

decomposition (EMD), Intrinsic mode function (IMF)
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Abstract. The problem of local observer synthesis for uncertain interconnected

systems subjected to nonlinear interaction functions, bounded uncertainties, and

state-dependent impulse disturbances is investigated. The observation scheme is

only based on certain functional properties of the uncertainty and interaction

bounds and sufficient conditions will be provided such that the observation error

of the uncertain state-jump interconnected system will be practically stable by the

proposed local observer scheme. Furthermore, within the derived lower bound of

the impulse interval, the boundedness of the observation errors of the uncertain
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interconnected system with the equidistant impulse disturbance will be guaranteed

and the radius of the attraction ball can be measured. Finally, an example with

simulations is given to illustrate the application of our results

Keywords: Interconnected systems, Robust, Local observer, State-dependent

impulse disturbance, Practical stability
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Abstract. The objective of this research is to conduct a lean analysis of the Draw

Cell operations at a manufacturer that fabricates stainless steel tubes and to imple-

ment Lean concepts for automation. Videotaping operations, interviewing opera-

tors, and studying the engineered layout of the operation were carried out to

understand the existing operations. Industrial engineering knowledge of Lean,

8 wastes, Kaizen, Single Minute Exchange of Die, and Value Stream Map were

applied to improve the setup of workstations and material handling procedures.

These principles helped make the current draw cell to operate more effectively and

economically without major renovations.

Keywords: Tube drawing, Draw operation automation, Lean analysis, Kaizen,

Single minute exchange of die
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Abstract. Recording of electrocardiogram (ECG) signals and the correlation to

cardiovascular diseases are major problems in today’s society. A common abnor-

mality is arrhythmia, which is unexpected variation in cardiac rhythm. The goal of

this study is to analyze these types of signals and find a more efficient way to

classify these signals. Currently, medical devices for detecting ECG signals are at

least 85 % accurate in analyzing the data. Neural networks have progressed quickly

over the past few years and have the capability of recognizing many types of

variation in these signals. The pattern recognition power of Artificial Neural

Networks (ANNs) is a valuable tool when classifying ECG signals in cardiac

patients. Data obtained from the PhysioBank ATM was used to analyze the
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structure of an ANN and the effect that it has on pattern recognition. The results

show that only one misclassification occurred resulting in an accuracy of 96 %.

Keywords: Artificial neural network, ECG, MATLAB, Signal classification, Car-

diac abnormalities, Cardiac arrhythmias
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Abstract. This paper proposes a method in which the Visitor pattern is used to

apply the Composite pattern for solving the structure problems of the scenario

generator, based on Bayesian probability. The traditional Visitor pattern is not ideal

for adding new member functions due to its structure problems. By applying the

Composite pattern, our approach provides flexibility to interfaces for adding and

deleting new member functions.

Keywords: Internet of things, Scenario generator, Design pattern, Visitor pattern,

Composite pattern
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632, Taiwan
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Abstract. An advanced method to raise the power factor (PF) with fewer compo-

nents than the traditional PFC circuits is proposed. It also provides an efficient

solution to supply power for light-emitting diodes (LEDs). The structure of driver

and control circuit for T8-LED tube is designed and verified as well.

Keywords: Pulse width modulation (PWM), Fly-back converter, Power factor

correction
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Abstract. This work is focused on a 0.25 μm 60 V high-voltage nLDMOS devices

which will be integrated with an FOX structure in the bulk region, and evaluate the

impacts on its anti-ESD protection ability. It is found that as an FOX structure

adding, and as the FOX area ratio is increased, It2 value will be enhanced too. When

the FOX area ratio is about 83.5 %, It2 value has a maximum value ~6 A. However,

as the FOX area ratio is increased, the Ron value will be declined. From the

experimental data, it is revealed that Vt1 (Vh) value decreased more than 16.9 %

(35.6 %), anti-ESD ability increased more than 170.2 %, and Ron decreased more

than 81.2 % as compared with the Ref. DUT.

Keywords: Electrostatic discharge (ESD), Field oxide (FOX), Holding voltage

(Vh), n-channel lateral-diffused MOS (nLDMOS), On resistance (Ron), Secondary

breakdown current (It2), Trigger voltage (Vt1)
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N+ Extended-Distribution Influences on Anti-ESD Ability in the 60-V
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36003, Taiwan

Abstract. In order to effectively improve the reliability capability, a p-channel

lateral-diffused MOSFETs with an embedded SCR which is formed by implanting

N+ doses in both sides of the drain end, and this structure called as the “npn”
arranged-type of pLDMOS-SCR in this paper (diffusion region of drain side is N+-

P+-N+). Then, changing the layout manner of N+ implants in both side of a drain-

side P+ region is investigated in this paper by a 0.25-μm 60-V BCD process. In this

planning idea, the layout types of N+ region are continuously extended into the

drain-side. From the experimental results, due to all of their secondary breakdown

current (It2) values are so good reached above 7 A, it can be found that the layout

manner of continuous extended types in the drain-side have a little impact on the

ESD capability. However, the major repercussion is the Vh value will be decreased

about 10.8–49.5 %.

Keywords: Electrical over stress (EOS), Electrostatic discharge (ESD), Latchup

(LU), p-Channel lateral-diffused MOSFET (pLDMOS), Secondary breakdown

current (It2), Transmission-line pulse (TLP), Trigger voltage (Vt1)
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Abstract. This paper develops an elderly computer learning assistant system with

wrist-wearable devices, designated as WristEye, which can be used to analyze the

computer learning attitudes, reactions, and behaviors of elderly individuals whilst

in computer learning classes. WristEye is equipped with a kinematic sensor to

effectively detect the changes in the orientation and vertical acceleration of the

elderly wrist and to determine the corresponding operations in learning computer,

i.e., moving mouse, hitting keyboard, idle, and swing mouse. Furthermore, a remote

backend server receives the detected signal from the wearable unit via a Wireless

Sensor Network (WSN) and then identifies the corresponding computer learning

effectiveness. The experimental results show that WristEye has a classification

accuracy to recognize computer learning status of elderly individuals.

Keywords: Wearable, Elderly, Learning
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Abstract. Ever since the Coolidge tube was created in 1913, the same design has

been used for X-ray imaging devices. As modern medicine advances, the Coolidge

tube is reaching its limited full potential. For this reason, this research analyses two

of the modern alternatives for X-ray imaging: laser-based X-ray sources and phase-

contrast imaging. According to this study, lasers are able to provide significantly

better focal spot sizes, much better temporal resolution, and a high repetition rate.

As for integrating phase-contrast imaging, this research depicts how phase-contrast

imaging is overwhelmingly more sensitive to elements found in soft tissue and

refraction is far more likely to occur than absorption, which has the potential to

decrease exposure time. Although these technologies have been found to be more

advantageous than the current technologies, there are still essential improvements

and research that need to be accomplished before clinical use.

Keywords: Laser X-rays, Phase-contrast imaging, Biomedical imaging
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Abstract. The goal of this paper is to implement the quadratic optimal control

algorithm in PC-USB-Based real-time control systems by using mathematic model

blocks in VisSim/USB software package environment and a USB-based module.

PC is used as a controller to apply quadratic optimal control algorithm in PC-USB-

Based real-time control systems. First, a design example based on the quadratic

optimal control algorithm is given. The theoretical state feedback controller can be

obtained. An alternative approach using VisSim’s OptimizePro to automatically

calculate optimal state feedback controller has been verified to be a very powerful

method to avoid tedious theoretical design. Second, the model of the real control

system, FB-33 control system, can be set up in VisSim. The quadratic optimal

controller can be easily obtained without the theoretical design. Finally, the

VisSim/USB is used to implement the quadratic optimal control and USB-based

module to control the FB-33 servo control system. The satisfied results are shown in

this paper.

Keywords: PC-USB-based real-time control system, Quadratic optimal control,

USB-based module

ICITES2014-286
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Abstract. The subject-specific Bibliometric Analysis on Data Mining complies

with the Bradford’s Law to show the 1:n:n2 relationship and the zone distribution of
research journals. The overall count of articles in each zone is about the same. The

top 3 author countries contribute to more than 50 % of total journal articles.

However, big differences in productivity exist among them. Most of the high

ranking author organizations are academic institutions and many of them belong

to the top 3 author countries. The total article count grows year by year except a

sudden drop in 2007 but grows again in 2008 and afterwards. The top 3 research

areas are quite stable. There are some variations in other research areas. Some drop

down the article counts and some others grow gradually.

Keywords: Data mining, Bradford’s law, Bibliometric analysis
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Chapter 1

Active Closed-Loop Gap Control
for Aerostatic Bearing

Jyh-Chyang Renn and Yaw-Ming Chiou

Abstract Advantages of aerostatic bearing are clean, no pollution and very low

friction force. Therefore, it can easily be found in many high-precision machine

tools and measurement equipments. However, owing to the compressibility of air,

the stiffness of aerostatic bearing is relatively low compared to traditional ball

bearing or hydrostatic bearing. In order to improve this fault, an active closed-loop

gap control for aerostatic bearing with higher stiffness is proposed. First of all, an

aerostatic bearing is designed and manufactured according to a previous report.

Next, an experimental test rig based on LabVIEW software for the proposed active

closed-loop gap control is constructed. Finally, it is proved that the gap between the

aerostatic bearing and workpiece can be held at a stable and constant value even

when the bearing is subjected to variable external disturbances.

Keywords Aerostatic bearing • Active control • Closed-loop gap control

1.1 Introduction

Aerostatic bearings have been widely used for measuring instruments, machine

tools, dental drills, jet engines, and computer peripheral devices because of their

substantially low friction loss and heat generation [1]. Like other fluid lubricated

bearings, aerostatic bearings serve two purposes. One is to support an external load

and the other is to lubricate a pair of surfaces. Nowadays, the aerostatic bearings are

commonly used in the field of precision engineering. Figure 1.1 shows the sche-

matic sectional views of five commonly used aerostatic bearings with different

types of restrictors [1–3]. The gas from an external source is fed into the clearance

space through flow restrictor, and escapes continuously to the atmosphere from the

outside edges of the bearing. Thus, a thin film of air is established to support the

external load. However, such aerostatic bearings belong to passive control schemes.
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Lower stiffness is inevitably its major fault. In addition, if the external load is quite

large, the thin air-film may no longer exist due to the compressibility of air [5, 6].

Consequently, real contact between the aerostatic bearing and workpiece may occur

which will damage the surface of the workpiece. In this chapter, therefore, an active

closed-loop gap control scheme for aerostatic bearing is proposed. Using closed-

loop control, it is expected that an aerostatic bearing with higher stiffness can be

implemented.

1.2 The Design of Aerostatic Bearing

Generally speaking, due to the design of a thin cylindrical air chamber at the outlet

of the orifice restrictor, the orifice-type aerostatic bearing possesses highest stiff-

ness among five different types of restrictors shown in Fig. 1.1. However, improper

design of the orifice-type restrictor may also give rise to the pneumatic hammer

instability [1, 2]. In this study, therefore, the inherent type of restrictor is chosen to

design the aerostatic bearing. Figure 1.2a shows the geometry and dimension of the

developed aerostatic bearing. It is worth mentioning that, to increase the overall

stiffness, three holes of diameter ψ 0.4 mm together with three pairs of radial and

circular grooves of depth 0.04 mm are designed and manufactured [4]. The real

picture of the developed aerostatic bearing is shown in Fig. 1.2b.

1.3 Experimental Test Rig for Closed-Loop Gap Control

In this chapter, a simple but effective test rig to evaluate the performance of the

closed-loop gap control is proposed and realized. The schematic layout of the test

rig is depicted in Fig. 1.3a. In addition, the real picture of this test device is shown in

Fig. 1.3b. The description of the developed test rig is briefly summarized as follows.

Fig. 1.1 Basic types of inlet restrictors. (a) Orifice. (b) Inherent. (c) Surface. (d) Slot. (e) Porous
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To accomplish the closed-loop air-film gap control, it is necessary to detect and

measure the real actual gap between the aerostatic bearing and the ground platform.

In this study, a laser position sensor (Keyence IL series) with maximal resolution of

1 μm is employed. In addition, to generate variable external loads or disturbances, a

single-acting pneumatic cylinder (Mindman, MCMI series) at the top and a pro-

portional pressure control valve (FESTO, VPPM series) are utilized. Setting dif-

ferent input pressure to the cylinder can generate various external loads to the

aerostatic bearing. Besides, a second proportional pressure control valve of the

same kind is also used to electrically adjust the input pressure to the aerostatic

bearing. Other necessary sensors, like the S-type load cell (Transcell, BSA series)

and pressure gauges, etc. are also built into the test rig. Finally, the control,

monitoring and data acquisition are all integrated into a PC-based LabVIEW

software controller.

Fig. 1.2 The developed aerostatic bearing, (a) geometry and dimension, (b) real picture

Fig. 1.3 The test rig, (a) schematic layout, (b) real picture
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1.4 Experimental Results and Discussions

To evaluate the performance of the developed aerostatic bearing with closed-loop

constant gap control, a control strategy is developed and its block diagram is

depicted in Fig. 1.4. The desired gap between the aerostatic bearing and the ground

platform, RGAP, serves as the input to the control system and the laser position

sensor detects and feedbacks the actual gap signal, X, to the controller. Thus, the

error between the desired and actual gap drives the proportional pressure valve

trying to compensate and reduce this error. In this study, the utilized controller is

the simple PID controller described by the following (1.1).

u tð Þ ¼ Kpe tð Þ þ KI

ð τ
0

e τð Þdτ þ KD
de τð Þ
dτ

: ð1:1Þ

From the previous report [4], the optimal gap corresponding to largest stiffness was

found to be around 0.01 mm. Therefore, in the real experiments, the desired gap,

RGAP, is set to be 0.01 mm and the magnitude of variable external square-wave load

is varied from 10 to 95 N. The corresponding experimental result is shown in

Fig. 1.5a. Clearly, the steady-state performance of constant gap control is satisfac-

tory. However, in the transient response, it is observed that there is real contact

between the aerostatic bearing and the ground platform due to the larger external

load as well as the inevitable compressibility of air. To avoid this real contact, a

modified PID controller is further proposed in this chapter. In details, if the detected

actual gap is larger than a preset value (0.006 mm), then the normal PID control

algorithm described by (1.1) will be executed. However, if the actual gap is

detected to be smaller than the preset value, a large positive voltage (7 V) will be

sent directly to the proportional pressure valve and results in the maximal pressure

output. This maximal pressure (6 bar) then supports the aerostatic bearing and

pushes it upwards to avoid the real contact. The flow chart of this switching

mechanism is shown in Fig. 1.6. Finally, the corresponding experimental result is

depicted in Fig. 1.5b. It is observed that there is no more real contact between the

aerostatic bearing and the ground platform.

RGAP e
Controller

U Proportional
Pressure
Valve

V/P
Aerostatic
Bearing

Load

Laser-Position
Sensor

–

+
x

Fig. 1.4 Block diagram for the constant gap control
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Fig. 1.5 Experimental results of closed-loop constant gap control (RGAP¼ 0.01 mm), (a) using
normal PID control, (b) using modified PID control
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1.5 Conclusions

In this chapter, an active closed-loop gap control scheme for aerostatic bearing is

proposed and successfully realized. Using the proposed closed-loop control, it is

proved that an aerostatic bearing with higher stiffness can be implemented. Besides,

two conclusions may also be drawn from this research.

1. Based on conventional passive aerostatic bearing, a novel active control strategy

can be simply achieved by adding a proportional pressure valve and a gap sensor

into the closed-loop scheme.

2. To avoid any possible real contact between the aerostatic bearing and the ground

platform, a modified PID controller is proposed in this chapter and proved to be

effective.

Acknowledgement The financial support of the Ministry of Science and Technology under grant

number MOST 103-2221-E-224-047 is greatly appreciated.

Fig. 1.6 Flow chart of

controller switching

mechanism
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Chapter 2

Firefly Algorithm for Power Economic
Emission Dispatch

Chao-Lung Chiang

Abstract This work proposes a firefly algorithm for the optimal economic emission

dispatch (EED) of the hydrothermal power system (HPS), considering non-smooth

fuel cost and emission level functions. The firefly algorithm (FA) can efficiently

search and actively explore solutions. The multiplier updating (MU) is introduced to

handle the equality and inequality constraints of the HPS, and the ε-constraint
technique is employed to manage the multi-objective problem. To show the advan-

tages of the proposed algorithm, one example addressing the best compromise is

applied to test the EED problem of the HPS. The proposed approach integrates the

FA, the MU, and the ε-constraint technique, revealing that the proposed approach

has the following merits—ease of implementation; applicability to non-smooth

fuel cost and emission level functions; better effectiveness than the previousmethod,

and the requirement for only a small population in applying the optimal EED

problem of the HPS.

Keywords Firefly algorithm • Multiplier updating • Economic emission dispatch

2.1 Introduction

Traditionally, in the short-term scheduling of a fixed water head, the variation of the

net head can be ignored only for relatively large reservoirs, in which case power

generation depends only on the discharge of water [1]. Recently, Basu [2] modeled

the HPS problem as a multi-objective problem and solved it using a weighted

combination. Nevertheless, the weighting method linearly combined the objectives

as a weighted sum. The objective function thus formed may lose significance

because the various multiple noncommensurable factors are incorporated into a

single function. This study employs the ε-constraint technique [3] to handle the

multi-objective problem.
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Firefly algorithm (FA) was developed by Yang [4]. It is a new metaheuristic

nature-inspired algorithm, based on the flashing light of fireflies has been success-

fully applied to solve different engineering problems [5–7]. This chapter throws a

light on how well the firefly algorithm is utilized to solve the EED problems. The

EED problem is very difficult to be solved by direct approach and thus creates

prominent damage to the power system operation and planning in the existing

scenario, so a metaheuristic approach such as FA is generally preferred for optimal

EED solutions.

2.2 Problem Formulation

The following objectives and constraints of the HPS with Ni thermal units and Nh

hydro plants over M time subintervals are considered.

2.2.1 Economic Objective F1

The fuel cost function of each thermal unit considering the valve-point loadings is

realistically expressed as the superposition of a quadratic function and a sinusoidal

function. The total fuel cost can be accurately denoted in terms of real power output

as a non-smooth cost function:

F1 ¼
XM
m¼1

XNi

i¼1

tm ai þ biPmi þ ciP
2
mi þ

��ei sin f i P
min
i � Pmi

� �� ���� � ð2:1Þ

where F1 is the total cost of generation; Pmi is the generation of the ith thermal unit

in the mth subinterval; ai, bi, and ci are coefficients of the cost curve of the ith
generator; ei and fi are fuel cost coefficients of the ith unit with valve-point loadings,
and tm is the generating duration.

2.2.2 Emission Objective F2

Fossil-based generating stations are the primary sources of nitrogen oxides, so the

Environmental Protection Agency has strongly urged them to reduce their emissions.

In this study, the amount of emitted nitrogen oxides is taken as the selected index

from the perspective of environmental conservation. The emission from each

10 C.-L. Chiang



generator is given as a function of its output, which is the sum of a quadratic and

exponential functions. The emission objective can be mathematically modeled as [1]:

F2 ¼
XM
m¼1

XNi

i¼1

tm αi þ βiPmi þ γiP
2
mi þ ξie

ζiPmið Þ
h i

ð2:2Þ

where αi, βi, γi, ξi, and ζi are coefficients of generator emission characteristics.

2.2.3 System Constraints

The power balance and water availability equality constraints of the HPS are

imposed.

2.2.3.1 Power Balance Equality Constraints

XNi

i¼1

Pmi þ
XNh

h¼1

Pmh � PmD � PLm ¼ 0, m ¼ 1, . . . ,M ð2:3Þ

The power balance constraints (2.3) areM equalities, where Pmh is the generation of

the hth hydro plant in the mth subinterval, and PmD is the total demand in the mth
subinterval. The PLm is the real power loss of the transmission lines in the mth
subinterval, and is given as follows:

PLm ¼
XNiþNh

i¼1

XNiþNh

j¼1

PmiBijPmj ð2:4Þ

2.2.3.2 Water Availability Equality Constraints

XM
m¼1

tm a0h þ a1hPmh þ a2hP
2
mh

� ��Wh ¼ 0, h ¼ 1, . . . ,Nh ð2:5Þ

The water availability constraints (2.5) are Nh equalities; a0h, a1h, and a2h are

characteristic coefficients of the hth hydro unit, and Wh is the water availability

of the hth hydro unit.
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System limits. The inequality constraints of the HPS imposed on unit output are

(2.6) and (2.7), respectively:

Pmin
i � Pi � Pmax

i ð2:6Þ

Pmin
h � Ph � Pmax

h ð2:7Þ

where Pmin
i and Pmax

i are the minimum and maximum limits of the ith thermal

generator, and Pmin
h and Pmax

h are the minimum and maximum bounds of the hth
hydro unit.

2.3 The Proposed Algorithm

2.3.1 The ε-Constraint Technique

The ε-constraint technique [3] is used to generate pareto-optimal solutions for the

multi-objective problem. To proceed, one of the objective functions constitutes the

primary objective function and all other objectives act as constraints. To be more

specific, this procedure is implemented by replacing one objective in the EED

problem with one constraint. Reformulate the problem as follows:

min
Pmi m¼1, ...,M and i¼1, ...,NiþNhð Þ

F j Pmið Þ, j ¼ 1 or 2

Subject to Fk Pmið Þ � εk; k ¼ 1 or 2, and k 6¼ jXNi

i¼1

Pmi þ
XNh

h¼1

Pmh � PmD � PLm ¼ 0

XM
m¼1

tm a0h þ a1hPmh þ a2hP
2
mh

� ��Wh ¼ 0

Pmin
i � Pi � Pmax

i , i ¼ 1, . . . ,Ni

Pmin
h � Ph � Pmax

h , h ¼ 1, . . . ,Nh

ð2:8Þ

where Fj(Pmi) and Fk(Pmi) are the objective functions to be minimized over the set

of admissible decision vector Pmi. Where εk is the maximum tolerable objective

level. The value of εk is chosen for which the objective constraints in problem (2.8)

are binding at the optimal solution. The level of εk is varied parametrically to

evaluate the impact on the single objective function Fj(Pmi).
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2.3.2 The FA

FA is naturally inspired from flashing light of fireflies. For a given optimization

problem, the objective function of FA is affiliated to the intensity of light. This

assists the swarm of fireflies to relocate to more brighter and attractive places for

efficient optimal solutions. Although, the FA has various resemblances with other

swarm intelligence algorithms, namely Artificial Bee Colony (ABC), Ant Colony,

Cuckoo Search, and Particle Swarm optimization (PSO), but its simplicity both in

conceptualwise and implementation makes it distinct from other algorithms.

According to [4] the characteristic feature of the FA is the fact that it simulates a

parallel independent run strategy, where in every iteration, a swarm of n fireflies has
generated n solutions. Each firefly works almost independently and as a result the

algorithm will converge very quickly with the fireflies aggregating closely to the

optimal solution [5–7].

2.3.3 The MU

Herein, the MU [8] is introduced to handle this constrained optimization problem.

Such a technique can overcome the ill-conditioned property of the objective

function.

Considering the nonlinear problem with general constraints as follows:

min
x

F xð Þ
subject to hk xð Þ ¼ 0, k ¼ 1, . . . ,me

gk xð Þ � 0, k ¼ 1, . . . ,mi

ð2:9Þ

where hk(x) and gk(x) stand for equality and inequality constraints, respectively.

The augmented Lagrange function (ALF) [6] for constrained optimization prob-

lems is defined as:

La x; ν; υð Þ ¼ f xð Þ þ
Xme

k¼1

αk hk xð Þ þ νk½ �2 � ν2k

n o
þ
Xmi

k¼1

βk gk xð Þ þ υkh i2þ � υ2k

n o
ð2:10Þ

where αk and βk are the positive penalty parameters, and the corresponding

Lagrange multipliers ν ¼ ν1; . . . ; νme
ð Þ and υ ¼ υ1; . . . ; υmi

ð Þ � 0 are associated

with equality and inequality constraints, respectively.

The contour of the ALF does not change shape between generations while

constraints are linear. Therefore, the contour of the ALF is simply shifted or biased

2 Firefly Algorithm for Power Economic Emission Dispatch 13



in relation to the original objective function, f(x). Consequently, small penalty

parameters can be used in the MU. However, the shape of contour of La is changed
by penalty parameters while the constraints are nonlinear, demonstrating that large

penalty parameters still create computational difficulties. Adaptive penalty param-

eters of the MU are employed to alleviate the above difficulties. More details of the

MU are found in [8].

2.4 System Simulations

An HPS was employed to demonstrate the effectiveness of the proposed approach,

as determined by the quality of the solutions obtained. This test system includes two

hydro plants and four thermal generators whose characteristics are the same as

those in [2]. The short-term scheduling of this HPS is divided into four subintervals

and involves four subinterval demands. For the purpose of comparing the previous

method [2] with the same situations, the duration of each subinterval is 12 h. The

transmission loss (PLm) in each subinterval was represented using B-coefficient
method. The proposed algorithm was compared with Non-dominated Sorting

Genetic Algorithm-II (NSGA-II) [2], Strength Pareto Evolutionary Algorithm-2

(SPEA2) [2], and Multi-objective Differential Evolution (MODE) [2] in the best

compromise. The computation was implemented on a personal computer

(P5-3.0 GHz) in FORTRAN-90. Setting factors utilized in this case were as follows:

the population size Np was set to 5, and iteration numbers of the outer loop and

inner loop were set to (outer, inner) as (50, 5,000) for the proposed FA-MU. The

implementation of this example can be described as follows:

La x; ν; υð Þ ¼ f xð Þ þ
X4
k¼1

αk hk xð Þ þ νk½ �2 � ν2k

n o

þ
X3
k¼1

βk gk xð Þ þ υkh i2þ � υ2k

n o
ð2:11Þ

SCV ¼
X4
k¼1

jhkj þ
X2
k¼1

maxfgk, 0:0g ð2:12Þ

where

F1 ¼
X4
m¼1

X4
i¼1

tm ai þ biPmi þ ciP
2
mi þ

��ei sin f i P
min
i � Pmi

� �� ���� �
$ð Þ ð2:13Þ

F2 ¼
X4
m¼1

X4
i¼1

tm
�
αi þ βiPmi þ γiP

2
mi þ ξie

ζiPmið Þ� lbð Þ ð2:14Þ
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And subject to

h1 � h4 :
X4
i¼1

Pmi þ
X2
h¼1

Pmh � PmD � PLm ¼ 0 ð2:15Þ

g1, g2 :
X4
m¼1

tm a0h þ a1hPmh þ a2hP
2
mh

� ��Wh � 0 ð2:16Þ

g3 : F2 � Elim � 0 ð2:17Þ

This scheduling of the best compromise includes the prime function (2.11) with

24 variables (P11, . . ., P16, P21, . . ., P26, P31, . . ., P36, P41, . . ., P46), 4 equality

constraints (h1, . . ., h4), and 3 inequality constraints (g1, g2, g3). The g3 stands

the violation of emission criterion for the expected ε2. For comparison, the sum

of the equality and inequality constraint violations defined as SCV ¼
X4

k¼1
hkj j

þ
X2

k¼1
max gk; 0:0f g is used to evaluate the effect of the equality and inequality

constraints on the final solutions. SCV doesn’t take g3 into account for the purpose

of directly using results obtained from the previous algorithms.

Table 2.1 lists the compared results of the best compromise obtained by NSGA-

II [2], SPEA2 [2], MODE [2], and the proposed FA-MU. The cost (F1) obtained by

the proposed approach is satisfactory, in relation to those obtained by NSGA-II [2],

SPEA2 [2], and MODE [2]. The proposed FA-MU completely meets the system

constraints (SCV¼ 0.00). It is superior to NSGA-II [2], SPEA2 [2], and MODE [2]

in the quality of solutions. Results in this case, with SCV are 3.89 and 5.84,

obtained by NSGA-II [2] and SPEA2 [2], respectively. There are infeasible solu-

tions. Consequently, the proposed FA-MU is more effective and efficient than the

previous methods.

Table 2.1 Compared results of the previous methods and FA-MU

Method item NSGA-II [2] SPEA2 [2] MODE [2] FA-MU

h1 0.00 0.00 0.00 0.00

h2 0.00 0.00 0.00 0.00

h3 0.00 0.00 0.00 0.00

h4 0.00 0.00 0.00 0.00

g1 1.90 3.03 �3.18 0.00

g2 1.99 2.81 �3.84 0.00

g3 – – – 0.00

SCV 3.89 5.84 0.00 0.00

F1 ($) 68,332.9417a 68,392.3888a 68,388.1897 67,027.0135

F2 (lb) 25,278.2860 26,005.7492 25,759.3182 25,278.2308

CPU_time (s) – – – 9.47
aInfeasible solution
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2.5 Conclusions

The proposed FA-MU yields optimal values, taking into account different objectives,

and the pareto-optimal set represents the trade-off between the objectives. The

proposed approach integrates the FA, the MU and the ε-constraint technique,

showing that the proposed algorithm has the following merits—(1) ease of imple-

mentation; (2) applicability to non-smooth fuel cost and emission level functions;

(3) better effectiveness than the previous method, and (4) the need for only a small

population. System simulations have shown that the proposed approach has the

advantages mentioned above for solving optimal EED problems of the HPS.
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Chapter 3

Application of the Taguchi Method
to the Warpage for Light Guide Plate

Po-Jen Cheng and Chin-Hsing Cheng

Abstract In recent years, the LED backlight module has become the main

development of the thin film transistor liquid crystal display (TFT-LCD) module.

The light guide plate warpage is the major source of ripple phenomenon found in

the TFT-LCD module. In this chapter, different molding technological parameters

are used for the experiment by the Taguchi method in the manufacturing process to

find the factors of light guide plate warpage. The results of this manufacturing

process are used to identify the optimization for production processes.

Keywords Thin film transistor liquid crystal display (TFT-LCD) • Taguchi

method • Light guide plate warpage

3.1 Introduction

Light-emitting diodes (LEDs) have many favorable characteristics, including a

small form factor, lower power consumption, instant power-on capacity, and an

absence of mercury or any other form of toxic substance. As a result, they have

attracted considerable attention from liquid crystal display (LCD) manufacturers as

a potential light source for backlight units.

The light guide plate (LGP) is the prime component of LCD. Its function is to

heighten the brightness of light and control light uniformity by guiding the beam.

Molding components may reach a precise tolerance, resulting in improved mechan-

ical and machine quality. Injection parameters are used to fit molding components
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on thicker LGPs. The LGP warpage is the major source of ripple phenomenon

found in the thin film transistor liquid crystal display (TFT-LCD) module. There-

fore, studying the factors that influence the molding precision of the LGP is crucial

to producing high-quality and thin plates [1].

This chapter utilizes the Taguchi design method to optimize the design param-

eters of a LED backlight unit for LCD. The Taguchi method, a popular experimen-

tal design method in the industry, can overcome the shortcomings of full factorial

design when implementing fractional factorial design. The latter approach opti-

mizes parameter design, but with fewer experiments. Traditional experimental

design is used to improve the mean level of a process such as the arithmetic

mean of a sample. In modern quality engineering, experimental design work is

performed to develop robust designs to improve the quality of the product.

Taguchi’s parameter design is intended to yield robust quality by reducing the

effects of environmental conditions and variations due to the deterioration of

certain components. This high quality is achieved by the selection of various design

alternatives or by varying the levels of the design parameters for component parts or

system elements. Taguchi’s parameter design can optimize performance character-

istics by setting design parameters and reducing the sensitivity of the system

performance to sources of variation [2–4].

3.2 Light Guide Plate

Figure 3.1 presents a schematic illustration of the backlight unit. As shown in

Fig. 3.1, the backlight unit comprises a color-mixing zone containing a reflector

and two rows of LEDs and an extractor zone containing an arrangement of optical

microstructures and a LGP. The light emitted by the LEDs is directed into the color-

mixing zone by the reflector and then enters the extractor zone, where it is

reorientated and redistributed in such a way as to achieve a uniform illumination

of the overlying LCD panel. Different molding technological parameters are used

for the experiment by the Taguchi method in the manufacturing process to deter-

mine the factors of LGP warpage.

LED & Reflector Microstructure

Diffuse Sheet

Light Guide Plate

Reflective Sheet

Fig. 3.1 Schematic illustration of backlight unit [2]
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3.3 Experimental Methodology

Essentially, traditional experimental design procedures are too complicated and not

easy to use. A large number of experimental works must be carried out when the

number of process parameters increases. To solve this problem, the Taguchi

method uses a special design of orthogonal arrays to study the entire parameter

space with only a small number of experiments. Orthogonal arrays have been

widely utilized in engineering analysis and consist of a plan of experiments with

the objective of acquiring data in a controlled way, in order to obtain information

about the behavior of a given process. The greatest advantages of this method are

experimental time and cost savings, as well as quick determination of significant

factors [5–7].

Based on the average output value at each parameter level, main effect analysis

is performed. Furthermore, a statistical analysis of variance (ANOVA) is performed

to see which process parameters are statistically significant. With the main effect

and ANOVA analysis, the optimal combination of the process parameters can be

predicted. Finally, a confirmation test is conducted to verify the optimal process

parameters obtained from the parameter design [8].

3.4 Experimental Procedure

3.4.1 Establishment of Orthogonal Array

The injection-molding products are influenced by a number of process parameters.

The Taguchi experimental of L27 orthogonal test was adopted to identify and

optimize the process parameters on the various manufacturing processes. Those

factors are temperature of core, temperature of cavity, injection speed, holding

pressure, angle of LGP, drying time, cooling time, cooling pressure, and number of

jigs. A product’s warpage is regarded as the quality index. Three levels for every

factor are shown in Table 3.1 [9].

3.4.2 Conducting of the Experiment

There are 27 experiments required to determine the optimum combination of the

levels of these factors. In the Taguchi method, the term “signal” represents

the desirable value for the output characteristic and the term “noise” represents

the undesired value for the output characteristic. Therefore, the S/N ratio is the ratio

of the desirable value to the undesired value. Taguchi used the S/N ratio to measure

the quality characteristic deviating from the desired value. There are several

S/N ratios available depending on the type of characteristic: smaller-the-better,
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nominal-the-best, or larger-the-better. Smaller-the-better is used in our experi-

ments. The smaller-the-better quality characteristic can be explained as follows:

S=N ¼ �10 	 log10
1

n

Xn
i¼1

yi
2

" #
: ð3:1Þ

S/N ratio values are calculated by taking into consideration (3.1). Five experi-

ments are carried out on the same machine for reducing the variances between

different machines. The responses obtained for all levels of factors are shown in

Table 3.2.

3.4.3 Analysis of Variance

ANOVA is a computational technique used to estimate the relative significance of

each process parameter in terms of percent contribution to the overall response.

ANOVA is also required for estimating the variance of error for the effects and

confidence interval of the prediction error. The ANOVA table contains the

degrees of freedom, sum of squares, mean square, and percentage contribution.

The parameters with higher percentage contribution are ranked higher in terms of

Table 3.1 The levels of

effective factors for

experimental variance

Factors/levels 1 2 3

Core temperature (�C) A 75 85 95

Cavity temperature (�C) B 73 83 93

Injection speed (IP/IV/mm) C 50 150 250

Holding pressure (HP/s) D 100 200 300

Angle of LGP (�) E 60 90 180

Drying time (h) F 2 4 6

Cooling time (h) G 24 48 72

Cooling pressure (g) H 1,000 2,000 3,000

Number of jig I 2 4 6

Table 3.2 Response table of S/N ratios for all levels of all factors

Settings/

factors A B C D E F G H I

1 �5.50 �4.56 �3.87 �1.98 �3.44 �4.69 �2.42 �5.18 �5.42

2 �2.96 �3.56 �3.21 �4.79 �3.52 �3.84 �4.70 �2.70 �3.71

3 �3.48 �3.83 �4.86 �5.17 �4.99 �3.42 �4.83 �4.07 �2.82
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importance in the experiment and also have significant effects in controlling the

overall response [10, 11].

To conduct ANOVA, the sum of squares (SS) is calculated first. It is a measure

of the deviation of the experimental data from the mean value of the data. The sum

of squares due to various factor A (SSFA) can be calculated as

SSFA ¼
X27
i¼1

mAi � mall Að Þ2 ð3:2Þ

SSFB, SSFC, SSFD, SSFE, SSFF, SSFG, SSFH, and SSFI can be obtained in the same

way. The variance analysis results are shown in Table 3.3. Analysis of the test data

reveals that the core temperature, holding pressure, cooling time, and number of

jigs have great impact on the warpage level.

3.4.4 Design Optimization

It is noted in Table 3.2 that the best combination of design parameters is (A2, B2, C2,

D1, E1, F3, G1, H2, I3). Table 3.4 shows the various optimized factors, and the

optimized results are shown in Table 3.5. The S/N ratio improvement from�5.35 to

�5.22 is obtained from the optimized results.

Table 3.3 Variance analysis table

Factors

Degree

of freedom

Sum of

squares

Mean

square F ratio P-value
Percentage

contribution (%)

A 2 1.189 0.5945 3.39 0.086 11.80

B 2 0.2315 0.1158 0.66 0.543 2.30

C 2 0.5145 0.2572 1.47 0.287 5.11

D 2 2.1381 1.0691 6.09 0.025 21.22

E 2 0.6255 0.3128 1.78 0.229 6.21

F 2 0.117 0.0585 0.33 0.726 1.16

G 2 1.343 0.6715 3.83 0.068 13.33

H 2 0.8818 0.4409 2.51 0.142 8.75

I 2 1.6294 0.8147 4.64 0.046 16.17

Error 8 1.4041 0.1755 0

Total 26 10.0739 100
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3.5 Conclusions

By the way of orthogonal testing, this chapter studies different molding technology

parameters (temperature of core and cavity, injection speed, holding pressure, angle

of LGP, drying time, cooling time, cooling pressure, and number of jigs), which

have different levels of impacts on LPG warpage. From the data of variance

analysis results, the most significant factors are core temperature, holding pressure,

cooling time, and number of jigs. The results of this manufacturing process can be

used to identify the optimization for production processes. Thus, the ripple phe-

nomenon found in the TFT-LCD module due to LPG warpage can be avoided.
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Chapter 4

Diagnosis of Muscle Properties
in Low-Back-Pain with Electrical
Bioimpedance Methodology

Chin-Sung Hsiao, Yung-Tsung Yang, and Tai-Shin Ching

Abstract An approach to detect low-back-pain (LBP) is developed in this study. In

this work, the electrical bioimpedance methodology (EBM) was proposed to

measure the impedance and phase angle of the low-back muscle at various fre-

quency bands for the healthy group and the patients suffering from LBP. After

normalization of the measured impedances and phase angle, characteristic analyses

of muscle property for LBP patients and the healthy using statistical software SPSS

with paired sample t-test and independent sample t-test is feasible to evaluate the

dissimilarity of the two groups. This proposed methodology enables to have the

capability of offering a fast and accurate technique for some muscle-related

diseases.

Keywords Low-back-pain • Electrical bioimpedance methodology • SPSS •

Paired sample t-test • Muscle-related disease

4.1 Introduction

Low-back-pain (LBP) is a common ailment that degrades the quality of living of

human being. Around 60–80 % adults in the world [1, 2] have been affected by this

symptom. The prevalence of LBP has existed for decades. In Taiwan over 10 % of

adults have suffered from the LBP and spent about three billion for medical

treatment every year. Additionally, near 70 % of adults in the United States and

United Kingdom have also been influenced by LBP [3, 4] and contacted profes-

sional medical doctors for appropriated treatment.
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Up to now, many methods to diagnose LBP have been proposed so as to reach an

effective cure. These methods are computed tomography scan (CT) [5], discogra-

phy, electromyography (EMG) [6], nerve conduction studies (NCS), magnetic

resonance imaging (MRI) [7, 8], myelography, and X-ray. Computed tomography

scan and X-ray are popular and proper schemes for detecting the bone problems

while these two methods seem unsuitable for the diagnosis of the LBP problems.

MRI is a good way enabling accurately diagnose all muscle-related problems but it

is too expensive for most people to accept it. EMG is a medical technology that has

the capability of detecting some nerve-based muscle problems. Myelography and

discography are both invasive ways by which a radiopaque is injected to spinal

subarachnoid for diagnosis of bone problems, while some side-effects such as

nausea, vomiting, and headache might be induced. Besides, the devices for these

measuring technologies mentioned above are costly and the operation of those

devices must be dealt with by professional doctors or by the trained technicians

of hospital. Based on these reasons mentioned above, a methodology for fast and

accurate detecting LBP is proposed and developed.

The aim of this study is to provide an approach that has the potential for

analyzing the dissimilarity of the muscle characteristics for the patients with LBP

and the healthy from the bands of low frequency till high frequency. In addition,

this present method could offer a promising technique for accurate assessment of

the LBP problems in terms of the normalized impedance and phase angle of the

muscle Z value as well as supply a low-cost, real-time, noninvasive manner of

diagnosis.

4.2 Method and Testing Procedure

Electrical bioimpedance methodology (EBM) has widely been used for decades

to study the human physical composition because of the appearance of medical

instrument in market since mid-1980s. Method proposed for electrical

bioimpedance measurement is generally equipped with the bipolar-electrode tech-

nique as shown in Fig. 4.1a. As seen from Fig. 4.1a, the two electrodes are applied

as the input of the current signals, while the voltage signal is accessed at the cross

terminal in which the electrode–electrolyte interface impedance is in series with the

sample impedance and the parasitic impedances are large enough that can lead to

disturb the measurements, especially at low frequencies range. To eliminate this

inaccurate measurement problem, we here proposed a tetrapolar (four-electrode)

method to enhance the performance of the measurement as shown in Fig. 4.1b.

Sixteen patients with LBP ailment with equal number of gender, age at 45
 7,

the 16 healthy people has the same number in gender without LBP within 6 months,

age at 48
 10, participated in this work. EBM was conducted by means of the

measurement of the impedance and phase angle by which the LBP patients and the

healthy lied in the probe bed. Figure 4.2 show a schematic diagram of electrode

position attached for measuring the electrical bioimpedance of the patients with
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LBP and the healthy. As observed from the diagram, a pair of electrodes are placed

5 cm apart from the fifth lumbar vertebra and 5 cm apart between the right and the

left sides. Prior to attaching an electrode to the proper positions of the low back,

alcohol was used to clean skin for removing containment or oil thoroughly. An

equivalent circuit for single cell of muscle is shown in Fig. 4.3, in which Re and Ri

are defined as the extracellular resistance and the intracellular resistance, respec-

tively, and Cm stands the cell membrane capacitor.

I METER

I METER

V METER

V METER

Z Vmeter

Z Vmeter

Z  e1

Z e1

Z e2

Z x

Z x

Z e3

Z e4Z e2I SOURCE
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+

+

-

-

Fig. 4.1 (a) A bipolar-electrode technique, (b) tetrapolar technique for impedance measurement

Fig. 4.2 Schematic

diagram of the position of

electrodes. The upper two

electrodes are placed 5 cm

below the fifth lumbar

vertebra and is 5 cm

separated with each other,

the other two electrodes are

placed 5 cm below the

upper two electrodes

Fig. 4.3 The equivalent

circuit of a single cell
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The equivalent impedance of the single cell can be written as

Z ¼ 1
1=
Re

� �þ 1
1=
2π f Cm

� �
þRi

ð4:1Þ

the z value can be approximated as z¼Re at low frequency with the cell membrane

capacitor Cm being deemed as open circuit and approximated as z¼Re/Ri at high

frequency with Cm being thought as short circuit based on the electrical theory.

Generally, the measurement of dielectric property for biological materials is

progressed with a triple-frequency method in which the named α region is located

at low frequency band ranging from 10 Hz to 10 kHz for the diffusing detection of

the ionic species, the middle frequency band ranging from 10 kHz to 10 MHz is

termed the β region for the dielectric property measurement of the cell membrane

and the interactions Re and Ri as well, while the highest frequency band higher than

10 MHz is called the γ region for the aqueous content measurement of the

biological species. The detailed spectrum distribution for the triple-frequency

regions is exhibited in Fig. 4.4.
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Fig. 4.4 Schematic diagram of the three frequency spectrum
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EBM is performed by placing two-electrode probe with the amplitude of voltage

uplimited 200 mv and connecting the electrodes to the LBP patients and the healthy

for 2 min. Seven frequency bands range at 0.02, 25.02, 50.02, 200.02, 800.02,

3,200, and 10,000 kHz is randomly adopted for the whole measurement. The

measured current value is read out from the current meter and the impedance

value Z (Z¼V/I) could be reached by dividing the current value from the settled

voltage V based on the Ohm’s law. All the impedances acquired at each frequency

mentioned above were then normalized for statistical analyses.

4.3 Normalization and Statistical Analysis

It is essential to normalize the impedance values obtained from the EBM measure

for the healthy and the LBP patients in statistical analysis. In the present work, the

normalized impedance (phase angle) is defined as the value obtained with the

muscle impedance (phase angle) divided by the spine impedance (phase angle) at

the test frequency.

In order to verify the performance of the proposed EBM is feasible, statistical

analyses using SPSS with margin p¼ 0.05 is carried out to evaluate the normalized

impedance (phase angle) that were expressed as the mean values and the standard

deviation. The paired-samples t-test (within group) and the independent sample t-
test (between groups) were adopted to assess the dissimilarity of normalized

impedance (phase angle) between the LBP patients and the healthy.

4.4 Results

Thirty-two subjects including the healthy and the LBP patients with the same

number of gender participated in this measurement. Impedance analyzer 6420c

from Wayne Co. was used to measure all participators; 7 frequency bands of 0.02,

25.02, 50.02, 200.02, 800.02, 3,200, and 10,000 kHz were randomly chosen for

characteristic analysis of normalized impedance and phase angle. Figure 4.5 shows

the normalized impedance spectrum of the LBP patients and the healthy

It can be seen from Fig. 4.5 that the normalized impedances Z both for the LBP

patients and the healthy keep increasing along with the testing frequency until at

middle frequency f¼ 800 kHz. The normalized impedance Z of the LBP patients

is higher ( p< 0.05) than the healthy at low frequency f¼ 20 Hz. On the contrary,

this situation is changed for testing frequency above 20 Hz in which the LBP

patients are with smaller ( p< 0.05) values with respect to the healthy. Table 4.1

details the independent-samples t-test for the impedance normalized for the two

groups.
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Normalization of phase angle is also carried out for accurate assessment of the

proposed EBM. The normalized phase angle spectrum for the LBP patients and the

healthy is detailed in Fig. 4.6. It can be seen from this figure that the normalized

phase angle of the LBP patients keeps increasing along with the testing frequency

until f¼ 3,200 kHz, while this situation is on the opposite side for the healthy. The

normalized phase angle of the LBP patients is higher than the healthy from the

frequency f¼ 800–10,000 kHz that is well matched the test ( p> 0.05) of SPSS as

shown in Fig. 4.7. Table 4.2 details the independent-samples t-test for the imped-

ance normalized for the two groups.

4.5 Conclusions

In conclusion, the proposed EBM for the characterization of the muscle electrical

properties in LBP has been confirmed by SPSS analyses in terms of the paired

sample t-test and the independent sample t-test with the margin value of p< 0.05.

Additionally, this present methodology has the potentiality of providing low-cost,

reliable, noninvasive and real-time diagnostics of low-back pain.

Acknowledgment This work was supported by grants 102-Asia-46 from Asia University.

Fig. 4.5 The normalized impedance spectrum of the paired sample t-test for the LBP patient and

the healthy
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Fig. 4.6 The normalized phase angle spectrum of the paired sample t-test for the LBP patients and

the healthy

Fig. 4.7 The phase angle spectrum of the independent sample t-test for the LBP patients and the

healthy
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Chapter 5

Low-Cost Wearable Control Valves with No
Mechanical Sliding Parts in Valves

Tetsuya Akagi, Shujiro Dohta, Ayumu Ono, and Abdul Nasir

Abstract The wearable driving system is required the pneumatic soft actuators,

valves, and a controller. The complex inner configuration of the valve requiring

relatively high precision prevents to fabricate a low-cost driving system. The cost

for valve occupies most of the total cost. In this chapter, two types of low-cost

control valves with no mechanical sliding parts in valve are described. One is an

on/off type valve using vibration motor, another is a servo valve using buckled tube.

The operating principle and performance of both valves are also introduced.

Keywords Valve using vibration motor • Servo valve using buckled tube

5.1 Introduction

Recently, wearable driving systems using pneumatic soft actuators for power

assisted nursing care and rehabilitation have received much attention and many

active researches have been carried out [1–3]. In such a system, an actuator and a

control valve are mounted on the human body [4–7]. In order to support the

multidegrees of freedom of human motion, many wearable pneumatic actuators

and valves need to be used. Since the wearable actuator can be made of lightweight

and low-cost elastic materials, the size and mass of the valve is more affected in the

total volume of the wearable control system. Especially, the typical electromagnetic

solenoid valve drives its spool using a solenoid to open the flow passage as shown in

Fig. 5.1. The solenoid valves also have a sliding mechanism requiring relatively

high precision to keep a seal while the spool is moving. This complex inner

configuration prevents to fabricate a low-cost valve. Since a cheap microcomputer

has been used as a controller, the cost of the valve occupies most of the total cost of

wearable pneumatic driving system.

The purpose of our study is to develop a low-cost, small-sized, and lightweight

control valve that can construct inexpensive wearable pneumatic driving system.
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We think that the simplification of the inner construction of the valve is one of

solution for decreasing the cost. To simplify the inner construction, we proposed

several valves with no mechanical sliding parts [8–10]. In this chapter, two low-cost

control valves proposed in our previous study are introduced. One is an on/off type

control valve using the vibration motor [8]. Another is a servo type control valve

using buckled tube [9, 10]. The construction and operating principle of both valves

will be also described. The performance of both valves is also introduced.

5.2 On/Off Valve Using Vibration Motor

Figure 5.2a, b shows the operational image of a typical electromagnetic on/off

valve and the proposed valve, respectively. In both valves, the steel ball is always

applied by the upper force according to the differential pressure between the inlet

and the outlet of the orifice as shown in Fig. 5.2. To open the typical valve, it needs

a larger longitudinal pulling force to overcome the pushing force generated by the

supplied pressure. Therefore, the typical valve needs a larger solenoid. In the

proposed valve as shown in Fig. 5.2b, the horizontal force to the steel ball is applied

to move it by using a smaller force.

Figure 5.3a, b shows the photograph and schematic diagram of the tested on/off

type valve, respectively. The valve consists of a flexible tube with the inner

diameter of 2.5 mm and the outer diameter of 4 mm, an acrylic orifice with inner

diameter of 0.5 mm, a steel ball with outer diameter of 2 mm and a vibration motor

(Shicoh Co. Ltd. SE-4C-1E). The acrylic orifice and the steel ball are inserted into

the flexible tube. The vibration motor is set on the outer side of the flexible tube by

an acrylic connector. There are no mechanical sliding parts in the tube. The volume

of the tested valve including the vibration motor is about 1 cm3, that is the valve has

a length of 20 mm, a width of 5 mm, and a height of 10 mm. The mass of the tested

valve is very small, only 2 g. The valve can be fabricated at a lower cost because of

Fig. 5.1 Inner construction of the typical electromagnetic on/off valve and servo valve
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simple construction inside of the valve. The estimated cost of the valve is about

2 US dollars.

Figure 5.4 shows the schematic diagram in the operation of the valve. The

operating principle of the valve is as follows. When the vibration motor is driven,

the tube connected to the vibration motor is oscillated. From the law of inertia, the

inner steel ball stays in a certain position of the tube. The inner steel ball contacts

the inner wall of the tube. The inner ball starts to move and rotate along to the inner

wall of the tube. By applying continuous vibration, the ball rotates around the inner

wall of the tube. It should be noted that the opening of the orifice keeps a constant

sectional area while the vibration motor is being driven. It means that the tested

valve generates a stable flow rate while the valve is working. When the vibration

Steel
ball

Outlet

Supply
pressure

Orifice

Outlet

Supply
pressure

Larger
force

Steel
ball

Outlet

Supply
pressure

Orifice

Outlet

Supply
pressure

Small
force

Fig. 5.2 Fundamental concept of the tested valve: (a) left figure shows the case of the typical

electromagnetic valve. (b) Right figure shows the case of the proposed valve

Steel ball

Steel ballA’ A A’

A
( f 2)

Flexible
Tube

(f 2.5-4

Vibration motor

Orifice
(f 0.5)

Unit:mm

Orifice Supply
pressure

Vibration
motor

FlexibleTube

Steel
ball

Fig. 5.3 The on/off valve using vibration motor. (a) Left photograph shows the view of the tested

valve. (b) Right schematic diagram shows the inner construction of the valve

Vibration Rotation

Fig. 5.4 Operating principle of the on/off valve using vibration motor
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motor is stopped, the steel ball automatically moves toward the orifice by the

generated force of momentum of the flow, as in a check valve.

Figure 5.5a, b shows the static and dynamic characteristics of the tested on/off

valve, respectively. Figure 5.5a shows the relation between the supply pressure and

output flow rate of the tested valve. In Fig. 5.5, symbols ●, ~, and ■ show the

results using the tested valve and two types of pneumatic on/off control valve on the

market (Koganei Co. Ltd. G010E1 with a mass of 16.8 g and 010E1 with a mass of

20 g), respectively. Then the size of both commercial valves is about 9 cm3. These

commercial pneumatic control valves are relatively small-sized valves available in

the market. The supply pressure of these valves was changed from 50 to 500 kPa.

From Fig. 5.5a, it can be seen that the output flow rate of the tested valve has a linear

relationship between the supply pressure and the output flow rate. It can be seen that

the sectional area of the orifice in the tested valve does not change even if the

pushing force acted on the inner ball increases according to the supply pressure.

From the comparison of normalized output flow rate between the tested valve and

commercial valves, we found that the normalized flow rate of the tested valve is

about ten times as large as those using the commercial valves. The normalized flow

rate by the mass of the tested valve is about six times larger than the commercial

valves.

Figure 5.5b shows the transient response of the pressure in the McKibben

actuator with the initial volume of about 47 cm3 using the tested valve and the

commercially available on/off valve (Koganei Co. Ltd. G010E1) when we apply a

stepwise operating voltage change. In Fig. 5.5b, the blue line shows the result using

the tested valve. The red line shows the result in the case using the commercial

valve. From Fig. 5.5b, it can be seen that the pressure response using the tested

valve is a little slower than in the case using the commercial valve because of the

difference of the maximum output flow rate. However, it can be seen that the

response of the tested valve is stable even if the valve is operated by vibration.

We find that it needs about 0.04 s as a corresponding time of the time delay. This

time delay is time until the steel ball starts to rotate. This value is not so large

compared with the commercially available valve, that is from 0.01 to 0.03 s.

0 0.5 1 1.5 2 2.5 3
0

100

200

300

400

Time[s]

Pr
es

su
re

 [k
Pa

]

Tested valve
Koganei valve

Fig. 5.5 (a) Left figure shows the statics of the valve, that is, the relation between the supply

pressure and the output flow rate of the valve. (b) Right figure shows the dynamics of the valve,

that is, the transient response of the output pressure from the valves when the stepwise input while

the valves connected to the McKibben actuator with an initial volume of about 47 cm3
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5.3 Servo Valve Using Buckled Tube

Figure 5.6a, b shows the construction and the operating principle of a servo valve

using buckled tubes, respectively [9, 10]. The valve consists of two buckled soft

polyurethane tubes (SMC Co. Ltd. TUS0425: inner diameter of 2.5 mm, outer

diameter of 4.0 mm), a small-sized RC servo motor (GWS Co. Ltd. PICO/STD/F

rotational speed: 500 �/s), an acrylic valve holder, and an acrylic tube holder disk.

Two buckled tubes are used for supply and exhaust. In the initial condition, the

buckling tubes are held by the acrylic rotary disk so that each of buckled angle is

63� in clockwise and counterclockwise from the longitudinal axis of fixed tubes,

respectively. Then, each end of the supply and exhaust port are fixed at the tube

holder by passing through the smaller hole set on the position with the radius of

20 mm from the motor shaft. The tubes are possible to slide along the suppressed

plates on the rotary disk. This arrangement of both tubes that includes an initial

buckling angle of 63� and buckling point with radius of about 4 mm from the motor

shaft could be obtained from the experiment. The alternative arrangement of two

buckled tubes helps to decrease the reaction torque for the motor. It means that the

reaction torques from two tubes are balanced in the initial condition.

The operating principle of the valve is as follows. When the servo motor rotates

clockwise, the buckled angle of exhaust tube is decreased and at the same time the

buckled angle of supply tube is increased. Then, it causes the increasing of the

sectional area in the supply tube by releasing the bending force at the buckling

point, while the bending force acted on the buckling point of the exhaust tube is

increasing. By increasing the buckled force, the exhaust tube closed surely. The

mass of the valve is 22 g. The mass and the size of this valve are suitable for a

wearable device. The mass of this proposed valve is smaller compared with the

typical small-sized servo valve such as FESTO MPYE-5-1/8-HF-010 B that has a

mass of 300 g. The estimated cost of the valve is low, that is about 9 US dollars.

Figure 5.7a shows a relation between the incremental rotational angle of the RC

servo motor and the output flow rate of the tested valve. In Fig. 5.7a, the solid line

shows the result in the case of increasing the rotational angle from�30� to 30�. The
broken line shows the result in the case of decreasing in the rotational angle from

30� to �30�. From Fig. 5.7a, it can be also seen that this relation is almost linear

Fig. 5.6 Servo valve using buckled tube. (a) Left figure shows the view of the valve. (b) Right
figure shows the operating principle of the valve
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with little hysteresis. We can also see that the valve has an overlap between�1� and
2� that can hold the output pressure. This function is useful to control the pneumatic

actuator from the view point of lower energy consumption. The tested servo valve

has some advantages that are small-sized, light-weight, and low-cost. The valve

also has no mechanical sliding parts in adjusting mechanism of sectional area where

the working fluid contacts. In addition, the working fluid in the valve is quite

isolated from dirty elements such as a lubricating oil, metal chips, and static

electricity. It means that the tested valve can be used as a flow rate control valve

of a medicine, flammable liquid, and gas. From the fundamental operational

principle of the valve, it is possible to control the flow rate even if either liquid or

gas is used as a working fluid. In order to confirm the advantage, the flow control of

the valve using tap water was carried out. Figure 5.7b shows the transient view of

the flow control using tap water. In the experiment, the output flow rate of tap water

is changed from the maximum to zero and from zero to maximum. From Fig. 5.7b,

it can be seen that the tested valve can control the liquid as a same manner of

operating the gas. We confirm that the proposed valve has an ability to apply

various fields such as a medical treatment, food production, and water hydraulic

system while keeping the production costs low.

5.4 Conclusions

This study aimed at developing a low-cost and small-sized wearable control valve

can be summarized as follows.

1. Low-cost on/off type control valve that consists of a vibration motor and a check

valve composed of a steel ball and an orifice in a flexible tube was proposed and

tested. We found that the valve could hold constant opening area while the inner

steel ball rotated around the inner wall of the tube by giving vibration. We

Fig. 5.7 Characteristics of the servo valve using buckled tube. (a) Left figure shows the relation
between the rotational angle of servo motor and output flow rate of the valve. (b) Right figure
shows transient view of flow rate control of tap water using the valve
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confirm that the estimated cost of the valve is extremely low, that is only 2 US

dollars.

2. The low-cost wearable servo valve that consists of two buckled tubes driven by

the inexpensive RC servo motor was proposed and tested. The output flow rate of

the tested valve for various rotational angle of the motor was investigated. As a

result, it was found that the relation between the rotational angle and the output

flow rate of the valve is almost linear with less hysteresis. The low-cost servo

valve that the estimated cost is about 9 US dollars was realized.

3. From the flow rate control of tap water, we confirmed the tested servo valve has

many abilities to apply various fields such as a medical treatment, food produc-

tion, and water hydraulic system while keeping the production cost and mass

extremely low compared with the commercially available water hydraulic valve

that is made of stainless steel.
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Chapter 6

Estimation of Residual Traveling Distance
for Power Wheelchair Using Neural Network

Pei-Chung Chen, Xiao-Qin Li, and Yong-Fa Koh

Abstract The residual traveling distance of a power wheelchair is difficult to

estimate due to the unknown factors of user manipulation behavior and journey

characteristics of wheelchair. A virtual residual energy estimation system for power

wheelchair based on neural network is proposed to estimate virtual residual energy

which could be transformed into residual traveling distance. Two types of estima-

tion systems with three training processes are presented. The estimated results are

provided and compared. The results indicate that type-A estimation system with

adaptive learning rate is a feasible solution based on economic factor and estimated

performance.

Keywords Residual traveling distance • Residual energy • Power wheelchair

6.1 Introduction

Power wheelchair is one of the most commonly used mobility-assisted devices for

elderly or disabled people. However, the residual traveling distance of power

wheelchair is one of concerning topics for the users. The residual traveling distance

of power wheelchair will be affected by the residual capacity of battery, user

weight, user’s manipulation behavior, traveling speed and journey characteristics

of power wheelchair. Due to the above unknown factors, user cannot exactly know

the residual traveling distance of power wheelchair from the residual capacity of

battery.

Neural network, having the better fault tolerance and self learning capability, is

often applied to solve nonlinear problems or achieve approximate system model

without reprogramming or other interference in the program itself [1, 2]. Therefore,
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it is widely applied to estimate the battery state of charge (SOC), such as the

estimation of lithium battery SOC using adaptive neural network [3], the estimation

of battery SOC of electric scooters by fuzzy neural network [4]. Fewer researches

discuss the residual traveling distance estimation of electric scooter [5] or electric

wheelchair [6].

In this chapter, a neural-network-based virtual residual energy estimation system

for power wheelchair is proposed. The estimation system has four inputs and one

output called virtual residual energy. The physical residual traveling distance of

wheelchair could be achieved by transforming the virtual residual energy into

residual traveling distance. The details are discussed in the following sections.

6.2 Residual Traveling Distance Estimation System

Due to the factors of user manipulation behavior and wheelchair journey, charac-

teristics are not measurable, neural network approach is introduced to estimate the

virtual residual energy of power wheelchair and then transforms it into the physical

residual traveling distance of power wheelchair. Figure 6.1 shows the proposed

neural network with p inputs, q outputs, and two hidden layers.

The output of the jth neuron of the nth layer could be expressed as

ynj ¼ f netnj

	 

ð6:1Þ

The jth neuron’s input of the nth layer could be expressed as

x1

x2

xp

y1

wkj

wlk

bj bk

wji

yq

bl

Fig. 6.1 The proposed

neural network has p inputs,
q outputs, and two hidden

layers
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netnj ¼
X
i

wn
jiy

n�1
i þ bn

j ð6:2Þ

where ynj and bnj denote the output and bias of the jth neuron of the nth layer,

respectively. f(.) is the activation function, wn
ji is a weight between the jth neuron of

the nth layer and the ith neuron of the (n� 1)th layer.

The activation function is defined as follows.

f xð Þ ¼
0 x � 0

x 0 < x � 1

1 x > 1

8<: ð6:3Þ

For economic consideration, virtual frictional force and virtual residual energy

are defined, and a virtual residual energy estimation system for power wheelchair

based on neural network is proposed to estimate the virtual residual energy. The

proposed estimation system has four inputs called lithium battery SOC, normalized

output current ILn, normalized wheelchair traveling speed Spdn, and virtual fric-

tional force VFr, and one output called virtual residual energy yv. Because the

orders of input variables are not same, in order to increase the learning performance

and estimation accuracy, the physical datum of power wheelchair are normalized

first. The normalization process is defined as follows.

ILn ¼ IL
ILmax

, IVn ¼ ILVB

IVmax

, S pdn ¼ Speed

Speedmax

, Rtdn ¼ RTD

RTDmax

where IL and VB are output current and voltage of lithium battery, respectively.

Speed and RTD are traveling speed and residual traveling distance of wheelchair,

respectively. Rtdn is the normalized traveling speed of wheelchair. The parameters:

IVmax is 280 W, Speedmax is 10 km/h, ILmax is 10 A, and RTDmax is 30 km,

respectively. Two virtual variables are defined as follows.

Virtual frictional force

VFr ¼ IVn

S pdn
ð6:4Þ

Virtual residual energy

yv ¼ VFr� Rtdn ð6:5Þ

By the Rtdn definition and (6.5), the estimated residual traveling distance of

power wheelchair is defined as
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yr ¼
RTDmax

VFr
� yv ð6:6Þ

6.3 Training of Virtual Residual Energy Estimation
System

Two types of estimation systems are proposed with outputs defined as follows.

(a) Type-A estimation system output

yAv ¼
X
k

wlk yk ð6:7Þ

(b) Type-B estimation system output

yBv ¼ f
X
k

wlk yk þ bl

 !
ð6:8Þ

In order to achieve the optimal weights and biases of proposed estimation

system, back-propagation algorithm and steepest descent method are introduced

to gradually decrease the error between the network output and desired output. The

objective function is defined as

E ¼ 1

2
y*v � yv
� �2 ð6:9Þ

where y�v denotes the desired output and yv denotes y
A
v or yBv defined in (6.7) or (6.8).

To decrease the error between the output and desired output of the proposed neural

network, the weights and biases are adjusted based on the steepest descent method

by submitting a set of training data. By the steepest descent method, the tuning laws

of weights and biases for type-A estimation system could be expressed as

wji tþ 1ð Þ ¼ wji tð Þ þ α
X
k

δ3kwkj

" #
g net j
� �

y1i ð6:10Þ

b j tþ 1ð Þ ¼ b j tð Þ þ β
X
k

δ3kwk j

" #
ð6:11Þ

where learning rates α> 0, β> 0, δnk ¼ � ∂E
∂y n

j
and g xð Þ ¼ 1 0 < x � 1

0 otherwise

�
. Other

tuning laws similar to the above equations are not presented in this chapter.
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6.4 Experiment Results

Figure 6.2 is the experiment device with 24 V/10 Ah lithium battery as the power

supply. The experiment datum including wheelchair speed, current, and voltage of

lithium battery are collected in 250 ms by a 16 bits embedded system SPEC061A.

In order to raise the data correctness and reduce the noise, take the average of

240 records of data as a training data (or testing data), that is, each record of training

data (or testing data) is 1 min.

Five testing samples with randomly selected 30 testing points are employed to

estimate the residual traveling distance of power wheelchair. The parameters for

testing samples are summarized in Table 6.1.

The root mean square error of residual energy and of residual traveling distance

are RMSEv ¼ 1
M

XM

i¼1
Error2v ið Þ

h i1=2
and RMSEr ¼ 1

M

XM

i¼1
Error2r ið Þ

h i1=2
,

respectively.

Errorv ¼ y*v � yv, Errorr ¼ y*r � yr, and y�r is the physical residual traveling

distance of wheelchair, yv denotes y
A
v or yBv andM is the number of evaluating point.

The adaptive laws for learning rates α and β are defined as

α ¼ α� Lrinc RMSEv < kincRMSE pre

α� Lrdec RMSEv > kdecRMSE pre

�
ð6:12Þ

β ¼ β � Lrinc RMSEv < kincRMSE pre

β � Lrdec RMSEv > kdecRMSE pre

�
ð6:13Þ

where Lrinc and Lrdec are 1.05 and 0.7, respectively, kinc and kdec are 0.995 and 1.0,

respectively, and RMSEpre is the last value of RMSEv.

Fig. 6.2 Physical model

of power wheelchair used

in this chapter
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Type-A estimation systems without and with adaptive learning rate and type-B

estimation system with adaptive learning rate and momentum [1] are considered

and evaluated. Each estimation system has five neurons in the first hidden layer and

four neurons in the second hidden layer.

The learning epoch of estimation system is 30,000 times. The RMSEv of training

results for type-A estimation system without and with adaptive learning rate are

0.0169 and 0.013, respectively, while type-B estimation system is 0.0082. Fig-

ure 6.3 compares the estimated results of residual traveling distance for testing

sample T0809 using the three proposed virtual residual energy estimation systems.

Red “+” denotes the physical residual traveling distance, blue “*” is the estimated

results of type-A estimation system with RMSEr is 1.919 km, black “○” denotes the

estimated results of type-A estimation system with adaptive learning rate and its

RMSEr is 1.018 km, while green “△” represents type-B estimation system with

RMSEr is 1.235 km. The best estimated result of the testing sample T0809 is type-A

estimation system with adaptive learning rate. Other estimated results for different

testing samples are summarized in Table 6.2.

Though the best estimated result shown in Table 6.2 is testing sample T0118

using type-B estimation system, the estimated performance is not necessarily the

best based on the estimated results of testing samples T0809 and T0824. The results

indicate that type-A estimation system with adaptive learning rate is a feasible

solution based on economic factor and estimated performance.

6.5 Conclusions

A virtual residual energy estimation system for power wheelchair is proposed. The

estimated virtual residual energy is then transformed into physical residual travel-

ing distance of power wheelchair. Two types of estimation systems with three

different training processes, without and with adaptive learning rates, and with

adaptive learning rates and momentum, the training results and their estimated

results are compared. Though type-B estimation system has the best training

performance (RMSEv is 0.0082), the estimated performances are not necessarily

the best of the three estimation systems. Considering the economic factor and

estimated performance, type-A estimation system with adaptive learning rate is a

feasible solution.

Table 6.1 Summary of the characteristic parameters for testing samples

Testing sample User weigh (kg) Average traveling speed (km/h) Traveling distance (km)

T0717 61 4.3 21.8

T0809 69 4.6 18.8

T0824 49 4.7 24.7

T0825 49 5.5 26.0

T0118 56 5.7 20.6
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Table 6.2 Summary of RMSErs of estimated results for testing samples

Testing

sample

RMSEr for type-A

estimation system

(km)

RMSEr for type-A estimation

system with adaptive learning rate

(km)

RMSEr for type-B

estimation system

(km)

T0717 0.573 0.750 0.584

T0809 1.919 1.018 1.235

T0824 1.830 1.134 1.234

T0825 1.607 0.568 0.453

T0118 1.354 0.610 0.368
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Chapter 7

Residual Whitening Method
for Identification of Induction Motor System

Chien-Hsun Kuo and D.-M. Yang

Abstract This chapter identifies the induction motor system by residual whitening

method. Through residual whitening, the optimal properties of the Kalman filter

could be enforced for a finite set of data. This technique uses AutoRegressive

Moving Average with eXogeneous input (ARMAX) model which is combined of

ARX (AutoRegressive with eXogeneous input) and MA (Moving-Average)

models. Numerical and experimental results are shown for the identified induction

motor system.

Keywords Residual whitening • ARMAX model • Eigensystem Realization

Algorithm (ERA)

7.1 Introduction

System identification or modeling is the process of building mathematical models

of dynamical systems based on the available input and output data from the

systems. In theory, when one identifies a system from input–output data in a time

domain, it is assumed that the data length is long enough and the ARX model order

is sufficiently large. Then the identified observer tends to be the optimal Kalman

filter gain in the presence of process and measurement noise. Under these condi-

tions, the resultant residual of the filter is minimized, uncorrelated with the input

and output data, and also white. However, in practice, since only a finite set of data

is available and choosing the large ARX model order is limited by the computation

constraint, the identified system model and observer may not be optimal. Shan

et al. [1] proposed an algorithm which balances a data fidelity term with a norm

induced by the set of single pole filters to identify the unknown system from noisy

linear measurements. Smith [2] used a nuclear norm minimization-based method

for frequency domain subspace identification. In [3], the residual whitening method
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is performed to improve observer/Kalman identification (OKID). Through residual

whitening, the optimal properties of the Kalman filter could be enforced for a finite

set of data. This means that for a given set of finite data, one can identify the system

and observer whose residual is minimized. And one can also relax the requirement

of the model order to reduce the computation burden, especially for several input

and output systems. In this chapter, the induction motor system is identified by

residual whitening method.

7.2 System Identification Algorithm

7.2.1 Model Structures

A finite-dimensional, linear, discrete-time, time invariant stochastic system can be

expressed as:

xkþ1 ¼ Axk þ Buk þ wk, yk ¼ Cxk þ vk; ð7:1Þ

where x 2 Rn�1, u 2 Rni�1, y 2 Rno�1 are state, input, and output vectors, respec-

tively; [A,B,C] are the state-space system matrices. The sequences of process noise

w 2 Rn�1 and measurement noise v 2 Rno�1 are assumed white, Gaussian, zero

mean. The noises wk and vk are also assumed uncorrelated with covariance Q and R,
respectively.

If one defines the error between the actual output yk and the estimated output

Cx̂ k as residual εk, one can have

x̂ kþ1 ¼ Ax̂ k þ Buk þ AKεk, yk ¼ Cx̂ k þ εk; ð7:2Þ

where x̂ the estimated state vector and K 2 Rn�no is the steady-state Kalman filter

gain [4]. In a Kalman filter sense, (7.2) is also called a filter-innovation model [5]

which is the best description of a stochastic system.

Next, a modified model structure is formulated to reduce the requirement of

model order. The termMykwill be added and subtracted to the right hand side of the
state equation in (7.2) to yield

x̂ kþ1 ¼ Ax̂ k þ Buk þ AKεk þMyk �Myk
¼ AþMCð Þx̂ k þ AK þMð Þεk þ Buk �Myk

yk ¼ Cx̂ k þ εk

ð7:3Þ

Now the new relationship of reference input and output becomes

yk ¼
X1
i¼1

CeAi�1 �Mð Þyk�i þ
X1
i¼1

CeAi�1Buþ
X1
i¼1

CeAi�1Mεk�iþεk; ð7:4Þ
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where

eA ¼ AþMC, M ¼ M þ AK: ð7:5Þ
Make ~A asymptotically stable, eAi�1 � 0 if i � p for a sufficient large number p,

(7.4) becomes

yk ¼
Xp
i¼1

hiyk�i þ
Xp
i¼1

tiuk�i þ
Xp
i¼1

siεk�i þ εk; ð7:6Þ

where

hi ¼ CeAi�1 �Mð Þ, ti ¼ CeAi�1B, si ¼ CeAi�1M, i ¼ 1, 2, . . . , p: ð7:7Þ

Equation (7.6) is an ARMAX model containing the dynamics of residual. As stated

in (7.5), eA ¼ AþMC, the matrix M is used to make the new system (7.3) more

stable than the original one in (7.2), especially, since it can be used to reduce the

requirement of ARMAX model order p.

7.2.2 Residual Whitening

Suppose that there are N data points of yk and uk, k ¼ 0, 1, . . . ,N � 1, are given.

Define

Y ¼ y0 y1 . . . yq . . . yN�1

� �
, R ¼ ε0 ε1 . . . εN�1½ �,

θ ¼ t1 h1 . . . t p h pb c, Ψ ¼ s1 s2 . . . s pb c;

V ¼

0 u0 . . . uq�1 . . . uN�2

0 y0 . . . yq�1 	 	 	 yN�2

. . . . . . . . . . . . . . . . . .

0 0 0 u0 . . . uN�q�1

0 0 0 y0 . . . yN�q�1

26666664

37777775,

W ¼

0 ε0 ε1 . . . ε p�1 . . . εN�2

0 0 ε0 . . . ε p�2 . . . εN�3

. . . . . . . . . . . . . . . . . . . . .

0 0 0 . . . εo . . . εN� p�1

26664
37775

Then (7.6) could be written in a matrix form
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Y ¼ θV þ ΨW þ R: ð7:8Þ

The least squares solution of the parameters θ̂ and Ψ̂ that minimize the cost function

J ¼
XN�1

k¼0
εTk εk ¼ tr RRT

� �
is

θ̂ Ψ̂
� � ¼ Y

V
W

� þ
¼ Y VT WT

� � 	 VVT VWT

WVT WWT

� �1

:

The estimated parameters could also be expressed as

θ̂ ¼ YΛ� Ψ̂ WΛ, Ψ̂ ¼ Y I � ΛVð ÞWTλ�1,

where Λ ¼ VT VVT
� ��1

, λ ¼ W I � ΛVð ÞWT :
ð7:9Þ

Examining the first term of θ̂ in (7.9) which is the ordinary least squares solution in

open-loop system; and in the second term one may consider it as a bias term. One

can write, hence,

θ̂ ¼ θLS � θbias,
where θLS ¼ YΛ ¼ YVT VVT

� ��1
, θbias ¼ Ψ̂ WΛ ¼ Ψ̂ WVT VVT

� ��1
:

ð7:10Þ

The parameter matrix, Ψ̂ , in (7.9) could also be written as

Ψ̂ ¼ Y I � ΛVð ÞWTλ�1 ¼ Y � θLSV
� �

WT WWT �WVT VVT
� ��1

VWT
h i�1

¼ ê LSWT WWT �WVT VVT
� ��1

VWT
h i�1

:

ð7:11Þ

where êLS denotes the colored residual between the measurement Y and the least

squares estimation θLSV.

7.2.3 Iterative Procedure for Identification

1. An initial estimate of the parameter θ, denoted by θ̂ LS, is computed from the

ordinary least squares solution. And assuming that an estimate of the parameter

matrix, Ψ , denoted by Ψ̂ 0 is zero.

θ̂ LS ¼ YVT VVT
� ��1

, Ψ̂ 0 ¼ 0:
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2. Calculate the colored residual sequence êLS which corresponds to the initial

estimate ARMAX model parameter θ̂ LS. ê LS ¼ Y � θ̂ LSV.This is also an initial

estimate of the white residual sequence denoted by ê 0 ¼ R̂ 0.

3. Construct the residual matrix Ŵ0 and then the parameter Ψ̂ could be updated by

(7.11).

Ψ̂ 1 ¼ ê LSŴ T
0 Ŵ 0Ŵ

T
0 � Ŵ 0V

T VVT
� ��1

VŴ T
0

h i�1

:

The updated parameter Ψ̂ 1 is used to correct the initial bias as follows

θ̂ bias
1 ¼ Ψ̂ 1Ŵ 0Λ ¼ Ψ̂ 1Ŵ 0V

T VVT
� ��1

, θ̂ 1 ¼ θ̂ LS � θ̂ bias
1 :

4. Compute the new whitened residual sequence R̂ 1 by using the estimated

parameters θ̂ 1 and Ψ̂ 1 as follows: R̂ 1 ¼ Y � θ̂ 1V � Ψ̂ 1Ŵ 0.

5. Iterate the procedure from step 3 to step 4 by generating the new residual matrix

Ŵ1 and using the updated parameters θ̂ 1 and Ψ̂ 1. The next cycle is to calculate

Ψ̂ 2, θ̂ bias
2 , and θ̂ 2.

After having obtained the ARMAX model estimated parameters θ, and Ψ , one

can use the estimated coefficients to construct the open-loop system Markov

parameter Ys kð Þ ¼ CAk�1B, Kalman filter Markov parameters Yk kð Þ ¼ CAk�1AK,

and Ym kð Þ ¼ CAk�1M, k ¼ 1, 2, . . . , p, pþ 1, . . . as following:

Ys kð Þ ¼ tk þ
Xk
i¼1

hiYs k � ið Þ, Ym kð Þ ¼ �hk þ
Xk�1

i¼1

hiYm k � ið Þ;

Yk kð Þ ¼ hk þ sk þ
Xk�1

i¼1

hiYk k � ið Þ:

A B C M Kf g can be realized by the Eigensystem Realization Algorithm

(ERA) [6].

7.3 Experimental Setup

The experimental apparatus used in this study consists of a 3 hp, 1,800 rpm (i.e.,

fr¼ 30 Hz), 4-pole three-phase induction machine driving a 5 kW DC generator via

a flexible coupling, as shown in Fig. 7.1. The generator is used to absorb the energy

generated by the motor. A piezo-electric accelerometer is mounted on the housing

of the induction electrical machine to measure the vibration signal. Three current

sensors were used to record the three phase current signals from the inverter. All

measured signals were sampled at 6 kHz via a real-time data acquisition device
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(Type NI 6062E) under the motor no-load condition. The frequency of inverter

varies from 1 to 60 Hz.

7.4 Numerical Validation

The inputs consist of three currents into the motor and the output is the vibration

signal from the accelerometer. Each data contains 122,880 points. Two sets of

input–output data are recorded, one set is implemented for system identification,

and the other is used for comparison between the predicted output and the true one.

Figure 7.2 shows new test data (solid) and ARMAX predicted output (dashed) from

8,000 to 8,500 points. Figure 7.3 shows the frequency plot of the real (solid) and

predicted output (dashed) from Fourier Transform.

7.5 Conclusions

In this chapter, the residual whitening technique has been used to identify the

induction motor system. The experimental results show that the predicted output

is very close to the test data. The effectiveness of the proposed approach is verified.

Actually, for the high level of noise cases, the most significant error is from the

original estimated parameters which have been corrupted by the disturbance.

Fig. 7.1 Experimental setup
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Chapter 8

Analysis and Simulation of Small-Sized
Quasi-servo Valve Using Tiny On/Off
Control Valve

So Shimooka, Shujiro Dohta, Tetsuya Akagi, and Yoshinori Moriwake

Abstract Today, the care and welfare pneumatic equipment to support a nursing

care and a self-reliance of the elderly and the disabled are actively researched and

developed by many researchers. These wearable devices require many servo valves

for multidegrees of freedom and precise control performance of the wearable

actuator. The total weight of the wearable devices increases according to the degree

of freedom. In our previous study, a small-sized and lightweight pressure control-

type quasi-servo valve was developed t. The valve consists of two on/off control

valves and an embedded controller. In this study, the quasi-servo valve composing

of much smaller-sized (40 % in mass, 42 % in volume) on/off valves is proposed

and tested. The analytical model of the tested valve is proposed and the system

parameters are identified. As the result of the comparison between experimental

results and simulated, it was confirmed that the proposed analytical model and the

identified system parameters were valid.

Keywords Quasi-servo valve • Small-sized control valve • Embedded controller

8.1 Introduction

Today, the care and welfare pneumatic equipment to support a nursing care and a

self-reliance of the elderly and the disabled are actively researched and developed

by many researchers [1–3]. These wearable devices require many servo valves

for multidegrees of freedom and precise control performance of the wearable

actuator [4]. The total weight load of the wearable devices increases according to

the degree of freedom. Therefore, we aim to develop a small-sized, lightweight, and

low-cost quasi-servo valve using on/off control valves to reduce the burden of the

user instead of expensive and bulky electropneumatic servo valves. In our previous
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studies [5–7], an inexpensive pressure control-type quasi-servo valve using a

low-cost embedded controller and a pressure transducer was proposed and tested.

In this chapter, a quasi-servo valve by using the much smaller, lighter, and inex-

pensive on/off control valves was produced and tested. The precise analytical

model of the tested valve was also proposed in order to utilize an optimal design.

And the values of system parameters are identified by measurement and simulation.

The simulated transient response of the output pressure in the tracking control was

also tested and compared with experimental one.

8.2 Quasi-servo Valve and Its Analytical Model

Figures 8.1 and 8.2 show the schematic diagram and the view of the quasi-servo

valve, respectively. The valve consists of two on/off type control valves (SMC

Co. Ltd., S070C-SDG-32) whose both output ports are connected to each other.

One valve is used as a switching valve to supply or exhaust, and the other is used

as a PWM control valve that can adjust output flow rate like a variable fluid

resistance [5]. The size of the on/off valve is 12� 33� 7 mm, and the mass is

only 6 g. The previous on/off valve (Koganei Co. Ltd., G010HE-1) was

33� 20� 10 mm, the mass was 15 g [5]. The new valve is 58 % smaller and

60 % lighter than the previous valve. The maximum output flow rate is 15 L/min at

the supply pressure of 500 kPa.

Figure 8.3 shows the analytical model of the tested three-port-type on/off valve.

The valve consists of a solenoid, a popet (armature with a spring) and three ports.

Figure 8.4 shows the analytical model of the tested quasi-servo valve. The gener-

ated electromagnetic force Fe is given by

Fe ¼ Kci; ð8:1Þ

where i is a current and Kc is a conversion factor from the current to the force. The

electrical circuit of the solenoid is given by

Rviþ Lv
di

dt
¼ ev; ð8:2Þ

where Rv, ev, and Lv are the electrical resistance, an input voltage of the solenoid

coil, and an inductance of the coil, respectively. The equation of the motion of the

armature is given by

Mv
dx2

dt2
þ Cv

dx

dt
þ Kvx ¼ Fe; ð8:3Þ

whereMv, Cv, and Kv are the mass of the armature, the damping coefficient, and the

spring constant, respectively.
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The sectional area of the valve will change based on the displacement of the

armature x. The sectional area of the supply port As and the area of exhaust port Aa

start to change at the point of a certain displacement xmin (¼0.12 mm) of the

armature. Then both of supply port and exhaust port open when x< xup. Where

xup¼ xmax� xmin. When x¼ xup, the exhaust port is closed and the armature stops at

Fig. 8.1 Schematic

diagram of quasi-servo

valve

Fig. 8.2 View of quasi-

servo valve

Fig. 8.3 Analytical model

of 3-port on/off valve
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the maximum displacement xmax. Therefore, both sectional areas As and Aa are

given by (8.4a)–(8.4c). The sectional area must be chosen as the narrowest area of

the flow field. Therefore, in the case if the cylindrical sectional area of the valve seat

(orifice) is smaller than the sectional area of the orifice that is maximum value Aa0

or As0, the effective sectional area is changed as the linear function of the displace-

ment x.

As ¼ 0, Aa ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
4πAa0

p
xup � x
� �

0 < x < xminð Þ ð8:4aÞ
As ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
4πAs0

p
x� xminð Þ, Aa ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
4πAa0

p
xup � x
� �

xmin < x < xup
� � ð8:4bÞ

As ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
4πAs0

p
x� xminð Þ, Aa ¼ 0 xup < x < xmax

� �
: ð8:4cÞ

In 2-port valve (PWM valve), same equations as (8.4a) and (8.4c) are used. Mass

flow rates Qs and Qa shown in Fig. 8.4 are given as follows.

Qs ¼ AsPs

ffiffiffiffiffiffi
2

RT

r
f zð Þ, z ¼ Po

Ps

ð8:5aÞ

Qa ¼ AaPo

ffiffiffiffiffiffi
2

RT

r
f zð Þ, z ¼ Pa

Po

; ð8:5bÞ

where, As, Aa, Ps, Po, Pa, R, and T mean the sectional area of the supply orifice, the

sectional area of the exhaust orifice, the supply pressure, pressure in the connected

chamber, atmospheric pressure, a gas constant, and an absolute temperature,

respectively. The function f(z) that expresses the state of flow is given as follows.

f zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ

κ � 1
z
2
κ � z

κþ1ð Þ
κ

	 
r
0:528 < z ≦ 1ð Þ ð8:6aÞ

Fig. 8.4 Analytical model

of the tested valve
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f zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ

κ þ 1

2

κ þ 1

� � 2
κ�1ð Þ

s
0 ≦ z ≦ 0:528ð Þ; ð8:6bÞ

where κ means a specific heat ratio (¼1.4).

If the pressure change in the connected chamber volume Vm is assumed as an

adiabatic change, the relation between Po and the output flow rate Qo is given by

dPo

dt
¼ κRT

Vm
Qo ð8:7Þ

Qo ¼ Qs � Qa � QL; ð8:8Þ

where QL is the flow rate through the orifice in the PWM valve and is expressed by

QL ¼ A pPo

ffiffiffiffiffiffi
2

RT

r
f zð Þ, z ¼ PL

Po

Po≧PLð Þ ð8:9aÞ

QL ¼ �A pPL

ffiffiffiffiffiffi
2

RT

r
f zð Þ, z ¼ Po

PL
Po < PLð Þ; ð8:9bÞ

where Ap is the sectional area of the orifice in the PWM valve (¼As). The relation

between pressure PL in the volume and QL is given by

dPL

dt
¼ κRT

VL
QL: ð8:10Þ

By using (8.1)–(8.10), the behaviour of the tested valve can be predicted.

8.3 Simulated Results and Discussion

The identified system parameters of the on/off valve are shown in Table 8.1. As the

method of identification, the parameters that could not be measured directly will be

identified so as to agree the calculated value with the experimental value by using

the on/off valve. The inductance L was calculated from the outer diameter and the

number of the turns of the coil. The resistance Rv, the mass of the armature M, and

the spring constant of the coil spring Kv were measured directly by using the

disassembled parts of the valve. The sectional area of the supply port and the

exhaust port were determined by using the value in the product catalogue and

were adjusted by a simulation.

Figure 8.5 shows the relation between the duty ratio and the mean output flow

rate in the chamber. In the experiment, the switching valve is always open and the

input duty ratio of the PWM valve is changed. The output flow rate is measured by

the digital flow meter (SMC Co. Ltd., PF2A710-01-27: measuring range: 1–10 L/
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min). The supply pressure is 500 kPa. The periods of 5, 7.5, and 10 ms are selected

as the PWM period by considering the dynamics of the on/off valve with the time

delay of 3 ms. In Fig. 8.5, each colored symbol shows the experimental result using

various PWM period. Each colored line shows the calculated results using the

proposed model and the identified parameters. From Fig. 8.5, it can be seen that

the calculated results using the proposed model agree well with the experimental

results. The theoretical result can predict the nonlinear characteristics of the tested

valve such as the dead zone of output flow rate in lower duty ratio and the saturation

in higher duty ratio. In addition, the model can predict the overall relation between

the input duty ratio and the output flow rate of the valve. From the result, we can

conclude that the calculated results using the proposed model and the identified

parameters are valuable and reliable to estimate the performance of the valve.

In order to investigate the dynamics of the tested valve, the pressure control was

carried out by using the control system shown in Fig. 8.6. The control system

Table 8.1 Identified system

parameters
Parameter Value Unit

As0 0.202� 10�6 m2

Aa0 0.23� 10�6 m2

Cv 0.05 N s/m

Kc 0.4 N/A

Kv 311 N/m

Lv 0.00778 H

Mv 0.563� 10�3 kg

Rv 51.1 Ω
xmin 0.12� 10�3 m

xmax 0.32� 10�3 m

Fig. 8.5 Relation between

duty ratio and flow rate
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consists of the quasi-servo valve, a pressure transducer (Matsushita Electronics

Co. Ltd., ADP5160), and an inexpensive embedded controller (Renesas Co. Ltd.

R8C12M). The pressure control is done as follows. First, the embedded controller

gets the sensor output voltage and the reference voltage through an inner 10 bit A/D

converter. Then, the error between sensor output and the reference voltage is

calculated by a controller, and the control input is calculated based on a control

scheme. Finally, the control input is applied to the quasi-servo valve. P control

scheme is expressed by the following equation.

u ¼ K pec þ 20:0 ð8:11Þ

Zwhere u, Kp (¼1.5 %/kPa) and ec mean the input duty ratio, the proportional gain

and the error from the reference pressure, respectively. Because the valve has a

dead zone as shown in Fig. 8.5, the input duty ratio of the PWM valve is always

added by 20.0 %. In the simulation, the model of the embedded controller includes a

10 bit A/D converter and PWM port with PWM period of 5 ms. The sampling

period of calculation is 0.01 ms and the sampling period of control is 3.2 ms.

Figure 8.7 shows the simulated frequency response of the pressure for reference

frequency of 1 Hz. From Fig. 8.7, it can be seen that the calculated result agrees

with the experimental.

Fig. 8.6 Schematic diagram of control system

8 Analysis and Simulation of Small-Sized Quasi-servo Valve Using Tiny On/Off. . . 65



8.4 Conclusions

This study can be summarized as follows. The new small-sized quasi-servo valve

using a tiny on/off valve which is 58 % smaller and 60 % lighter than previous one

was proposed and tested. The analytical model of the tested quasi-servo valve was

proposed and the system parameters were identified. The statics and the pressure

control of the valve were investigated. As a result, it was confirmed that the

proposed analytical model and the identified system parameters were valid.
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Chapter 9

Analysis of Flexible Thin Actuator Using
Gas–Liquid Phase-Change of Low Boiling
Point Liquid

Yasuyuki Tsuji, Shujiro Dohta, Tetsuya Akagi, and Yuto Fujiwara

Abstract In our previous study, the flexible thin actuator using gas–liquid

phase-change of a low boiling point liquid that can generate large force was proposed

and tested. The tested actuator is an envelope-type actuator that is made of laminating

plastic sheets, low boiling point liquid, and a flexible heater. In this chapter, the

analytical model of the flexible thin actuator was proposed and tested. The system

parameters of the actuator were also identified. As a result, it was confirmed that the

proposed analytical model can predict the behavior of the real actuator.

Keywords Analysis • Flexible thin actuator • Gas–liquid phase-change • Low

boiling point liquid • Portable rehabilitation device • Silent movement

9.1 Introduction

Due to the aging of Japanese society and the decreasing birth rate, an important

problem to keep a quality of life (QOL) for the elderly has occurred [1]. Especially,

the decrease in physical ability of the elderly will be concerned to increase in

nursing care task. Therefore, the national budget for social welfare will be

increased. In order to solve this problem, that is, to improve a quality of life

(QOL) for the elderly and the disabled and to decrease the budget for nursing

care, a simple rehabilitation device to keep their physical ability might be one of

solutions. The actuator used in such a rehabilitation device requires lightweight,

softness, small size and larger generated force that can support human body [2–4].

Therefore, many researchers are studying wearable actuators such as a McKibben

artificial muscle [5–7]. The McKibben actuator can generate larger force that is

more than 300 N by using the actuator whose diameter of 10 mm in the initial

condition. However, the actuator cannot work with long stroke. Maximum stroke is
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one fourth of the original length of the actuator. To get larger force by using other

pneumatic actuator, larger sectional area of the actuator or higher pressure supplied

to the actuator is needed. In ideal, a thin actuator that can generate larger force and

larger displacement is required. Therefore, in our previous study [8], the envelope-

type actuator driven by pneumatic pressure was proposed and tested as a flexible

thin actuator. The actuator can be used as a rehabilitation device for shoulder by

being sandwiched in armpit. In addition, the flexible thin actuator using gas–liquid

phase-change of low boiling point liquid was also proposed and tested [9]. It was

also confirmed that the tested actuator could be driven silently. In the next step, it is

necessary to develop the method to estimate the dynamics of the actuator to design

it so as to get the suitable behavior. In this chapter, an analytical model of the tested

actuator is proposed. The identified parameters and the comparison of the dynamic

characteristics between the theoretical and the experimental results of the actuator

will be also described.

9.2 Flexible Thin Actuator Driven by Low Boiling Point
Liquid

In our pervious study, the thinner and lighter wearable actuator was proposed and

developed. Figure 9.1 shows the construction and the view of flexible thin actuator

that is an envelope-type actuator. The actuator consists of four sheets of paper and

plastic laminate films as shown in Fig. 9.1. The left figure in Fig. 9.1 shows the

shape of paper A and B. The middle figure shows the sectional structure of the

actuator. The paper B works as a gusset in the actuator. The size of plastic laminate

film is larger than the size of paper A and B. The plastic laminate films are bonded

to each other at the margin of the films with the exception of paper area. Then, the

length of LA, LB, and H in paper A and B are 90, 110, and 40 mm, respectively.

From Fig. 9.1 on the right, it can be seen that the thickness of the actuator was

greatly deformed about 39 times from the initial thickness of 1.5 mm with no

supplied pressure to maximum thickness of 58.4 mm. By using typical laminate

Fig. 9.1 Contraction and view of the flexible thin actuator that is envelope-type actuator
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films and paper that can be easily got on the market as a stationery, the actuator can

be quickly and easily fabricated. The time for production of the actuator is several

minutes.

Figure 9.2 shows the relation between the expanded length (displacement) and

the generated force of the actuator. From Fig. 9.2, it can be seen that the maximum

generated force of 657 N could be obtained in the case of supplied pressure of

100 kPa. From these results, the following experimental relation between the

displacement and the generated force of the actuator can be obtained.

F ¼ A0P 1� X=XMð Þ ð9:1Þ

where, F, A0, P, X, and XM mean the generated force, equivalent sectional area,

supplied pressure, displacement, and maximum displacement of the actuator,

respectively. In Fig. 9.2, the solid lines show calculated results using (9.1) with

A0¼ 0.8LALB¼ 0.00792 m2 and XM¼ 2.9LC¼ 0.058 mm. From Fig. 9.2, it can be

seen that the proposed experimental relation expressed by (9.1) about the generated

force and displacement of the actuator can predict well the static characteristics of

the tested actuator.

Figure 9.3 shows the construction of the flexible thin actuator using gas–liquid

phase-change of low boiling point liquid and a flexible heater. The flexible heater

consists of a copper tape as an electrode, a functional paint (Future Carbon GmbH

Co. Ltd., Carbon e-Therm PUR-120) [10] and plastic laminate films. The size of the

heater as shown in Fig. 9.3 on the left is 60� 65 mm. The thickness of the heater is

0.5 mm. The heater has flexibility. The flexible heater is installed into the envelope-

type actuator with a low boiling point liquid. As a low boiling point liquid,

Functional liquid was used as a low boiling point liquid (3MTM Co. Ltd.,

Novec™7000) [10]. The liquid is used as a cleaning liquid for the electronic circuit

board. The boiling point is 34 �C. The liquid is nonflammable and nonpoisonous

Fig. 9.2 Relation between the expanded displacement and the generated force of the actuator
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fluid virtually. The high volume resistivity shows that the liquid can contact the

electric heater directly during the high applied current. The low boiling point liquid

with volume of about 50 cm3 is also poured into the actuator. To apply the voltage

from the outside of the actuator, two copper tapes were connected with the heater.

The size of the actuator is 110 mm in length, 90 mm in width, and 6 mm in

thickness. The total mass of the actuator including the liquid is 80 g. Figure 9.4

shows the transient view of the movement of the tested actuator when the input

voltage of 10 V was applied. Each figure shows the view of the actuator when 5, 10,

15 s from the beginning of starting to apply the voltage. It can be seen that the

actuator reached at maximum displacement within 15 s. After stopping the supply

of the voltage, the actuator was contracted according to the decrease of the

temperature of the liquid by natural cooling. It was confirmed that the actuator

did not make any sound while being driven.

9.3 Analytical Model of the Actuator

Figure 9.5 shows a simple analytical model of the tested actuator to estimate the

generated force of the actuator. From the experimental results and geometric

configuration of the actuator as shown in Figs. 9.1 and 9.2, the following relation-

ships can be obtained. LA¼ 4.5LC, LB¼ 5.5LC, A0¼ 0.8LALB, XM¼ 2.9LC. Where

Fig. 9.3 Construction of the flexible thin actuator with low boiling point liquid and flexible heater

Fig. 9.4 Transient view of movement of the tested actuator when the input voltage of 10 V is

applied (Time: 5, 10, 15 s)
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LC is a half length of the gusset as shown in Fig. 9.5. From (9.1) and these relations,

the following equation can be obtained.

F ¼ 19:8PL2C � 6:82PXLC ð9:2Þ

In order to estimate the dynamics of the actuator, it is necessary to make an

analytical model of gas–liquid phase change of low boiling point liquid. Therefore,

the following energy equilibrium between the inner thermal energy of the actuator

and the given energy by the heater and the atmosphere is considered.

mG Tb � T0ð Þαþ Lf g ¼ kw

ð
Windt�

ð
AhCh Tb � Tað Þdt ð9:3Þ

where, Ah, Ch, kw, L, mG, Win, and α are the equivalent contacting area with the

atmosphere (¼0.0336 m2), the convective heat conductivity, the efficiency of the

heater, the latent heat of vaporization (¼142 kJ/kg), the mass of the gas, the heating

value of the heater (¼41.6 W), and the specific heat (¼1,300 J/kg K) of the low

boiling point liquid, respectively. Ta, Tb, and T0 mean the absolute temperature of

the atmosphere (¼296 K), the boiling point and the initial temperature of the liquid,

respectively. Then, the left side term shows the energy required to make the liquid

boiled. The right side terms express the energy from the heater and the air cooling,

respectively. From Clausius–Clapeyron equation, the boiling point Tb of the liquid
in the actuator is changed according to the inner pressure (¼101.3 kPa) of the

actuator Pi and can be given by the following equation.

Tb ¼ TbaL

L� RTbaln Pi=Pað Þ ð9:4Þ

where Pa, R, and Tba show the atmospheric pressure, the gas constant (¼287 J/

(kg K)), and the boiling point at the atmospheric pressure (¼307 K).

Then, it is assumed that the pressure of the gas is equal to the atmospheric

pressure by changing the inner volume of the actuator. The volume VGa of the gas

that is vaporized from the liquid is given as follows.

VGa ¼ mG

MLa

MGa ð9:5Þ

where MLa and MGa show the molar mass of the liquid (¼188 kg/mol) and gas

(¼22.4� 10�3 m3/mol) at the atmospheric pressure. From the geometric

Fig. 9.5 Basic shape of the

envelope-type actuator
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relationship of the actuator, the relation between the volume and the displacement

of the actuator x can be obtained as follows.

VGa ¼ x LA �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2C � x=2ð Þ2

q� �
LB � xð Þ ð9:6Þ

By solving (9.3)–(9.6), the dynamic behavior of the actuator can be calculated.

Table 9.1 shows the identified parameters of the actuator. Most parameters are

measured and investigated from the specification. The parameters of Ch and kw are

identified so that the calculated result of the behavior of the actuator agrees with the

experimental result.

Figure 9.6 shows the transient response of the displacement of the actuator. In the

experiment, the displacement of the actuator was measured by the infrared displace-

ment sensor (Sharp Co. Ltd. GP2Y0A21YK0F) when the input voltage of 10 V was

applied for 120 s. After 120 s, the input voltage was stopped. The actuator was

gradually deformed to the original shape by cooling of natural heat dissipation. In

Fig. 9.6, symbols and line show the experimental and calculated results using the

proposed analyticalmodel and identified parameters, respectively. It can be seen that

Table 9.1 Identified parameters of the flexible thin actuator using the low boiling point liquid

Parameter value Parameter value Parameter value

Ah (m
2) 0.0336 LC (m) 0.02 T0 (K) 296

α (J/kg K) 1,300 MG (kg) Valiable Ta (K) 296

Ch (W/m2 K) 6 MGa (m
3/mol) 22.4� 10�3 Tb (K) Valiable

Kw 0.5 MLA (kg/mol) 188.054 Tba (K) 307

L (kJ/kg) 142 Pa (kPa) 101.3 VGa (m
3) Valiable

LA (m) 0.09 Pi (kPa) 101.3 Win (W) 41.6

LB (m) 0.11 R (J/(kg K)) 287 x (m) Valiable

Fig. 9.6 Transient response of the displacement of the actuator
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the calculated result agrees with the experimental results up to about 700 s from the

beginning. The difference between the experimental and calculated results was also

found. It is considered that it is caused by the stiffness of the gusset in the actuator.

Therefore, it is necessary to improve the analytical model as our further work.

9.4 Conclusions

This study that aims to develop and analyze the wearable thin actuator driven by low

boiling point liquid for portable rehabilitation device can be summarized as follows.

The analytical model of the actuator that includes the gas–liquid phase-change

and the energy equilibrium between the inner thermal energy of the actuator and

the given energy by the heater and the atmosphere was proposed and tested. The

system parameters of the actuator were also identified. As a result, the calculated

displacement of the actuator using the proposed model and the identified parame-

ters can predict the behavior of the tested actuator well. It is confirmed that the

proposed model is valid to estimate the dynamics of the tested actuator

theoretically.
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Chapter 10

Development of Flexible Pneumatic Cylinder
with String-Type Displacement Sensor
for Flexible Spherical Actuator

Yasuko Matsui, Tetsuya Akagi, Shujiro Dohta, and Shinsaku Fujimoto

Abstract This study aims at developing a potable rehabilitation device which can

be safe to use while holding it. In our previous study, a novel flexible pneumatic

cylinder that can be used even if it is deformed by external force has been

developed. A portable rehabilitation device using the flexible spherical actuator

that consists of two ring-shaped flexible pneumatic cylinders was proposed and

tested. The attitude control system using a tiny embedded controller, four small-

sized quasi-servo valves, and two accelerometers was also proposed and

constructed. The attitude control of the device was executed. In the next step, it is

necessary to recognize the relative position between both stages to prevent both

hands to contact each other. In this study, the low-cost flexible displacement sensor

using the nylon string coated with carbon is proposed and tested. As a result, it is

confirmed that the tested sensor can measure the displacement of the cylinder.

Keywords Portable rehabilitation device • Flexible pneumatic cylinder • Flexible

spherical actuator • Nylon string coated with carbon • String-type displacement

sensor

10.1 Introduction

In an aging society, it is required to develop a system to aid in nursing care [1] and

to support the activities of daily life for the elderly and the disabled [2]. In addition,

the rehabilitation devices help the elderly who was injured temporally to recover

their physical ability for keeping Quality of Life (QOL). The actuators used in such

a system need to be flexible so as not to injure the human body [3]. The purpose of

this study is to develop and improve a portable rehabilitation device that can be safe

enough to use it while handling it with hands. In our previous study, a novel flexible
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pneumatic cylinder that can be used even if the cylinder is deformed by external

forces has been proposed and tested [4]. The portable rehabilitation device using the

flexible spherical actuator that consists of two flexible pneumatic cylinders was

proposed and tested [5]. The inexpensive attitude measuring system using an

embedded controller and accelerometers was also proposed and tested [5]. An

attitude control system of the portable rehabilitation device using an embedded

controller and four quasi-servo valves [6] composed of inexpensive on/off control

valves was also constructed and several kinds of attitude control were executed. In

the next step, it is necessary to recognize the relative position between both stages

to prevent both hands to contact each other. In order to know the relative position, a

displacement sensor of the flexible pneumatic cylinder is required. Furthermore, it

is ideal to construct the sensor at low-cost. In this study, a novel low-cost flexible

displacement sensor is proposed and tested. The performance of the united sensor

with the cylinder is investigated.

10.2 Flexible Spherical Actuator

Figure 10.1 shows the construction of a rodless-type flexible pneumatic cylinder

developed by us [4]. The cylinder consists of a flexible tube as a cylinder and

gasket, one steel ball as a cylinder head and a slide stage that can move along the

outside of the cylinder tube. The steel ball in the tube is pinched by two pairs of

brass rollers from both sides of the ball. The operating principle of the cylinder is as

follows. When the supply pressure is applied to one side of the cylinder, the inner

steel ball is pushed. At the same time, the steel ball pushes the brass rollers and then

the slide stage moves toward opposite side of the pressurized while it deforms the

tube.

Figure 10.2 shows the appearance and the detailed construction of the handling

stage of the tested spherical actuator using flexible pneumatic cylinders. The

actuator could give the rehabilitation motion for their shoulders and arms while

the patient is holding both handling stages with hands. The spherical actuator

consists of two ring-shaped flexible pneumatic cylinders which are intersected at

right angle and each slide stage of the flexible cylinder is fixed on each handling stage

as shown in Fig. 10.2 on the right. The size of the actuator is 260 mm in width and

270 mm in height. The total mass of the device is 310 g. In order to measure the

attitude angle of each handling stage, two accelerometers are used as angular sensors.

Figure 10.3 shows the transient view and the response of the stage angle of the

spherical actuator. In the experiment, the sequential on/off operation of the control

valve every 0.8 s was done. The supply pressure of 450 kPa is applied. From

Fig. 10.3, it can be seen that the actuator can create the different attitudes easily. It

was found that the measuring device could also observe the inclined angle between

both handling stages in the actuator. However, the relative position between both

stages cannot be recognized because of lack of information about the displacement

between both stages. In the next step, it is necessary to recognize the relative

76 Y. Matsui et al.



position between both stages to prevent both hands to contact each other. In order to

get the relative position, a displacement sensor of the flexible pneumatic cylinder is

required.

10.3 Flexible Linear Encoder

As a displacement sensor of the flexible pneumatic cylinder, the flexible linear

encoder as shown in Fig. 10.4 was proposed and tested in our previous study [7].

The linear encoder consists of the yellow-colored flexible tube with many circum-

ferential slits on the surface of the tube and a sensor unit with four photoreflectors

(Kodenshi Co. Ltd., SG-105). Slits are arranged with a distance of 2 mm and a width

of 1mm. Figure 10.4 on the right shows the inner construction of the sensor unit. The

sensor consists of two pairs of the detecting units (a–a0 and b–b0) with each unit

having two photoreflectors. In the detecting unit, two photoreflectors are set facing

each other through the flexible tube. Each detecting unit is set in parallel with a

Fig. 10.1 Construction of the flexible cylinder

Fig. 10.2 Appearance and the detailed construction of the handling stage of the spherical actuator
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distance of 6.1 mm to make two kinds of signals, Phase A and Phase B, shifted by

90�. By measuring this distance from each detecting unit and using the programmed

up/down counter constructed on the embedded controller. By this method, the linear

encoder can measure the displacement of the flexible tube even if the tube bends.

Figure 10.5 shows the transient view of the movement of the one-ring-shaped

flexible cylinder with diameter of 280 mm in tracking position control using the

linear encoder. In the experiment, the displacement of the cylinder can be con-

trolled according to the desired position given by the potentiometer by the embed-

ded controller (Renesas Co. Ltd., H8/3364) and on/off valves (Koganei Co. Ltd.,

G010E1). It can be seen that the slide stage could be controlled of its position by

using the linear encoder. However, in the case when the larger deformation was

given to the ring-shaped cylinder so that it changes to the elliptic shape, the sensor

unit was caught by the step of the slit tube. Therefore, it will be needed to develop

the other flexible sensor that can be used when the larger deformation is occurred on

the cylinder.

Fig. 10.3 Transient view and response of the stage angle of the spherical actuator

Fig. 10.4 Appearance of the flexible linear encoder and the inner construction of the sensor unit
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10.4 String-Type Displacement Sensor

Figure 10.6 shows the construction of a tested string-type flexible displacement sensor

(it is called “STDS” for short) and the inner construction of the slide stage with sensor.

The novel tested cylinder consists of flexible pneumatic cylinder and a nylon string

coatedwith carbon (it is called “NSCC” for short). The diameter of the NSCC is about

0.6mm. In order to set the NSCC on the flexible tube, the tube has a groovewith depth

of 0.4 mm along the longitudinal axis of the tube. It works as a flexible potentiometer

by sliding the brass roller along NSCC while keeping the electrical contact. The

estimated cost of the STDS is extremely low, that is less than 1 US dollars.

Figure 10.7 shows the experimental setup using the STDS and the relation

between the displacement of the cylinder measured by a potentiometer and the

output signal of the STDS (A/D value). The experimental setup consists of a STDS

on the flexible pneumatic cylinder, a potentiometer that is set parallel to the cylinder

and a microcomputer (Renesas Co. Ltd., SH7125). The microcomputer gets the

output voltages from the STDS and the potentiometer through A/D converter. From

Fig. 10.7 on the right, it can be seen that the relation between the output from the

STDS and displacement is linear. It means that the tested STDS is useful to apply it

as a displacement sensor.

Figure 10.8 shows the transient response of the displacement of the cylinder. In

Fig. 10.8, broken line and solid lines show the measured displacement using the

Fig. 10.5 Transient view of the movement of the one-ring-shaped flexible cylinder with diameter

of 280 mm in tracking position control using the tested linear encoder

Fig. 10.6 Appearance of the flexible pneumatic cylinder with string-type displacement sensor and

the inner construction of the slide stage with sensor
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potentiometer and the tested STDS, respectively. It can be seen that the displace-

ment measured by the tested sensor (STDS) agrees well with the displacement

measured by the potentiometer. It is confirmed that the STDS is useful to apply it as

a flexible potentiometer because of its extremely low-cost and compact sensor

configuration.

10.5 Conclusions

This study that aims to develop the displacement sensor for the portable rehabili-

tation device can be summarized as follows.

1. As a displacement sensor of the flexible pneumatic cylinder, the developed

flexible linear encoder developed before was applied to the device. As a result,

it can be seen that the position of the slide stage could be controlled by using the

Fig. 10.7 Experimental setup using the STDS and the relation between the displacement of the

cylinder measured by a potentiometer and the output signal of the STDS (A/D value)

Fig. 10.8 Transient

response of the

displacement of the cylinder
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linear encoder. However, it was also concluded that the sensor unit was caught

by the step of the slit tube in the case of larger deformation of the tube.

2. The string-type flexible displacement sensor (STDS) using a NSCC that can be

used when the larger deformation is occurred on the cylinder was proposed and

tested. As a result, it is confirmed that the STDS is useful because of its

extremely low-cost and compact sensor configuration.
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Chapter 11

Evaluation of Computing Reliability
in Internet Computing

Shin-Guang Chen

Abstract Internet computing is now a blooming technology which refers to

multiple independent computing units working together over the Internet. The

computing or calculating units are processor–memory pairs which distribute over

one or more computers networked by information links over the Internet. It is

important to maintain a highly efficient computing environment, namely, comput-

ing reliability. However, very few literature concerns this issue. This chapter pro-

poses an evaluation method for the computing reliability in Internet computing. A

numerical example is presented for exploring the proposed method. The results

show that the proposed method is helpful in the evaluation of computing reliability

for Internet computing applications.

Keywords Internet computing • Computing reliability • Processor–memory pair •

Flow network • Minimal path

11.1 Introduction

Internet computing is a technology which refers to multiple independent computing

units working together over the Internet. The computing units are processor–

memory pairs which distribute over one or more computers networked by infor-

mation links. Such linkage is important to maintain a highly efficient computing

environment, namely, computing reliability. A popular way of improving the

reliability of Internet computing is to construct a reliable architecture of the

network [1]. Regarding the evaluation of computing reliability in a given network,

very few literature concerns this issue [2]. However, on telecommunication net-

works, there is a vast amount of literature regarding such evaluation of network

reliabilities.

Traditionally, two-terminal network reliability, all-pair network reliability, and

k-out-of-n network reliability [3] are deeply investigated. Moreover, Boubour
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et al. [4] discussed a new use of safe Petri nets in the field of distributed discrete

event systems with application to telecommunication network management.

Tomasgard et al. [5] formally described new optimization models for telecommu-

nication networks with distributed processing around the shift of focus towards

processing, the new technological aspects, and how to utilize flexibility to cope with

uncertainty. Ke and Wang [6] examined two compensating methods that account

for imperfect nodes and perfect nodes, and presented a revised Torrieri method to

evaluate the bi-state network reliability in terms of network partitioning method.

This chapter proposes a method based on network theory [7] for the evaluation

of computing reliability in Internet computing. This method involves two parts:

measurement and integration. At first, the information links are regarded as arcs,

and the processor–memory pairs are regarded as nodes. Each node transmits

information to any other nodes and vice versa. So, the first step is to measure the

reliability of each arc. Then, the overall computing reliability is obtained by the

integration of all individual reliabilities, and is formally defined by the probability

that the maximal information flow of the entire network is not less than the required

information volume d. Usually, the minimal path (MP) method [8] is used for the

integration of such probability. The remainder of the work is described as follows:

The assumptions are addressed in Sect. 11.2. The Internet computing model is

described in Sect. 11.3. Section 11.4 gives the proposed method. Then, a numerical

example is demonstrated in Sect. 11.5. Section 11.6 draws the conclusion and

discussions of the chapter.

11.2 Assumptions

Let (A, N, M ) be a network, where A¼ {aij1� i� n} is the set of arcs representing
the information linkages, N¼ {bjj1� j� s} is the set of nodes representing the

processor–memory pairs, and M¼ (m1, m2, . . . ,mn) is a vector with mi (an integer)

being the maximal capacity of ai. Such a network is assumed to satisfy the

following assumptions.

1. Each node can transmit/receive information to/from the other nodes.

2. The capacity of each arc ai is an integer-valued random variable which takes

values from the set {0, 1, 2, . . . ,mi} according to the observed empirical

distribution.

3. The nodes are perfect. That is, the nodes are excluded from the reliability

integration.

4. Flow in the network satisfies the flow-conservation law [7].

5. The arcs are statistically independent of each other.
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11.3 The Internet Computing Model

Suppose ρ1, ρ2, . . . , ρz are totally the MPs from one node to the other nodes. Thus,

the network model can be described in terms of two vectors: the capacity vector

X¼ (x1, x2, . . . , xn) and the flow vector F¼ ( f1, f2, . . . , fz) where xi denotes the

current capacity of ai and fj denotes the current flow on ρj . Then such a vector

F is feasible iff

Xz
j¼1

f j
��ai 2 ρ j

n o
� mi, for each i ¼ 1, 2, . . . , n: ð11:1Þ

Constraint (11.1) describes that the total flow through ai cannot exceed the

maximal capacity of ai. Such set of F is denoted as UM {FjF is feasible under

M}. Similarly, F is feasible under X¼ (x1, x2, . . . , xn) iff

Xz
j¼1

f j
��ai 2 ρj

n o
� xi, for each i ¼ 1, 2, . . . , n: ð11:2Þ

For clarity, let UX¼ {FjF is feasible under X}. The maximal flow under X is

defined as VXmax
X z

j¼1
f jjF 2 UX

n o
.

11.3.1 The Computing Reliability Evaluation

Given a required information volume d, the computing reliability denoted by Rd is

the probability that the maximal information flow of the network is no less than d,
i.e., Rd Pr{XjVX� d}. To calculate Rd, it is advantageous to find the minimal

vector in the set {XjVX� d}. A minimal vector X is said to be a d-MP for d iff

(1) VX� d and (2) VY< d for any other vector Y such that Y<X, in which Y�X iff

yj� xj for each j¼ 1, 2, . . . , n and Y<X iff Y�X and yj< xj for at least one j.
Suppose there are totally t d-MPs for d: X1, X2, . . . ,Xt, the computing reliability is

equal to

Rd ¼ Pr
� [t
k¼1

X
��X � Xk

� ��
; ð11:3Þ

which can be calculated by inclusion–exclusion principle or RSDP method [9].
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11.3.2 The Generation of All d-MPs for d

At first, we find the flow vector F2UM such that the total flow of F equals d. It is
defined in the following demand constraint,

Xz
j¼1

f j ¼ d: ð11:4Þ

Then, let F¼ {FjF2UM and satisfies (11.4)}. If X is a d-MP for d, then there is

an F2F such that

xi ¼
Xz
j¼1

f j
��ai 2 ρj

n o
, for each i ¼ 1, 2, . . . , n: ð11:5Þ

This is a necessary condition for a d-MP. To explain that, consider a d-MP X and

an F2UX feasible under F. It is known that
X z

j¼1
f j

��ai 2 ρ j

n o
� xi, 8i.

Suppose there is a k such that xk >
X z

j¼1
f j

��ak 2 ρ j

n o
. Set Y¼ (y1, y2, . . . ,

yk�1, yk, yk+1, . . . , yn)¼ (x1, x2, . . . , xk�1, xk� 1, xk+1, . . ., xn). Hence Y<X and

F2UY (since
X z

j¼1
f j

��ai 2 ρ j

n o
� yi, 8i), which indicates that VY� d and

contradicts to that X is a d-MP for d. Thus xi ¼
X z

j¼1
f j

��ai 2 ρ j

n o
, 8i. Given

F2F, we generate a capacity vector XF¼ (x1, x2, . . . , xn) via (11.5). The set

Λ¼ {XFjF2F} is built. Let Λmin¼ {XjX is a minimal vector in Λ}. Then, Λmin is

the set of d-MPs for d.

11.4 The Proposed Method

11.4.1 The Measurement

At first, to build up the reliability data of each individual arc, a tool for counting the

transferred information volume is required. Figure 11.1 gives an example of

counting the information packets between computers. Then, we can make the

statistics for the observation during a period of time. Suppose Table 11.1 is the

results of observation. By statistics, we can immediately obtain the derived empir-

ical distribution in Table 11.2.
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11.4.2 The Algorithm

The following algorithm is proposed to search for all d-MPs for d in the network.

Algorithm 1: Searching for all d-MPs for d.

Step 1. Find the feasible flow vector F¼ ( f1, f2, . . . , fz) satisfying both capacity and
demand constraints.

(i) Enumerate fj for 1� j� z, 0� fj�min{mijai2 ρj} do

(ii) If fj satisfies the following constraintsXz
j¼1

f j
��ai 2 ρj

n o
� mi and

Xz
j¼1

f j ¼ d, for 1 � i � n;

Fig. 11.1 A tool for

counting the information

packets between computers

Table 11.1 The observations of arc a1

Items

The # of transmitted packets

0 1 2 3 4 5 6

The occurrences 50 66 78 99 120 82 45

Table 11.2 The empirical distribution of arc a1

Items

The # of transmitted packets

0 1 2 3 4 5 6

The probabilities 0.09 0.12 0.14 0.18 0.22 0.15 0.08
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then F¼F[ (F).
End enumerate.

Step 2. Generate the set Λ¼ {XFjF2F}.

(i) For F in F do

(ii) xi ¼
X z

j¼1
f j

��ai 2 ρ j

n o
, for i¼ 1, 2, . . . , n.

(iii) UX¼UX[ {XF}. // where XF may have duplicates.

End for.

(iv) For X in UX do //Remove the duplicated vectors.

(v) If X =2Λ, then Λ¼Λ[ {X}.
End for.

Step 3. Find the set Λmin¼ {XjX is a minimum vector in Λ}. Let J¼ {jjXj =2Λmin}.

(i) For i =2 J and 1� i� jjΛjj do
(ii) For j =2 J and i< j� jjΛjj do
(iii) If Xj�Xi, then J¼ J[ {i} and go to Step 3(i).

Else, if Xj>Xi, then J¼ J[ {j}.
End for.

(iv) Λmin¼Λmin[ {Xi}.

End for.

(v) Return Λmin.

Step 1 indicates that according to the MPs, the feasible F under Constraints

(11.1) and (11.4) was enumerated into F. Then, the candidate vector set Λ for d-MPs

can be derived from F under (11.5) at Step 2. Finally, the set of d-MPs was created

by Step 3.

11.5 Numerical Example

Figure 11.2 gives an example of Internet computing with four processor–memory

pairs. There are 12 MPs: ρ1¼ {b1, a1, b4}, ρ2¼ {b1, a2, b2}, ρ3¼ {b1, a6, b3},
ρ4¼ {b2, a3, b3}, ρ5¼ {b2, a5, b4}, ρ6¼ {b2, a2, b1}, ρ7¼ {b3, a3, b2}, ρ8¼ {b3, a4,
b4}, ρ9¼ {b3, a6, b1}, ρ10¼ {b4, a4, b3}, ρ11¼ {b4, a1, b1}, ρ12¼ {b4, a5, b2}.
Table 11.3 gives the empirical distributions of six arcs of the network. The required

information volume is four packets per second.

After calculation, one gets the computing reliability R4¼ 0.9604 by a RSDP

program coded with PROLOG running on a PC with four CPUs of Intel Core i5 @

2.8 GHz, 2.79 GHz, and 2 GB RAM.
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11.6 Conclusion and Discussions

This chapter proposes an evaluation method for the computing reliability in Internet

computing. Internet computing is a technology which refers to multiple indepen-

dent computing units working together over a network. The computing units are

processor–memory pairs which distribute over one or more computers networked

by information links. Such linkage is important to maintain a highly efficient

computing environment. This method involves two parts: measurement and inte-

gration. At first, the information links are regarded as arcs, and the processor–

memory pairs are regarded as nodes. Each node transmits information to any other

nodes and vice versa. So, the first step is to measure the reliability of each arc. Then,

the computing reliability of the entire network is obtained by the integration of all

individual reliabilities, and is formally defined by the probability that the maximal

information flow of the network is no less than the required information volume d.
This chapter also presents an example of Internet computing with four

processor–memory pairs. Each unit can communicate with any other units freely.

After observing the computing reliability for each individual arc, the overall

computing reliability is obtained by integrating all individual reliabilities. The

results show that the proposed method is helpful in the evaluation of computing

reliability for Internet computing applications.

Fig. 11.2 An example

of Internet computing with

four processor–memory

pairs

Table 11.3 The empirical distributions of six arcs of the network

Arcs

The # of transmitted packets

0 1 2 3 4 5 6

a1 0.09 0.12 0.14 0.18 0.22 0.15 0.08

a2 0.07 0.11 0.15 0.19 0.21 0.17 0.10

a3 0.05 0.08 0.16 0.22 0.21 0.27 0.01

a4 0.02 0.13 0.18 0.27 0.18 0.21 0.01

a5 0.10 0.09 0.20 0.09 0.16 0.23 0.13

a6 0.11 0.10 0.24 0.10 0.14 0.10 0.21

11 Evaluation of Computing Reliability in Internet Computing 89



Acknowledgment This work was supported in part by the Ministry of Science and Technology,

Taiwan, Republic of China, under Grant No. MOST 103-2221-E-236-005.

References

1. Nikoletseas, S., Palem, K., Spirakis, P., Yung, M.: Automata, languages and programming. In:

Abiteboul, S., Shamir, E. (eds.) Short Vertex Disjoint Paths and Multiconnectivity in Random

Graphs: Reliable Network Computing. LNCS, vol. 820, pp. 508–519. Springer, Berlin (1994)

2. Birman, K.P.: Worldwide computing and its applications. In: Masuda, T., Masunaga, Y.,

Tsukamoto, M. (eds.) Building Secure and Reliable Network Applications. LNCS, vol. 1274,

pp. 15–28. Springer, Berlin (1997)

3. Chao, M.T., Fu, J.C., Koutras, M.V.: Survey of reliability studies of consecutive-k-out-of-n:F

and related systems. IEEE Trans. Reliab. 44, 120–127 (1995)

4. Boubour, R., Jard, C., Aghasaryan, A., Fabre, E., Benveniste, A.: A Petri net approach to fault

detection and diagnosis in distributed systems. Part I: Application to telecommunication

networks, motivations, and modelling. In: Proceedings of the 36th IEEE Conference on

Decision and Control, San Diego, CA, USA, vol. 1, pp. 720–725 (1997)

5. Tomasgard, A., Audestad, J.A., Dye, S., Stougie, L., van der Vlerk, M.H., Wallace, S.W.:

Modelling aspects of distributed processing in telecommunication networks. Ann. Oper. Res.

82, 161–185 (1998)

6. Ke, W.J., Wang, S.D.: Reliability evaluation for distributed computing networks with imperfect

nodes. IEEE Trans. Reliab. 46, 342–349 (2002)

7. Ford, L.R., Fulkerson, D.R.: Flows in networks. Princeton University Press, Princeton (1962)

8. Chen, S.G., Lin, Y.K.: Search for all minimal paths in a general large flow network. IEEE Trans.

Reliab. 61, 949–956 (2012)

9. Zuo, M.J., Tian, Z., Huang, H.Z.: An efficient method for reliability evaluation of multistate

networks given all minimal path vectors. IIE Trans. 39, 811–817 (2007)

90 S.-G. Chen



Chapter 12

An Effective Method for Classification
of White Rice Grains Using Various Image
Processing Techniques

Suchart Yammen and Chokcharat Rityen

Abstract This chapter presents an algorithm for classifying grains of white rice by

using image processing. Each image size is acquired via a digital camera. The

resolution is 720� 480 pixels. The algorithm begins with improving grain images,

converting these images into binary images by using Otsu’s method, removing

noise from the binary images by applying the morphological method with square

structural elements, detecting each grain boundary by using the Canny operator,

and determining the length of each grain by using the Euclidean method. Next, the

grain length is used for classifying the rice grains according to the Rice Standards of

Thailand. The testing results from processing 500 grain images; one grain per

image, the algorithm provides good performance with the mean absolute error of

0.01 mm in length. For 300 grain images with some grains per image, the algorithm

provides good classification with an average accuracy of 99.33 %.

Keywords Image processing • Morphological • Classification • White rice grains

12.1 Introduction

According to Ministry of Commerce’s B.E. 2540 Thai rice standard, there are

procedures and classification of different Thai rice species. However, the judgment

of the grain quality used in here is based on physical examination of white rice grain

considering only rice classification shown in Table 12.1.
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Nowadays, owners of rice mills in Phitsanulok of Thailand have experts to

classify the rice grain using their two naked eyes. This often causes price argument

for inspecting the grain quality of white rice between farmers as a seller and mill

owners as a buyer. From the mentioned argument, the farmers need an effective tool

for grain classification in order to increase accuracy and reliability in verifying the

rice grain quality.

Many researchers have recently developed various tools for different types of

object classification. Ajmal and Hussain [1] presents the detection and classifica-

tion of vehicle type via aerial photography camera using an image processing

method. This process is necessary to determine an edge and set a threshold value

with morphological processing for vehicle detection. The result shows that types of

vehicles can be appropriately classified with an accuracy rate of 85 %. Then, Lin

et al. [2] presents statistical techniques from the popular histogram with determin-

ing the adaptive threshold value for inspecting defects that occur on a railway.

Moreover, Sim et al. [3] presents a Contrast Enhancement Bilateral Closing

Top-hat Otsu Thresholding (CEBICTOT) for the crack detection in structure.

This method has five steps. The first step is to increase the contrast of an input

image, and the input image is then converted to a gray-scale image. The second

step is to bring the gray-scale image through a bilateral filter. The third step is to

delete a background of the filtered image with opening and closing top-hat

methods. The fourth step is to remove the image background using Otsu’s method.

The fifth step is to reduce noise from the obtained image for giving clear crack of

the structure.

In this chapter, an effective method for grain classification of white rice is

developed by using various techniques in image processing. The used techniques

in order are the correlation method [4], the Otsu method [5, 6], the connected

component labeling method [7], the morphological method with structural elements

[8, 12], and the canny operator [9–11]. The chapter is organized as follows. The

proposed method for grain classification of white rice is given in Sect. 12.2.

Experimental results and discussions are thoroughly provided in Sect. 12.3. Finally,

conclusion is presented in Sect. 12.4.

Table 12.1 Classification standard for white rice grain

Grades

Grain classification (%)

Long grain

Short grain

(�6.2 mm)

Class 1 Class 2 Class 3

(�7.0 mm) (�6.6–7.0 mm) (>6.2–6.6 mm)

100 % Grade A �70.00 – �5.00 0.00

100 % Grade B �40.00 – – �5.00

100 % Grade C �30.00 – – �5.00

5 % �20.00 – – �10.00

10 % �10.00 – – �15.00

15 % �5.00 – – �30.00
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12.2 The Proposed Method for Grain Classification
of White Rice

The procedure of the proposed method for grain classification of white rice is

divided into nine following steps.

Step 1. Prepare input image data. Testing images is divided into two sets. The first

set is composed of 500 images of white rice; one grain per image, as shown

in Fig. 12.1. The second set consists of 300 grain images with some grains

per image, as shown in Fig. 12.2. Each image of both datasets is

720 pixels� 480 pixels, and has a reference paper whose length and

width are 20 mm and 1 mm, respectively. The reference paper is used to

be an actual scale for determining the length of the rice grain.

Step 2. Convert input color images to gray-scale images. Each input color

obtained image from Step 1 is converted to gray-scale image using the

relationship (12.1):

Grayscale ¼ Rþ Gþ Bð Þ=3½ � ð12:1Þ
The three values of R, G, and B are the three intensities of the red light,

the green light, and the blue light, respectively. Symbol [•] is the operator

that converts a real number to an integer. Thus, grayscale is an interger

between 0 and 255.

Step 3. Convert gray-level images into binary images. Each obtained image from

Step 2 is converted to a binary image using the Otsu method with automatic

threshold t. The t value is determined from the optimization problem by

applying the minimum variance between the groups (σ2b[t]) as the relation-
ship (12.2):

max
t2 0;1;2;...;255f g

σ2b t½ � ¼ max
t2 0;1;2;...;255f g

μTω t½ � � μ t½ �f g2
ω t½ � 1� ωð Þ t½ � ¼ σ2b t*

� � ð12:2Þ

White rice grain

Reference paper
Fig. 12.1 Image of one

white rice grain

White rice grain

Reference paper
Fig. 12.2 Image of some

grains
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The (ω[t]) value is the sum of the probability when the gray level is less

than t. Both (μT) and (μ[t]) values are the gray-level average and the first

moment of the histogram whose the gray-level ranges from 0 to (t� 1).

Then, the optimum threshold (t*) value is used for converting the gray-

scale image (w[x, y]) to the binary image (b[x, y]) by using the relationship

(12.3):

b x; y½ � ¼ 1 if w x; y½ � � t*

0 if w x; y½ � < t*

(
ð12:3Þ

Step 4. Reduce noise by using the morphological method with structural elements.

Small objects (or noise) of each image obtained from Step 3 are removed

by using the morphological opening method with structure elements of six

sizes of 3� 3, 5� 5, 7� 7, 9� 9, 11� 11, and 13� 13 pixels in order to

get complete grains in terms of shape. The opening operator of image A and

structure element B denoted by the symbol A∘B is defined as:

A∘B ¼ AΘBð Þ � B ð12:4Þ

The symbols of Θ and � are the erosion operator and the dilation

operator, respectively.

Step 5. Detect grain edges of white rice. Each binary image obtained from Step 4 is

operated by using the Canny operator to get the image edge of the rice

grains.

Step 6. Find the length of each grain in the image obtained from Step 5. The

distance of any pair of coordinates (xn, yn) for n ¼ 1, 2, 3, . . . ,N on

the edge can be computed by using the relationship (12.5):

d n; k½ � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xn � xnþkð Þ2 þ yn � ynþk

� �2q
ð12:5Þ

where k ¼ 1, 2, 3, . . . ,N � n. Then, the longest distance (d[no, ko]) is

obtained from finding the solution of the optimization problem as given

by the relationship (12.6):

max
n 2 1; 2; 3; . . . ;Nf g^

k 2 1, 2, 3, . . . ,N � nf g
d n; k½ � ¼ d no; ko½ � ð12:6Þ

Step 7. Classify the length of the rice grain according to the RST. Each length of

the rice grain on the image obtained from Step 6 is divided into the

following four groups: Long Grain Class 1 (�7.0 mm), Long Grain Class

2 (�6.6–7.0 mm), Long Grain Class 3 (>6.2–6.6 mm), and Short Grain

(�6.2 mm) as defined in Table 12.1.
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Step 8. Specify grades of the rice grain. Count the number of the rice grains in each

group of the image obtained from Step 7 to find proportion of the group for

classifying the grade of the rice grains as defined in Table 12.1.

Step 9. Display the results indicating the obtained grade of the rice grain in each

image through the computer monitor.

12.3 Results and Discussions

To test the efficiency of the developed algorithm, each length of the rice grain on

500 images is calculated by using the algorithm as mentioned in Sect. 12.2. The

obtained length of the grain is compared with that of the grain, which is measured

with a vernier caliper, as shown in Fig. 12.3. The algorithm also provides good

efficiency with the mean absolute error of 0.01 mm.

In addition, 300 grain images with some grains per image are used to test the

effectiveness of the grain classification by using the developed algorithm with

structural elements of six sizes. In Table 12.2, the rice grains can be divided into
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Fig. 12.3 A plot of the

grain length obtained from

the algorithm and the

vernier caliper

Table 12.2 The classification results

Pixels

White rice 100 % Grade A White rice 100 % Grade B White rice 10 %

True False Sum True False Sum True False Sum

3� 3 94 6 100 99 1 100 100 0 100

5� 5 99 1 100 99 1 100 100 0 100

7� 7 99 1 100 99 1 100 99 1 100

9� 9 99 1 100 99 1 100 98 2 100

11� 11 100 0 100 97 3 100 95 5 100

13� 13 100 0 100 49 51 100 2 98 100
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three grades: 100 % Grade A, 100 % Grade B, and 10 % for each case of the

structure elements. It is clear that the 5� 5 structural element provides the highest

accuracy of grain classification for the three grades. The accuracy for 10 % Grade is

100 %, and the accuracy for 100 % Grade A or 100 % Grade B is 99 %. The dataset

is shown in Table 12.2.

12.4 Conclusions

The developed algorithm can be applied for the grain classification of white rice

with the average accuracy of 99.33 % for the three grades: 10 % and 100 % Grade A

and B. The algorithm also provides highly accurate length of the grain length with

the mean absolute error of 0.01 mm.
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Chapter 13

Applying ZigBee Wireless Sensors
and Photovoltaic System to Plant Factory

Shun-Peng Hsu, Yi-Nung Chung, Chih-Chung Yu, and Young-Chi Hsu

Abstract This study proposes to apply wireless monitor and photovoltaic

(PV) system to plant factory. The major structures include solar energy system,

ZigBee wireless sensor network, and plant factory. In this system, the photovoltaic

panels produce energy and the charge controller is used to manage the energy

consumption of the load. In order to monitor the plant factory, a ZigBee wireless

sensor system is applied. It will monitor the environment situations of the plant

factory and supply the information of temperature, humidity, and illumination via

the computer network. The system will adjust the environment conditions to

enhance the plant growth. According to the experimental results, the system

proposed in this chapter can enhance the growth of the plants and reach the goal

of saving energy also.

Keywords Plant factory • Solar energy power • ZigBee wireless sensor network

13.1 Introduction

Due to human overexploitation of energy resources, the demand of energy is

increased significantly in recent years. Because of large amounts of factories and

automobiles produce CO2 which will enhance the greenhouse effect. It causes

global warming and climate change. Therefore, the renewable energy has played

an important role today. In this chapter, a solar power system [1, 2] is applied for the

plant factory to reduce the CO2 concentration of atmosphere. The solar cell can

convert light energy to electrical energy by two effects which are the
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photoconductive effect and the internal electric field. The solar power transforma-

tion is affected by two major factors which are sun radiation and temperature. In

general, the transformation efficiency of solar panel is low, so the maximum power

point (MPP) tracking (MPPT) algorithm [3, 4] must be applied to enhance the solar

energy.

On the other hand, traditional agriculture is seriously affected by the environ-

ment, so the concept of plant factory getting more and more attention in recent

years. Many companies and researchers have invested in this research area and

developed greenhouses or plant factories [5]. There are some factors that will affect

the growth of plants, which are the water supply, strength of the light, concentration

of CO2, and temperature. In a general greenhouse, it usually uses soil tillage. Even

though the environment conditions of greenhouse can be controlled and managed,

but the soil nutrients and moisture content will change day by day. The values of

electrical conductivity (EC) and PH will change also. To control and measure the

EC and PH values are not easy. The soilless cultivation is one of the solutions. In a

particular environment such as a plant factory [5], these factors can be controlled

and can enhance the growth rate of plants. In order to control these factors, one

wireless monitoring system is adopted in this system also. In this research, one plant

factory is developed for soilless cultivation. This plant factory combines wireless

transmission technology using ZigBee sensor [6], therefore the administrators can

control and monitor the plant factory in real time.

ZigBee is a wireless technology, which is used for short distance wireless

transmission. ZigBee has its own unique wireless standard, so it can transmit

signals between many different sensors and communicate with each other. Because

it is short distance signal transmission equipment, if you want to spread far distance,

you should use the deliver way to get to the final PC for analysis and access. This

study uses ZigBee wireless sensor network to monitor various environment infor-

mation and to control the plant factory situations. ZigBee has the following

characteristics which are power saving, high reliability message transmission, and

expansion capability. If on the data transmission side there is no confirmation

message received, it will send a message to ensure the reliability of data transmis-

sion. ZigBee can also be made with other existing internet connections, even via the

internet to control two ZigBee devices in different places.

13.2 System Design

In this research, one plant factory is developed for soilless cultivation. The light

source uses LED light and the EC and PH values are controlled also. In order to

monitor the plant factory situations, the ZigBee technology is applied to monitor the

lightness, temperature, etc. The major parts of this system include solar power

system, ZigBee wireless sensor network, and plant growth equipment, which are

described as follows. The solar power system is consisted of an array of solar

photovoltaic (PV) panels to collect solar energy, and through a charge controller to
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control the power management based on sunshine situations. If the current of PV

array is under a certain threshold value, the controller switches to discharge mode,

then the electric energy will be supplied by the storage battery or grid power

system.

The output power of a solar energy system is depended on solar irradiation and

temperature conditions. In order to obtain the maximum output power, the MPPT

algorithm is adopted in a solar energy system. In this chapter, an improved method

based on Perturbation and Observation method (P&O) [3, 4] is developed. The

basic concept of the P&O method, the current operating point and the subsequent

perturbation point, then observes whether the output power should move up

towards the MPP within one sampling period. After that, the comparison process

will be repeated periodically in every sampling. Such algorithm results in more

perturbation loss. An improved tracking algorithm for a solar energy generation

system is designed in this chapter. Figure 13.1 shows the flow chart of an improved

Fig. 13.1 Improved P&O tracking algorithm

13 Applying ZigBee Wireless Sensors and Photovoltaic System to Plant Factory 101



MPPT method. The operation of a PV module can be divided into two characteristic

areas. Augmenting the PV module voltage increases the power when operating on

the left region of the MPP and decreases the power when on the right of the MPP.

The PV module output voltage and current are detected first to calculate its output

power, then the given output power is compared with the preceding one. After

comparison, the voltage value is checked once again to avoid power loss caused by

misjudgment. Finally, the duty value is shifted to determine the subsequent step of

scaling up or down the load.

In order to monitor the plant factory situations, a ZigBee technology is applied in

this system. ZigBee is a wireless sensor to monitor and control the entire system

whose architecture is shown as Fig. 13.2. It monitors important environment

information such as lightness, temperature, and humidity. The information is

detected by sensors which transmit them to the receiving terminal device through

wireless transmission. This information can also transmit to a computer and present

to users. Moreover, it uses the software to access this information and to the control

functions of entire system.

13.3 Experimental Results

In the experiment, several different situations are considered. Based on soilless

cultivation, different illumination time for the plant growth is adopted. The elec-

trical conductivity (EC) and PH values of hydroponic solution are to maintain

constant in first experiment. In second experiment, both EC and PH values are

inconstant. The entire system is monitored by ZigBee system. According to the

Fig. 13.2 ZigBee wireless sensor and control architecture
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experimental procedure described as above, the net weight change of plants after

the period of fifteen days of cultivation is shown in Table 13.1. Based on the

experimental results, the plant average net weight is heavier if the illumination

time is longer. Moreover, the plant average net weight is heavier when both EC and

PH values are kept constant.

13.4 Conclusions

In this research, one plant factory is developed for soilless cultivation. The LED

light source is used and the EC and PH values are under control also. In order to

monitor the plant factory situations, the ZigBee technology is applied to monitor the

lightness, temperature, and humidity. Based on the experimental results, the plant

average net weight is heavier if the illumination time is longer. Moreover, the plant

average net weight is heavier when both EC and PH values are kept constant. We

convince that the system proposed in this chapter can enhance the growth of the

plants and reach the goal of saving energy also.

Acknowledgement This work was supported by the National Science Council under Grant NSC

102-2221-E-018-018-.

Table 13.1 Plant net weight change during the experimental period

Illumination

time (h)

No. of

plant Day 1 Day 15

Net weight

change

Average

weight (g)

EC and PH

values

12 1 4.16 26.78 22.62 20.46 Constant

2 3.7 22.53 18.83

3 3.99 23.93 19.94

12 1 3.39 17.8 14.41 16.15 Inconstant

2 3.48 17.23 13.75

3 3.38 23.67 20.29

18 1 1.81 29.77 27.96 24.82 Constant

2 2.47 30.78 28.31

3 2.04 20.22 18.18

18 1 1.49 32.39 30.9 23.43 Inconstant

2 2.44 13.14 10.7

3 1.73 30.42 28.69

24 1 4.80 53.89 49.09 43.37 Constant

2 5.25 43.15 37.9

3 4.34 47.47 43.13

24 1 3.97 37.6 33.63 42.75 Inconstant

2 5.07 55.45 50.38

3 4.0 48.25 44.25

13 Applying ZigBee Wireless Sensors and Photovoltaic System to Plant Factory 103



References

1. Huang, B.J., Hsu, P.C., Wu, M.S., Chen, K.Y.: A high-performance stand-alone solar PV power

system for LED lighting. In: Proceeding of IEEE 35th Photovoltaic Specialists Conference

(2010)

2. Wahab, H.A., Dukea, M., Carson, J.K., Anderson, T.: Studies of control strategies for building

integrated solar energy system. In: Proceeding of IEEE First Conference on Clean Energy and

Technology CET (2011)

3. Wang, F., Wu, X., Lee, F.C., Wang, Z., Kong, P., Zhuo, F.: Analysis of unified output MPPT

control in subpanel PV converter system. IEEE Trans. Power Electron. 29(3), 1275–1284
(2013)

4. Gules, R., De Pellegrin Pacheco, J., Hey, H.L., Imhoff, J.: A maximum power point tracking

system with parallel connection for PV stand-alone applications. IEEE Trans. Ind. Electron.

55(7), 2674–2683 (2008)

5. Chuang, K.-C., Juang, D.-J., Liu, W.-C., Chung, Y.-N., Hsu, C.-H., Hu, Y.-N.: A dynamic load

variation circuit design of perturbation and observation method for a solar power system. ICIC

Express Lett. B Appl. 2(4), 765–769 (2011)

6. Faheem, I., Siddiqui, A.A., Byung Kwan, I., Chankil, L.: Remote management and control

system for LED based plant factory using ZigBee and Internet. In: Advanced Communication

Technology (ICACT) (2012)

104 S.-P. Hsu et al.



Chapter 14

Applying Particle Filter Technology
to Object Tracking

Tun-Chang Lu, Shun-Peng Hsu, Yu-Xian Huang, Yi-Nung Chung,

and Shi-Ming Chen

Abstract This study proposes an approach to track moving objects and to predict

the observed targets based on the particle filter. This system includes three parts

which are the foreground segmentation, the partial filtering, and the particle filter

for tracking objects. In order to estimate the location of next state and track the

moving objects, it applies the prior and current state based on the particle filter

technology. Experimental result shows that this method can track objects

accurately.

Keywords Particle filter • Foreground segmentation • Track objects

14.1 Introduction

In this chapter, the image processing and tracking techniques are applied to track

the moving objects. The preliminary processing is adopted before the image

processing. Many researchers usually use the optical flow and the background

subtraction methods to filter out the interest moving object for following process.

The optical flow method will suffer high computational cost and fail due to the

ambient illumination changes in the environment [1]. The background subtraction

method is easy to implement and has satisfied low computable cost, nevertheless,

it will be influenced by the surrounding illumination and the environment condi-

tions [2]. This chapter proposes to use the temporal differencing method which uses

properly in the dynamical background and don’t often modify the reference back-

ground [3]. That also has lower computational time and less influence by the

ambient illumination.
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The National Television Standards Committee (NTSC) system for color space

conversion is used in image segmentation that can lower the shadow effect which

affects the tracking correctness. Tracking the moving objects is the major operation

after preliminary image processing. The algorithm of particle filter is applied to

trace object in this chapter. The particle filter is applied to the non-Gaussian

background which represented by state spatial model in the nonlinear dynamical

system. It extends the traditional Kalman filter features and don’t have any restric-

tions to the system noise and noise measurement, then, is properly used in the

nonlinear system and have more precise-to-close prediction and reach the real-time

tracking [4].

14.2 Image Processing

The input image should be identified in the moving object from background before

the tracking process. This chapter proposes to use the temporal differencing method

to extract the moving objects. This method subtracts current picture with previous

picture in the cluster of image to obtain the moving object continuously. The object

tracking will be affected by the ambient illumination change and shadows that

cause some interference to get miscalculation. So, a proper color conversion must

be done for the preprocessing. This chapter uses the NTSC system to convert the

RGB image because it can provide the luminance, hue, and color saturation of input

image. The luminance presents the gray level information in which the hue and

saturation present the color information [5].

In order to filter out noise, this chapter uses an adaptive median filter (AMF) [6]

to decrease noise that can prevent the general median filter causing the original

image to be blurred and distorted. The algorithm of AMF has two main definitions.

The output value will be the original intensity if the median value of gray level

intensity and the intensity of current processing position are between the maximal

and minimal value in the mask. If the above conditions are not met, the mask size

will be increased and repeat this examination, otherwise the output is median value.

In the process, it should apply the binary transformation with a proper threshold to

the previous processed images for clearly obtaining the moving object in image.

The binary images may have some fractures or unfilling situation. This chapter

applies the morphological closing to optimize the binary image.

14.3 Particle Filter

In this chapter, a particle filter algorithm is applied to track targets. Particle filter

that uses recursive computing to update the random discrete probability density

function offers a probabilistic framework for dynamic state estimation. The track-

ing conception of particle filter is to maintain a probability distribution over the
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state of the traced object. Particle filter uses a set of weighted samples or particles to

exhibit this distribution. So, each particle represents a forecast which is one possible

location of the traced object. The set of particles will have more weight at positions

that the traced object is possible to be there. This weighted distribution is propa-

gated through time by using the Bayesian filtering equations, hence, which can

determine the object trajectory by taking the particle with the highest weight at each

time step.

At initial state, first it creates a group of particles x i0
� �Ns

i¼1
from the prior

probability P(x0) and ω i
k, i ¼ 0, . . . ,Ns

� �
is associated weight for x i0:k, i ¼

�
0, . . . ,Nsg. The particle weights update to current state and posterior probability

of object state at k time can be discretely weighted.

p x0:kjz1:kð Þ �
XNs

i¼1

ω i
kδ x0:k � x i0:k
� � ð14:1Þ

The set of particle x i0:k
� �Ns

i¼1
can be obtained from importance density function

q x0:k�1

��z1:k�1

� �
and then

ω i
k /

p x i0:k
��z1:k� �

q x i0:k
��z1:k� � ð14:2Þ

where

q x0:k
��z1:k� � ¼ q xk

��x0:k�1, z1:k
� �

q x0:k�1

��z1:k�1

� � ð14:3Þ

The posterior probability density function can be represented by

p x0:k z1:kjð Þ ¼ p zk x0:kj , z1:k�1ð Þ p x0:k�1 z1:k�1jð Þ
p zk z1:k�1jð Þ

¼ p zk xkjð Þ p xk xk�1jð Þ
p zk z1:k�1jð Þ p x0:k�1 z1:k�1jð Þ

/ p zk xkjð Þ p xk xk�1jð Þ p x0:k�1 z1:k�1jð Þ

ð14:4Þ

That can obtain the update formula of importance weights by using the formulae

(14.3) and (14.4) to substitute in the formula (14.2). Then the formula of importance

weights is

ω i
k /

p zk x
i
k

��� �
p x ik x

i
k�1

��� �
p x i0:k�1

��z1:k�1

� �
q x ik x

i
0:k�1; z1:k
��� �

q x i0:k�1

��z1:k�1

� �
¼ ω i

k�1

p zk x
i
k

��� �
p xik x

i
k�1

��� �
q xik x

i
0:k�1; z1:k
��� � ð14:5Þ
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Each importance weight ωi
k represents the quality to the associated input series

of xik, therefore, the samples with low weight mean being not the major part of

posterior distribution that tend to useless samples and seem helpless for final

estimation. Too many useless samples cause the filter low computing and the

degeneracy problem. To decide amount of degeneracy, that needs to define

the standard measurement approximation Neff for associated effective samples.

The definition is

Neff ¼ Ns

�
1þ var

q 	
��z1:k� � ω i

k

� �� �
� Ns ð14:6Þ

The var(ωi
k) is the squared error of ωi

k. Usually, Neff cannot be calculated

accurately, but it may obtain approximation from the following formula.

N̂ eff ¼ 1XNs

i¼1

ω i
k

� �2 ð14:7Þ

From this formula, that means the degeneracy problems are serious if the Neff is

lower. Hence, first to set the thresholds Nthreshold of effective samples, it should

resample whenNeff ¼ 1=
XNs

i¼1

ω i
k

� �2
< Nthreshold. That needs to eliminate particles

with low weight and choose more particles in more probable regions which

replicate the effective sample with higher weight to make up the discarded samples

previously. Figure 14.1 is the diagram of resampling.

The above circles represent particles before resampling and the radius is directly

proportioned to associated weight value. The below circles represent particles after

resampling and own the same weight 1/Ns. That will increase the sampled proba-

bility after larger particles (higher weight) are divided into more particles and also

solve the particle shortage and degeneracy problems.

Fig. 14.1 Diagram of resampling
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After obtaining the importance density function q x0:k
��z1:k� �

and normalizing the

weights, then, that can figure out the following estimation and trace the object

trajectory. The estimation of state and estimation of square error are shown as

follows.

x̂ x ¼
XN
i¼1

ω i
kx

i
k ð14:8Þ

Pk ¼
XN
i¼1

ω i
k x ik � x̂ k

� �
x ik � x̂ k

� �T ð14:9Þ

If the tracked object is still in image read from the input films, the scheme should

go back to step 2 for keeping on the recursive computing and object tracing. That

should stop the particle computing and cease the object tracking if the tracked

object leaves the image or disappears which is determined when no object present

in the input image. It will not waste computing resource to calculate during no-

objects-exist state.

14.4 Experimental Results

This chapter chooses two different scenarios for experiment which have indoor and

outdoor situations that include various interference factors to verify the proposed

method. Figure 14.2a is an indoor scenario without illumination change. At initial-

ize step, the particles have been spread with uniform distribution in image which

sets the total particle number to 500. That should begin to track and circle the object

when it appears in image. This situation can be traced accurately which is shown in

Figs. 14.2b and c, respectively.

In this scenario, the moving object will be interfered by the vivid illumination

change and accompanied shadow, but the tracking is not influenced as shown in

Fig. 14.3.

Initialization Tracking processing Tracking processing

(a) (b) (c) 

Fig. 14.2 (a) Initialization, (b) tracking processing, and (c) tracking processing
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This chapter uses likelihood level to analyze the experiments. The design

method put in 500 particles to track object at the initialized state. That will capture

the first 10 % particles of higher likelihood value (50 particles) to examine the

likelihood level of every frame. To inspect scenario A, the observed object appears

at 0.5 s (12th frame), so the prior frames’ likelihood value is zero as shown in

Fig. 14.4a. The average of likelihood value for later frames is high and proven to

have good tracking. In the scenario B, the likelihood value that is shown in

Fig. 14.4b will undulate obviously owing to be interfered by the violent illumina-

tion change, but that can still keep above a good value which do not cause to lose

the tracked object.

14.5 Conclusions

This chapter applied an algorithm of particle filter to solve the problems suffered

from image tracing process. The scenarios of image tracking will be varied by many

factors such as shadow interference, object sheltered, and illumination change. That

Fig. 14.3 Object tracking for illumination change and shadow interference
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Fig. 14.4 (a) Likelihood of scenario A and (b) likelihood of scenario B
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can lead to the erroneous system operation and affect the tracking result. This

chapter simulates these various interference conditions for experiment. According

to the experimental result, it can prove the image processing technology proposed

by this chapter which may eliminate these interference factors in the tracking

process and cause this system better to obtain the object tracking accurately.

Acknowledgment This work was supported by the National Science Council under Grant MOST

103-2221-E-018-017.
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Chapter 15

Measurement of Thickness and Refractive
Index of Optical Samples in FD-OCT
with Two Orthogonal Polarized Lights

Ya-Fen Chang, Yu-An Chen, and Hsu-Chih Cheng

Abstract This chapter proposed an improved structure of frequency-domain

optical coherence tomography (FD-OCT) which can measure the thickness and

the refractive index of unknown sample simultaneously. In the conventional

FD-OCT system, the mirror signal and autocorrelation terms will be generated

after the inverse Fourier Transform and result in measurement range is restricted.

Therefore, this study presents an improved method using the theory of phase-

shifting algorithm with two orthogonal polarized lights to increase measurement

range and eliminate unnecessary noise. By phase-shifting algorithms, eliminating

unnecessary noise becomes possible and the measurement range is doubled. In

other words, the structure of FD-OCT achieves simultaneous measurement of

thickness and refractive index of optical samples based on full-range measurement.

Keywords Optical coherence tomography (OCT) • Optical imaging • Orthogonal

polarized lights

15.1 Introduction

Optical coherence tomography is a novel imaging technique. In recent years, with

the expansion of the diagnosis region and required higher resolution [1], optical

coherence tomography has continued in the development. Optical coherence

tomography technology becomes more sophisticated, it can measure the internal

structure of biological tissue [2], perform internal transverse cross-sectional images

with high-resolution, high-speed image capture rate, high detection sensitivity, and

three-dimensional imaging technology [3]. It is also a common application in

ophthalmology, for example detects retinal imaging and nerve fiber thickness [4].
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A phase-retrieval algorithm which is an optical signal-processing method in

frequency-domain optical coherence tomography (FD-OCT) has been proposed [5].

However, this method is tedious and time-consuming because standard phase-

retrieval algorithms need five interferograms. Then a phase-shifting method is

applied in the FD-OCT, the method can be used to eliminate the coherent noise

terms and the dc peak only need two recorded interferograms [6]. It utilized phase-

shifting algorithm to achieve high-speed and long-depth-range probing by

FD-OCT. Adding polarization plates and quarter-wave plates with appropriate

angles into the OCT structure so that a π/2 phase shift is obtained between two

orthogonally polarized lights [7]. It can achieve a full-range measure of the

thickness of unknown sample. In this chapter, the improved structure of FD-OCT

to simultaneously measure thickness and refractive index of unknown samples have

been presented. By phase-shifting algorithms over two orthogonally polarized

lights, eliminating those unnecessary noise terms becomes possible, and the mea-

surement range is doubled.

15.2 Theory and Schematic of Proposed FDOCT Scheme

As shown in Fig. 15.1, the proposed FD-OCT setup consists of a low-coherence

light source, one polarizer, a quarter-wave plate, two beam splitters, three mirrors,

and an optical spectrum analyzer (OSA). In architecture, the light source SLD is

divided into three main optical paths by two beam splitters. The SLD light source is

divided into three optical paths (MR-arm, ML-arm, MS-arm) by beam splitters BS1

and BS2. The path MR-arm is a reference arm used to detect, ML-arm is another

reference arm, and MS-arm is a sample arm. The light source is ASLD155-200-B-

FC with a power of 10.6 mW, central wavelength of 1,550 nm, and spectral

bandwidth of 40 nm.

Fig. 15.1 Schematic illustration of proposed FD-OCT scheme (SLD super luminescent diode, P1

polarizer, QWP quarter-wave plate, BS1 and BS2 beam splitter, S sample,MR,ML, andMS mirror,

C collimator, OSA optical spectrum analyzer)
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To obtain the first interferogram, the light source passing through the polarizer

P1 placing 0� and then through a quarter-wave plate (QWP) placing 0� and divided

into three main optical paths by two beam splitters. Then the reflected light from

these three mirrors and sample is obtained in the OSA. It generated the first

interferogram and records it in the OSA. The second interferogram is obtained

from the polarizer P1 placing 90�. It can generate a π/2 phase difference interfer-

ogram with the first interferogram. The two interferograms (0� and 90� phase

difference) are received by the OSA. After using phase-shifting algorithm [6, 7],

the information such as thickness and refractive index of the unknown sample can

be obtained. It utilizes the interference signals from MR, ML, and MS arms

to measure the thickness and the refractive index of the unknown sample. Before

measuring the unknown sample, it is necessary to calibrate the optical path

length of the mirror ML the same as the mirror MS when the sample has not been

placed in MS arm.

As shown in Fig. 15.2 A, B, D, and C are the surfaces of sample (front-surface

and back-surface), MS, and ML, respectively. P1 is the optical path length of

reflected light from the front-surface of the unknown sample, P2 is the optical

path length of reflected light from the back-surface of the unknown sample, P3 is the

optical path length of reflected light from the mirror MS, and P4 is the optical path

length of reflected light from the mirror ML. Due to addition of the unknown sample

in MS arm thus increasing the optical length, P3 and P4 are not the same optical path

lengths. The relationships between P1, P2, P3, and P4 are shown below:

d1 ¼ P2 � P1 ¼ ns � L ð15:1Þ
d2 ¼ P3 � P4 ¼ ns � nað Þ � L ð15:2Þ

From the above (15.1) and (15.2), the following relationship can be derived:

ns ¼ na � P2 � P1

P2 � P1ð Þ � P3 � P4ð Þ ¼ na � d1
d1 � d2

ð15:3Þ

where ns is the refractive index of samples, na is the refractive index of air, L is the

thickness of the unknown sample. In the above formulas, the thickness L and the

refractive index ns of the unknown sample can be obtained.

S

ns

L

A

B

D

C

MS

ML

P1

P2

P3

P4

Fig. 15.2 The optical path

length of each surface by

the ML and MS arm
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15.3 Experimental Results

Before measuring the unknown sample, the calibration of the optical path differ-

ence between the ML-arm and the MS-arm is needed. Then, the next step needs to

insert a glass plate with refractive index 1.5 and thickness 1.09 mm as the unknown

sample to measure. In this article, the measurement position is a short distance in

front of the sample.

Figure 15.3 shows that the two interferograms (0� and 90� phase difference) are

obtained from the OSA. These two interferograms can use the phase algorithm to

obtain the final result as shown in Fig. 15.4. Figure 15.4a is the conventional IFFT

transfer of Fig. 15.3a. Obviously, the result shows the fourmain peaks ofA,B, C, andD

Fig. 15.3 (a) The first interferogram with (green line) and without (blue line) DC filtering;

(b) The second interferogram with (green line) and without (blue line) DC filtering

Fig. 15.4 (a) The conventional IFFT result of FD-OCT interferogram and (b) the IFFT result of

two interferograms by phase-shifting algorithm
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in the right part and their mirror images in the left part. After using the phase

algorithm, the mirror images of A, B, C, and D are suppressed as shown in Fig. 15.4b.

After using (15.1)–(15.3), it can be obtained, the measured value of the thickness

and the refractive index. For the measurement in the phase-shifting FD-OCT, the

measured values of thickness and the refractive index are 1.0802 mm (deviation is

about 0.899 %) and 1.522 (error of 1.47 %) respectively at this measurement

position.

15.4 Conclusions

This study presents a new method to eliminate unnecessary noise and simultaneous

measurement of thickness and refractive index of optical samples. Using π/2 phase-
shifting on two orthogonally polarized light and adding a new reference arm make

this system achieve full-range measurement. In the measurement, the unnecessary

signals that cannot be completely eliminated. The reason is that the polarizer’s or

the quarter-wave plate’s angle are not accurate enough. The other reason is that the

intensity received by two OSA is not equal. However, the phase-shifting FD-OCT

has a disadvantage that the system can’t measure the birefringence sample. It also

needs double measuring time in this system.
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Chapter 16

Fabrication of a Peristaltic Micropump
with UV Curable Adhesive

Yi-Chu Hsu, Jeffrey Levin, and Hsiao-Wei Lee

Abstract This chapter describes a method to fabricate a peristaltic micropump

using UV curable adhesive (NOA81). This study utilized replication method to

fabricate UV curable adhesive-based structure. NOA81 was also used as a bonding

material to fabricate micropump’s main body, which consists of two PMMA plates

and UV structure. In this study, NOA81 reached a fully cured state in 10 min and

the highest bonding strength is 10.18 J/m2. Partially cured NOA81 mold would

produce bad replication effect, because during partially cured period, a slight

amount of pressure will change the geometry. Under confocal microscope, the

geometrical errors from fully cured and post-cured NOA81 structure mold are

below the maximum tolerance (10 %). The highest membrane displacement and

flow rate of the micropump are 0.824 μm and 21.87 μL/min, respectively, while the

maximum backpressure is 4.42 Pa.

Keywords NOA81 • UV curable adhesive • Peristaltic micropump

16.1 Introduction

The majority of the micropumps reported are diaphragm micropumps [1]. An

example of a diaphragm micropump is peristaltic micropump. In a peristaltic

micropump, sequential actuations of actuating diaphragm in a desired fashion can

generate fluid flow rates in a controlled direction. Piezoelectric actuation is the most

popular method applied for peristaltic micropumps, because it has short response

time, a high output force at a lower voltage and commercially available. As a result,

piezoelectric actuation can be easily integrated in micropump system.

The high demand for micropumps is driving a need for a low cost fabrication for

mass productions. New material such as UV curable adhesive is gaining recognition
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in microfluidic field. Several researchers have published results in relation to the

fabrication of microfluidic devices from UV curable adhesive products, such as

NOA81 [2–4], NOA63 [5], NOA68, and NOA74 [6]. From these NOA types,

NOA74 (80–95 cps) and NOA81 (300 cps) have low viscosity than NOA63 and

NOA68 [7]. The lower the viscosity, the easier it will be to deposit the UV adhesive

on top of a substrate. Between NOA74 and NOA81, NOA81 (90-Shore D) has

higher hardness value rather than NOA74 (30-Shore D) [7]. In this work, PZT

actuation was used as a driving mechanism and this actuation type has a high output

force. The micropump’s structure (which was made by UV adhesive) should be able

to withstand the high output force. Based on these reasons, NOA81 was chosen to

become the micropump’s structure.

Bonding is also an important aspect of microfluidic, which is still quite chal-

lenging. The most common techniques are anodic bonding, chemical bonding,

ultrasonic bonding, and glue adhesive bonding. These techniques have some chal-

lenges in relation to cleanliness of the wafer, high temperature, and oxidation

problems. Glue adhesive bonding, due to its capillary effects, there is a chance

that the glue flows into the channels, thus blocking them. One of the advantages

from UV curable adhesives is that it can turn from liquid to solid state with UV light

in a short amount of time.

Even though UV curable adhesives have been utilized in microfluidic field, there

is no publication regarding the use of this material in the fabrication of a

micropump. In this chapter, the first workable peristaltic micropump ever made

from UV curable adhesive was fabricated. The peristaltic micropump will undergo

several experiments to determine the performance from this UV adhesive-based

peristaltic micropump. Razor blade test was performed to determine the bonding

strength of the NOA81. In this chapter, the NOA81 transfer characteristics were

investigated. A confocal microscope was utilized to measure the geometrical

changes of the micropump’s structure between PMMA mold and NOA81 structure

mold. Several conditions were investigated for NOA81 structure mold, such as

partially cured, fully cured, and post-cured mold.

16.2 NOA81 Transfer Characteristics

To investigate the replication effects between partially cured, fully cured, and post-

cured NOA81 mold, a confocal microscopy (KEYENCE, VK-X100/X200) was

used to measure the geometry change between PMMAmold and NOA81 mold. The

target areas of this investigation consist of 4 spots, which are the three channel’s

centers and one chamber (Fig. 16.1). The tolerance of the error from replication

effects is set to be 10 %. The geometrical error can be calculated using (16.1):

Error ¼ NOA81depth � PMMAdepth

PMMAdepth

� �
� 100 % ð16:1Þ
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16.2.1 Experimental Setup of NOA81 Transfer
Characteristics

Poured PDMS mold (Sylgard 184, Dow Corning) on top of PMMA master mold

and then put it in an oven and heated at 95 �C for 1 h. After 1 h, peeled off the

PDMS mold from PMMA master mold and deposited NOA81 on top of PDMS

mold around 0.25 cm3. PMMA plate was placed on top of NOA81. Cured the

substrate with UV light (UVA-201PO, 40 mW/cm). There are three conditions for

this experiment. Partially cured; three different curing times are 1, 5, and 10 min.

Consistency of the NOA81 mold; the depths of five NOA81 mold were measured in

order to know the reliability of the NOA81 to replicate microstructure. Post cured;
after fully cured the NOA81 molds were post-cured for 60 min to investigate

change in geometry.

16.2.2 Results and Discussions of NOA81 Transfer
Characteristics

One-minute and 5-min samples have error above 10 %. One-minute sample has

11.13 % error on CH 2 spot, while 5-min sample has 17.6 % error on CH 2 and

15.94 % on CM. Meanwhile, 10-min sample does not show any errors that exceed

the maximum tolerance. During partially cured period, a slight amount of pressure

during peeling can affect the geometry of the microstructure. In this case, the

NOA81 will reach the fully cured state in 10 min of curing. From five fully cured

samples, the geometrical errors are all below 10 %. It shows the consistency of the

NOA81 to replicate a microstructure, thus NOA81 is a reliable material to be used

in a replication method. The maximum error from post-cured NOA81 mold is

�4.29 % (minus means that post-cured mold has shallower depth than fully cured

mold). This result shows that post curing does not affect the structure’s geometry on

NOA81 mold.

CH 1 CH 2 CH 3

CM

Fig. 16.1 The four spots

of investigations under

a confocal microscope
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16.3 Bonding Characterization

Maszara et al. [8] proposed a simple and elegant way to measure the bonding

strength of a material known as razor blade method. A blade with known thickness

inserted between the bonded samples and a formula was developed to correlate the

crack length with the bonding strength in terms of surface energy (γ). Equation 16.2
[8] was used to calculate the surface energy.

γ ¼ 3Et2wt
2
b

32L4
ð16:2Þ

where E is the Young’s modulus, tw is the wafer thickness, L is the crack length, and

tb is the blade thickness.

16.3.1 Experimental Setup of Razor Blade Test

After the NOA81 transfer process, the NOA81 structure is sandwiched between

PMMA plates and clamped together to align the inlet, outlet, and chamber areas.

NOA81 was injected into the substrates using a syringe for six times. After each

injection, the NOA81 was partially cured for 1 min in order to prevent it from

blocking the channels. After the sixth injection, the curing times were varied.

Finally, the razor blade was inserted into the bonded sample and let the crack to

stabilize for a day.

There were two conditions for this experiment, each condition with five samples

(1, 3, 5, 7, and 10 min). These time variations were made during the sixth injection.

First condition, razor blades were directly inserted after curing. Second condition,
after curing, samples were heated on a hotplate at 50 �C for 12 h, then the razor

blades were inserted (symbolized with “H” to differentiate between the first

condition).

16.3.2 Results and Discussions of Razor Blade Test

The parameters used to calculate surface energy using (16.2) are as follows;

E¼ 3.1 GPa, tw¼ 1.2 mm, and tb¼ 0.45 mm. The highest surface energy for normal

and heated samples is 3.56 and 10.16 J/m2. The heated sample surface energy value

is almost four times bigger than the normal sample. During fabrication process of a

peristaltic micropump, after bonding process the micropump’s main body was

heated for 12 h at 50 �C on a hotplate to achieve the highest surface energy. Typical

values of adhesive surface energy for non-toughened adhesives are of the order of

10–100 J/m2, with 1-mm adhesive layer thickness [9]. This razor blade test proves

that the experimental results are reasonable.
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16.4 Fabrication Process of Peristaltic Micropump

The design of the peristaltic micropump used in this research is demonstrated in

Fig. 16.2. The microchannels depth and width are expected to be 200 μm and

80 μm, respectively. While the chambers depth is 15 μm. Hot embossing technique

was utilized to transfer the geometry on PMMA substrate from a master mold, made

from Unsaturated Polyester (UP) [10].

A mixture of silicon elastomer and a curing agent mixed at 10:1 ratio. The

mixture was stirred carefully and placed in an oven to be vacuumed in order to

remove the air bubbles. Placed the PMMA mold onto a flat surface of a glass petri

dish. Degassed PDMS was then poured on the PMMAmold. Placed the petri dish in

an oven and cured at 90 �C for 1 h. After 1 h, the PDMSmold was cut using a lancet.

NOA81 was used to create the UV mold. Poured NOA81 onto PDMS mold using a

pipette (
0.25 cm3) and placed PMMA plate on top PDMS mold and UV adhesive.

Fully cured the UV adhesive with UV exposure for 10 min using a commercial UV

light (UVA 201-PO, 40 mW/cm). PMMA top plate (which was cut to create a

linear array in rectangle shape) was brought into contact with UV structure and

clamped together. NOA81 was injected using a syringe on six sides of the clamped

PMMA plates. After every injection, NOA81 has to be partially cured for 1 min to

prevent it from blocking the microchannels. On the sixth injection, the adhesive was

fully cured for 10 min. After the exposure, place the substrates on a hotplate at

50 �C for 12 h.

Three 6-mm square piezoelectric plates were attached to glass substrates using

silver epoxy to create piezoelectric actuators for three micropump chambers.

Actuators with known thickness of 191 μm were attached to UV-based chambers

by epoxy.

16.4.1 Experimental Setup of Micropump Performance

The peristaltic micropump was actuated using a function generator and power

amplifier. Signals from function generator and power amplifier were displayed by

digital oscilloscope. The membrane displacement was measured using a fiber optic

measurement system (MTI Instruments, MTI 2000 Fotonic Sensor). The fotonic

sensor probe was positioned above middle PZT actuator and aligned above the

7

∅7

∅1

∅3

3

16

52

Fig. 16.2 Geometry of the

peristaltic micropump
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center of the actuator. In this research, the flow rate was estimated by using a

microbalance to measure the change in weight of the fluid over a specified amount

of time. The pumping fluid for all experiments was DI water. The experimental

processes commenced at a constant driving voltage of 100Vpp and frequencies

ranging from 25 to 400 Hz.

The backpressure of a micropump provides an indication of its pumping power.

The maximum backpressure of a micropump can be measured by gradually raising

the height of the output relative to the micropump and measuring the height of the

pumping fluid at which, the flow rate reduces to zero. In this work, the micropump

was driven by a constant 100Vpp and an excitation frequency of 37.5 Hz.

16.4.2 Results and Discussions of Micropump Performance

The maximum membrane displacement and flow rate are 0.824 μm and

21.87 μL/min, respectively. Both were achieved at 37.5 Hz excitation frequency.

The highest backpressure is 4.42 Pa. Previous work from Cheng [10], the flow rate

and backpressure is 133.6 μL/min at 400 Hz and 11.8 Pa. The biggest membrane

displacement is 0.98 μm at 37.5 Hz. There are no significant differences in

membrane displacement and backpressure. Cheng’s micropump has deeper channel

depth. Theoretically, shallower depth produces bigger fluidic resistance in

microchannel. The bigger the fluidic resistance, the smaller the flow rate will be.

The NOA81 has lower Young’s modulus (1.38 GPa) [7] rather than PMMA’s

(3.1 GPa). Probably during the actuation process, the deflections from PZT actua-

tors create a deformation on NOA81 structure, thus made the flow rate even

smaller.

16.5 Conclusions

A fabrication method for a UV adhesive-based peristaltic micropump was devel-

oped. UV curable adhesive has been served both as a bonding material and part of a

micropump main body.

In this study, the NOA81 reached the fully cured state in 10 min time. The

highest bonding strength is 10.16 J/m2. Under a confocal microscope, the geomet-

rical errors between PMMA mold and NOA81 structure mold were investigated.

For partially cured NOA81 mold, 1- and 5-min samples have errors above 10 %.

During partially cured state, a slight amount of pressure can change the

micropump’s structure geometry. For fully and post-cured mold, all of the samples

have errors below 10 %. This proved the consistency of the NOA81 to replicate

micropump’s structure.

The maximum membrane displacement and flow rate are 0.824 μm and 21.87 μL/
min, respectively. While the biggest backpressure of the micropump is 4.42 Pa.
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Shallower channel produce bigger fluidic resistance, as a result the micropump’s flow

rate is smaller. NOA81 structure is softer than PMMA, this happened because the

NOA81 structure undergoes a deformation during actuation process, making the flow

rate even smaller.

References

1. Laser, D.J., Santiago, J.G.: A review of micropumps. J. Micromech. Microeng. 14, 35–64
(2004)

2. Sollier, E., Murray, C., Maoddi, P., Di Carlo, D.: Rapid prototyping polymers for microfluidic

devices and high pressure injections. Lab Chip 11, 3752–3765 (2011)

3. Bartolo, D., Degre, G., Nghe, P., Studer, V.: Microfluidic stickers. Lab Chip 8, 274–279 (2008)
4. Wagli, P., Homsy, A., de Rooij, N.F.: NOA81 for fabrication of microfluidic devices with

adjustable surface properties and high chemical resistance against IR-transparent organic

solvents. In: Eurosensors XXIV Conference, Austria (2010)

5. Dupont, E.P., Luisier, R., Gijs, M.A.M.: NOA 63 as a UV-curable material for fabrication of

microfluidic channels with native hydrophilicity. Microelectron. Eng. 87, 1253–1255 (2010)

6. Mokkapati, V.R.S.S., Bethge O., Hainberger, R., Brueckl, H.: In: Microfluidic Chips Fabrica-

tion from UV Curable Adhesives for Heterogeneous Integration. IEEE, San Diego (2012)

7. Norland Optical Adhesive Information. http://www.norlandprod.com/UVdefault.html

8. Maszara, W.P., Goetz, G., Caviglia, A., McKitterick, J.B.: Bonding of silicon wafer for

silicon-on-insulator. J. Appl. Phys. 64, 4943–4950 (1988)

9. Kinloch, A.J.: Adhesion and Adhesives Science and Technology. Chapman and Hall,

New York (1987)

10. Cheng, P.Y.: Unsaturated polyesters as stamps for hot embossing of micropumps. Master

thesis, Southern Taiwan University of Science and Technology (2014)

16 Fabrication of a Peristaltic Micropump with UV Curable Adhesive 125

http://www.norlandprod.com/UVdefault.html


Chapter 17

Detecting Object Edges by Xtion Pro
and Open Sources

Cheng-Tiao Hsieh

Abstract Kinect is a popular device used in many applications such as interactive

PC games, robot, virtual reality, and 3D sensing. Especially in 3D sensing, many

researchers and engineers utilized Kinect-based devices to develop cheap 3D

scanners. 3D scanners usually provide a better and quicker way to support the

needs of 3D printing industry. This advantage is really helpful to speed up the

development of 3D printing industry. Regarding this fact, this chapter attempts to

propose an approach to track object edges. The approach is capable of detecting

edges of a given object by Xtion pro. Many existed edge detection methods have

been developed based on color information. However, this approach relies on

spatial information-depth to detect object edges. The approach had also been

developed successfully by open sources like OpenNI, OpenCV, and Point Cloud

Library. Developing a cheap 3D scanner for 3D printing market becomes possible.

Keywords Xtion pro • OpenNI • OpenCV • Point Cloud Library • Object edge

tracking

17.1 Introduction

The first generation of Kinect was developed by Microsoft and applied in Xbox

360 for supporting the needs of a natural interaction PC games by the end of 2010.

By means of its functions, users are able to control PC games intuitively through

human body gestures. Its successes have grabbed people’s attentions and encour-

aged researchers and engineers to further explore its possible applications in

various areas, such as robot, 3D sensing, virtual reality, etc. In robot industry,

engineers had successfully installed a Kinect on the top of a Quadrotor for detecting
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obstacles [1]. In medical area, researchers utilized a Kinect to capture and recognize

hand gestures and then to control a DaVinci robotic surgical system to operate a

surgery. In 3D sensing field, a Kinect had been implemented as a key component of

a 3D scanner, such as ReconstructMe and KinFu [2].

The price of the Kinect-based scanners is much cheaper than other scanners in

current market. This advantage does open the gate of 3D scanning-related applica-

tions, such as Reverse Engineering, computer animation, 3D printing, etc. Espe-

cially in 3D printing industry, a Kinect-based scanner is capable of creating

available models to support a building task of 3D printers. According to this

advantage, this chapter attempts to develop an approach for implementing an

Xtion Pro capable of detecting edges of objects automatically. Most of these

methods of tracking object edges depend on image processing. However, this

study proposed an object tracking approach based on the depth map captured by

Xtion pro. After object edges are detected by this approach, the objects can be

easily extracted from a raw depth map. In the future, those processes will be

integrated to a completed 3D Kinect-based scanning system.

17.2 Motion Sensing Device

Microsoft Kinect consists of a set of motion sensing devices including multi-array

microphone, RBG camera, and depth sensor [3]. The multi-array microphone is an

array of four microphones which provide users to control application by voice. The

RGB camera is used to capture a color RGB image. By an appropriate 3D regis-

tration, a color image can be mapped into a correspondent depth map for creating a

color point cloud. About the depth sensor, it consists of an infrared projector and a

monochrome CMOS. It is based on the principle of the structured light to capture

depths. Figure 17.1a shows an Xtion Pro, a motion sensor developed by ASUS. It

only generates a depth map. A projected infrared pattern as shown in Fig. 17.1b is

used to find correspondences and further to generate a depth map. The SDK of

Xtion Pro is OpenNI, an open source of Kinect framework [4]. In the end of 2013,

Infrared 
projector

Monochrome 
CMOS

a b

Fig. 17.1 (a) ASUS’s Xtion Pro motion sensing device and (b) infrared pattern image
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PrimeSense was bought by Apple Inc. The official OpenNI website had been closed

in April 2014, but OpenNI users still can obtain the last edition of OpenNI from the

Structure Sensor official website.

17.2.1 Accuracy Issue of an Xtion Pro

The official ASUS’s specification indicates that the available working range of

Xtion Pro is in the interval from 0.8 to 3.5 m. As we know, long working distance is

not appropriate for small and detail feature scanning. According to this problem,

Xtion Pro does support a near field mode for small and detail feature scanning. The

working range under a near mode had been upgraded to the interval from 0.4 to

3.5 m. The scanning resolution of Xtion Pro is dependent on the resolution of its

infrared monochrome CMOS. Based on the ASUS’s specification, its maximum

resolution is 640� 480 in 30 fps video ratio. This notes that the amount of depths

captured by Xtion Pro must be less than 307,200. This study only focused on the 3D

sensing applications. In order to obtain accurate depths from Xtion Pro for

advanced 3D sensing applications, this study utilized the maximum setting param-

eters to explore the accuracy of depths received by Xtion Pro. To do that, this study

set up an experiment. An Xtion Pro was installed in front of a blank board to receive

a set of sequent depth maps with a constant video ratio, 30 fps as shown in

Fig. 17.2a. The distance between Xtion Pro and blank board is about 1,415 mm.

Figure 17.2b shows the obtained depths based on the first video frame.

In order to analyze the accuracy of the depths from Xtion pro, this study utilized

Xtion Pro to collect several pairs of depth maps captured by sequential Xtion Pro

frames. Since the Xtion Pro was fixed, theoretically the deviations of correspondent

depths within each pair of sequential depth maps should be indicated. Unfortu-

nately, the obtained results are not as we had expected. Figure 17.3 shows the

Fig. 17.2 (a) An infrared capturing scene of Xtion Pro for an accuracy analysis process and

(b) a depth map received by Xtion Pro with a constant video ratio 30 fps
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maximum deviations of several pairs of depth maps. From the figure, it illustrates

the maximum deviations disturbed around the interval between 13 and 31 mm. The

average of the maximum deviation is 20.712 mm. According to this result, a top

threshold used to remove depth errors can be set up to 20.712 mm.

Figure 17.4 shows the deviation maps calculated based on pairs of sequential

depth maps. Figure 17.4 shows an error filters with various lower thresholds. The

filter is similar to a pass-through filter which only removes the errors less than a

given threshold called a lower threshold. Based on the result as Figs. 17.3 and 17.4b

indicate that Xtion Pro errors can be removed from a depth map when the lower

threshold is larger than the average of the maximum deviations.

Fig. 17.3 The maximum deviations of pairs of sequential depth maps

Fig. 17.4 (a) A deviation map based on the threshold value 0 mm and (b) a deviation map based

on the lower threshold value 21 mm
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17.3 Approach Description

The main task of this approach is to track object edges by an Xtion Pro. Most of

the existing methods for tracking object edges are dependent on color or gray

intensity [5]. It means that those existing methods require a RGB or B/W camera

to capture color or gray intensity information from camera scene for further object

edge tracking. Unfortunately, Xtion Pro doesn’t support image information and it

can only generate depth map. Due to this limitation, this study attempted to utilize

depth information to detect object edges. In 2013, author had presented a novel

approach to extract one or multiple objects from the depth maps of Xtion Pro [6, 7].

Actually, the approach was developed based on the principle of the Background

subtraction. The approach requires users to take a background depth map first. This

requirement may be inconvenient to users. According to this limitation, author tried

to seek an alternative approach which is capable of performing object extraction

without the prerequirement.

The approach had been successfully completed to detect object edges based on a

set of spatial information—depths. By means of the approach, object edges can be

detected and its results can further support to construct a friendly object extraction

method. The flow chart as shown in Fig. 17.5 illustrates the workflow of the

approach. In order to make an Xtion pro ready to perform specific tasks, the

OpenNI library was introduced to configure and control Xtion Pro. The configura-

tions include setting video frame ratio, video resolution, and output data type.

Starting device and closing device during a task can also be done by OpenNI [4].

The second step is to receive a sequence of depth maps. The third step is to

calculate deviations of correspondent depths in each pair of sequential depth

maps. Since the Xtion pro is fixed in the entire process, a correspondent depth of

a given depth can be defined easily without using algorithm. Once deviations are

calculated, those deviations also can be collected into a deviation map. The forth

step is using a filter to remove the defined errors. The intensities of the errors must

be less than a given threshold. The filter had been developed by the Point Cloud

Library [8]. The final step is to visualize the results. This part had been developed

by the OpenCV library [9].

Depth map 1

Depth map 2

Deviation
map

Filtered
map

Threshold

Xtion
Pro

Fig. 17.5 The flowchart of the object edge detection approach

17 Detecting Object Edges by Xtion Pro and Open Sources 131



17.4 Results

The above approach is capable of supporting visual information to users to

observe the deviations of a sequence of depth maps. Theoretically, the deviations

should be a blank scene as shown in Fig. 17.4b, but unfortunately it is not.

Especially, a given environment contains many objects and objects are separated

randomly as shown in Fig. 17.6a. Figure 17.6b shows the deviations of two

sequential depth maps associated with a threshold interval between 0 and 8,000.

The maximum deviations in this given setups and conditions were distributed

within the interval between 4,522 and 4,983 mm.

The above result didn’t show a good result of tracking object edges, because

there are many unpredictable errors caused by object edges. Therefore, it is needed

to adjust the lower and upper thresholds to obtain a better result of object edge

tracking as shown in Fig. 17.7.

Fig. 17.6 (a) An infrared scene showing environment for object edge tracking process and

(b) A deviation map associated with a lower threshold value¼ 21

Fig. 17.7 (a) A better result of object edges tracking by filtering the deviation map with an up

threshold¼ 620 and a low threshold¼ 186 and (b) A better example with less and isolated objects
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17.5 Conclusions

From the previous section, it clearly illustrates that the areas near to edges of objects

usually have larger deviations. As we know, Xtion Pro relies on the principle of

structured light that projects an infrared pattern to measure depths from hit objects.

The projected patterns near to the areas of object edges are usually unstable to be

measured precisely. It is why to cause larger deviations near those areas. By means

of this event, this chapter developed an approach to detect object edges based on

larger deviations. This study had utilized open sources to code the approach. In the

future, this developed approach will be continuously updated and improved for

making objects to be extracted easily as well as satisfying the needs and require-

ments of 3D printing.
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Chapter 18

Temperature Control of a Baking System
for an Ultrahigh-Vacuum Insertion Device

Jui-Che Huang, Yu-Yung Lin, Chin-Kang Yang, Yung-Teng Yu,

Cheng-Hasing Chang, and Ching-Shang Hwang

Abstract Baking an undulator artificially accelerates outgassing, and is one of the

most important and difficult factors in constructing an in-vacuum undulator.

The total duration of baking was 76 h and each component in the undulator required

a separate temperature for baking. Automatic procedures and devices for temper-

ature control during baking were constructed and continually applied to achieve the

required ultrahigh vacuum (pressure P< 2� 10�10 Torr). This chapter describes

details of the baking and the devices used and constructed in National Synchrotron

Radiation Research Center.

Keywords Ultrahigh vacuum • Insertion device • Vacuum bake-out

18.1 Introduction

In-vacuum undulators are widely used in a contemporary synchrotron radiation

facility, such as SPring-8, ESRF, SOLEIL, and SACLA. In plan phase one,

Taiwan Photon Source (TPS) will install seven in-vacuum undulators to serve

five beamlines. To attain a long beam lifetime, the pressure in the accelerator

must be maintained at an ultrahigh vacuum (UHV) (pressure P< 2� 10�10 Torr).

As an in-vacuum undulator is directly connected to the storage-ring vacuum

chamber, the same vacuum requirement is necessary. The vacuum system of a

TPS in-vacuum undulator includes four NEG pumps (SAES MK500-SP8, 500L/s),

two ion-pumps (Canon Anelva, PIC-052NP 125L/s), two BA vacuum gauges

(Canon Anelva, NIG-2TF), and two residual-gas analyzers (Inficon, Transpector

H100M, 100 amu) [1, 2], but even such a great pumping capacity is inadequate to

achieve UHV in a short period of time. Baking an undulator artificially accelerates

the outgassing, and is one of the most important processes in constructing and
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commissioning an in-vacuum undulator. The total duration of baking a TPS

undulator was 76 h: the first 8 h involved raising the temperature, during the next

60 h the temperature was in a stable state, and the temperature decreased during the

last 8 h. Figure 18.1 shows a TPS in-vacuum undulator that was baked in the

laboratory.

18.2 Temperature Control

An in-vacuum undulator involves assembly of magnets into vacuum chambers. To

achieve a UHV condition, high-capacity vacuum pumps, special surface treatments,

and baking of the undulator are essential. Baking an undulator requires a separate

temperature for each component, as listed in Table 18.1. The SUS304 vacuum

chamber must be heated above 180 �C to remove hydrogen, but, to take into

account the thermal deformation, the maximum temperature must be limited to

210 �C. The undulator magnet (model NX-38EH, NEOMAX Engineering) has

great coercivity (2,760 kA/m) and was annealed at temperature 145 �C before

assembly into the undulator. The magnets can thus withstand a temperature at

least 125 �C without demagnetization. Without a cooling system for the magnet

array, the temperature of the magnet might easily exceed 145 �C from the radiation

in the vacuum chamber, thereby risking demagnetization.

A RF-transition taper is made of beryllium copper (BeCu) to possess spring-like

characteristics, according to the Larson-Miller experimental formula (Eq. (18.1))

Fig. 18.1 TPS in-vacuum undulator bake-out in the laboratory
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[3], One can estimate the remaining stress under a combination of temperature and

exposure duration necessary for the design,

P ¼ 9

5
T þ 492

� �
20þ logtð Þ10�3 ð18:1Þ

in which P denotes Larson-Miller’s parameter corresponding to a given remaining

stress; T denotes the temperature (�C) and t denotes exposure duration (h).

The baking temperature of the RF transition must be limited to 135 �C to ensure

that the degradation of the spring is less than 3 % under baking for 72 h. The photon

absorber is designed to protect downstream components, so to avoid heating from

synchrotron radiation, so water-cooling pipe is brazed (welded) onto the photon

absorber. High temperature baking results in oxidation at the location of brazing

and small air holes increase the possibility of water leakage. From experience at

SPring8 [4], the baking temperature of the photon absorber must be controlled

below 140 �C. For the flange of the vacuum chamber, a temperature above 200 �C
creates a high risk of vacuum leakage; the flange must thus not be covered

sometimes with aluminum foil.

Four ion-pumps are assembled in an undulator; as each ion-pump consists of

magnets to deflect the ionized particles, the ion-pump must be baked below 140 �C
to avoid magnet demagnetization. As many components are baked at varied tem-

peratures, the baking must be automated to avoid error of human control.

18.3 Power Control and Distributed Panel

An undulator lacks a regular shape; as each component is baked at a separate

temperature, various heaters are necessary. Table 18.2 shows the number and

type of heater used for a 3-m undulator. As a BA gauge must be baked at a

temperature above 300 �C, special 300-W heaters are used.

To decrease the work loading, heaters of the same type are collected and made to

one connection. We constructed a power control and distribution panel for

380/220 V mains power supply and the total current assumption is 30 A. For precise

Table 18.1 Temperature control for UHV undulator

Component Material Controlled temperature (�C)
Main chamber SUS 304 180–210

Magnets NdFeB <125

End chamber SUS304 <130

RF-transition taper BeCu <135

Photon absorber OHFC 1010 <140

Flange With copper gasket <200

Ion-pump With magnet <140
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control of the temperature, K-type thermocouples serve as temperature feedback

and are connected to temperate controllers. Six temperature controllers are used to

stabilize the main- and end-chamber temperatures, so that thermal deformation and

heating power are controlled. In some locations in which the deformation or

temperature stability is less important, an open-loop heating control is used.

Figure 18.2 shows the NSRRC power control panel that supplies the current for

various heaters; in the second rack, a temperature-feedback system is implemented.

Table 18.2 Various heaters for baking a 3-m in-vacuum undulator

Heater Heater power (W) Number Current (A)

Main chamber heater 200 4 5.4

End chamber heater 200 2 1.8

Bellows heater 100 16 1.0

Flange heater 100 10 0.7

Taper heater 100 10 0.7

NEG pump chamber heater 200 8 1.0

Ion-pump heater 200 4 5.1

Ion-pump chamber heater 200 4 1.0

BA gauge chamber heater 300 2 2.6

Fig. 18.2 Design and manufacture of power control and distribution panel
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18.4 Cooling and Heating System for Magnet Arrays

A system for cooling or heating a magnet array was designed at SPring8 [5], and is

shown in Fig. 18.3; hot water circulates in the cooling channel of the magnet array.

During increasing temperature, the water heats the magnets. When the temperature

of the magnet array exceeds 120 �C, the machine provides pressurized water at

110 �C for cooling. As the water must remain in the liquid phase at 110 �C, a
hot-water pump provides an additional pressure, 2 MPa. The thermocouples in

contact with the magnet send signals to the cooling machine; six electrical

thermostat-control valves automatically decide the duration of the cooling water.

The magnets are slowly heated by radiation from the vacuum chamber; the tem-

perature of the upper magnet array increases more rapidly than that of the lower

magnet array because hot air floats outside the vacuum chamber. Once the electrical

thermostat-control valves open, the temperature of a magnet can rapidly decrease.

The variation of the temperature of the magnet array is maintained about
1.5 �C in

the state of stable temperature.

Fig. 18.3 Circulating

pressurized hot-water

machine for cooling or

heating the magnet arrays
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18.5 Thermal Expansion

Thermal expansion is a critical issue during baking of an undulator; a large thermal

expansion might result in component failure, requiring reassembly. As the magnet

is mounted on a copper I-beam and as the vacuum chamber is made of SUS 304, the

thermal expansion and temperature rise vary greatly. At the stage of increasing

temperature, the rates of temperature increase of the magnet array and vacuum

chamber are kept at 2.5 �C/5 min and 5 �C/5 min, respectively, to avoid a large

difference of thermal expansion between the vacuum chamber and the magnet array

beam. If the temperature of the vacuum chamber increases too rapidly, the bellows

shaft might tilt at a stage of increasing temperature.

During the state of stable temperature, the thermal expansions of the SUS

vacuum chamber and the magnet array are calculated to be 2.3 and 4.5 mm,

respectively. The new sliding-type design of RF transition (connecting the SUS

vacuum chamber and the magnet array) is implemented in a TPS in-vacuum

undulator, and allows a large difference of thermal expansion between the chamber

and the magnet beam [4].

18.6 Temperature and Vacuum Pressure

In the state of stable temperature, the temperature of the upper vacuum chamber is

2–5 �C greater than that of the lower vacuum chamber, because hot air rises. The

temperature of the magnet array and the RF transition oscillated with a regular

period because the hot-water machine controlled the temperature with pressurized

hot water. Figure 18.4a shows the pressure and temperature of the magnet array and

the vacuum chamber.
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After 60 h in a state of stable temperature, the NEG activation began at 450 �C
for 1 h, followed by power to the ion-pump (Fig. 18.4b). The magnet temperature

must be kept lower by 10 �C during the NEG activation. In the final step before the

system temperature decreases, the degassing of two BA, one extractor gauge and

two RGA occurs. In the state of temperature decreasing, the NEG and IP are at full

pumping speed. The temperature decreases 2.5 �C/5 min for the magnet array and

5 �C/5 min for the vacuum chamber. 12 h after the baking is finished; the pressure of

the in-vacuum undulator can attain 9.5� 10�11 Torr.

18.7 Conclusions

Baking of an in-vacuum undulator has been successfully performed several times in

NSRRC. Circulating hot water and the power control and distribution panel were

used to control the baking temperature within 
1.5 �C. Semiautomatic procedures

improved the efficiency of vacuum baking.

1. Detailed baking of complex vacuum system is discussed in this chapter and these

procedures and experiences can be implemented in other vacuum systems.

2. Setting the baking temperature depends strongly on the knowledge of material

science, the manufacturing process, and thermal expansion.

3. The high-temperature baking process shorten the time to achieve an UHV

(P< 2� 10�10 Torr).
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Chapter 19

Microarray Data Analysis with Support
Vector Machine

Si-Hao Du, Jin-Tsong Jeng, Shun-Feng Su, and Sheng-Chieh Chang

Abstract Microarray data analysis approach has became a widely used tool for

disease detection. It uses tens of thousands of genes as input dimension that would

be a huge computational problem for data analysis. In this chapter, the proposed

approach deals with selection of feature genes and classification of microarray data

under support vector machine (SVM) approach. Feature genes can be finding out

according to the adjustable epsilon-support vector regression (epsilon-SVR) and

then to select high ranked genes after all microarray data. Moreover, multi-class

support vector classification (multi-class SVC) and cross-validation methods apply

to acquire great prediction classification accuracy and less computing time.

Keywords Support vector machine • Support vector regression • Multi-class

support vector classification • Feature genes • Microarray data analysis

19.1 Introduction

Machine learning is one of artificial intelligence, which has the ability to learn.

Machine learning techniques have been successfully applied to cancer classification

for microarray data [1]. In machine learning approach, one of popular approaches is

support vector machine (SVM) that can deal with classification under support

vector classification (SVC) and regression analysis under support vector regression

(SVR) [2]. In recent years, “feature selection” became a popular topic. It means

used some methods to find feature genes from original genes. In general, cost will
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increase under the number of genes in disease detection. Besides, many studies

focused on combined with feature selection and SVM to deal with that reduce gene

number and classification [3–7]. Zhang et al. [3] proposed r-test methods convert

gene ranking results into position p-values to evaluate the significance of genes.

Tang et al. [4] purposed a new two-stage SVM-recursive feature elimination

(SVM-RFE) algorithm what overcomes the instability problem of the SVM-RFE

to achieve better algorithm utility. And then have demonstrated that the two-stage

SVM-RFE is significantly more accurate and more reliable than the SVM-RFE.

Kung and Mak [5] purposed a fusion strategy to integrate the diversified informa-

tion embedded in the symmetric doubly supervised (SDS) formulation. However,

simulation studies on protein sequence data for subcellular localization confirm that

the prediction can be significantly improved by combining vector-index-adaptive

SVM (VIA-SVM) with relevance scores (e.g., Signal-to-Noise Ratio (SNR)) and

redundancy metrics (e.g., Euclidean distance). In Leung and Hung [6], a multiple-

filter-multiple-wrapper (MFMW) approach is proposed that makes use of multiple

filters and multiple wrappers to improve the accuracy and robustness of the

classification, and to identify potential biomarker genes. Lee and Leu [7] purposed

a novel hybrid method for feature selection in microarray data analysis. The method

first uses a genetic algorithm with dynamic parameter setting (GADP) to generate a

number of subsets of genes and to rank the genes according to their occurrence

frequencies in the gene subsets. Second applies the χ2-test for homogeneity to select

a proper number of the top-ranked genes for data analysis. Finally, they use the

classification of SVM to verify the efficiency of the selected genes. Based on the

above description, there are many studies focused on the topic of feature selection,

and get good experiment results for prediction. For the SVM, the most of results are

used SVC to do classification. In this chapter, we apply SVM for the microarray

data analysis, the process in feature selection with SVR and in classification with

multi-class SVC. That is, the analysis of microarray, selection of feature gene, and

classification all use SVM in this chapter.

19.2 Characteristic of Ovarian Microarray Data

There are 41 samples and each sample is a piece of the microarray. These micro-

array samples are divided into four classes; namely, normal ovaries class, benign

ovarian tumors (OVT) class, ovarian cancers at stage I (OVCAI) class, and ovarian

cancers at stage III (OVCAIII) class in the ovarian cancer microarray data. Tissues

applied in this study included 6 normal ovaries class, 13 OVT class, 7 OVCAI class,

and 15 OVCAIII class in Table 19.1. All ovarian cancer microarray procedures

Table 19.1 Category of ovarian microarray

Normal OVT OVCAI OVCAIII Total

Sample number 6 13 7 15 41
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were performed in a dust/climate control laboratory at China Medical University. A

sequence-verified human cDNA library containing 9,600 human cDNA clones was

a kind gift from the National Health Research Institute of Taiwan [8].

Figure 19.1a shows the microarray data information where u is the number of

genes in microarray and y is log(based 2) of R/G normalized ratio. R is magnitude of

Cy5 and G is magnitude of Cy3. Traditionally, biologists found out feature genes

based on statistics theory. The method is calculated p-value, based on mean and

standard deviation. They usually use another 5 % genes to be feature genes for

disease detection (see Fig. 19.1b). In general, the character of microarray data has a

wave property from Fig. 19.1a. Therefore, the nature of microarray data is

nonlinear. Hence, we proposed SVM that can deal with nonlinear problem to

improve statistical method.

19.3 The Proposed Approach

SVM is a new classification and regression technique that was proposed by Vapnik,

and successfully applied to many different fields [9]. The concept of SVM is that

separate different high-dimensional labeled data according to optimal hyperplane.

Besides, in SVM the data applies kernel function to map input data into another
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space. This chapter chooses radial basic function in multi-class SVC and epsilon-

SVR. The flowchart of the purposed approach is shown in Fig. 19.2.

In general, the fluorescent dyes Cy3 (green) and Cy5 (red) are most often used to

prepare labeled cDNA for microarray hybridizations. In this chapter, we only

consider the magnitude of Cy5 and Cy3 in microarray data. Firstly, log(base 2) of

the R/G ratio of the mean of channel 2 to channel 1 from microarray data is used.

The genes expression data had been recorded in column named log 2 ratio normal-

ized R/G mean as follows:

Log base2ð Þ of R=G Normalized Ratio Meanð Þ ¼ log2
Cy5

Cy3
: ð19:1Þ

Start

End

Extract log (base 2) of the 
ratio of the mean of channel 2 

to channel 1 from
microarray data.

Count  the genes frequency 
for each class.

Select feature genes from 
each class according to genes 

frequency rank.

Predict by multi-class SVC with 
parameter search methods and 4-fold 

cross-validation and leave-one-out 
cross-validation.

The total number of up-regulated and down-
regulated genes is close to 50, 100, 150 and 200.

Yes

NoTrain model by epsilon-SVR.

Fig. 19.2 The flowchart of the proposed approach
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Secondly, based on adjust epsilon-SVR to build a smooth curve that can find out the

total number of upregulated and downregulated genes is close to 50, 100, 150, and

200 that is shown in Fig. 19.3. The main concept of ε-SVR is proposed to find out

the feature gene as in Fig. 19.4 under certain ε in SVR. If ε increased as red arrow

then the total number of upregulated and downregulated would be reduced. The

parameter ε could control how many genes would be filtered. Hence, using ε-SVR
to filter out four classes of microarray data and record upregulated and

downregulated genes is close to 50, 100, 150, and 200.

Thirdly, count and record the genes frequency for each class. For example: the

gene named A, it was filtered five times in class 1, ten times in class 2, and three

times in class 3 and recorded it into gene sets like “Full 50,” “Full 100,” “Full

150,” and “Full 200”. “Full 50” means a gene set that finds out the total number

of upregulated and downregulated genes close to 50 with each sample from

original genes. Fourth, select feature genes from each class according to genes

frequency rank (from high to low, and if had existed then selected minor).

Finally, use multi-class SVC with parameter search methods to classification

microarray data according to fourfold cross-validation and leave-one-out (LOO)

cross-validation.

Fig. 19.3 The feature genes, finding out via the proposed SVR with different ε values
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Fig. 19.4 The soft margin loss setting for SVM
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19.4 Experiment Results

In this study, the number of experiment sample is 41 and the number of genes is

9,600. Tissues were applied in the current study that included 6 normal, 13 benign

OVT, 7 OVCAI, and 15 OVCAIII. Figure 19.5a and b shows the microarray dataset

used the proposed approach with different feature genes under fourfold and LOO

cross-validations, respectively.

In general, more genes in microarray don’t guarantee to get greater prediction

classification accuracy as Fig. 19.5. Besides, the prediction classification accuracy

hadn’t linear relationship with genes number absolute. In Fig. 19.5b, the best

prediction classification accuracy with LOO had used two or three genes. Table 19.2

shows the results of experiments that got greater predictive classification accuracy

with less than the original gene number, whether fourfold and LOO cross-validation

in this chapter.

From the above results, in this chapter we successfully apply SVM for microar-

ray data analysis.

Fig. 19.5 Shown the proposed approach for the ovarian microarray data with different feature

genes under (a) fourfold cross-validation and (b) LOO cross-validation

Table 19.2 The best prediction of classification accuracy of ovarian cancers under different

feature genes with fourfold and LOO cross-validation

Gene set

Ovarian microarray data

Gene number Fourfold average (%) Gene number LOO (%)

Original 9,600 83.16 9,600 82.93

Full 50 10 86.70 2 97.56

Full 100 9 86.70 2 95.12

Full 150 8 86.29 3 92.68

Full 200 11 87.71 2 97.56
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19.5 Conclusions

It is difficult to find out the feature genes for cancer research. Additionally, the cost

of disease detection has a relation with the number of genes in microarray. Hence,

in this chapter, the proposed approach can reduce the number of genes after epsilon-

SVR analysis. Also the simulation results revealed that higher prediction accuracy

with less than the original gene number. That means the proposed approach can be

effectively applied to selecting feature genes and prediction from microarray data

with lower cost.

Acknowledgment The authors wish to thank that this work was supported by National Science

Council Under Grant NSC 95-2221-E-150-085, NSC 101-2221-E-150-048-MY2.

References

1. Peterson, C., Ringnér, M.: Analyzing tumor gene expression profiles. Artif. Intell. Med. 28,
59–74 (2003)

2. Furey, T.S., Cristianini, N., Duffy, N., Bednarski, D.W., Schummer, M., Haussler, D.: Support

vector machine classification and validation of cancer tissue samples using microarray expres-

sion data. Bioinformatics 16, 906–914 (2000)

3. Zhang, C., Lu, X., Zhang, X.: Significance of gene ranking for classification of microarray

samples. IEEE/ACM Trans. Comput. Biol. Bioinf. 3, 31–320 (2006)

4. Tang, Y., Zhang, Y.Q., Huang, Z.: Development of two-stage SVM-RFE gene selection strategy

for microarray expression data analysis. IEEE/ACM Trans. Comput. Biol. Bioinf. 4, 365–381
(2007)

5. Kung, S.Y., Mak, M.W.: Feature selection for self-supervised classification with applications to

microarray and sequence data. IEEE J. Sel. Top. Signal Process. 2, 297–309 (2008)

6. Leung, Y., Hung, Y.: A multiple-filter-multiple-wrapper approach to gene selection and micro-

array data classification. IEEE/ACM Trans. Comput. Biol. Bioinf. 7, 108–117 (2010)

7. Lee, C.P., Leu, Y.: A novel hybrid feature selection method for microarray data analysis. Appl.

Soft Comput. 11, 20–213 (2011)

8. Jeng, J.T., Lee, T.T., Lee Y.C.: Classification of ovarian cancer based on intelligent systems

with microarray data. In: IEEE International Conference on Systems, Man and Cybernetics,

pp. 1053–1058 (2005)

9. Vapnik, V.N.: The Nature of Statistical Learning Theory. Springer, New York (1995)

150 S.-H. Du et al.



Chapter 20

Feature Selection Algorithm for Motor
Quality Types Using Weighted Principal
Component Analysis

Yun-Chi Yeh, Liuh-Chii Lin, Mei-Chen Liu, and Tsui-Shiun Chu

Abstract This chapter proposes a qualitative feature selection for motor quality

types using Weighted Principal Component Analysis (WPCA) method. The WPCA

includes two processes, one is the Procedure-FFV (find the final weights) process

and the other is the Procedure-DPC (determine the principal components) process.

The input variables of the WPCA are nine original features and the output variables

are six qualitative features. Experimental results indicate that the proposed WPCA

provides an efficient, simple, and fast method for feature selection on motor’s

current waveforms.

Keywords Weighted Principal Component Analysis (WPCA) • Feature selection •

DC motor

20.1 Introduction

Feature selection [1] is an extensively adopted dimensionality reduction technique,

and has been the focus of much research in pattern recognition, machine learning,

and data mining. There have been several investigations dealing with the feature

selection for analog signals. For instance, principal component analysis (PCA) [2]

and Fisher’s linear discriminate analysis (Fisher’s LDA) [3] have been extensively

adopted in pattern recognition and general feature selection problems.

These methods find a mapping between the original feature space and a

low-dimensional feature space. All the above methods require some complicated

mathematical calculations to achieve their aims, as is well known. However, fast,

reliable, and efficient algorithms become much important if the analysis of analog
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signals for feature selection systems is applied to areas involving limited energy

consumption. Hence, this study proposes a simple, fast, and reliable method called

Weighted Principal Component Analysis (WPCA) for effective feature selection

for motor quality types [4].

20.2 The Proposed WPCA

The features in the motor’s current waveform are the location, duration, amplitudes,

and shapes of the waves. These features can be recognized by the experienced

operators for recognizing whether the motor is good or not. If it has defects, the kind

of defects is also determined. Table 20.1 and Fig. 20.1 list ten important test points

of the motor’s current waveform. Table 20.2 lists nine original features based on

many experiments [5].

After providing the nine original features of the current waveform of motor, the

next important task is the qualitative feature selection. In this study, the qualitative

feature selection for determining motor’s quality types using the WPCA is intro-

duced. The WPCA includes two processes, one is the Procedure-FFV process and

the other is the Procedure-DPC process [4].

20.2.1 Procedure-FFV: Find the Final Weights
for the jth Index Wj

Assume each sample vector has nine original features (see Table 20.2). The

procedure to find the final weights for the jth index values of Wj is briefly depicted

as follows [6].

Table 20.1 Definition of ten important test points of the motor’s current waveform [5]

Serial no. of test point Symbol Test point description

1 Pole-up1 The commuted-points (up) of each cycle

2 Pole-down The commuted-points (down) of each cycle

3 max1 The maximum value point of waveform 1 of each cycle

4 min1 The minimum value point of waveform 1 of each cycle

5 max2 The maximum value point of waveform 2 of each cycle

6 min2 The minimum value point of waveform 2 of each cycle

7 pole-up2 The second point after the pole-up1

8 max22 The second point after the max2

9 min22 The third point before the min2

10 min23 The third point after the min2
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Fig. 20.1 Ten important

test points of the motor’s

current waveform (good DC

motor)

Table 20.2 Definition of the nine original features [5]

Feature’s

serial no.

Feature’s

symbol Feature description Unit

F1k,n V1,2 The amplitude between point 1 and point 2 in Fig. 20.1 mV

F2k,n V3,4 The amplitude between point 3 and point 4 in Fig. 20.1 mV

F3k,n V1,7 The amplitude between point 1 and point 7 in Fig. 20.1 mV

F4k,n V6,9 The amplitude between point 6 and point 9 in Fig. 20.1 mV

F5k,n V6,10 The amplitude between point 6 and point 10 in Fig. 20.1 mV

F6k,n V1,5 The amplitude between point 1 and point 5 in Fig. 20.1 mV

F7k,n V4,6 The amplitude between point 4 and point 6 in Fig. 20.1 mV

F8k,n V3,5 The amplitude between point 3 and point 5 in Fig. 20.1 mV

F9k,n V5,8 The amplitude between point 5 and point 8 in Fig. 20.1 mV
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Procedure-FFV:

Step 1-1. Combine the square value of sample mean and sample variance of the

nine original features into a set of variables {Tjk}, j ¼ 1, . . . , 18, and
motor’s quality type k ¼ 1, 2, . . . , 11;

T jk ¼
M2

ik; j � 9, j ¼ i

Vik; j > 9, j ¼ iþ 9

(
ð20:1Þ

where Mik and Vik are the sample mean and sample variance of the ith
feature value in the kth motor’s quality type, respectively, defined as

Mik ¼
XNk

n¼1

Fik, n

Nk
for i ¼ 1, . . . , 9, and k ¼ 1, . . . , 11 ð20:2Þ

and

Vik ¼
XNk

n¼1

Fik, n �Mikð Þ2
Nk

for i ¼ 1, . . . , 9, and k ¼ 1, . . . , 11 ð20:3Þ

The notation Fik, n is defined as the feature value of the ith feature

for the nth samples in the kth motor’s quality type, where 1 � i � 9,

1 � k � 11, 1 � n � Nk, and 11 motor’s quality type, “error type 1,”

“error type 2,” “error type 3,” . . ., “error type 10,” and “good,” are

numbered by k in order, where Nk denotes the number of samples of

the kth motor’s quality type.

Step 1-2. The elements of T jk ¼ T j1, T j2, . . . ,T j11

� �
are sorted in reverse

numerical order. The sorted Tjk becomes T jr � T js � 	 	 	 � T jt

� �
for

j ¼ 1, . . . , 18, and r, s, t 2 1; . . . ; 11f g.
Step 1-3. Decide the weight pointer Pjr. For the kth feature, the weight pointer Pjr is

decided as follows. If
T jr

T js
� γ, then P jr ¼ 1, else P jr ¼ 0. The threshold

value γ is selected based on a lot of experimental results for different

motor’s current waveforms. For the kth feature, γ must be satisfied that

the number of P jr ¼ 1 is larger than 1. When P jr ¼ 1, the corresponding

Tjr contains the extremely important information about the motor’s cur-

rent waveforms.

Step 1-4. Decide the weight Wj. Each Wj (1 � j � 18) is dependent on Pjr. If all

Pjr (1 � j � 18) are 0s, then all Wj (1 � j � 18) are assigned with 0s.

Otherwise, each Wj (1 � j � 18) is assigned with a random value.

Step 1-5. Calculate the final value of Wj. First, calculate Sk for the kth motor’s

quality type as follows.

Sk ¼
X18

j¼1
T jkW j; k ¼ 1, . . . , 11 ð20:4Þ
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Then, the following conditions must be satisfied:

Sr � Stj j
D

� 0:1, r, t 2 1; . . . ; 11f g, r 6¼ t; ð20:5Þ

and X18

j¼1
T jkW jP jk

Sk
� ε, k ¼ 1, . . . , 11 ð20:6Þ

where D ¼
X11

k¼1
Sk

11
, and ε is a constant value. It is noted that (20.4) is

used to give the normalized values of Sk for k ¼ 1, . . . , 11. As discussed
further below, the cumulative proportion of eigenvalues typically

selected by WPCA method is 90 %. Therefore, ε ¼ 100 %� 90 % ¼
0:1 in (20.5) is suggested. If computed {S1, S2, . . ., S11} can satisfy (20.4)
and (20.5), thusWj is the final weight. Otherwise, go to Step 1-4. After the

final weights for the jth indexWj (1 � j � 18) is obtained, the next task is

to determine the number of principal components for the kth motor’s

quality type.

20.2.2 Procedure-DPC: Determine the Principal
Components (DPC)

The procedure for performing this task is depicted as follows [4, 6].

Procedure-DPC:

Step 2-1. Find the significant features related to W j 6¼ 0. In the above procedure,

the total number of Mik and Vik corresponding to W j 6¼ 0 and Wiþ9 6¼ 0

are L1 and L2, respectively, where i 2 1, . . . , 9. Two significant features

are given, one is the corresponding feature Fαik, n, α1, α2, . . . ,ð
αL1 2 1; . . . ; 9f gÞ, and the other is Fβik, n, β1, β2, . . . , βL2 2 1; . . . ; 9f g.

Step 2-2. To obtain the sample covariance matrix, the proposed method firstly sets

column vector gk, n as

gk, n ¼

Fα1k, n

⋮

FαL1 k, n

�������
Fβ1k, n �Mβ1k

⋮

FβL2 k, n
�MβL2 k

26666666666664

37777777777775
2 RL�1; ð20:7Þ
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where α1, α2, . . . , αL1 2 1; . . . ; 9f g, β1, β2, . . . , βL2 2 1; . . . ; 9f g, and
L¼ L1+ L2. The total number of the significance means and variances

is reduced from 18 to L. It will be discussed in the next section.

Step 2-3. Find the sample covariance matrix Gk of the kth motor’s quality type.

First, the indexes with W j ¼ 0 in Step 1-4 of Procedure-FFV are

removed. Let elements of the column vector w, which is formed by

W j 6¼ 0, be related to elements of gk, n in (20.6). Second, the sample

covariance matrix of the kth heartbeat case is then defined as follows.

Gk ¼
XNk

n¼1

1

Nk
diag w½ �0:5 gk,n gT

k,ndiag w½ �0:5, k ¼ 1, . . . , 11 ð20:8Þ

Step 2-4. For each k, find the eigenvalues and eigenvectors of the matrixGk for the

kth heartbeat case. After eigen decomposition of Gk, (20.7) can be

rewritten as

Gk ¼ e1k; e2k; . . . ; eLk½ �

λ1k 0

λ2k

⋱

0 λLk

26666664

37777775

eT1k

eT2k

⋮

eTLk

26666664

37777775
k ¼ 1, . . . , 11

ð20:9Þ

where eigenvalues λ1k � λ2k � 	 	 	 � λUk � 	 	 	 � λLk are in reverse

numerical order and ē1k, ē2k, . . ., ēLk are their corresponding eigenvectors.

Since
��eik�� ¼ 1 (i ¼ 1, 2, . . . , L), λik is also called the power of the ēik.

The next step retains only U principal eigenvectors of Gk for further

processing using the determination procedure for the motor’s quality

types.

Step 2-5. The first U eigenvectors in (20.9) are used as principle components if the

cumulative proportion CPk exceeds a certain threshold. A useful com-

promise criterion is a value of 90 %. The cumulative proportion CPk of

the eigenvalues is defined as follows [2].

CPk ¼ λ1k þ λ2k þ 	 	 	 þ λUk
λ1k þ λ2k þ 	 	 	 þ λUk þ 	 	 	 þ λLk

� 90 % ð20:10Þ

The purpose of Procedure-DPC is to provide eigenvectors of U principle com-

ponents for motor’s quality type determination of the following subsection. After

performing the Procedure-DPC, six qualitative features V1,2, V3,4, V1,7, V1,5, V4,6,

and V3,5 are selected (see Table 20.2) [2, 4, 6].
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20.3 Evaluation and Results

This section introduces a fuzzy logic system for the diagnosis of the motor’s quality

type. The fuzzy logic consists of four parts: fuzzy sets definition, fuzzy rule base

establishment, fuzzy inference engine design, and defuzzification [7]. The input

variables of the fuzzy rule base are six qualitative features (after performing the

Procedure-DPC), namely V1,2, V3,4, V1,7, V1,5, V4,6, and V3,5 (see Table 20.2). The

output variable is “motor’s quality type,” which has 11 motor’s quality types of

“error type 1,” “error type 2,” “error type 3,” . . ., “error type 10,” and “good.” In the
experiment, the total classification accuracy was approximately 99.705 % by fuzzy

logic [5]. Results of the experiment indicate that the six qualitative features are the

best choice for qualitative feature selection for motor quality types using WPCA

method.

20.4 Conclusions

This study proposes a qualitative feature selection for motor quality types using

WPCA method. The proposed WPCA has several advantages: (1) good detection

results: the total classification accuracy was approximately 99.705%; (2) simplicity:

complicated mathematical computations such as cross-correlation and Fourier

transformation are unnecessary; (3) high speed: It can recognize good or defective

motors as well as defect types in less than 0.5 s. Experimental results indicate that

the proposed WPCA provides an efficient, simple, and fast method for feature

selection on motor’s current waveforms.
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Chapter 21

Feasibility Test of Range of Motion Exercises
for Ankle Joints Rehabilitation Using
Pneumatic Soft Actuators

Hironari Taniguchi, Noriko Tsutsui, and Yoshiaki Takano

Abstract Patients with movement disabilities have been increasing steadily by

accidents and diseases. If the condition does not improve, contractures may occur in

some joints and muscles. The contractures often tend to occur in ankle joints which

are the most important body parts for everyday living. Thus it is important to start

rehabilitation therapy shortly after an accident and a disease. The purpose of this

study is to develop a rehabilitation device for ankle joints. In our previous study, we

proposed a pneumatic actuator with soft material. The actuator has many advan-

tages such as low mass, flexibility, safety, and user-friendliness. Therefore, we

focused on the actuator as a drive source of the rehabilitation equipment and the

actuator used for the range of motion (ROM) exercises. We measured the ROM

needed for ankle joint. As the result, we confirmed that the actuator is able to

provide several ROM exercises.

Keywords Pneumatic soft actuator • Rehabilitation device • Ankle joints

21.1 Introduction

Patients with impairment of motor functions have been increasing steadily by

several accidents and diseases. For example, strokes threaten the health of many

people in theworld; one in six peopleworldwidewill have a stroke in their lifetime [1].

In Japan, there were 1.37 million stroke patients in 2005 [2] and they are increasing

annually. The onset of a stroke often causes movement disabilities like partial paral-

ysis. If the condition does not improve, contractures may occur in some joints and
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muscles. Therefore, it makes daily life difficult for the patients. Furthermore, if the

contract is associated with severe disease, a rehabilitation therapy causes acute pain to

the patients. Thesemean that it becomes especially difficult to control the body, thus it

is very important to start the rehabilitation therapy before developing the contracture.

Normally, range of motion (ROM) exercise for ankle joints is prescribed by a

physical therapist to prevent the joints contracture and improve the patient’s

symptoms. However, the patients cannot receive enough rehabilitation, because

the time of therapy from the therapist is limited. In addition, the therapists will be

generally less numerous than the patients, they will expect to increase workloads.

Many researchers have developed mechanical ankle joints rehabilitation devices

to improve movement disabilities [3–5]. However, these devices are able to exer-

cise only range of ankle joint motion. Therefore the ROM exercise device was

developed for ankle joints which provides multiple degree of freedom ROM

exercises. Firstly, we focused on a pneumatic soft actuator as the drive source of

the device. This actuator has many advantages such as lightweight, flexibility,

safety, and with a high affinity for people. The rehabilitation device is more likely

to be popular with users since safety is essential for them.

In this chapter, we report the methods of ROM exercises for ankle joints using

the pneumatic soft actuators. We fabricated an experimental device with mecha-

nism elements and pneumatic equipment. We also confirmed the performance of

our proposal through experiments.

21.2 Concept of Rehabilitation Device

We investigated methods of ankle joints rehabilitation performed by a physical

therapist from the Department of Rehabilitation of Tsuyama Central Hospital.

ROM exercises for ankle joints have six motions which are plantar flexion/

dorsiflexion, eversion/inversion, and abduction/adduction motions. Table 21.1

shows the normal ROM for ankle joint. If a contracture occurs around the ankle,

the ROM is reduced relatively. Therefore, it is necessary to improve the function to

move the ankle joint between the all of normal ROM exercises. Our investigation

revealed that ROM exercises as the Table 21.1 shows are needed for use in ankle

rehabilitation device. In this study, we devised a mechanism for ankle movement

using pneumatic soft actuators.

Table 21.1 The normal

ROM for ankle joints
Name ROM (deg)

Plantar flexion 0–45

Dorsiflexion 0–20

Adduction 0–20

Abduction 0–30

Inversion 0–30

Eversion 0–20
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21.3 Pneumatic Soft Actuator

Figure 21.1a shows configuration of a “pressure bag”. The pressure bag is an

integral component of proposed pneumatic soft actuator and consists of an alu-

minum pouch, a canvas sheet, and a polyurethane air tube. The aluminum pouch is

formed by sealing the edge of aluminum sheet stacked in pairs. The pouch is

coverd with the canvas sheet. It is also used to prevent the burst of aluminum

pouch. Furthermore, the canvas sheet covers to control the movement of pressure

bag. The actuator shown in Fig. 21.1b is used for plantar flexion/dorsiflexion and

eversion/inversion movements. It is assembled from the pressure bag of two

different sizes; pressure bag A is 140 mm in width and 160 mm in length, and

pressure bag B is 80 mm in width and 160 mm in length. The other actuator shown

in Fig. 21.1c is used for abduction/adduction movements. It is also assembled

from two, pressure bag A.

The actuator acts on forepart of the foot directly, so that it is almost the same

size as the average Japanese man’s foot. The actuators were designed by using

database information about body dimensions from National Institute of Advanced

Industrial Science and Technology (AIST) [6]. The displacement and generated

force were measured by limiting air pressure from 0.01 to 0.07 MPa when

changing at every 0.01 MPa. As the results, the maximum displacement value

for plantar flexion/dorsiflexion movements, eversion/inversion movements, and

abduction/adduction movements were 175 mm, 35 mm, and 120 mm, respec-

tively. The generated force was obtained more than 30 N at both actuators. We

therefore confirmed that the characteristics were enough to rehabilitate ankle

joints of patient.

Fig. 21.1 (a) Schematic of the pressure bag, (b) pneumatic soft actuator for plantar flexion/

dorsiflexion and eversion/inversion movements and (c) pneumatic soft actuator for abduction/

adduction movements
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21.4 Experimental Device of ROM Exercise for Ankle
Joints Rehabilitation

21.4.1 Design and Driving Principle of the Device

A configuration of the experimental device for ankle joints rehabilitation is shown

in Fig. 21.2a. The device consists mainly of a robust acrylic chassis and the

pneumatic soft actuators. The actuator for plantar flexion/dorsiflexion and ever-

sion/inversion movements was fixed on the acrylic board at the upper part of the top

of the foot and at the posterior part of the bottom of the foot, respectively. The

actuator for abduction/adduction movements was also fixed on the acrylic board at

the inside and outside of the foot.

Subsequently, we describe the drive principle for ROM exercise of the ankle

joint. In demonstrating the abduction motion of right foot, the foot is first held in

place by both the actuators as shown in Fig. 21.2b. Next, when the compressed air

flowed into the actuator for abduction motion, the actuator is expanded and then

moves the foot such as shown in Fig. 21.2c.

21.4.2 Experimental Method

ROM exercises for the ankle joints require the ankle to be moved to its maximum

ROM. In addition, the joints of patients without contracture can be considered the

same as the joints of healthy individuals. Therefore, to verify the problems with the

rehabilitation device related to ankle joints with unlimited ROM, we tested by an

a b c

Actuator A

Actuator B

Fixed base 150 [mm]

Fig. 21.2 (a) The experimental device for ankle joints rehabilitation, (b) initial state and (c) the
drive principle for abduction motion of right foot. Actuator A means the pneumatic soft actuator

for plantar flexion/dorsiflexion and eversion/inversion movements and also Actuator B means for

abduction/adduction movements
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experimental device with healthy nine individuals from 19 to 38 years old. Detailed

information about their foot was shown in Table 21.2. We also asked a physical

therapist to test the device and obtained their assessment.

The ROM was measured as follows. First, the ankle was strapped on a fixed base

150 mm away from the acrylic chassis such as shown Fig. 21.2a and reflective

markers were attached to surface of the foot. Compressed air, which was adjusted

by an electro-pneumatic regulator, flowed into the actuators at 0.05 MPa. Ankle

motion during operation of the experimental device was captured with a high-speed

camera (HAS-L1, DITECT Co., Ltd., Tokyo, Japan). The movement of the markers

was then analyzed from the captured footage using motion analysis software (Dipp-

Motion PRO, DITECT Co., Ltd.). This allowed us to calculate six motion patterns

in the ROM exercise.

21.4.3 Experimental Results and Discussion

The results of ROM exercises test are shown in Fig. 21.3. We measured the same

ROM motion three times. A target area is illustrated with a broken line. The

measurement values within broken line frame indicate that the ankle joint could

be moved to its maximum ROM.

In the dorsiflexion and abduction motion, the target angle was achieved at

least once for all research participants. In the plantar flexion and adduction

motion, the measurement for most of the participants has a tendency to fall

below the target angle. However, all measurement angles did not achieve the

target angles in the inversion and eversion motion. We considered due to the fact

that the actuator did not properly operate to the foot sometimes. For example, we

confirmed that the actuator deviates to the upper side of the instep at the plantar

flexion motion.

Table 21.2 Subject data of healthy nine individuals

No. 1 2 3 4 5 6 7 8 9 IA JA

Foot length 225 225 267 250 250 270 268 236 240 248 244

Foot breadth 100 98 105 98 105 100 110 100 100 102 98

Foot

circumference

245 235 255 250 240 250 245 245 257 247 241

Lateral

malleolus

height

80 75 80 73 75 75 70 70 70 74 68

IA and JA mean average value of nine individuals and average value of approximately 500 Jap-

anese people, respectively
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21.5 Conclusion

In this chapter, we designed a novel pneumatic soft actuator and proposed a method

of ROM exercise for ankle joints using its actuator. The pneumatic soft actuator is

assembled from a pressure bag of two different sizes. We then prototyped the

experimental device with the actuators and investigated the ankle movement with

healthy nine individuals. The device was fabricated so that the pneumatic soft

actuators directly acted on the foot.
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Fig. 21.3 The measurement results of the (a) plantar flexion motion, (b) dorsiflexion motion,

(c) adduction motion, (d) abduction motion, (e) inversion motion, and (f) eversion motion
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The experimental results of the ROM exercises showed the device can achieve a

target angle in three of the six motions. Especially, the ankle joint could not be

moved to its maximum ROM in the inversion and eversion motion. Of course, there

were some problems with the actuators and these faults should be improved.

However, the experimental results indicate the feasibility of the actuator as an

ankle rehabilitation device.
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Chapter 22

3D Motion Editing Through B-Spline Fitting
with Constraints

Mankyu Sung

Abstract This paper proposes a novel motion editing algorithm that uses human

motion capture data for animating 3D characters. First, the algorithm fits the 2D

root joint trajectory with the cubic B-Spline through least-square minimization. In

this process, it finds the optimal number of control points based on an error

threshold. Once it gets n control points, users are allowed to change the positions

of control points, which is able to create a new trajectory. The new trajectory is then

fed into the original motion so that it is modified to reflect the new trajectory.

To find exact parameter t of the spline curve representing root joint position,

the algorithm performed the arc-length parameterization on the curve. Since the

motions are forced to change the root joint positions, the result may violate

the fidelity of the original motions, which may cause some artifacts such as foot

skating. To fix them, the IK (Inverse Kinematics) solver is applied to motions to

change the limb orientation. Although the IK solver can change the orientation of

original motions, if the differences between the modified trajectory and original

trajectory are too big, then the result motion produces awkward poses over times. In

order to prevent them, our algorithm puts constraints on the control points of curve

automatically so that users are able to edit the trajectory freely without considering

whether it produces natural motions or not.

Keywords Motion capture • 3D motion editing • Computer animation

22.1 Introduction

Data-driven motion synthesis methods have been a popular way for animating 3D

characters for the last decades [1]. However, editing motion data still poses a lot of

huddles to overcome. First, because motion data are nothing more than just 3D

signal over time, it must consider the temporal coherence to maintain the smooth-

ness. Second, from the original 3D motion data, a high-level mathematical model is
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needed to be constructed to manipulate the data without changing values at every

single frame. Third, since manual editing on motion data may produce unnatural

movement of 3D characters, it needs an automatic way of detecting whether or not

the current editing produces bad motions and then alerting users to that symptom

immediately. This paper proposed a novel spline-based motion editing technique

with enforcing constraints. Among all kinds of different motion types, the proposed

method targets on the most popular locomotion such as walking, running, and

standing motions. The method first models the 3D root joint trajectory as a 2D

curve, which represents global positions of whole characters over time. And then,

by using the optimal least-square cubic B-spline-fitting technique, the algorithm

finds m piecewise spline-curve segments that consist of n control points. Once it

finds the B-spline curve, users are allowed to change positions of control points.

Those changes produce a new shape of curve. In this process, to minimize the visual

discrepancy from the original motion, the arc-length parameterized spline curve is

adopted. The new shape of the curve, which becomes the new root joint trajectory

of a character, is then reflected back to the original motion automatically. In this

process, the positions and orientations of root joints are adjusted to the position and

tangent of the edited curve. Since the motions are forced to change the original root

trajectory, some artifacts such as foot skating may occur. To fix the problem, the IK

(Inverse Kinematics) solver is applied on the edited automatically. The IK solver

adjusts the limb configuration, which corresponds to the knee and ankle joints, so

that feet are maintained on the ground. Although users are allowed to change the

position of control points of the curve, if the positional difference from the original

control points is too big, then the resulting motion does have some visual artifacts

such as unnatural stretch of limbs. In this case, the algorithm puts the constraint on

the control points so that they are always within a specific circle. The radiuses of

circles are computed through the curvatures of the trajectory.

22.2 Related Works

Many data-driven motion synthesis techniques have been proposed by computer

animation researchers for more than decades. Signal processing-based techniques

were the first attempt to modify the original motion by applying several filters on

the motion signal [2]. These techniques were simple to implement but hard to edit

because they considered each joint datum individually. Rearrangement-based

motion editing techniques tried to build a high-level data structure by finding

similar poses of the motions and connecting them [3, 4]. Their methods produced

good quality of motions provided that there were many input motion data. A similar

technique to what this chapter is presenting was proposed by Chapter [5]. This

chapter also was using spline curve to model the root joint trajectory for editing and

applying constrain solution to the reestablished geometric features of the motion.

However, it did not specify how to obtain the optimal spline curve from the original

root trajectory, and did not have a safe-net feature that prevented users from
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changing arbitrary path that resulted in unnatural motions. Our method fits the

motion trajectory to the optimal spline curve based on the error estimation, and puts

the constraints on the position of control points. In editing the curve, users are not

able to change the control points beyond some range limit, thanks to the constraints

enforced on the control points.

22.3 Algorithms

A human motion capture data can be considered as a set of postures over time. The

posture is sampled at regular time rate and each posture at a particular time is called

a Frame. Let a motion M be given as follows:

M ¼ F1;F2; . . . ;Fnf gT ð22:1Þ

where Fi, 1 � i � n is the posture at the frame i. For a human character with

m number of joints, a frame Fi can be represented as a vector that includes root joint

position and orientations of m joints.

Fi ¼ pi; q
1
i ; q

2
i ; . . . ; q

m
i

� � ð22:2Þ

where pi 2 ℝ3 is the global position of the root joint and q j
i 2 3, 1 � j � m is jth

orientation of joint. In particular, the orientation q1i is the global orientation of root

joint. From framesFi, 1 � i � n, the root trajectory T can be represented as a vector

as follows:

T ¼ p1; p2; . . . ; pnf g ð22:3Þ

The 3D position of pi, then can be projected onto the ground so that y coordinates

can be eliminated. Those 2D points represent a trajectory T̂ .

T̂ ¼ p̂1; p̂2; . . . ; p̂nf g ð22:4Þ

where p̂ i 2 ℝ3.

The proposed approach fits the trajectory T̂ with the uniform cubic B-Spline

curve by least-square manner. The planar B-Spline curve is defined as

f tð Þ ¼
X k

j¼1
B j tð ÞQ j, where Bj(t) are the B-Spline basis functions of a fixed

order and knots, Qi is the control points and t is the parameter. In the case of

Cubic B-spline, the basis functions can be found in Chapter [6]. Our goal is to find

the Qi by solving linear equation of formAx ¼ Bwhere B isn� 1matrix of T̂ and A

is n� k matrix in which k is the number of control points and x corresponds to Qj.

From this linear equation, the algorithm is trying to find x, which is the position of
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control points, that minimizes Ax� bk k2. This equation then can be represented as

normal equation ATAx ¼ ATb where the matrix A is sparse matrix. This normal

equation can be solved using Cholesky factorizations method. The proposed

method applies LAPACK software to solve this equation [7].

One significant step for solving the least-square-based B-spline fitting is to

determine the number of control points. This number of control points must be

entered as an input value before fitting. As we increase the number of control points,

we can fit the T̂ more tightly. Yet, it takes long time to find the positions of control

points through least-square minimization, and it is also quite inconvenient to edit all

the control points afterward. However, if the number of control points is not

sufficient, there is big discrepancy between T̂ and the spline curve, which does

not produce good quality of motions. This approach iterates the spline-fitting

process as it increases the number of control points, denoted as ki, from minimum

kmin to maximum number kmax. The first step of this iteration is to find the parameter

twhere 0 � t � k � 3 in the curve that has the exact offset vector of original motion

trajectory. That is, if the length of the offset vector is defined as d j ¼ p̂j � p̂ j�1

�� ��,
then, it needs to find parameter t̂ j from t that matches the dj as close as possible on
the fitted spline curve with k control points. This reparameterization of curve

parameter t̂ j based on the arc-length is called arc-length parameterization. More

details can be found in [6]. By using parameter t̂ j on the curve with ki control points,
the algorithm keeps checking whether the error summation E(ki) is less than

predefined threshold value θ. Mathematically, the E(ki) is defined in the (22.5).

E kið Þ ¼
Xn
j¼0

f t̂ j
� �� p̂ j

�� �� ð22:5Þ

where j is the frame number, n is the total number of frames, p̂j is the 2D root

position of root joint, and f t̂ j
� �

is the 2D position of curve at arc-length parameter at

parameter t̂ j.
If E kið Þ ¼ θ, the algorithm stops the iteration and uses the ki as the final number

of control points. The threshold value θ is automatically set as follows:

θ ¼
Xn�1

j¼0
p̂j � p̂ j�1

�� ��
h

ð22:6Þ

where h is the height of 3D characters. Basically, the threshold is set to be

proportional to the length of motions while being inversely proportional to charac-

ter size. Figure 22.1 shows the spline-fitting results with different number of control

points ki In this figure, gray lines indicate the original T̂ , and red lines the fitted

spline curve f t̂ j
� �

. The control points are represented as yellow dots. Note that as

the number of control points increases, the motion trajectory fits more tightly.
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After the spline fitting is finished, users are allowed to change the positions of

control points. For example, in Fig. 22.1, users just pick one control point with the

mouse and drag it to move the control point to another place. That repositioning of

control points changes the shape of the curve automatically. However, due to the

locality property of piecewise B-spline, those changes only affect corresponding

segments of the curve, which is a useful property for editing motions.

And then, the newly edited curve must be fed into the original motion for further

processing. Let’s say the f
0
t̂ j
� �

is the newly edited curve, then, from the f
0
t̂ j
� �

,

original T̂ is needed to be modified to T̂
0
. In order to do that, the algorithm first

needs to construct a displacement map, say mi 2 3, which is the orientation

difference between the global orientation of root joint, q1i , at frame i and global

tangent orientation of unedited spline curve at t, denoted as r tið Þ 2 3. Mathemat-

ically, let α(ti) be the tangent angle at parameter ti of the curve. Then, r(ti) can be

calculated as r tið Þ ¼ cos α t j
� �

=2
� �

, 0, sin α t j
� �

=2
� �

, 0
� �

, in which four values in

the parentheses represent (w, x, y, z) of a quaternion respectively. After that, the

displacement map mi can be computed as follows:

mi ¼ q1i 	 r tið Þ�1
, 0 � i � n ð22:7Þ

where both q1i and r(ti) are quaternions.
The displacement map represents the relationship between root joint orientation

and tangent of spline curve. This relation must be preserved even after the spline

curve is edited. That is, on the edited curve f
0
t̂ ið Þ, the new orientation q̂ 1

i and

position p̂i of root joint can be estimated as follows:

q̂ 1
i ¼ r t̂ ið Þ 	 mi 0 � i � n

p̂ i ¼ f
0
t̂ ið Þ

(
ð22:8Þ

The equation of (22.8) only sets the root joint. Other joints must be adjusted as well

to satisfy important geometrical constraints. One of the important geometrical

constraints is the foot plant constraint, meaning that one of the feet must be planted

Fig. 22.1 Comparison of spline-curve fitting, using different numbers of control points Left:
5 control points are used. Middle: 10 control points are used. Right: 20 control points are used
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on the ground for some amount of frames. If one foot has such a plant constraint

over a particular range of frames in the original motion, then the same constraint

must be preserved on the edited motion. Since the motions are forced to change the

root joint position and orientation through (22.8), the foot skating artifact, which is

an error that causes some feet to float on the ground, may occur. In order to fix this

problem, limb configuration must be modified. The algorithm applies the IK solver

that is proposed by [8]. This method performs the per-frame-based numerical IK

solver to get the knee angle for given foot positions, and then filter the motion

afterward for smoothing.

Although this method finds the limb configuration most of the time, it may cause

unnatural stretch of legs to satisfy the foot plant constraint. This occurs when the

edited motion trajectory is too much different from the original motion trajectory,

especially when the motion path has a high curvature. To prevent this, the proposed

method puts the constraints on the position of control points. As shown in Fig. 22.2,

circles representing the safe regions for each control points are put. If the control

point is inside the circle, the motion won’t have any artifact such as leg stretch. The

radius of circle is automatically calculated through the curvature of trajectory. That

is, if the curvature at a particular control point is small, then the algorithm sets a big

circle around it, otherwise, a small circle is set automatically. Due to these con-

straints, when users are changing the position of control points outside the circle,

the algorithm forces it back inside the circle, which guarantees good quality of

motions.

22.4 Experiments

I performed several experiments to validate our proposed algorithm. I used

OpenGL for 3D rendering and used BVH (BioVision Hierarchy) motion capture

files for tests. The Fig. 22.3 compared the original motion and the edited motion

applied proposed algorithms. On the left side of Fig. 22.3, the original was just

straight walking motion. Therefore, if I just used this motion, the 3D character had

to pass through the obstacle in the middle. However, if I applied our algorithm, the

motion can be edited so easily that the 3D character can make a detour. On the right

side of Fig. 22.3, from the same straight walking motion, I made a curved motion. In

Fig. 22.2 Constrained

control points. Circles
represent the regions that

control points are allowed to

move around
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both cases, the control points were constrained. Therefore, control points couldn’t

move beyond the limit. From these experiments, I found that the motions were

modified in real-time rate as I changed the shape of the curve.

22.5 Conclusion

In this paper, I introduce a novel algorithm for editing human motion capture data

through optimal spline fitting based on least-square minimization with capability of

putting constraints on the control points. This algorithm is able to edit the motion in

real-time without causing any visual artifact. As a future plan, I would like to

extend our algorithm to more general motions such as dancing or ballet dancing in

which motion paths are more complicated and very hard to model with a single

spline curve.
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Chapter 23

An ARAR-Tree-Based Diagnosis Mechanism
for Rule Anomalies Among Internet
Firewalls

Chi-Shih Chao

Abstract While configuring firewalls, firewall rule ordering and distribution must

be done cautiously on each of the cooperative firewalls. However, network opera-

tors are prone to incorrectly configuring firewalls because there are commonly

hundreds of thousands of filtering rules (i.e., rules in the Access Control List file;

or ACL for short) which could be setup in a firewall, not mentioning these rules

among firewalls could affect mutually. To speed up the crucial but laboring

inspection of rule configuration on firewalls, this chapter describes our developed

diagnosis mechanism which can speedily figure out rule anomalies among firewalls

with an innovative data structure—Adaptive Rule Anomaly Relationship tree

(or ARAR tree). With the aid of this data structure and associated algorithms,

significant improvements have been made in the field.

Keywords Defense in depth • Firewall rule anomalies • ARAR tree • Diagnosis

reuse

23.1 Introduction

Network firewalls and their associated filtering rules should be discreetly deployed

and configured for cooperative, integrated, and in-depth network security protec-

tion. However, in a large and complex network equipped with numbers of firewalls,

it is very likely for a network manager to get trouble while setting the firewall rules

(i.e., ACL rules) since maintaining the security consistency between firewall rule

configuration and the demands of network security policies is always time-

consuming, laboring, and error-prone.

The security inconsistency typically can be revealed by either the occurrence of

anomalies between the firewall rules or demand-mismatching of network security

policies. Al-Shaer et al. formally define an anomaly as a duplicate or multiple rule-
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matching for a packet in a rule set. Based on the concept, they further define several

different intra-/inter-ACL anomalies among the firewall rules [1]. Nevertheless,

because a Finite-State-Machine (or FSM)-based comparison between each pair of

rules should be conducted for anomaly checking, their anomaly diagnosis will meet

an inefficiency when the number of rules or firewalls is on the increase.

To lower the comparison times between firewall rules needed in [1], Yin

et al. [2] segment the IP address space formed by the source and destination

networks into blocks where each block is precisely cut out by the IP addresses in

the <conditional field> of each firewall rule. Utilizing these varying-sized blocks,

a SIERRA tree is built and two conflict rules would be hanged on the same branch

of the tree. The network manager just needs to do the anomaly inspections/checking

on rules in the same spatial block(s), instead of wasting time to conduct a compre-

hensive pairwise rule comparisons like [1]. Yet, this approach would lead to a fatal

drawback in a networking environment with the need of frequent rule updates. A

clean-slate reconstruction of the SIERRA tree is very possibly unavoidable when a

rule deletion or insertion is performed. Once one rule changes, a change for the

whole spatial rule relationship would occur, and the corresponding data structures

could be reconstructed. This drawback also means the local diagnosis results, i.e.,

the intra-ACL rule diagnosis results, can hardly be reused for the diagnosis of inter-

ACL rule anomalies. Thus, by the same token, it is very likely that the modification

or reconfiguration of firewall rules for new demands of network security could fail

to go live in time in the face of different threats.

The rest of the chapter is organized as following: In Sect. 23.2, the innovative data

structure—ARAR tree with its basic operations is shown. The diagnosis mechanism

for intra-ACL and inter-ACL rule anomalies is introduced in Sect. 23.3 where our

performance evaluation is also included. At last, Sect. 23.4 concludes this chapter

and shows some of the future trends of our system development.

23.2 ARAR Tree

To have a clean overlook of our mechanism, Fig. 23.1 network is used and built in

our lab where Fig. 23.2 shows those filtering rules with port 80 which are configured

in firewall H, G, and C, respectively, for the routing path from network domain D2

to domain D7 (the dotted line in Fig. 23.1). In our work, the IP address ranges of the

source network domain and destination network domain of a designated routing

path are employed as two axes to form a rectangle traffic plane; later, with the fields

of <source_IP> and <destination_IP>, the IP address space of each ACL filtering

rule can be depicted as a smaller rectangle and put on some proper place of this

traffic plane (see Fig. 23.3).

Referring to the coding tree data structure widely used in data/video compres-

sion [3], the traffic plane will be split recursively as well as exponentially if a split

block finds there are more than two rules within it (Fig. 23.4), rather than splitting

the traffic plane into a matrix containing fixed-sized smaller blocks as done in our
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previous work [4]. After that, the address space of a filtering rule can be recorded in

our ARAR tree in the form of , where contains the values of the

conditional fields of the rule, is used to indicate the split block(s) spanned by the

address space of the rule, shows the label (or the order) of the rule. By dealing

with each rule in this fashion, the ARAR tree depicting the structural configuration

of Fig. 23.4 can be shown as Fig. 23.5.

23.3 Diagnosis with ARAR Tree

From Fig. 23.5, it can be found that there are nine branches containing more than

one leaves, which indicates merely the IP address spaces of those rules in these

branches intersect with one another and hence incur intra-ACL (or, in this case,

intra-firewall) rule anomalies. So, we simply have to do the pairwise rule compar-

isons for anomaly checking on the rules at the same branch within these nine

branches. Comparing to [1], without the ARAR tree, three times rule pairwise

comparisons are required for anomaly checking.

To isolate the inter-ACL (or, here, inter-firewall) rule anomalies, in our

approach, it can easily be done by simply reusing the ARAR trees built for the

diagnosis of intra-ACL (or intra-firewall) rule anomalies. We can first do the intra-

ACL anomaly diagnosis for rules inside two designated firewalls individually,

which can lead to the construction of two ARAR trees separately for the diagnosis

of intra-ACL rule anomalies. Later, to obtain the diagnosis of inter-firewall rule

Fig. 23.1 Example network
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Fig. 23.2 Filtering rules with port 80 for the routing path from domain D2 to domain D7

Fig. 23.3 The IP address space for each of related filtering rules in firewalls H, G, and C,

respectively
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Fig. 23.4 Exponential splitting on a traffic plane

Fig. 23.5 The corresponding ARAR tree of Fig. 23.4
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anomalies between these two firewalls, tree integration can be made by adjusting

the tree level/height and collecting the leave nodes belonging to the same branch

of the two individual ARAR trees and putting them together under the same branch

of a new ARAR tree for inter-ACL rule anomaly diagnosis. Later, following the

same logic in our diagnosis for intra-ACL rule anomalies, the pairwise comparisons

for the diagnosis of inter-ACL rule anomalies would only be conducted for those

rules which are under the same branch of the integrated ARAR tree for inter-ACL

rule anomaly diagnosis.

A comprehensive set of experiments had been conducted in our lab to obtain the

performance evaluation [5]. The experimental results show our diagnosis is ten

times faster than that of [1], which needs a substantial amount of pairwise rule

comparisons to do anomaly diagnosis. In addition, Figs. 23.6 and 23.7 show the

performance comparisons between our ARAR-tree-based system and the previous

version (RAR-tree-based) done in 2013 [4], which splits the traffic plane into fixed-

sized smaller blocks (A is the size of blocks). In the case of Fig. 23.6, rules have a

larger size (and smaller size in Fig. 23.7) of filtering area/space than A. It can be

found that ARAR tree can give us significant improvements on rule anomaly

diagnosis.

Fig. 23.6 ARAR-tree-based system vs. RAR-tree-based system with larger rule filtering area
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Fig. 23.7 ARAR-tree-based system vs. RAR-tree-based system with smaller rule filtering area
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23.4 Conclusions

With the implementation of the ARAR tree, our diagnosis mechanism for firewall

rule anomalies meets the planned requirements: Efficiency, expandability, and

feasibility. Although we get a noticeable achievement on our system development,

as the next steps, more novel ingredients are expected to get in to complete our

diagnosis scheme, e.g., migrating the current mechanism to IPv6 networking

environment or adding inspection functions for behavior mismatching between

two firewalls.
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Chapter 24

Development of Active Orthosis
for Lumbago Relief

Shinsaku Fujimoto, Tetsuya Akagi, and Feifei Zhao

Abstract It is important to develop the orthosis which improves the Quality of Life

(QOL) and maintains health conditions. As one of the treatment methods done to

lumbago, the waist fixation method with the spinal brace or the orthosis is

performed. A waist active orthosis implemented with pneumatic flexible actuators

is developed and pressure control method of pneumatic flexible actuators is

established. Orthosis control valve (on/off valve) system is modeled and the

reliability of exhaust and supply model has been validated through experiment.

The Effectiveness of the proposed control method has been validated through the

control experiment using the orthosis control valve.

Keywords Pneumatic actuator • Orthosis • Lumbago • Control system design

24.1 Introduction

It is important to improve the QOL (Quality of Life) and maintain the health

condition for elderly people. Our special attention is directed to lumbago

(low-back pain) because many people feel a back pain in daily life. As one of the

treatment methods done to lumbago, the waist fixation method with the spinal brace

or the orthosis is performed. Generally, an orthosis is wrapped around the waist

made of cloth and the rubber textile. However, the existing orthosis have the

following difficult and important problems.

1. Problem difficult to meet on-demand requirements: It is difficult to change size

or shape of the orthosis by daily demand actions and physical conditions of

users.
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2. Problem to suppress blood stream: The orthosis causes many physical problems

such as pain, skin eruptions, and bloodstream suppression for a long-time use.

3. Problem difficult to customize: It is difficult to select size and shape of the

appropriate orthosis which is best fitted to an individual body.

To solve these problems, a waist-active orthosis implemented with pneumatic

flexible actuators is developed and pressure control method of pneumatic flexible

actuators is established. However, the customizing problems have not been solved.

In this study, firstly, the prototype of pneumatic textile actuator (hereafter called

PTA) is developed. To measure the body pressure between the belly and the

orthosis, the pressure sensor is developed. However, when the capacity (volume)

of the PTA is small, the orthosis control (on/off) valve is vibrated continuously. To

solve the problem, the orthoses control valve system is modeled and the reliability

of exhaust and supply model is validated through experiment. Finally, a new control

method is proposed for the orthosis control (on/off) valve. Reliability of the

proposed control method is confirmed by using the control experiment.

24.2 Prototype of Active Orthosis for Lumbago Relief

As one of the treatment methods done to lumbago, the waist fixation method with

spinal braces or orthoses is performed. Therefore, this chapter describes the struc-

ture of the proposed active orthosis for a lumbago relief.

In order to provide orthosis for the waist which effectively fastens the pelvis, the

proposed orthosis does not slip up even if a hard exercise is conducted during

carrying. And the orthosis has effects on the support of the pelvis and pain relief in

the prognosis of lumbago treatment or the recurrent prevention and prophylaxis of

lumbago. McKibben-type actuator [1] is very lightweight because the main element

consists of a thin rubber tube covered with fiber sleeves. The McKibben-type

actuator is a pneumatic actuator with a high power-to-weight ratio and further

having high affinity (physical flexibility) with a human. Therefore, the

McKibben-type actuator was adopted as an actuator of active orthosis. Figure 24.1

shows the structure of PTA which was developed for the active orthosis.

The developed PTA has a structure which inwrought with a long McKibben-type

actuator into two soft cloths. The operating principle of PTA is very simple. When

the compressed air is inject into the supply port, the McKibben-type actuator

contracts to an axial direction. As a result, the PTA shrinks by the seam constraint.

Figure 24.2 shows the prototype of the active orthosis for the lumbago relief. The

proposed active orthosis consists of five PTAs (¼belts) and the body pressure

sensor. The size of the orthosis is 970� 200� 7 mm, and the mass is 350 g. The

active orthosis has a double structure. One structure is the body-orthosis that is

configured in the main belt and the ilium belts (right and left). Another structure is

two X-type belts.
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24.3 The Modeling of Orthosis Control Valve

When the capacity (volume) of the PTA (Ilium belts) is small, the orthosis control

(on/off) valve is vibrated continuously. Therefore, to solve this problem, the

orthoses control valve system is modeled and the reliability of exhaust and supply

model is validated through experiment in this section.

Fig. 24.1 Structure of PTA

Fig. 24.2 Prototype of active orthosis
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24.3.1 Three Modes of Tested Valve

Figure 24.3 shows the operating principle of the orthosis control valve. The tested

valve consists of two on/off-type control valves (Koganei Co. Ltd., G010HE-1) that

both output ports are connected each other. One valve is used as the supply valve,

and another is used as the exhaust valve. Two valves can adjust output flow rate like

a variable fluid resistance by means of the fast switching. The size of the on/off

valve is 33� 19.6� 10 mm, and the mass is 15.3 g. The total mass of the orthosis

control valve including the controller (Microcomputer: Renesas Co. Ltd.,

H8/3,664 F) is very light, that is about 350 g.

The orthosis control valve has three modes as follows:

(a) Supply mode: The exhaust valve is the off state. And, the pressure of the tank
(PTA) can be adjusted by the fast switching of the supply valve.

(b) Exhaust mode: Conversely, the supply valve is the off state. And, the pressure
of the tank (PTA) can be adjusted by the fast switching of the exhaust valve.

(c) Hold mode: When both valves are the off states, the pressure of the tank (PTA)

is kept a constant pressure.

24.3.2 Modeling of On/Off Valve

Figure 24.4 shows the analytical model of the orthosis control valve. The mass flow

rate of supply valve Qi and the exhaust valve Qo are given as follows.

Fig. 24.3 Three modes of the orthosis control valve
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Qi ¼ AsiPs

ffiffiffiffiffiffiffiffi
2

RTa

r
g zið Þ, zi ¼ P

Ps
: Supply State ð24:1Þ

Qo ¼ AsoPa

ffiffiffiffiffiffiffiffi
2

RTa

r
g zoð Þ, zo ¼ Pa

P
: Exhaust State ð24:2Þ

where R and Ta mean a gas constant and an absolute temperature, respectively. The

function g(z) that expresses the state of flow is given as follows.

g zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ

κ � 1
z2=κ � z κþ1ð Þ=κ
	 
r

0:528 � z � 1½ � : Subsonic Flow ð24:3Þ

g zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ

κ þ 1

2

κ þ 1

� �2= κ�1ð Þ
s

0 � z � 0:528½ � : Choked Flow ð24:4Þ

where κ means a specific heat ratio (¼1.4). The pressure P in the volume V of PTA

is given by the next equation.

_P ¼ dP

dt
¼ κRTa

V
Qið Þ : Supply State ð24:5Þ

_P ¼ dP

dt
¼ κRTa

V
�Qoð Þ : Exhaust State ð24:6Þ

The systems of (24.5) and (24.6) are nonlinear systems with respect to the input

of sectional area As*(*¼ i or o). Here, the simple idea is to approximate a nonlinear

system by a linear one (around the pressure point P¼PE (z¼ 0.528))

_x ¼ � 2:70� 102 	 Aso

V
x� 4:61� 104

V
v ∵x ¼ PE � P, v ¼ Ao : Supply State

ð24:7Þ

_x ¼ � 2:78� 102 	 Asi

V
xþ 4:68� 104

V
v ∵x ¼ PE � P, v ¼ Ai : Exhaust State

ð24:8Þ

In the linearization, the atmospheric pressure Pa of 101.3 kPa, the room tem-

perature Ta of 298 K, the gas constant R of 287 J/kg/K, the supply pressure Ps of

Fig. 24.4 Analytical model

of valve
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500 kPa were used. And the sectional area of the supply port Asi (¼0.45� 10�6 m2)

and the area of exhaust port Aso (¼0.60� 10�6 m2) were adopted the values of

catalog specification (on/off valve). The obtained linear system can be expressed by

the first-order transfer function. The pole of first-order system depends on the

volume V of PTA. The smaller the volume of PTA, the faster the response speed

becomes.

On the other hand, suppose that the sectional area v¼A* of the on/off valve is

opened (or closed) slowly. Suppose that the switching area A* (*¼ i or o) of valve is

approximated by dead time L (¼3 ms) and time constant To (¼2 ms) of a primary

delay system.

v sð Þ ¼ A∗ sð Þ ¼ As∗

Tosþ 1
	 e�Ls 	 u sð Þ New Input

u sð Þ ¼ 1 : Supply Mode

u sð Þ ¼ �1 : Exhaust Mode

u sð Þ ¼ 0 : Hold Mode

8<:
ð24:9Þ

From (24.7)–(24.9), the transfer function of on/off valve system with volume of

PTA is given by a second-order form and a dead time.

To validate the reliability of the proposed linear model, the verification exper-

iment of supply (500 kPaG) and exhaust (0 kPaG) motion was performed on

conditions of different volumes. Figure 24.5 shows the experimental result and

Fig. 24.5 Experimental result and model outputs
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output of the proposed model at the volume V¼ 3 mL. From Fig. 24.5, it can be

seen that the output results (rise action and fall action) using the proposed model

agree well with the experimental result. The proposed model was a very simple

model, but it could be confirmed that the actual valve system including volume can

be represented by means of a second-order form with a dead time.

24.4 Control System Design for On/Off Valve

When the capacity (volume) of the PTA is small, the orthosis control (on/off) valve

is vibrated continuously. Therefore, to solve this problem, the orthoses control

valve system is modeled and the reliability of exhaust and supply model is validated

through experiment in this chapter.

24.4.1 Previous Control Method

In general, the following control-law has been used to the previous controller [2]

and [3] for the on/off valve.

uv tð Þ ¼ e tð Þ þ α _e tð Þ ∵α ¼ k 	 ΔT, e ¼ Pd � P : error ð24:10Þ

where ΔT is the sampling period, k is the positive control parameter and α is

derivative gain. Figure 24.6 shows the previous control scheme. This control law

is applied to the following three modes:

(a) Supply Mode : uv tð Þ > w (b) Exhaust Mode : uv tð Þ < �w
(c) Hold Mode : �w≦ uv(t)≧w ∵w : Control accuracy of pressure

This control law has some problems that there are no determining method of

control parameter k (or α) and the control accuracy w. And the time delay is not

considered in the control system design.

Fig. 24.6 Previous control

system
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24.4.2 Proposed Control Design Method

The linear time-invariant error system with the time delay L is given by

_e tð Þ ¼ Ae tð Þ þ Bu t� Lð Þ ∵e ¼ Pd � P� _P
� �T

y ¼ Ce tð Þ ð24:11Þ

where e(t) is the state, u(t) is the control input, and Pd is the desired pressure.

Consider the following quadratic performance index J for the systems (24.11)

J ¼
ð1
0

eT tð ÞCTQCe tð Þ þ u tð ÞSu tð Þ� �
dt to minimize ð24:12Þ

where the matrix Q is nonnegative definite and S is positive value.

The control law of this problem has already been solved by Ref. [4].

u tð Þ ¼ � K1 K2½ � e tð Þ þ
ð0
�L

Φ τ þ Lð ÞBu tþ τð Þdt
� 

ð24:13Þ

where K1 and K2 are state feedback gains, respectively. Φ(t) is the state transition
matrix. Thus, the control parameter α is obtained as the value of �K2/K1.

In the case of on/off valve, the control input is constant value during the time

delay L. And, the second term on the right side (24.13) becomes the constant vector.ð0
�L

Φ τ þ Lð ÞBu tþ τð Þdt ¼ e1ε e2ε½ �T ð24:14Þ

where e1ε and e2ε mean the minimum accuracies of the pressure and the derivative

pressure, respectively. In other words, the minimum accuracy e1ε of the pressure

corresponds to the control accuracy w and the time delay is considered in the

control system design. The effectiveness of the proposed control method was

confirmed by control experiment. The Step responses of pressure were performed

from 0 to 0.35 MPaG. Figure 24.7 shows the simple experimental device.

Fig. 24.7 Experimental

device
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The volume (diameter) of McKibben-type actuator is the same volume

(V¼ 3 mL, Diameter: 2 mm) of the ilium belt. To verify the robustness, the volume

of McKibben-type actuator is changed to the volume 4.5 mL (50 % up), and the

load is increased to (4.9 N¼ 0.5 kgf) on the McKibben-type actuator. Compared

with the previous result as shown in Fig. 24.8, it can be seen that the sustained

oscillation of output pressure can be reduced in the case of the proposed method.

However, the control parameter α is the same value (0.04). If the time delay is

considered in the control system design, the sustained oscillation can be avoided.

24.5 Conclusions

This study is aimed to develop the active orthosis for lumbago relief and is

summarized as follows:

1. The pole of first-order system depends on the volume V of PTA.

2. The smaller volume of PTA, the faster response speed becomes.

3. The on/off valve system including volume can be represented by means of a

second-order form with a dead time.

4. The sustained oscillation can be avoided by considering the dead time.

Fig. 24.8 Control performance comparison
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Chapter 25

Controller Design by Time-Domain Objective
Functions Using Cuckoo Search

Huey-Yang Horng

Abstract In this research, a new optimization algorithm, called the cuckoo search

algorithm, is introduced for design controller. A large proportion of industrial

systems are represented by linear time-invariant transfer functions. The

proportional-integral-derivative (PID) controller is one of the most widely used

functions. The lead-lag controller is a more practical alternative. Traditionally,

time-domain or frequency-domain methods have been used to design a lead-lag

controller to design specifications. This chapter focused on the design of controller

both PID and lead-lag controller, by optimization of the time-domain objective

function. The proposed objective function includes time-domain specifications,

including the rise time, peak time, maximum overshoot, setting time, and steady-

state error. In the chapter, Cuckoo Search algorithm is chosen to finding the optimal

solutions. Cuckoo Search is metaheuristic optimization method recently developed.

That is a type of population-based algorithm inspired by the behavior of some

Cuckoo species in combination with the Lévy flight behavior. Given that the plant is

modeled according to a linear time-invariant transfer function, the proposed method

designs the controller capable of approaching the specifications.

Keywords PID controller • Lead-lag controller • Cuckoo Search • PSO

25.1 Introduction

Most industrial plant systems can be represented by a linear time-invariant transfer

function. Proportional-integral-derivative (PID) controllers are probably the most

commonly used controllers in industrial applications. Numerous methods have

been proposed for tuning the PID controller parameters [1–3].

Lead-lag controllers provide a more practical alternative. The design of the lead-

lag controller has been studied [4–6]. Ou and Lin proposed a method based on

Generic Algorithm (GA) and Particle Swarm Optimization (PSO) to design the PID

H.-Y. Horng (*)

Department of Electronic Engineering, I-Shou University, Kaohsiung 84001, Taiwan

e-mail: hyhorng@isu.edu.tw

© Springer International Publishing Switzerland 2016

J. Juang (ed.), Proceedings of the 3rd International Conference on Intelligent
Technologies and Engineering Systems (ICITES2014), Lecture Notes
in Electrical Engineering 345, DOI 10.1007/978-3-319-17314-6_25

193

mailto:hyhorng@isu.edu.tw


controller, and then compared the results [7]. Horng used cuckoo search to design

lead-lag controller [8]. Cuckoo search algorithm is one of the latest metaheuristic

techniques, developed by Yang and Deb [9–11].

In this chapter, cuckoo search algorithm that uses a time-domain objective

function to design the controller is proposed. If the plant could be modeled as a

linear time-invariant transfer function, the proposed method can design a controller

that approaches or meets the time-domain specifications. The objective function

includes eight specifications, they are delay time, rise time, first peak time, maxi-

mum peak time, percent maximum overshoot, percent maximum undershoot,

setting time, and steady-state error. This is improved by the formation of

reference [8].

25.2 Time-Domain Objective Functions

Typical unit-step response of a control system illustrating the time-domain speci-

fications are percentage maximum overshoot OS%, delay time Td, rise time, Tr,
setting time Ts, and steady-state error Ess [1]. Let y(t) be the unit-step response and

yss the steady-state error. For a more general system, the following specifications

will be considered:

1. First Peak time, Tp. The time to reach the first peak.

2. Maximum Peak time, Tm. The time to reach the maximum peak.

3. Percentage Maximum overshoot, US% is defined as

yus ¼ min y tð Þð Þ, t � T p, US % ¼
yss � yusð Þ

yss
, if yus < yss,

0, if yus � yss:

8<: ð25:1Þ

First define deviation ratio (DR)

DR TDSð Þ ¼ f xjTDS : lb, ubð Þ

¼

0, if 0 � lb � f xjTDSð Þ � ub

f xjTDSð Þ � ub

ub
, if f xjTDSð Þ > ub

lb� f xjTDSð Þ
lb

, if f xjTDSð Þ < lb

8>>>><>>>>: ð25:2Þ

where TDS is the time-domain specification, i.e., rise time, first peak time, maxi-

mum peak time, etc. The proposed objective function is
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TDOF ¼ �w1DR Tdð Þ þ w2DR Trð Þ þ w3DR T p

� �þ w4DR Tmð Þ
þw5DR OS%ð Þ þ w6DR US%ð Þ þ w7DR Tsð Þ þ w8DR Essð Þ�=TW

ð25:3Þ

where TW ¼
X8

i¼1
wi. In (25.3), wi represents weights reflecting the relative

importance of the corresponding term. DR denotes the deviation ratio of desired

interval, from lower bound (lb) to upper bound (ub). For second-order system, the

first peak time is the maximum peak time. But, for the general system, they are not

the same.

The design of controller becomes in the minimization of the TDOF for all

possible parameters. Moreover, some tolerances in the time-domain specifications

are allowable as in (25.2).

25.3 The Controller

Two kinds of controllers are considered, there are PID and lead-lag (or lag-lead)

controller. For PID control, one typically has

Gc sð Þ ¼ Kp þ Ki

s
þ Kd s: ð25:4Þ

The transfer function of a lead-lag (or lag-lead) controller is written as:

Gc sð Þ ¼ K
T1sþ 1

αT1sþ 1

� �
	 T2sþ 1

βT2sþ 1

� �
; ð25:5Þ

where K > 0, α > 1, T1 > 0, β < 1, T2 > 0.

25.4 Cuckoo Search Algorithm

In this chapter, a new optimization algorithm, called the cuckoo search algorithm, is

introduced for design controller [9–11]. The algorithm uses a combination of a local

random walk and the global random walk, controlled by a parameter pa. This allows
for proper balance between exploration and exploitation of the solution space. The

local random walk can be written as

xtþ1
i ¼ x ti þ αs� H pa � εð Þ � x tj � x tk

	 

ð25:6Þ

where xti and x
t
k are two different solutions taken by random permutation. In (25.6),

H(u) is a Heaviside function, ε is a random number got from a uniform distribution,
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and s is the step size. On the other hand, the global random walk is figured out using

Lévy flights:

xtþ1
i ¼ x ti þ αL s; λð Þ ð25:7Þ

where

L s; λð Þ ¼ λΓ λð Þ sin πλ=2ð Þ
π

	 1

s1þλ
, s � s0 � 0 ð25:8Þ

Here, α ¼ 0:01 is the step size scaling factor.

In the following design procedure, set maximum generation equals to 750, and

Pa ¼ 0:25. Generate initial population of 15 host nests, which cause closed-loop

stable (by using Routh-Hurwitz criterion).

25.5 Illustrative Examples

Example 1 A unity feedback system has the forward transfer function:

Gp sð Þ ¼ 150

s2 þ 15sþ 50
: ð25:9Þ

as in Fig. 25.1. The closed-loop system is stable. The system type refers to the order

of the pole of Gp(s) at s¼ 0. Thus, the closed-loop system having the forward-path

transfer function of (25.9) is type 0. The step response of the uncompensated system

is shown in Fig. 25.3. Here, the peak time is 0.249 s, the percentage overshoot is

13.3 %, and the steady-state error Ess is equal to 0.273.

As shown, the uncompensated system does not satisfy the design specifications

in Table 25.1. Hence, the controller is used to improve the transient response as in

Fig. 25.2. All the weight wi are set to 1. First, the PID controller will be designed for

the system. When the design procedure is completed, the parameters are

Kp ¼ 5:3161, Ki ¼ 10:2197, and Kd ¼ 0:2299. Apart from delay time, most of

the time-domain specifications are very close to demand. Next, the lead-lag con-

troller will be designed. When completed, the parameters are K¼ 59.6384,

α¼ 26.0208, T1¼ 0.2319, β¼ 0.1520, and T2¼ 0.0911. All the desired specifica-

tions are fulfilled. If the deviation ratio of delay time would be reduced, the weight

of delay time will increase to 6, and keep the others the same value. After the

adjustments of weights, and redesign the controller again. The parameters found

are, Kp ¼ 3:0046, Ki ¼ 7:3653, and Kd ¼ 0:1339. The deviation ratio of all

specifications are listed in Table 25.2. Since the specifications of both led-lag

controllers are full-filed, the adjustments produce influence of no importance as

shown in Fig. 25.4.
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Example 2 A unity feedback system has the following forward transfer function:

Gp sð Þ ¼ 700

sþ 2ð Þ sþ 4ð Þ sþ 6ð Þ:

The closed-loop system is unstable. The step response of the uncompensated

system is shown in Fig. 25.5. The design specifications are listed in Table 25.3.

Fig. 25.1 Unity feedback

system without controller

Fig. 25.2 Unity feedback

system with controller
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Fig. 25.3 Uncompensated

system in Example 1

Table 25.1 Example 1: Controller design with wi ¼ 1, for i ¼ 1, 2, . . . , 8

Spec. Desired interval wi PID 1 PID 1 DR Lead-lag 1 Lead-lag 1 DR

Tp [0.0988, 0.1008] 1 0.1014 0.0063 0.1006 0

Tm [0.0988, 0.1008] 1 0.1014 0.0063 0.1006 0

Tr [0.0477, 0.0487] 1 0.0466 0.0223 0.0487 0

Td [0.0307, 0.0314] 1 0.0185 0.3970 0.0311 0

OS% [0.0, 0.03] 1 0.0300 0 0.0245 0

US% [0.0, 0.02] 1 0 0.0200 0.0021 0

Ts [0.1014, 0.1035] 1 0.1031 0 0.1023 0

Ess [0.0, 0.22] 1 0.0326 0 0.0045 0
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When the design procedure is finished, the PID parameters are Kp ¼ 0:2431,
Ki ¼ 0:3030, and Kd ¼ 0:2299. Furthermore, the lead-lag parameters are

K¼ 7.1739, α¼ 67.1652, T1¼ 0.4054, β¼ 0.0010, and T2¼ 0.4112. The deviation

ratio of delay time has been improved (Fig. 25.6).

The weight of delay time Td increase by a factor of 6, while keeping the others

the same. Redesign the controller again; the PID parameters found areKp ¼ 0:2431,
Ki ¼ 0:2840, and Kd ¼ 0:0523 (Table 25.4).

25.6 Conclusions

A large part of an industrial plant system may be represented by the linear time-

invariant transfer function. A simple procedure is used to design the controller to

meet or approach the specification with cuckoo search algorithm has been proposed

Table 25.2 Example 1: Controller design with w4 ¼ 6, and wi ¼ 1, for i 6¼ 4

Spec. Desired interval wi PID 2 PID 2 DR Lead-lag 2 Lead-lag2 DR

Tp [0.0988, 0.1008] 1 0.1542 0.5300 0.1006 0

Tm [0.0988, 0.1008] 1 0.1542 0.5300 0.1006 0

Tr [0.0477, 0.0487] 1 0.0749 0.5382 0.0485 0

Td [0.0307, 0.0314] 6 0.0307 0.0000 0.0308 0

OS% [0.0, 0.03] 1 0.0300 0 0.0300 0

US% [0.0, 0.02] 1 0.0200 0 0.0148 0

Ts [0.1014, 0.1035] 1 0.1055 0.0197 0.1023 0

Ess [0.0, 0.22] 1 0.0453 0 0.0061 0
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Table 25.3 Example 2: Controller design with wi ¼ 1, for i ¼ 1, 2, . . . , 8

Spec. Desired interval wi PID 2 PID 2 DR Lead-lag 2 Lead-lag 2 DR

Tp [0.7411, 0.7561] 1 0.6434 0.1319 0.7423 0

Tm [0.7411, 0.7561] 1 0.6434 0.1319 0.7423 0

Tr [0.3581, 0.3653] 1 0.3251 0.0921 0.3711 0.0159

Td [0.2305, 0.2352] 1 0.2229 0.0329 0.2514 0.0687

OS% [0.0, 0.03] 1 0.0300 0 0.0300 0

US% [0.0, 0.02] 1 0.0114 0 0.0085 0

Ts [0.7606, 0.7760] 1 0.6557 0.1379 0.0107 0

Ess [0.0, 0.22] 1 0.2263 0.0286 0.0058 0
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in this chapter. The proposed time-domain objective function is expressed in terms

of peak time, maximum overshoot, maximum undertow, and setting time of the

unit-step response. Computer simulations support the usefulness of the method.
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Table 25.4 Example 2: controller design with w3 ¼ 6, and wi ¼ 1, for i 6¼ 3

Spec. Desired interval wi PID 2 PID 2 DR Lead-lag 2 Lead-lag 2 DR

Tp [0.7411, 0.7561] 1 0.6495 0.1235 0.6805 0.0818

Tm [0.7411, 0.7561] 1 0.6495 0.1235 0.6805 0.0818

Tr [0.3581, 0.3653] 1 0.3306 0.0767 0.3490 0.0254

Td [0.2305, 0.2352] 6 0.2277 0.0119 0.2361 0.0040

OS% [0.0, 0.03] 1 0.0300 0.0304 0.0141 0

US% [0.0, 0.02] 1 0 0 0.0200 0

Ts [0.7606, 0.7760] 1 0.1016 0 0.6619 0.1297

Ess [0.0, 0.22] 1 0.0089 0 0.2414 0.0974
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Chapter 26

Behavior Network-Based Risk Recognition
Method

Jeonghoon Kwak, Suhyun Gong, and Yunsick Sung

Abstract This chapter proposes a two-behavior networks-based method to

automatically detect whether a situation is risky or not. Behavior network is used

to analyze measured values from the sensors of a smart phone. Bayesian probability

is also used for implementing such a behavior network. An experiment was

conducted to validate that the speed of recognizing risk situations was improved

by learning such situations iteratively through behavior networks with Bayesian

probability.

Keywords Behavior network • Bayesian probability • Situation classification

26.1 Introduction

Many studies have been conducted to recognize risk situations. Among these, few

studies use Bayesian probability-based behavior network to recognize such situa-

tions [1]. The risk situations faced by school children can be recognized by

measured sensor values of smart phones. These values are utilized to calculate

the Bayesian probability. The Bayesian probability is then utilized by the behavior

network that recognizes risk situations through five states: Sensing, Bayesian,

critical, process, and learning states.

The above behavior network-based risk situation recognition approach had

problems because it could not estimate the level of riskiness of a particular

situation. Therefore, risk situations should be expressed in terms of the level of

riskiness and determine a way to handle the situations accordingly. This chapter

proposes a method that uses and connects Bayesian probability-based two-behavior

networks to denote the level of riskiness of situations. By denoting two levels, each

behavior network of the corresponding level can handle its risk situations by

executing corresponding processes.
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The rest of the chapter is organized as follows. Section 26.2 describes research-

conducted to recognize various risk situations. In Sect. 26.3, a behavior

network-based two-level situation recognition method is described. Section 26.4

introduces the implementation of our proposed method. Finally, we conclude in

Sect. 26.5.

26.2 Related Work

Development of smart devices and improved Internet speeds facilitate the provision

of diverse Internet-based services. In particular, various sensors are embedded on

smart phones that allow users to recognize and evade risk situations. This section

describes various studies conducted to determine risk situations faced by users.

There has been research to design a system that notifies risk situations faced by

infants to their parents by analyzing various situations in home network environ-

ments [2]. The information related to infants can be acquired based on Open Service

Gateway initiative (OSGi), utilizing various sensors and RFIDs. Ontology-based

database and reasoning engines are used to recognize risk situations accurately by

analyzing the gathered information.

Research on a system that notifies guardians and medical institutions about

the situation of elderly people along with real-time monitoring has been

conducted [3]. RFIDs are used to analyze the amount of activity in wards and

infrared sensors are used to sense proximity distance. The system may be used to

accurately check the health status of elderly people and notify guardians in case of

emergent situations.

A study that proposes a system to facilitate pedestrians who use headphones to

recognize risk situations through responses based on external sounds [4]. This

system uses sound to calculate movement and direction of risk elements. If a risk

element is detected, the music automatically stops.

This chapter proposes a method to recognize and learn the levels of riskiness of

situations utilizing measured values of various sensors and applying behavior

networks. This will allow users to determine the levels of riskiness of situations

automatically, and provide risk situation notification services.

26.3 Four-Level-Based Risk Recognition Process

This chapter proposes a method that defines two risk levels, lower level and upper

level, by using Bayesian probability-based two-behavior networks and determines a

way to handle the risk situations with the behavior networks. When two levels are

defined, upper level is more risky than lower level situation.
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It is assumed that the proposed system in this chapter recognizes risk situations

by converting multiple sensor values into a single mixed value mt at situation st,
where st is defined based on all sensor values. The states defined in each behavior

network, i.e., sensing, Bayesian, critical, transition learning, retention learning, and

process states, are shown in Fig. 26.1.

First, situation st and mixed value mt are received during the sensing state in a

behavior network. Once both are received, Bayesian state is executed. These two

values are unchanged until the sensing state is executed again.

Second, Bayesian probability pst of the behavior network corresponding to the

situation st is calculated by the level transition count (LTC) qst and the level

retention count (LRC) rst as shown in (26.1), where LTC qst is the number of the

occurrences of the transition learning state and LRC rst is the number of the

occurrences of retention learning state. First, whether the sum of LTC qst and
LRC rst is 0 or not is checked. If the sum is 0, critical state is executed. If the

sum is greater than 0, Bayesian probability pst is obtained by dividing LTC qst by
the summation of LTC qst with LRC rst.

pst ¼ qst
qst þ rst

ð26:1Þ

The calculated Bayesian probability pst of the lower level is compared with the

upper critical probability (UCP) β. The calculated Bayesian probability pst of the
upper level is compared with lower critical probability (LCP) α. If Bayesian

probability pst is greater than the UCP β or is smaller than the LCP α, user
confirmation is required. If the user concludes that the current situation is risky,

Fig. 26.1 Proposed two-level-based behavior network
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transition learning state is executed. If not, retention learning state is executed.

When a user does not decide within fixed period, transition learning state is

executed. Similarly when Bayesian probability pst of upper level is smaller than

the LCP α, user confirmation is required and in the case of risk situations, transition

learning state is executed, otherwise ratention learning state is executed. When

there is no confirmation, ratention learning state is executed.

Third, the mixed value mt is compared with upper critical value (UCV) δ and

lower critical value (LCV) ζ during critical state to determine whether the current

situation is risky or not. In the case of lower level, the UCP δ is compared with

mixed value mt. If mixed value mt is greater than UCP δ, transition learning state is

executed. If mixed value mt is smaller than UCP δ, ratention learning state is

executed. In the case of upper level, UCP δ is compared with mixed value mt. If

mixed value mt is smaller than UCP δ, transition learning state is executed. If mixed

value mt is greater than UCP δ, ratention learning state is executed.

Fourth, LTC qst and LRC rst are updated considering the situation st during

transition learning state and ratention learning state. Transition learning state

increases LTC qst by 1 and changes the levels. It is then transferred to process

state. Retention learning state increases LRC rst by 1 if LRC rst is not 0 and

maintains the levels.

Fifth, process state handles risk situations by performing corresponding tasks

and then is transferred to upper level or lower level. We enter sensing state when

either an upper level or a lower level is reached.

In the lower and upper levels, Bayesian state compares Bayesian probability

with the critical probabilities. Critical state then compares the mixed value with the

critical values to decide whether upper level is transferred or not.

26.4 Experiment

In our experiment, we determine whether two level-based behavior networks could

recognize the levels of riskiness of situations when school children walk on streets.

The values obtained from the sensors of the smartphone, Galaxy S4, used by the

school children were measured. Then, corresponding risk situations were recog-

nized. In this experiment, four levels were defined namely, safety level, attention

level, warning level, and risk level. Our approach was applied only to warning and

risk levels. To validate our approach, the behavior networks utilizing only critical

values were used with our approach.

The proposed method recognized all safe situations correctly. In the case of

using critical values, some risk situations were recognized as safe situations

according to the sensor values as show in Fig. 26.2.
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26.5 Conclusions

This chapter proposed a method to recognize risk situations based on two behavior

networks. Each behavior network handles its risk situations. The proposed two-

level-based behavior networks were applied to the smartphones of school children.

Some of the risk situations were recognized only by our proposed method.
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Chapter 27

Reinforcement Learning with Multiple
Actions

Riku Nishiyama and Satoshi Yamada

Abstract The effectiveness of the reinforcement learning with multiple actions

was investigated. The multiple actions consist of a group of simple actions and the

termination conditions. To evaluate the learning performance of the reinforcement

learning with multiple actions, it was compared with the reinforcement learning

with simple actions. To develop more general learning algorithm, the reinforcement

learning with multiple actions using INGnet was also investigated.

Keywords Reinforcement learning • Multiple actions • INGnet • Khepera

27.1 Introduction

The reinforcement learning (RL) learns the behavior through trial-and-error inter-

actions with a dynamic environment [1, 2]. Since RL does not need the precise

information on the desired output or desired action, it is considered to be applicable

to many types of control problems. However, it has the disadvantage to take a large

learning time to train the network for the complex control problems. In order to

apply RL to the practical control problems, more effective learning algorithm is

required. To tackle this, the RL with multiple actions [3] was investigated. In the

usual RL, the output of RL is a simple action, e.g., turn right or turn left in the

navigation control. So the learning agent must learn the input–output relations of

the huge number of combinations of input and simple actions. The multiple actions

consist of several simple actions and the termination conditions, e.g., avoid walls in

the navigation control. By using multiple actions as output of RL system, the

learning agent selects appropriate action sets for the situation, and is expected to

decrease the learning time.

In animal brain, motor controls are performed in the primary motor cortex, the

cerebellum, and the basal ganglia. It is considered that cerebellum learns the

smooth and precise control. The basal ganglia are considered to perform RL. In
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the brain, it is considered that the RL does not learn the selection of each movement

of each muscle, but the selection of behaviors. RL with multiple actions is expected

to be a model of RL in the brain.

In this study, RL with multiple actions is applied to the control problems in

which the combination of two types of sensors (AND, OR, and XOR) must be

discriminated. In future, the multiple actions should be created autonomously by

the learning agent. In this study, they were made manually. The learning perfor-

mance of RL with multiple actions was compared with that of the modular RL with

simple actions [4]. As the method to process the sensor information, CMAC [4] and

the incremental normalized Gaussian networks (INGnet) [5] were compared.

27.2 Reinforcement Learning with Multiple Actions

Multiple actions consist of several simple actions, which are used for the interme-

diate purpose, and the termination conditions. If the multiple actions are performed,

the state of the control object is changed deterministically. Figure 27.1 shows the

difference between the control by using simple actions (a) and that by using

multiple actions (b). In the case of RL with simple actions, the learning agent

must select the actions many times to avoid walls. On the other hand, in the case of

that with multiple actions, it just selects the “avoiding walls” multiple action once.

In RL, Q-values are defined for the combination of the state and output (simple

actions). So the learning agent must learn the huge number of input–output com-

binations. By using multiple actions, the number of the combination of the state and

output (multiple actions) is expected to be decreased.

The following nine multiple actions were made manually by using three simple

actions (turn left, turn right, and headway) for this study’s task (see Sect. 27.3).

Fig. 27.1 The trajectory of

simple actions (a) and
multiple actions (b)
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1. GoStraight(): Go straight until distance sensors or light sensors detect walls or

objects.

2. TurnRightSensD(N): Turn right until Nth distance sensor detects walls or

objects.

3. TurnLeftSensD(N): Turn left until Nth distance sensor detects walls or objects.

4. TurnRightSensO(N): Turn right until Nth light sensor detects lamps.

5. TurnLeftSensO(N): Turn left until Nth light sensor detects lamps.

6. SearchLamp(): Turn until light sensor detects lamps.

7. ApproachBar(): Approach bars by using the information obtained from the linear

CCD array.

8. ApproachLamp(): Approach lamps by using light sensors.

9. SearchBar(): Turn until the linear CCD array detects bars.

27.2.1 Learning Algorithm

In this study, RL with multiple actions are trained by Sarsa (λ) using CMAC [4] or

by Q-learning using INGnet [5].

Sarsa (λ) using CMAC. The Q-values for the action a in the state s are calculated as
follows:

Q s; að Þ ¼
Xn
i¼1

wa ið Þϕs ið Þ ð27:1Þ

where wa(i) and ϕs denote the parameter vector for the action a and the feature

vector for the state s, respectively. The action a is selected according to Q(s,a)
which produces maximal values in the state s. The parameter vector is updated as

follows:

wa ið Þ ¼ wa ið Þ þ αr̂ tð Þea ið Þ
r̂ tð Þ ¼ r tþ 1ð Þ þ γQ stþ1; atþ1ð Þ � Q st; atð Þ

ea ið Þ ¼
1 a ¼ at,ϕs ¼ ϕst
0 a 6¼ at,ϕs ¼ ϕst

λea ið Þ otherwise

8<: ð27:2Þ

where α, r̂ tð Þ, ea ið Þ, r tð Þ, γ, λ denote the learning rate, TD errors, the eligibility

trace, the reinforcement signal, the discount factor, and the decay rate, respectively.

Q Learning using INGnet. The Gaussian activation function is calculated as

follows:

ak Xð Þ ¼ e�0:5 Mk X�ckð Þk k2 ð27:3Þ
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where ak(X), X, Mk, ck denote the activation function, the n-dimensional input

vector, the matrix describing the activation function’s feature, and the center of

the activation function, respectively. The basis function, bk(X), is a normalized

activation function, such that the summation of the basis function at each point is

1. In the INGnet, a new processing unit (a new basis function), whose center is the

current input vector and the matrix is Mk ¼ diag μið Þ, is added if the following

conditions are satisfied:

r̂ tð Þj j > emax and maxk ak Xð Þ < amin ð27:4Þ

where emax, amin, μi denote the threshold for errors, the threshold for the activation,

and the inverse of the radius of the activation function, respectively. The action a is
selected proportionally to the probability p(a), which is calculated as follows:

p að Þ ¼ exp Q s; að Þ=Tð ÞX
b
exp Q s; bð Þ=Tð Þ ð27:5Þ

where T is a parameter. Q values are calculated and the parameter vectors are

updated similarly to the Sarsa (λ).

27.3 Control Task

The reinforcement learning is applied to the control of Khepera robot. The Khepera

is a cylindrical robot of 55 mm in diameter and has two DC motors, IR sensors

(Fig. 27.2) and several options. The sensors of Khepera used in this study are optical

sensor mode (light S) and distance sensor mode (distance S) of IR sensors and a

Fig. 27.2 Khepera and the environment for the control task. (a) Photograph of Khepera, (b) IR
sensor position of Khepera, (c) the environment for the control task
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linear CCD array (CCD S). The distance S was used to avoid walls, and the light S

and CCD S were used to discriminate objects. All results were obtained by the

computer simulation which used the modified “Khepera Simulator”.

There are three objects, a lamp (upper left), a bar (upper right), and a bar with a

lamp (lower center), in the field (Fig. 27.2c). The object of the task is to approach

the targets with avoiding walls and other objects. The target is determined depen-

dent on the task, which is shown in Table 27.1. The reward of +1 is given when the

robot approaches the target. The reward of �1 is given when the robot approaches

the other objects and walls. In this study, RL was applied to the control problem in

which the combination of the light S and CCD S (AND, OR, and XOR) must be

discriminated.

27.4 Results and Discussions

The learning performance of RL with multiple actions was compared with that of

simple actions on the task in which the combination of the light S and the CCD S

must be discriminated (Fig. 27.3). RL with multiple actions using CMAC (5 inputs:

2 distance S, 2 light S, 1 data obtained from CCD S), and that using INGnet

(10 inputs: 4 distance S, 4 light S, 2 data from CCD S) were compared with RL

with simple actions. The modular RL using CMAC (3 control modules to process

each sensor information and 1 selection module) and RL using INGnet (10 inputs)

are used for RL with simple actions.

The RL with simple actions (modular RL using CMAC or RL using INGnet)

learned the control of the task in which the correlation of light S and CCD S, AND

(Fig. 27.3a), OR (Fig. 27.3b), and XOR (Fig. 27.3c), but the success rate of AND

and XOR was low. RL with multiple actions using CMAC (Fig. 27.3 thin lines) and

using INGnet (Fig. 27.3 thick lines) learned the tasks more efficiently than that with

simple actions. The final success rate of RL using INGnet was similar to that using

CMAC. The initial success rate of RL using INGnet was lower than that using

CMAC, since INGnet had no effective processing unit in the initial condition. The

network structure of CMAC is required to be initially determined. Since INGnet set

processing units at the necessary position in the learning, INGnet is considered to

have the ability to apply to general control tasks.

In front of objects or walls, appropriate multiple actions of rotating were selected

(Fig. 27.4). In the neighborhood of the target, “approach” multiple actions were

selected.

Table 27.1 Rewards for

approaching objects in

the task

Task Lamp Bar Bar with lamp

AND �1 �1 +1

OR +1 +1 +1

XOR +1 +1 �1
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In the first 7 multiple actions, there are not behaviors which “approach lamp” or

“search bar”. To search and approach the lamp or the bar, two multiple actions are

added (multiple action 8, 9). The success rate of RL with 9 multiple actions was not

different from that with 8 or 7 for the task of AND (Fig. 27.5a) and OR (Fig. 27.5b),

but was slightly larger than that with 8 or 7 for the task of XOR (Fig. 27.5c). The

difference in XOR task is considered to depend on the number of the success to

approach the lamp or the bar, where two additional multiple actions play important

roles to approach them.

Fig. 27.3 Success rate on the learning tasks in which AND (a), OR (b), and XOR (c) between
light S and CCD S. Dotted line: modular RL with simple actions using CMAC, broken line: RL

with simple actions using INGnet, thin line: RL with multiple actions using CMAC, thick line: RL
with multiple actions using INGnet

Fig. 27.4 Trajectory of robots controlled by trained networks, which were trained by RL with

multiple actions using INGnet, for the task of AND (a) and XOR (b). Several lines denote the

trajectories performed by GoStraight, ApproachBar, and ApproachLamp. Circles denote the

selection of the other multiple actions
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27.5 Conclusions

The reinforcement learning with multiple actions using INGnet showed the good

learning performance on the task in which the combination of two types of sensor

information must be discriminated. It is expected to be applicable to many practical

tasks. The RL with multiple actions will be applied to more practical tasks.
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Chapter 28

Wind Turbine Blade Load Alleviation
Performance Employing Individual
Pitch Control

Chin-Fan Chen, Chi-Jo Wang, Alireza Maheri, and Terrence Macquart

Abstract Nowadays, the usage of renewable energy has become popular. For the

wind energy, as the wind turbine getting larger, more wind energy can be extracted.

However, wind turbine components also became bulkier and hence increased the

cost of installation. Furthermore, loads on the larger rotor also increased and made

its life span shorter. As a result, the aim of the project is to investigate the

implementation of individual pitch control (IPC) for alleviating wind turbine

blade loads and then increase the cost effectiveness. This study covers the operation

of variable wind speed with different controllers, namely pitch control, torque

control and IPC. The result will corporate the implementation of proportional-

integral-derivative controller (PID) into the torque and pitch control as well as

the direct-quadrature (d-q) transformation for IPC.

28.1 Introduction

In the past decades the worldwide installed wind turbine capacity has significantly

increased because of the development of technology. Large wind turbine made

higher proportion of wind energy extraction. Because of the wind turbine rotor

size increased, the “rotor disc” also increased which means more wind passed the

rotor disc and generated more kinetic energy. As more energy can be generated,
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the cost of that would become cheaper. When the size of rotor increases, the

length of blade also should be adjusted. Therefore, the height of would be further

from the ground. The size of rotor directly determines the quantity of power

generation. This is because power generation is directly proportional to the rotor-

swept area. At higher altitude, the wind turbine suffered stronger mean wind

speed, according to the wind shear. Because the power generation is almost

corresponding to the wind speed and the usage of wind energy would be more

economical. Although the power growth is proportional to the square of radius,

the mass will also increase proportionally to the cube of radius. Hence, larger

wind turbine cannot simply consist of up-scaling of the previous generation.

Wind turbines are frequently suffering from the fluctuating stress, which is caused

by various factors, namely wind shear, tower shadow as well as turbulence and

variable wind speed. These phenomena might cause more significant damage on

components for taller wind turbine. Research in this field must be continuous

until technology reaches maturity and the cost of energy will become difficult to

further reduce. This project investigates how to decrease the load with active flow

controller by using a MATLAB code, based on the NREL 5 MW wind turbine. In

this study, an introduction of load, fatigue load in particular, will be explained.

And then the type of wind turbine and its operating environment will be presented

in the next section. After that the theory of different controllers used in this

project will be demonstrated. All equations and simulation results will be com-

pared in the last section. The sources of load taken into account might be briefly

categorised as extreme loads and fatigue loads. Fatigue load is a key factor that

should be considered for wind turbine design. Accordingly, wind turbine is a

fatigue-critical machine [1, 2]. The design of many components is evaluated

based on the consideration of fatigue load. In other words, fatigue is used to

examine how wind turbine components are expected to withstand in a continu-

ously changed wind condition over their life span. Fatigue load is caused by the

cyclic stress or continuous fluctuation of press. Engineers have discovered that if

the stress was applied and removed repeatedly from one component, the damage

would accumulate and cause the crack after a number of cycles. Furthermore,

loads also dramatically affect the life span of wind turbine and cost, so that the

cost of installation and maintenance can be minimised.

28.2 Modelling and Methodology Analysis

The aim of the project is conducting an investigation, which focuses on the

comparison of the load alleviation and performance between traditional torque,

pitch controller and individual pitch controller.
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28.2.1 Wind Turbine Model

The NREL 5 MW wind turbine is a three blades upwind, variable speed, collective

pitch wind turbine, with 3 m hub diametre, 90 m hub height, and 20 m water

depth [3].

28.2.2 Variable Wind-Speed Operation

For variable wind-speed operation, region I is not necessary because there is no any

obvious aerodynamic behaviour. Region II is the section between cut in wind speed

and rated wind speed and is a critical region for the power generation control [3].

The theoretical maximum power coefficient CP for the ideal wind turbine is called

Betz limit. In this region, the goal is to achieve the Betz limit as close as possible for

maximum power generation. There is usually only torque control selected in this

operating region. Pitch angle would be kept constant at its optimal value for

maximising power extraction. The load is often much lower than the operation in

region III, hence it is not essential to control the load. Region III is defined as the

wind speed rises above the rated wind speed. The power generation would exceed

the maximum requirement which wind turbine can afford and therefore lead to

damage on the wind turbine structures. The variable wind turbine was designed to

withstand in this condition. Pitch control is mainly used in this region to shed the

power and alleviate the load in order to prevent the damage on components.

Proportional-integral-derivative (PID) control is a popular tool and not only used

to control the angular speed for torque control, it is also an effective method to

control the pitch angle. For variable wind speed, it is possible to operate the wind

turbine at its maximum power coefficient, as below:

P ¼ ρ

2
ACP λð Þ ð28:1Þ

λ ¼ ω
R

v
ð28:2Þ

in which, P is the power generation, ρ is the air density, A is the rotor disc area, and

CP is the power coefficient at relative-tip speed ratio. For tip speed ratio (λ), R is the

rotor radius in metre, v is the actual wind velocity, is the rotor angular speed. When

the wind turbine operating with the fixed speed rotor, power generation can only be

maximised at specific wind speed. Since most of the factors are not controllable, it

is not possible to store energy capture when the serious situations occurred, such as

the turbulence or gust may affect the power generation. On the contrary, with

variable speed rotor it is able to keep the wind turbine operating at its optimum

power coefficient with relative-tip speed ratio (λ). Selecting different pitch angle

can change the curve of the power coefficient and tip speed ratio. It is obvious that
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the pitch angle should be controlled to its ideal value in low-wind speed to allow the

wind turbine operate at its optimal condition. In high-wind speed, the pitch angle is

increased to spread some of the aerodynamic power. The detail of the theory of

pitch control would be explained in the following section.

28.3 Methodology Analysis-Standard Controllers

In this section, torque control, pitch control and PID controller will be explained in

detail, and the implementation and comparison with different factors.

28.3.1 Proportional-Integral-Derivative Controller

In this study, PID control would be adopted in the pitch controller and torque

controller, the reference value of pitch angle and aerodynamic angular velocity,

which is the term omega (ω), are process variables. On the other hand, the actual

value of pitch angle and angular velocity are set points. The aim of using PID

controller is to eliminate the difference between set point and process variable. The

set point would be various in different circumstances. The set point usually repre-

sents an actual value, and the aim is trying to approach the reference target. PID

controller consisted of three components: proportional control, integral control and

derivative control [4]. The general equation of PID algorithm is described as below:

u tð Þ ¼ KPe tð Þ þ KI

Ti

ð t
0

e τð Þdτ þ Kd
de tð Þ
dt

ð28:3Þ

In which, u(t) is the system output. KP, KI and KD are proportional gain, integral

gain and derivative gain, respectively. e(t) stands for the control error, which is

referred to the difference between yr and y. The term y is the measured process

variable, and yr denotes the reference variable, which is also called set point. In this
study, y would be replaced by pitch angle and dynamic angular velocity.

28.3.2 Torque Controller

When the wind speed starts getting stronger, the lift force on the blade would

become larger and might lead to the blade changing its shape if the lift force is too

strong. All the lift forces on different blade points have accumulative effect on the

tendency to bend, particularly on the furthest point. Therefore, it is obvious that

the root of the blade must be thickest to stand against the stress. On the contrary, the

blades need to have a thinner tip where the drag force has a crucial influence with
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respect to the stall for power regulation, because the lift force would place the load

on the component. If the load is too large, the blade might be damaged permanently.

This phenomenon is the so-called bending moment. Bending moment is an impor-

tant consideration when designing the wind turbine.

Torque control is adopted to control the generator torque, by interposing a

frequency converter between generator and network, and then the generator

would be able to vary with time. The torque control allows the torque can be

adjusted towards any desirable value, particularly in the region II when wind speed

is below the rated speed in order to maximize the aerodynamic efficiency. When

implementing PID controller, the following equation is the general rotor equation of

the motion:

J _ω ¼ Taero�Ktωr � nTgen: ð28:4Þ

Tgen ¼ KPe tð Þ þ KI

Ti

ð t
0

e τð Þdτ þ Kd
de tð Þ
dt

ð28:5Þ

In which, J is the total inertia which is the combination of rotor inertia and generator

inertia, ω is the speed of rotor, and Taero and Tgen are aerodynamic torque and

generator torque applied to the rotor, respectively. Kt is the total external damping,

which is the summation of external generator damping and external rotor damping.

n is representing the gearbox ratio, which is 97:1. The term Tgen is the control

variable and would be replaced by the PID control equation. In this study, the inertia

J is 38,759,766.166 kg�m2, Kp_torque is 106 and KI_torque is 107. The result of

adopting PID controller into torque control is shown in Fig. 28.1.

28.3.3 Pitch Controller

When the wind turbine works in the below-rated wind speed (region II), it aims to

generate as much power as possible, increasing power coefficient (CP) to its optimal

value by setting the fixed pitch angle. Therefore, pitch control should be used to

optimise the power output at low-wind speed and limit it at high-wind situation.

omega_r omega

Fig. 28.1 The simulation

result of angular speed

against time
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A general equation for most control systems written by a second ordinary differ-

ential equation (ode) would be selected to evaluate and calculate the pitch angle (φ).
PID controller is implemented as below:

m€ϕþ c _ϕ þ k ¼ KPe tð Þ þ KI

Ti

ð t
0

e τð Þdτ þ Kd
de tð Þ
dt

ð28:6Þ

in which, m is the mass of the rotor, c is the linear damping constant, and k is the
spring damping constant. Error here is the difference between reference pitch angle

and actual pitch angle. KP_Pitch is 10
7, KI_Pitch is 10

9, mass is 28,600 kg and linear

damping constant and spring damping are 206,000 (N�m/(rad/s)) and 971,350,000

(N�m/rad), respectively. The result of adding PID into pitch control is shown in

Fig. 28.2. The pitch angle would rise rapidly to the reference ideal pitch angle. And

then by increasing the integral gain, the error becomes smaller and the pitch angle is

getting closer to the reference pitch angle.

28.3.4 Individual Pitch Control

The individual pitch control (IPC) is to minimise the load on each blade by making

the load slightly smaller than the original value when blade at the highest position,

and then maintains the power generation. Overall, collective pitch control is

basically used to regulate the rotor speed, whilst IPC is designed as a supplement

to compensate the collective pitch angle. IPC is an intelligent method to control

the pitch angle of each blade separately in variable wind-speed conditions, and keep

the aerodynamic force constant during the revolution. The reason for adjusting the

pitch of each blade independently is particularly due to the effect of wind shear.

The wind speed is faster at higher altitude and close to zero on the surface. As the

wind turbine blades rotate, there is always one turbine blade suffered from stronger

wind speed and stress. However, the blade should be adjusted in order to reduce

pitch_r pitch

Fig. 28.2 The simulation

result of pitch angle

against time
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load and damage. The collective pitch control can only fix all blades simulta-

neously. Therefore, the IPC has become increasingly important with respect to

the alleviation of load. IPC can be used to alleviate the deterministic load caused by

the wind shear or tower shadow [5]. Different factors resulting in blade loads at the

rotational frequency (1P) or multiple frequencies are in consideration. The load

reduction can be achieved by implementing the measurement of bending moment

interns of yaw and tilt. By using the d-q transformation, the reliable simulation can

be done and critically analyse the influence of the IPC. The result will be presented

in the following sections.

28.3.5 Direct-Quadrature-Zero Transformation for IPC

The d-q-0 transformation control strategy is adopted in this study involving the IPC.

The number of blades is presented in two ways of rotation transformation. One of

the methods is to transform the blade root load measurement into non-rotating

frame; another is a reverse transformation to transform the pitch demand back to the

rotating frame. The d-q-0 transformation is easy to generate the solution for any

number of blades. The forward equation is shown as below:

βA
βB
βC

24 35 ¼

cos θð Þ sin θð Þ 1

cos θ � 2π

3

� �
sin θ � 2π

3

� �
1

cos θ þ 2π

3

� �
sin θ þ 2π

3

� �
1

266664
377775

βD
βQ
β0

24 35 ð28:7Þ

n which, βi (i¼A, B, C) are pitch demand for blade one to three, respectively.

βj ( j¼D, Q, 0) denotes the direct axis quantity, quadrature axis quantity and zero

axis quantity, respectively. The individual pith angle would be the summation of

the collective pitch angle and individual pitch angle demand increment. Thus, the

pitch angle would be various on different blades that are suitable for the current

wind conditions at unique height. θ is the rotor azimuth angle. On the other hand,

the corresponding reverse transformation equation is shown as below:

βd
βq
β0

24 35 ¼ 2

3

cos θð Þ cos θ � 2π

3

� �
cos θ þ 2π

3

� �
sin θð Þ sin θ � 2π

3

� �
sin θ � 2π

3

� �
1=2 1=2 1=2

266664
377775 ð28:8Þ

In this equation, βi (i¼ a, b, c) represent the blade root bending moment of each of

the three blades. The matrix on the left hand side consists of transformed fixed axis

loading (d and q) in the yaw and tilt moment, respectively. The zero axis loading is

ignored because it only used to account the mean value and has a negligible impact
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on the load reduction. Therefore, the zero sequence always omitted in IPC. This

controller effectively reduced the load on the 1P loading. For the higher harmonic

loading, altering the different factors might reduce the load, such that changing the

azimuth angle for different number of blade wind turbine. The following results

indicate the effect of pitch angle by using collective pitch controller and individual

pitch controller. As we can see, the individual pitch angle is various around the

collective pitch angle, as shown in Fig. 28.3. The pitch angle for each of the three

blades is the result of the summation of collective pitch angle and individual pitch

angle, which is calculated by d-q transformation. The pitch angle for each blade

kept changing because of the rotation of the rotor. During the rotation, each suffered

different wind speed caused by wind shear. Hence the pitch angle would be adjusted

to adapt different conditions with a slight change of the collective pitch angle.

Figures 28.4 and 28.5 illustrate the results of implementing IPC into the wind

turbine design. Figure 28.4 is the simulation of direct bending moment, and

Fig. 28.5 is the quadrature bending moment. Direct and quadrature axis moment

pitch ipc blade1 ipc blade2 ipc blade3

Fig. 28.3 Individual pitch

angle during the stepwise

change of wind speed

Y
aw
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en
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ng
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t

Yaw for IPC and CPC

yaw with IPC yaw without
CPC

Fig. 28.4 The comparison

of yaw bending moment

between CPC and IPC
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can be referred to the yaw moment and tilt moment. Compared with the collective

pitch control, it is obvious that both direct and quadrature moment are becoming

smaller when using IPC. By alleviating the yaw and tilt moment, the torque on the

blade can also be adjusted in order to maintain the angular speed at its constant

value. Hence, the load on each of the three blades has also been alleviated with a

more intelligent way as the effect of moment reduced.

28.4 Conclusion

The analysis in this study demonstrates the basic idea for the collective pitch control

and torque control, as well as the reduction in aerodynamic loading achieved by the

IPC. In the beginning, the theory of collective pitch control and torque control is

presented. The working region for each controller was explained. And then the

reason using popular tool PID controller to improve and alleviate the error is also

detailed in this study. After that, the mechanical method of bending moment

transformation from rotational structure to the fixed part was calculated by using

the d-q transformation. Finally, a list of simulation results is presented and

analysed. As we can see, the IPC can effectively alleviate the load by turning the

flap root bending moment into the direct and quadrature moment.
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Chapter 29

Planet Editing Method Using Leap Motions

Ji Won Kim, Phil Young Kim, and Yunsick Sung

Abstract Universal courseware using motion recognition devices is very useful

for students to learn universal science because it enables interactive learning.

However, given that students change the radius of planets by the distance between

their hands, it is nearly impossible to denote larger radii with their hands within

fixed-hand recognition area of the motion recognition devices by a single expres-

sion. This chapter proposes a method that controls planets using motion recognition

devices for courseware contents. The distance between hands is expressed by the

sum of the difference of each position of the user’s hands. In the experiment, we

validated the change of the radius of planets according to the difference of each

recognized hand.

Keywords Leap motion • Universal courseware • Motion recognition

29.1 Introduction

Recent developments in courseware enable students to learn about phenomena such

as the effect of a planet’s radius on the force of gravity, which is too vast for a

student to understand in a hands-on exercise. The term courseware is a combination

of course and software and can be either online or offline presentations of content.

Research supports a developmental approach of space science education by

employing virtual reality courseware in a class setting [1]. Learner retention is

much greater when students control the mouse and keyboard directly in planetary

science lessons than in a one-sided lecture approach. The learning effect is

increased even further when students can control the virtual planets and interact

with them.

A variety of student interactions and full-body experiences enhance learning.

Motion recognition devices enable physical interactions and full-body experiences

to increase the effectiveness of space science education. However, they suffer from
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the following limitations. First, the recognition area of motion recognition devices

is too limited to express the physical distances necessary to accommodate the size

of planets. For example, within the recognition area, it is difficult to express the

radius of a planet with a single motion using the distance between a student’s hands.

Next, given that a planet’s size is incomparably bigger than the maximum distance

of the recognition area, it is difficult to edit and control virtual planets elaborately.

This chapter proposes a method that controls planets using a motion recognition

device for space science courseware. The distance between the user’s hands is

recognized by the motion recognition device and measured. The radius of the

virtual planet is calculated based on that distance. The properties of the virtual

planet are calculated by the radius, and then planets are rendered in real time. In

addition, the effects on a planet’s physical properties can be confirmed in real time

as a student manipulates the radius of a virtual planet.

This chapter consists the following: Section 29.2 introduces related research.

Section 29.3 explains a method that calculates the radius of planets using a motion

recognition device. Section 29.4 introduces experiment results obtained using the

proposed method. Finally, Sect. 29.5 summarizes our suggested method.

29.2 Related Work

Technology enables teachers to vary content and present the most current scientific

concepts to students. This section introduces research about developing educational

content.

Research proposes that virtual reality-based science education courseware

enhances student retention [1]. This research provides functions that generate

content about outer space. Users manipulate and interact with the content. There-

fore, more effective learning can be expected through interacting with the content.

An app authoring tool is used to provide development systems and learning

systems for school curriculum [2]. Students can select and learn the curriculum

developed using the app authoring tool. It provides Q/A systems, learning progress,

an evaluation system, and a wrong answer notation system.

There is a smart device authoring tool that generates content reflecting a

teacher’s own experiences [3]. This tool generates XML content that is platform-

independent, so it can be used on any smart device.

This chapter proposes presentation of planetary science content through an

interactive experience of using Leap Motion to increase learning effectiveness. A

user can edit properties of planets with his or her hand motions and confirm the

feedback of change in the properties in real time.
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29.3 Method Explanation

29.3.1 Planet Control Process

In our method, planets are controlled by a motion recognition device and rendered

as follows. First, the motion recognition device recognizes the user’s hands and

provides the distance dt between the recognized hands in centimeters. Then the

distance variation vt of hands is calculated by the difference between the distance

dt�1 and the distance dt. When the hands are initially recognized or outside the

recognition area, the distance variation becomes 0.

Next, the values of two factors are determined as shown in Fig. 29.1: one for a

variable factor α and the other for constant factor β.
The variable factor α can be controlled by the user rotating his or her wrists,

which determines the effect of variation vt on radius rt. The variable factor α is

calculated as shown in (29.1).

α ¼ al, t þ ar, t
2

ð29:1Þ

where factor al,t is the value of the left wrist at time t and factor ar,t is that of the
right wrist. Both factors range from 0 to 1. If both wrists face downwards, α
becomes 0, which means variation vt does not affect radius rt at all. If both wrists

face upwards, α becomes 1, which means 100 % dependence. The constant factor β
is the fixed value set by the developers of the authoring tool and cannot be changed

by users. This determines the maximum effective rate by variation vt.
Next, radius rt of a virtual planet is calculated by the distance variation vt of the

two factors. Therefore, radius rt is calculated as shown in (29.2).

rt km¼ r km�
X
t¼1

vt � a� βþ 1ð Þ

¼ r km�
X
t¼1

vt � al, t þ ar, t
2

� βþ 1
	 


¼ r

2

X
t¼1

vtal, tβþ vtar, tβþ 2ð Þ km
ð29:2Þ

where radius r is the radius of the real planet in kilometers.

Fig. 29.1 Variable factor α
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Next, the properties of a planet that are calculated by radius rt are recalculated.
Examples of properties dependent on a planet’s radius are mass, density, acceler-

ation of gravity, and so on.

Next, the recalculated properties of the planet are applied in real time for its

rendering. Physical features are also reflected based on the changes in the

properties.

29.4 Experiment

This chapter utilizes a motion recognition device, Leap Motion [4], to recognize

detailed hand motions. In the experiment, after the distance variation between the

hands was measured, we confirmed the changes in radius rt of planets. In addition,

the effect of radius rt on gravity was analyzed.

In the experiment, the approach that increases radius rt according to the distance
between the user’s hands was compared with the proposed method. The relation-

ship between the recognized distance of the hands and radius rt is shown in

Fig. 29.2a. Depending on the distance between the hands, radius rt was increased
proportionally. However, only 0–12,756.2 km was possibly expressible within the

hand recognition area.

The results of our proposed method are shown in Fig. 29.2b. Radius rt was
increased in proportion to the distance variation vt. When the position of the hands

was out of the device’s recognition area, the distance variation vt was measured by

0 and there were no changes in radius rt. As a result, radius rt was not proportional
to the distance between the hands but proportional to the sum of the distance

variation between the hands.

The mass of planets is defined as M. The acceleration of gravity of planets is

defined as g. The universal gravitation G is 6.67289� 10�11. According to New-

ton’s law, the gravity that affects the surface of the earth is obtained by multiplying

massMwith acceleration of gravity g. In addition, gravity g is the value obtained by
multiplying the mass of two objects and then dividing the square of the distance

between the two objects. Based on these two equations, (29.3) is derived. Therefore,

the acceleration of gravity g is proportionate to the square of the radius of planets.

g ¼ rs
2

M
� G ð29:3Þ

Figure 29.3 denotes the relationship between the acceleration of gravity g and

radius rt of a planet. When variation vt was measured by a Leap Motion, radius rt
was changed by the variation, and the acceleration of gravity g was also changed.
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29.5 Conclusions

This chapter proposes a method that uses a motion recognition device to measure

the distance between a user’s hands and controls the properties of virtual planets

using that distance. The distance variation between the user’s hands was utilized to

calculate the radius of planets, which modified the various properties of the planets.

In this experiment, the process to control planets by the distance variation of

hands of users was validated. Depending on the distance between the hands, the

calculated radius of the planets affected the acceleration of gravity of each planet.

Therefore, within the limited motion recognition area, the process to calculate a

distance greater than the maximum recognizable distance of the motion recognition

device and express each planet with the calculated distance was also validated.
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Chapter 30

Development of Flexible Haptic Robot Arm
Using Flexible Pneumatic Cylinders
with Backdrivability for Bilateral Control

Takafumi Morimoto, Mohd Aliff, Tetsuya Akagi, and Shujiro Dohta

Abstract In the remote controlled rehabilitation device, the physical therapists

must recognize the situation of the patient. Therefore, a haptic device that the

therapists can feel the reaction force is required. In our previous study, to realize

the haptic device driven by pneumatic pressure, the flexible pneumatic cylinder

with backdrivability was proposed and tested. In this chapter, the flexible haptic

robot arm using the cylinders for human wrist rehabilitation is proposed and tested.

The low-cost bilateral control system using two embedded controller and the tested

cylinders for bilateral control is also proposed and tested. The bilateral control

using the tested robot arm is carried out.

Keywords Flexible pneumatic cylinder with backdrivability • Flexible haptic

robot arm • Rehabilitation device • Bilateral control

30.1 Introduction

The ratio of the elderly to young man is increasing in Japan. This causes a serious

problem about lack of welfare caretakers for the elderly. The problem becomes

worst when the society and the government failed to provide appropriate infra-

structure to the aged and the disabled persons. The aged over 65 years old in Japan

accounted for 24.1 % from the total of population in 2012 [1]. Therefore, in Japan,

many studies have shown that the robot can be used in the medical field such as

giving caregivers the extra strength which they need to lift patients [2] and also

can be used in complex surgery [3]. In healthcare, robot can be used to assist in

nursing care and also can support the activities of daily living for people with

disabilities [4]. It must also have safety features such as not harming users and must

have a flexible structure so as to be used in contact with human body [5]. Therefore,
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a novel flexible pneumatic actuator using low-cost embedded controller was pro-

posed and tested in our previous study [6]. The flexible robot arm has also been

proposed and tested for rehabilitation of human wrist [7]. In order to realize a haptic

device driven by pneumatic pressure, the flexible pneumatic cylinder with

backdrivability was proposed and tested. In this chapter, the flexible haptic robot

arm using the flexible pneumatic cylinders with backdrivability for human wrist

rehabilitation is proposed and tested. The low-cost bilateral control system using

two embedded controller and the tested cylinders for bilateral control is also proposed

and tested. The bilateral control is carried out by using the tested robot arm.

30.2 Flexible Pneumatic Cylinder with Backdrivability

In order to develop the haptic device driven by pneumatic pressure, it is necessary

to construct the actuator to generate a force. However, the flexible robot arm can’t

be driven by human hand because of higher frictional force (about 10 N) in the slide

stage of the flexible pneumatic cylinder. Therefore, the flexible pneumatic cylinder

with backdrivability was proposed and tested. Figure 30.1 shows the construction

and operating principle of the tested flexible pneumatic cylinder with

backdrivability. The tested cylinder consists of two flexible tubes (SMC Co. Ltd.,

TUS1208) as a cylinder and gasket, two steel balls with the diameter of 9.5 mm as a

cylinder head, and two slide stages connected with each other. Two tubes are set on

parallel with a distance of 20 mm. Each steel ball is placed in each cylinder tube on

the opposite side so that it can make the cylinder move upward or downward and

also can clamp the slide stage during the “lock” mode. The size and the inner

construction of each slide stage are same as previous one as shown in Fig. 30.1. In

order to reduce the friction, it is coated with the grease in the tube.

Figure 30.1 on the right shows the operating principle of the tested cylinder for

each motion. During the operation, the cylinder is driven while the slide stage is

fixed. The tested cylinder has five motions such as “push,” “pull,” “lock,” “reset,”

Fig. 30.1 Construction and operating principle of the flexible cylinder with backdrivability
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and “free” modes. In the case of “push” mode as shown in Fig. 30.1 (1), the

chambers A and C are pressurized. Then, the steel ball “a” and “b” are pushed

downward. At the same time, the upper stage is pushed upward and the slide stage is

pushed downward in left side tube. By using the generated force, two tubes move

upward while the ball “a” deformed the tube. In the same manner of pushing, when

the chambers B and D are pressurized, the two tubes move downward, that is “pull”

mode as shown in Fig. 30.1 (2). In order to hold the tube, the chambers A and D are

pressurized as shown in Fig. 30.1 (3). By pushing the slide stage from both sides,

the tube can be held surely. This is a “lock” mode. In order to unlock it, the

chambers B and C are pressurized. Then, each ball moves away from the slide

stage as shown in Fig. 30.1 (4). This motion is called “reset” mode. In the case that

balls “a” and “b” reached at each end of tubes, the tube can be moved freely by

manual operation. This means that the cylinder has a backdrivability in this

condition as shown in Fig. 30.1 (5).

30.3 Flexible Haptic Robot Arm Using the Cylinders

In order to develop the haptic device, the flexible haptic robot arm using three

flexible pneumatic cylinders with backdrivability was developed. Figure 30.2

shows the construction and the view of bending motion of the tested robot arm.

The robot arm consists of two round stages and three flexible pneumatic cylinders

with a backdrivability described above. The outer diameter of the upper and lower

stage is 100 mm. Each tested cylinder is also arranged so that the central angle of

two adjacent slide stages becomes 120� on the point of 66 mm from the center of

the stage. An end of each flexible cylinder is fixed to the upper stage. The size of the

robot arm is 100 mm in outer diameter and 250 mm in height. The total mass of the

robot arm is a little increased, that is 450 g.

Figure 30.2 on the right shows the motions of the robot arm when it extends and

contracts vertically and it bends for every direction, respectively. In the case of

bending, a cylinder which is on opposite side to be bent will be held by using “lock”

Fig. 30.2 Construction and view of movement of the tested robot arm
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mode, and the other two cylinders will be extended or contacted by using of “push”

or “pull” mode. The robot arm can bend in every direction by changing the cylinder

with “lock” mode. In the case of extending, all three cylinders were used as “push”

mode. In the experiment, the maximum bending angle of about 45� could be

obtained. The bending angle depends on the locked point of a cylinder. It is also

possible to increase the bending angle by using a longer flexible pneumatic

cylinder.

30.4 Low-Cost Bilateral Attitude Control System

In order to execute the bilateral attitude control, the controller and multi-axis force

sensor are needed. However, the typical controller such as personal computer that

includes A/D and D/A converters is heavy, bulky, and expensive. Therefore, the

small-sized and low-cost controller for bilateral attitude tracking control of tested

robot arms was proposed. Figure 30.3 shows the construction and the schematic

diagram of the whole control system of wrist rehabilitation device with bilateral

control. The robot arm for patient (it is called “Slave arm” for short) consists of the

flexible robot arm using three typical flexible pneumatic cylinders, an accelerom-

eter, the embedded controller (Renesas Co. Ltd., SH7125), and six quasi-servo

valves [8]. The flexible haptic robot arm for physical therapists (it is called “Master

arm” for short) also consists of an accelerometer, the embedded controller (Renesas

Co. Ltd., SH7125), and three flexible pneumatic cylinders with backdrivability

mentioned above. Both robot arms have backbone flexible tubes connected with

potentiometers to measure the displacement of the upper disk at center position.

Figure 30.4 shows the block diagram of the bilateral attitude control system.

Fig. 30.3 Construction and schematic diagram of bilateral attitude control system

234 T. Morimoto et al.



The bilateral attitude control of the robot is done as follows. In the attitude

control of the slave arm, the embedded controller for the slave arm gets the output

voltage from the potentiometer and x-, y-, z-axis output voltages from the acceler-

ometer set on the master arm through the A/D converter as the desired value. From

these values and the analytical model of the flexible robot arm (“Master Model” or

“Slave Model” in Fig. 30.4) [9], each length of cylinders in master and slave arm is

calculated. According to each displacement error of cylinders, the quasi-servo

valves of the slave arm are always driven based on control scheme. As a control

scheme for the slave arm, PID control scheme is used with the sampling period of

about 3 ms. Then, in only case when the absolute value of the deviation of more

than 5 mm for each cylinder length between the master and slave arm occurs, the

master arm (flexible haptic robot arm) is also driven so as to decrease the deviation.

The on/off control of the master arm is started according to the voltage signal from

the slave arm’s controller through the “Judge” in Fig. 30.4. The signal includes the

information about which cylinder and direction are driven by using on/off valves,

that is 27 patterns moving condition. In the case that the deviation is between �5

and 5 mm for each cylinder, the master arm’s controller keeps the master arm

“reset” mode. By this method, only when the specific condition is satisfied, the

master arm is driven as a flexible haptic robot arm.

Figure 30.5 shows the transient view of movement of both robot arms in bilateral

control mentioned above. It can be seen that the master arm was driven by the

master arm’s controller when the condition mentioned above is satisfied. In

Fig. 30.5, blue and red arrows show the direction of moving force given by the

operator and the master arm, respectively. From Fig. 30.5 (5), it can been seen that

the steel balls in the cylinder are driven so as to pull the master arm toward the

opposite direction to operator’s desired direction when the slave arm is fixed by

hand. It can be confirmed that the bilateral control in the tested system can be

realized by using simple control method.

30.5 Conclusions

This study results aimed at developing the remote-controlled rehabilitation device

for human wrist with bilateral control are summarized as follows.

Fig. 30.4 Block diagram of the bilateral attitude control system
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1. The flexible haptic robot arm using the flexible pneumatic cylinders with

backdrivability was proposed and tested. The performance of the robot arm

was investigated. As a result, it was confirmed that the tested robot arm had

five motions such as “push,” “pull,” “lock,” “reset,” and “free” modes. It was

also confirmed that these motions were useful to construct the haptic robot arm.

2. The low-cost and small-sized bilateral attitude control system using the flexible

robot arm, the flexible haptic robot arm, two inexpensive embedded controllers,

and quasi-servo valves was proposed and tested. The simple bilateral attitude

control method without expensive force sensors was proposed and tested. As a

result of driving test of bilateral control, it is confirmed that the proposed control

system is valid to apply to the remote-controlled rehabilitation device for human

wrist with bilateral control.
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Chapter 31

Integration Method of Proxy and Producer–
Consumer Patterns

Jeonghoon Kwak, Jaehak Uam, and Yunsick Sung

Abstract This chapter proposes a novel design pattern that combines proxy and

producer–consumer patterns to solve problems of a scenario generator for verifica-

tions of sensors in smart space. In addition, how to apply the novel design pattern to

scenario generator is introduced. Proxy pattern hides the complexity of the process

of generating scenarios and solves the storage problem of a scenario generator. By

applying the proposed Proxy-Producer pattern including multiple threads, the

generation time of the huge number of scenarios was reduced.

Keywords Internet of things • Scenario generation • Bayesian probability • Design

pattern • Proxy pattern • Producer–consumer pattern

31.1 Introduction

One method under research for automatic scenario generation of sensor verification

is a process that regenerates scenarios based on sensory values obtained in smart

space to reduce scenario generation time [1]. The obtained sensory values are

divided into parts of scenarios and then the parts are combined to generate new

scenarios, which in turn reduces the costs required to generate scenarios.

The problems of scenario regeneration are as follows: First, the storage problem.

If all generated scenarios are stored, owing to a large number of scenarios, storage

space shortage can be a problem. Second, it is difficult to predict the number of

scenarios that will be generated. If the number of scenarios that are generated is

more than the number that can be stored, then some of the scenarios will be lost.

Third, there is the time problem associated with generating scenarios by combining

parts of scenarios are continuously with each other to generate new scenarios. If a

large number of parts of scenarios are utilized, scenario generation will require a

long period of time because of the enormous number of combinations involved.
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Design patterns [2] can be applied to solve the structure problem of scenario

generation. Design pattern is commonly utilized and proposed for solving the

structure issues of various types of software. By applying the flexible structures

of design patterns, the safety and flexibility of scenario generators can be improved.

This chapter proposes a combination method that applies the Proxy and

Producer–Consumer patterns in order to solve the structure problem of scenario

generators. The problems of storage according to the number of generated scenarios

can be solved by Producer–Consumer patterns and then the complexity procedure

required to generate scenarios can be hidden by the Proxy pattern. In the experi-

ment, the Producer–Consumer pattern was utilized including multiple threads,

which enabled the process to reduce generation time.

This chapter is organized as follows. Section 31.2 introduces scenario

generation-related research and design pattern research. Section 31.3 proposes a

scenario generating method applying the Proxy and Producer–Consumer patterns
concurrently. Section 31.4 explains the scenario generation processes according to

our proposed method. Finally, we conclude our proposal in Sect. 31.5.

31.2 Related Work

In order to solve the structural problems of complex systems, various design

patterns can be applied. This section introduces a scenario generation method and

related research that solves structure problems through design patterns.

There is research that applies Bayesian probability to generating scenarios

[1]. Gathering sensor data in smart space in order to conduct activity recognition

research incurs high costs. Therefore, the Bayesian probability is applied to the

pregathered sensor data in order to generate new scenarios. The generated scenarios

have probability features that are very similar to those of the measurement sensor data

and are utilized for verification.

There is an example of applying aspect-oriented software development method

(Aspect-Oriented Programming, AOP) and Design patterns in order to design the

system structure of a secure entrance system [3]. The secure entrance system is a

complex system that conducts a variety of functions. This system is designed by

utilizing both Producer–Consumer and Bridge patterns, and also allows a complete

segregation of business logic and security logic. In addition, flexible addition and

deletion of new functions of a power plant is possible through customization, which

does not require changes in the core or basic security modules.

There also exists an example of an application utilizing design patterns in mobile

systems based on local-based system (LBS) [4]. Patterns such as Abstract Factory,
Prototype, Façade, Proxy, Command, andMediator patterns are utilized in order to
produce a system design. An efficient system development is possible through

redesigning by design patterns necessary for mobile systems based on LBS.

As stated above, various design patterns can be applied to solve different system

problems. This chapter proposes a method of using integrated design patterns for

improving the generation process of the scenario generator.
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31.3 Proxy-Producer Pattern Definition

The proposed method solves the previous problems of a scenario generator by

combining the Proxy and Producer–Consumer patterns as shown in Fig. 31.1. Each
pattern can be applied separately to a scenario generator; however, unnecessary and

redundant classes are invoked. Therefore, a combined pattern is introduced by

reducing and removing the redundant and unnecessary classes.

Data is created by RealProducer and is delivered to Client through Channel,
MediationProducer, and ProxyProducer. To describe the process in more detail;

first, RealProducer generates Data. The created Data is delivered to Channel by
calling the member function put of the Channel. The Channel is performed by

executing exclusive controls between RealProducer and MediationProducer in

order to maintain the safety and retention of the Data. When the RealProducer
tries to send the Data to the Channel, if the Channel cannot receive the Data, the
Channel waits until it can do so. The RealProducer then passes the data to the

Channel. Therefore, by executing exclusive controls, when Data from multiple

RealProducers is transferred, mutual interference does not occur. Mediation-
Producer calls the member function take of the Channel, receives the Data created
by the RealProducer and then delivers it when the member function request from
ProxyProducer, a subclass of Producer, is called. The abstract class Producer
provides the interfaces to unify the functions of the RealProducer, Mediation-
Producer, and ProxyProducer.

Each class is created as shown in Fig. 31.2. The Client creates the ProxyProducer.
The ProxyProducer creates the MediationProducer and the MediationProducer
creates the Channel and RealProducer to receive Data. The RealProducer creates
Data by calling the member function run itself, independent from calling the

member function take of the Channel. The created Data is then pushed into

the Channel.
The Client calls the member function request of the ProxyProducer to obtain

the created Data. The ProxyProducer then calls the member function request of
the MediationProducer. The MediationProducer calls the member function take
of the Channel and then the Channel returns the created Data. When there is no

Client
Producer

+Request()

+put(Data)
+take()

RealProducer
Channel

ProxyProducermediationProducerMediationProducer

Data

Fig. 31.1 Structure of proxy-producer pattern
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created Data in the Channel, the ProxyProducer does not return any Data until

new Data is created.

The advantages of the proposed pattern are as follows: First, during generating

scenarios, the required space for scenario storage is reduced given that scenarios are

generated when they are required. Second, generated scenarios are obtained by the

Client without needing to know the complex process of scenario generation. Third,

the time required to generate scenarios is reduced according to the number of

threads.

31.4 Experiment

The proposed Proxy-Producer pattern was applied to a Bayesian probability-based

scenario generator [1]. One scenario is composed of a plurality of consecutive

sensory value tuple (SVT). SVT is defined by a tuple as sensory values

(SV) measured at the same time.

The Proxy-Producer pattern of the scenario generator was composed as shown

in Fig. 31.3. The Producer, ProxyProducer,MediationProducer, and RealProducer
of the Proxy-Producer pattern were matched to AbstractOneScenarioGenerator,
OneScenarioGenerator, MediationOneScenarioGenerator, and RealOneScenario-
Generator one by one. Given that the results of generation are scenarios, Data is

defined as Scenario. AbstractOneScenarioGenerator contains the common inter-

face related to scenario generation.

Figure 31.4 shows the results of the scenario generator obtained by applying the

Proxy-Producer pattern. From 18 scenarios, 28,427 scenarios were generated.

When only one thread was utilized for RealOneScenarioGenerator, it took 7 h

Fig. 31.2 Proxy-producer sequence diagram
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48 min 56 s. In the case of three threads, the elapsed time was 5 h 37 min 37 s.

Therefore, as the number of threads increased, when the same number of scenarios

was generated, the elapsed time was further reduced. However, by five threads, the

elapsed time was sparsely reduced because of the file-saving mechanism. Given

that the time required to store scenarios is longer than the time required to generate

scenarios, the time needed to generate scenarios is not reduced any further.

31.5 Conclusions

This chapter proposed a Proxy-Producer pattern. The structure of a scenario

generator was improved by combining the advantages of Proxy pattern and that

of Producer–Consumer pattern. Therefore, the complexity of the scenario generator

was reduced more than in the case of each pattern being used independently. The

problem of storing scenarios was solved by using the Producer–Consumer pattern.
The complexity of the generation process of scenarios was overcome. Finally, by

Client AbstractOneScenarioGenerator

MediationOneScenarioGenerator OneScenarioGenerator

mediationOneScenarioGeneratorRealOneScenarioGenerator

+generate()

+put(Scenario scenario)
+take()

Channel

Scenario

#popStack()
#pushStack()
#combineSIT()
#generateScenario()
+threadRun()

Fig. 31.3 Proxy-producer pattern using scenario generation

Fig. 31.4 Generating time

according to the number of

threads
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capitalizing on the advantages of the Producer–Consumer pattern, the generation

time for scenarios was reduced.
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Chapter 32

Bayesian Probability and User Experience-
Based Smart UI Design Method

Junhyuck Son and Yunsick Sung

Abstract This chapter proposes a method that controls User Interfaces by changing

properties of UIs after analyzing the patters of events invoked by users. The events and

criteria are defined and handled to determine the properties of UIs. In the experiment,

our proposed method was applied to an education authoring tool. The changes of UIs

after the analysis of user events were validated.

Keywords User interface • User experience • Bayesian probability

32.1 Introduction

The recent trends of functional diversity of smart phones have led to active UI

design research to execute various functions within the limitation of small screens.

For example, research is being conducted in the production of smartphone UI

authoring tool through user needs analysis [1]. The smartphone UI is arranged in

provided layout base, which leads to convenience UI arrangement and reduction of

development time. However, this premanufactured UI displays versatility for

convenient use by multiple users, and therefore does not highlight the UI preferred

by a particular set of users.

It is necessary to emphasize frequently used or important UI by users through

changing the properties of size, transparency, among other matters. For example,

the more frequently used functions will be easier to find if the UI size is larger than

other applications. In order to provide a user-customized UI, it is important to

provide changes in UI base through the standards of analyzing user needs.

This chapter proposes a method that provides user-customized UIs through

changing the UI properties based on an index of determining user needs. The user

needs will be estimated through occurred events, calculating the index based on

events and applying changes to UI.
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This chapter is organized as follows: In Sect. 32.2, related work is described.

Section 32.3 explains the method that analyzes the requirements of users through

criteria and the configuration of our system. Section 32.3 proposes the approach.

Finally, Sect. 32.4 shows the result of experiments and concludes our approach.

32.2 Related Work

An UI authoring tool for producing smartphone UI research has been conducted

through analysis of user needs [1]. The UI layout must first be determined for

arranging UI. The initial layout will be set after arranging UI, and the real-time

preview of results may be examined, thus enhancing the speed of UI development.

There is also a research based on authoring tool for developing learning system

and school applications [2]. The applications provide a base for registering various

data including videos, images, and exams. The preinserted answer sheet leads to

automatic grading and creation of incorrect answer note. The student users of this

application may select registered teachers, and view the information and materials

posted by the teacher. Since both the teacher and student interact through smart

devices, they are undeterred by time and place.

A research on the utilization of WPF (Windows Presentation Foundation) and

XML for designing and creating educational contents authoring tool for smart

devices has been examined [3]. This research proposes a method of creating

contents through WPF and saving them in XML format. The XML format allows

for viewing in all smart devices, and the WPF format allows for resolution custom-

ization for each device.

There also exists a research related to a science education courseware develop-

ment, where both courseware and virtual reality has been converged [4]. This

courseware allows students to experience earth science subjects through virtual

reality, providing an experience that is difficult in normal situations. Students are

able to view planets in various aspects, and learn from the additional information

stated for each subject. The students are in a way able to experience planets through

interaction, which will ultimately lead to enhancement of academic achievement.

This chapter will focus on methods of providing user-customized UI for

displaying various functions in the screen when developing courseware authoring

tools, which will evidently lead to learning convenience.

32.3 User-Customized UI System

The smart UI control system proposed in this chapter provides user-customized UIs

through the change of the UI properties based on the UI events conducted by a user.

First, a user must first invoke one of predefined events. Then the event count e of the

invoked event is increased by 1. The event handler decides the indices of criteria
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affected by the invoked events. In some cases, particular criteria may not be

affected by the event. To handle such criteria, the predetermined event constant

factor α is applied instead of the event count of the invoked event. The event

constant factor α is from 0 or 1. To do that, influence factors are utilized. The

influence factors determine whether each event is affected by one of the criteria or

not. The influence factors are 0 or 1. Event Handler calculates criteria with event

constant factor α, influence factors, and event counts.

ck ¼ α 1� f j,k

	 

þ e j � γ

β � γ
f j,k ¼ α� α f j,k þ

e j � γ

β � γ
f j,k ð32:1Þ

The jth event count conducted by the user is defined as ej. β is the maximum value

of event counts, and γ is the minimum value. fj,k is the influence factor that

determines influence of event count ej to criterion ck. If the event count ej has
influence on criterion ck, a value of 1 is applied. If the event count ej does not have
influence on criterion ck, a value of 0 is applied. In cases where event count ej is not
applied to criterion ck, α is applied.

Next, the factor controller calculates UI factors based on the criteria. Each UI

factor determines how much the corresponding UI property is affected. Each UI

factor is calculated using (32.2). The weight wi,k is a predetermined value, as the

degree of influence of criterion ck on ith UI is different. The weight wi,k is assigned

by 0 to 1.
Xn

k¼1

Xm

j¼1
wi,k should be 1. In cases where there is no influence, the

weight wi,k is assigned with a value of 0.

ui ¼
Xn
k¼1

Xm
j¼1

wi,kckð Þ ¼
Xn
k¼1

Xm
j¼1

wi,k α 1� f j,k

	 

þ e j � γ

β � γ
f j,k

� �� �
¼
Xn
k¼1

Xm
j¼1

wi,kα� wi,kα f j,k þ wi,k f j,k

e j � γ

β � γ

� � ð32:2Þ

Finally, the UI controller calculates UI properties based on the UI factors. Each

property is calculated using (32.3). ui is the amount of the effect to ith UI and should
be adjusted with the predefined ranges. ζ is the maximum and ξ is the minimum of

properties of UI provided by UI.

pi, y ¼ ui ζy � ξy
� �þ ξy ð32:3Þ

32.4 Experiment and Conclusion

In this experiment, our proposed method was applied to the authoring tool that

utilizes motion recognition devices. Then, when events are invoked by users, the

effect of UIs was analyzed. There are two types of events for each menu button: one

for the event invoked by the button pressing motion from motion recognition

devices and the other for mouse click event. Therefore, given that there are six

menu buttons as UIs, 12 events are defined. There are Menu, Add, Planet, Orbit,
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File, and Tips as UIs. In the experiment, the number of the invoked events is as

shown in Fig. 32.1.

The criteria of each menu button are defined as usage count, importance rate,

including function value, usage flag, and depth degree. The Including function

value and depth degree are assigned in advance. When any event of two events has

happened, the usage count is increased by 1. The usage count affects the importance

rate and usage flag of the corresponding UIs. The importance rate and usage flag

also affects other UIs that have the same depth degree. The criteria were changed

according to the events of UI buttons as shown in Fig. 32.2. The sum of the criteria

of each UI affects the UI Factors of the corresponding UI as shown in Fig. 32.3.

Each menu button has two properties: scale and opacity. The changed properties

based on the criteria are shown in Fig. 32.4.

In addition, the change of the UI is as shown in Fig. 32.5. The brightness of the

menus, “Add,” and “Planet,” invoked more times than others was increased.

Fig. 32.1 The count of events by UI button clicks

Fig. 32.2 The criteria according to invoked event by UI buttons
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Fig. 32.3 The sum of the criteria of each UI affects the UI factors of the corresponding UI

Fig. 32.4 The changes of properties according to criteria

Fig. 32.5 The comparison according to the change of properties
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This chapter proposed a UI control method by changing the properties of UIs.

The hidden intentions of users were predicted through invoked UI events. Invoked

events affected predefined criteria, which were also applied to UI properties. Thus,

users were able to utilize the changed UI.
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Chapter 33

Bayesian Probability-Based Hand Property
Control Method

Phil Young Kim, Ji Won Kim, and Yunsick Sung

Abstract Deficiencies in low-priced motion recognition devices lead to diverse

kinds of errors in recognizing palms and hands. To utilize lower-priced devices

better, the recognition rate of the properties of hands should be improved. This

chapter proposes a method that revises recognition errors in properties of hands. By

calculating the Bayesian probability of the directions of a recognized palm, the

directions were revised.

Keywords Leap motion • Motion recognition device • Bayesian probability

33.1 Introduction

Low-priced motion recognition devices are being released commercially due to

which various approaches can be taken to develop applications using them. For

example, there are studies on using hand motion recognition devices to detect hand

motions [1] and to input Korean words with Unistroke software [2]. Given that the

Leap motion-based content makes difficult subjects easier to grasp, the experience

is more effective for students trying to learn difficult subjects. Teachers can

generate contents more easily and students can study difficult subjects more quickly

if education-authoring tools with Leap motions are provided.

However, one such motion recognition device, Leap Motion [3], features a

reduced number of sensors as a tradeoff for a reduction in its production cost. For

example, there are only two infrared sensors to read a user’s hands. Therefore, when

the hands are far away from the Leap Motion, its recognition rate for those hands is

decreased significantly. In addition, each user has differently sized hands, with

regards to thickness and length of fingers. Because of these problems, Leap Motion

sometimes recognizes a right hand as a left hand or vice versa, and interprets the

direction of palms incorrectly. Therefore, the recognition rate of hands and palms

should be improved.
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This chapter proposes a method based on Bayesian probability that revises the

recognition errors of properties of hands. When users utilize Leap Motions, their

experiences are recorded and then utilized to calculate Bayesian probability. When

any properties of hands are recognized incorrectly, the errors are revised based on

the Bayesian probability.

This chapter is organized as follows. Section 33.2 explains related work.

Section 33.3 describes a process that revises recognition errors. In Sect. 33.4, the

experiment that validated the revising processes is described and evaluated. Finally,

Sect. 33.5 concludes and summarizes.

33.2 Related Work

There are diverse methods and approaches to teaching subjects that are difficult to

learn through experience. This chapter introduces authoring tools to be used in the

construction of coursewares.

Research has been conducted on earth science education coursewares with

virtual reality applications [4]. Students gain experience with the subject of plan-

etary science by experiencing it in virtual reality. Teachers can generate virtual

solar systems, and students study the generated systems and the information that

their teachers entered. Planets can be observed from various angles and controlled

freely.

There is also research into the development of apps for school lectures, which

pertain to lecture management applications that convey lecture content to students

using smart devices [5]. Teachers upload lecture content using smart devices rather

than just showing movies and pictures. Students study the content that their teachers

upload and can pose questions to teachers through the apps.

There is also research into the development of educational content authoring

tools using smart devices [6]. This research provides the environment to create

learning content using interfaces such as Excel. Teachers generate learning content

based onWindows Presentation Foundation (WPF). The generated content is stored

after being converted to XML. The XML-based content can be used on any smart

device.

To improve the effectiveness of learning in virtual reality, the utilization of

motion recognition devices is required. To utilize low-priced motion recognition

devices, it is necessary to increase the recognition rate of hands. This chapter

proposes a revision method for hand recognition errors.
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33.3 Recognition Error Detection and Revision

Our proposed method revises the hand recognition errors. The properties of recog-

nized hands are acquired by the Leap Motion Library provided. Hand errors are

revised as follows. First, if the recognition errors of right and left hands have

occurred and are detected by Leap Motion, the recognition errors are revised. To

provide information on the recognized hands to the Leap Motion Library, the Leap

Motion provides Leftmost, Rightmost, and Frontmost fields as shown in Fig. 33.1.

Leftmost returns the recognized hand furthest to the left. Rightmost returns the

recognized hand furthest to the right. However, the furthest left hand can be a

person’s left hand as shown in Fig. 33.2a or their right hand as shown in Fig. 33.2b.

Because the recognition is carried out with only a few sensors, recognition errors

are frequent.

In the proposed method, we assume that the situation as shown in Fig. 33.2b is

not the case to increase recognition rates. Therefore, the leftmost hand always is

treated as a left hand and the rightmost hand is treated as a right hand, as shown in

Table 33.1. Each hand recognized at time t is defined as ht.
Second, whether recognition errors of any properties of a hand have occurred or

not is considered. For example, Leap Motion defines palm direction as 
π, 0 indi-

cates downside, “�”indicates left direction, and “+” indicates right direction. The

proposed method distinguishes whether errors have occurred based on a Bayesian

probability calculated by measured directions of palms. However, given that every

direction expressed as from �π to +π, the probability of each direction is low

because of the diversity of the directions. Therefore, every measured direction is

divided by γ and multiplied by γ to increase probability as shown in (33.1).

Fig. 33.1 Hand properties
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h
0
t ¼ bht

γ
c � γ ð33:1Þ

Bayesian probability is calculated as shown in (33.2).

P h
0
t

	 

¼ P h

0
t

��h0
t�1, h

0
t�2, . . .

	 

ð33:2Þ

If the probability P(h
0
t)’ of a recognized hand is less than α, we assume that errors in

recognition of that hand’s direction have occurred.

Third, whether errors will be revised or not is determined. Even though errors

of recognized hand directions may have occurred, the errors cannot be fixed if

correct directions cannot be determined. The revision of hand errors is processed

if maxP h
0 ��h0

t�1, h
0
t�2, . . .

� �
is greater than β. If not, no revision will occur.

Finally, the error hand is revised. The recognized hand ht is allocated by h
0
t

adding half of γ. However, in the case when maxP h
0 ��h0

t�1, h
0
t�2, . . .

� �
is 0, ht�1 is

utilized.

33.4 Experiment

This chapter proposed a method that recognizes and revises the errors of the

properties of hands. Universe courseware authoring tool was utilized to validate

the proposed method using Leap motion. Teachers generated the courseware-based

virtual reality and hand motion recognition by the authoring tool. The direction of

palms is one of properties of hands and was utilized to this experiment.

In the experiment, the constants of the proposed method were defined as follows.

The direction of palms had the range from �π to +π. To increase Bayesian

probability, γ was set by 0.3. By setting α by 0.01, errors were arisen, when

Bayesian probability was equal to and smaller than α (Fig. 33.3).

Fig. 33.2 Recognized

hands in leap motion. (a)
Straightforward direction of

hands (b) Cross direction of

hand recognition

Table 33.1 Revised hands Recognized hands Revised hands

Leftmost Left hand/right hand LEFT

Rightmost Left hand/right hand RIGHT

254 P.Y. Kim et al.



In the proposed method, the direction of a palm was revised as follows.

�2.487496 measured at 71th of the measured values was changed to 2.981999 at

72th. The Bayesian probability at 72th was 0, which was smaller than α. Therefore,
the average of the two maximum at 71th, �2.84, was assigned to the value at 72th

instead of 2.981999.

33.5 Conclusions

In this chapter, Bayesian probability was calculated and applied to revise recogni-

tion errors in low-priced motion recognition devices. By utilizing the functions that

are provided by Leap Motion, the direction values of hands were acquired. By

analyzing the acquired values, whether the probability of the acquired value is less

than α is determined. If the probability was erroneous, the value of the probability

was substituted with the value of the maximum Bayesian probability.
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Chapter 34

Implementation of a Delta-Sigma
Analog-to-Digital Converter

Chin-Fa Hsieh, Tsung-Han Tsai, Chun-Sheng Chen, and Yu-Hao Hsieh

Abstract The sigma–delta analog-to-digital converter (ADC) has less consumption

of circuit power and can achieve higher resolution. In this chapter, a sigma–delta

ADC which contains a second-order sigma-delta modulator is presented. The mod-

ulator architecture is first designed by using the behavioral simulation of MATLAB,

and then the TSMC 0.18 μm single-poly six-metal process. Layout of each analog

block has been shown. Simulation results show that, with an input of a �6 dB 1 kHz

sine, the delta-sigma ADC can achieve an SNR of 87.2 dB. The core size is

0.6456 mm� 0.3340 mm. With a 16-bit resolution, it is suitable for audio

applications.

Keywords ADC • Sigma–delta • Modulation

34.1 Introduction

Analog-to-digital converters (ADC) play a very important role in electronic sys-

tems. A direct-conversion ADC (flash ADC) converts an analog signal into a digital

signal in parallel. But, it results in large die area, high input capacitance, and high-

power dissipation. It is often used for video, wideband communications, or other

fast signals processing device [1]. A Successive-Approximation-Register ADC

(SAR ADC) uses a successive comparison operation [2] to successively narrow a

range that contains the input voltage step-by-step to save power consumption and

area, but its conversion rate is very slow. The Delta-Sigma (ΔΣ) modulators have

the features of oversampling and noise-shaping. These can reduce the noise and

move the in-band quantization error out of the band. It is widely used in the digital

audio application. Because of these advantages, ΔΣ ADC is mainly used in the

application in audio, measuring instruments, and so on [3–5].
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In this chapter, the implementation of a second-order ΔΣ modulator has been

presented. This modulator is designed using 0.18 μm CMOS (Complementary Metal-

Oxide-Semiconductor) technology. It is organized as follows.Section34.2describes the

principalofΔΣADC.Thecircuit ispresented inSect. 34.3.Simulationresults and layout

are presented in Sect. 34.4. Finally in Sect. 34.5, a conclusion of this article is presented.

34.2 Principal of ΔΣ

TheΔΣADCconvert a continuous analog signal into a high-speeddiscrete digital signal

with high frequency noise. After noise filtering and down sampling, these digital signals

can be processed in a digital system. The diagram of the second-order ΔΣ modulator

whichmainly consists of integrators andaquantizer is shown inFig. 34.1. It includes two

integrators. The modulator processes the signal generated by sample and hold circuit.

The feature of oversampling technique used inΔΣ ADC can enhance the resolution.

34.3 Circuit Design

Thearchitectureof theADCcanbedesignedas showninFig. 34.2.Themaincomponent

is theoperational amplifier, thecommon-mode feedback (CMFB)module, thequantizer

module, and switches. The function of each part is described as follows:

The operational amplifier is composed of the main amplifier, CMFB, and bias

circuit as shown in Fig. 34.3. The fully differential operational amplifier is applied

for the input signal because it has a better performance than the single-end opera-

tional amplifier. To minimize the flicker noise, a PMOS input pair is used. The

CMFB can stabilize at the common-mode level to avoid the signal distortion. The

bias circuit provides bias voltage for the amplifier.

The quantizer is composed of comparator, dynamic latch, and static latch as

shown in Fig. 34.4. The regenerative comparator is used. The RS latch circuit is to

maintain the previous state and to result in a correct output.

34.4 Simulation Result and Layout

The circuit is verified by the simulations of a HSPICE. The frequency response of

OP is shown in Fig. 34.5 and Table 34.1. The simulation result shows that the dc

gain, unity-gain bandwidth, and phase margin are 120 dB, 60.5MHz and 81, respec-

tively. The simulation result of proposed ΔΣ ADC is shown in Fig. 34.6 and

Fig. 34.1 Diagram of the ΔΣ modulator
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Table 34.2. It indicates that the proposed modulator with input level �6 dB and

�20 dB have an SNR of 87.2376 dB and 71.7615 dB, respectively. The effective

number of bits is approximately 16. Figure 34.7 presents the whole chip layout. In

order to verify the result, the LVS verification is applied. The schematics and

layouts are in full compliance. The core size is 0.6456 mm� 0.3340 mm. The

size included IO PAD is 0.860 mm� 0.733 mm.

Fig. 34.3 Operational amplifier

Fig. 34.4 Quantizer
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Fig. 34.5 Simulation result of OP

Table 34.1 Simulation

results of OP
Parameter Simulation result

Voltage 1.65 V

Gain 120 dB

UGBW 60.5 MHz

Phase margin 81

Load 4 pF

10
2

10
3

10
4

10
5

10
6

-160

-140

-120

-100

-80

-60

-40

-20

0

Hz

dB

PSD of ADMOD

SNR= 87.2376dB
Fig. 34.6 Simulation result

of ADC

Table 34.2 Simulation

results of modulator
Input level (dB) SNR (dB)

�6 87.2376

�20 71.7615



34.5 Conclusions

In this chapter, a second-order ΔΣ modulator designed in TSMC 0.18 μm single-

poly six-metal CMOS process is presented. The fully differential operational

amplifier is applied to get a better performance. A PMOS input pair is used to

minimize the flicker noise. The circuit is verified by the simulations of a HSPICE.

Simulation results show that the dc gain, unity-gain bandwidth and phase margin

are 120 dB, 60.5 MHz, and 81, respectively. With an input of a �6 dB 1 KHz sine,

the delta-sigma ADC can achieve an SNR of 87.2 dB. The core size is

0.6456 mm� 0.3340 mm. The size-included IO PAD is 0.860 mm� 0.733 mm.

With a 16-bit resolution, it is suitable for audio applications.
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Chapter 35

An Experimental Investigation of Effect
on Engine Performance by Controlling
the Temperature of the Fuel

Ming-Hsien Hsueh

Abstract The advantages of controlling the fuel temperature in the engine system

are presented in this chapter. By using the thermoelectric material, engine fuel can

be cooled or heated to control the temperature of the inlet mixture. In this inves-

tigation, the preheating time of the engine can be reduced by heating the fuel. The

fuel consumption, the concentration of oxides of nitrogen can be decreased by

cooling the fuel. At the same time, the power of the engine also can be increased by

cooling the fuel.

Keywords Fuel temperature • Thermoelectric material • Oxides of nitrogen •

Power

35.1 Introduction

For more than a century, internal combustion engines have played an important role

in the transportation sectors. Although the combustion engines can provide more

power for vehicles to be driven faster, the reduction of petroleum resources and

environmental problems are leading to an increasing the efficiency of the combus-

tion. Kose and Ciniviz [1] discussed the results of engine torque, power, exhaust

gases temperature by providing the additional hydrogen as an additional fuel in the

diesel engine. Fang et al. [2] and Zheng and Mulenga [3] presented the effect of

ethanol or biodiesel fuel on the combustion and emissions in premixed

low-temperature combustion. Okude et al. [4] showed the results of the basic

characteristics of premixed compression ignition combustion by using the single

cylinder engine. Park et al. [5] investigated the fuel properties, droplet atomization,

combustion performance, and exhaust emission characteristics of gasoline–diesel-

blended fuels in diesel engine. Yun et al. [6–9] discussed the low-temperature
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combustion for the simultaneous reduction of NOx and soot emissions.

Dardiotis et al. [10] presented the gaseous emissions of gasoline and diesel vehicles

measured in cold-start low-temperature test to generate data to contribute to the

ongoing discussion on the revision of the low-temperature emission standards for

Light-Duty vehicles. Weilenmann et al. [11] investigated the influence of ambient

temperature on cold-start excess emission of both gasoline and diesel engine. Sajjad

[12] discussed the temperature contour and the relationship between the equivalent

fuel particles with the fuel injection pressure on diesel engine performance and

emissions.

In order to reduce the more consumption of the fuel and air pollution by the

internal combustion engines, the thermoelectric materials are applied in this chapter

to control the temperature of fuel in the combustion engine. By using the device, the

analysis of the fuel consumption, effective horsepower, gross torque, and exhaust

emission can be found in this research. The comparison of the device either

operated or not in the above performances will be discussed in the research to

advantage the device in the internal combustion engine.

35.2 Thermoelectric Technology

Thermoelectric technology is widely applied in heat removal and temperature

control of scientific research, military affairs, semiconductor industry, and so on.

A thermoelectric material consists of equal number of P-type and N-type elements

connected in series and parallel sandwiched in between two ceramic plates as

shown in Fig. 35.1. When the electric power is transported across two metallization

junctions (from P to N or N to P), the heat will be absorbed into the cold junction

and dissipated from the hot junction, i.e., Peltier effect. The temperature of the cold

junction and hot junction are defined as Tcj and Thj respectively. The temperature of

Fig. 35.1 Scheme of thermoelectric material construction
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the cold ceramic plate connected cold junctions is defined as Tc, and the hot ceramic

plate-connected hot junction is Th.
The thermoelectric performance of the TEC is determined by three properties:

the electrical resistivity (ρ), the Seebeck coefficient (α), and the thermal conduc-

tivity (k). These properties of the P and N arms are generally arbitrary functions of

temperature. Because these parameters change slightly in the working temperature

range for the commercial TEC chips, we assume that the three properties are

independent of temperature in this chapter. The three parameters of TEC couple

can be given as follows:

K ¼ 2k 	 S
h

ð35:1Þ

R ¼ 2ρ
h

S
ð35:2Þ

A ¼ 2α ð35:3Þ

where K, R, and A are represented as the thermal conductance, electrical resistance,

and Seebeck coefficient of the TEC couple respectively, S and h are the cross-

sectional area and the length of P- or N-type arms. The heat balance cooled or

expelled by each TEC couple leads to the following equations:

Qc ¼ Tc � Tcj

� �
Kc ð35:4Þ

Qc ¼ A 	 I 	 Tcj � K Thj � Tcj

� �þ 1

2
I2R

� 
ð35:5Þ

Qh ¼ A 	 I 	 Thj � K Thj � Tcj

� �� 1

2
I2R

� 
ð35:6Þ

Qh ¼ Thj � Th

� �
Kh ð35:7Þ

where Qc represents the heat flow through the cold plate, Qh the heat flow through

the hot plate, Kc the thermal conductance of the cold ceramic plate, Kh the thermal

conductance of the hot ceramic plate, and I the electric current that flows through
TEC element. We assume that the thickness of the cold or hot ceramic plate is very

thin, so the thermal conductance of the cold or hot ceramic plate can be limited to

Kc!1, Kh!1. After being eliminated the Tcj and Thj from (35.4) to (35.7) and,

the heat balance equations of the TEC couple can be calculated by the following

equations:

Qc ¼ A 	 I 	 Tc � K Th � Tcð Þ þ 1

2
I2R

� 
ð35:8Þ

Qh ¼ A 	 I 	 Th � K Th � Tcð Þ � 1

2
I2R

� 
ð35:9Þ
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The voltage of the TEC chip can be given as:

V ¼ I 	 Rþ A 	 Th � Tcð Þ ð35:10Þ

The electric energy supplied into the TEC can be calculated as:

P ¼ Qh � Qc ¼ I2 	 Rþ A 	 I 	 Th � Tcð Þ ð35:11Þ

35.3 The Method of the Fuel Temperature Control Device

In the chapter, the thermoelectric materials are applied in the engine’s fuel system

which is illustrated in Fig. 35.2. When an electric current runs through the thermo-

electric material, one surface of the thermoelectric material absorbs the heat energy

and the other produces the heat energy. By applying this function, fuel can be

cooled down together or warmed up together by the thermoelectric material. The

purposes of the device applied in the engine are described in the following reasons:

1. During the first 2 min after starting the engine of a vehicle that has not been

operated for several hours, the amount of emissions can be very high. Many of

the motor parts inside the engine do not fit and work together well until they are

at or near normal operating temperatures. Because the engine or the motor oil

has the working performance after reaching the operating temperature, the driver

needs to warm up the engine for a few minutes in order to preheat the parts of the

engine. Even the catalytic converter needs the warm-up period to the working

temperature and converts toxic pollutants in exhaust gas to less toxic pollutants.

By the device, the fuel is heated by the thermoelectric material and increases the

Fig. 35.2 Location of the fuel temperature device in an engine
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temperature of the mixture. The prewarmed air can warm the engine’s internal

parts and the block, so the engine can take less time for the block and positions to

expand to their optimum fit. Also, the warm-up time can be reduced which

results in the temperature of the catalytic converter go up to the operating degree

very quickly and decrease the amount of the toxic pollutants.

2. During the combustion in the engine, especially at high temperatures, the nitric

oxide and nitrogen dioxide (NOx) are produced from the reaction of nitrogen and

oxygen gases. NOx reacts with ammonia, moisture, and other compounds to

form nitric acid vapor and related particles. Small particles can penetrate deeply

into sensitive lung tissue and damage it, causing premature death in extreme

cases. Inhalation of such particles may cause or worsen respiratory diseases,

such as emphysema or bronchitis, or may also aggravate existing heart disease.

By using this device, the fuel can be cooled by the thermoelectric material and

causes the cooled mixture air to absorb the heat energy from the combustion

chamber and lowers the adiabatic flame temperature. Therefore, NOx can be

reduced for cooling the fuel by the thermoelectric material, and makes exhaust

gas to meet emission standards.

3. According to the physical property of thermal expansion and contraction, the

more decrease in intake air temperature is, the more increase in intake air density

produces. By increasing the intake air-charge density through isobaric (constant

pressure) cooling can improve the volumetric efficiency in the internal combus-

tion, the fuel can be cooled down by using the thermoelectric material and

reduce the temperature of the mixture air into an engine’s intake manifold and

combustion chamber. The cooled mixture air increases the intake air-charge

density through the thermoelectric material’s cooling can promote more thor-

ough combustion efficiency. The lowering of the intake charge air temperature

also eliminates the danger of predetonation (knock) of the fuel/air charge prior to

spark ignition. This preserves the benefits of more fuel/air burn per engine cycle,

increasing the output of the engine.

35.4 The Result

35.4.1 The Design of the Fuel Temperature Device

The fuel temperature control device by using the thermoelectric material is illus-

trated in Fig. 35.3, which is mainly including the fuel temperature control block, the

thermoelectric material, the water fan, radiator, and cooling fans. The inner side

surface of the thermoelectric material is connected with the side surface of fuel

temperature control block and the outer side surface is joined to the water block.

The inlet fuel connector is joined to the fuel tank or fuel pump, and the outlet fuel

connector is joined to the fuel pipe or fuel injection nozzle. The cooling fan is

connected with the radiator by the fan bolts as shown in Fig. 35.3.
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35.4.2 The Experiment Results

Figure 35.4 shows the variation in the warm-up time of the engine before and after

being applied the thermoelectric module chips to the fuel and intake air. Before

warming the fuel and intake air by the thermoelectric module chips, it took 355 s to

reach to the operating temperature of the engine (approximately 310 �C). By
proheating the energy exchange manifold, the fuel and intake were warmed up

and it took 165 s to reach to the operating temperature. The warm-up time of the

engine heated by the device was smaller than that which did not be heated by the

TEC module about 55 % at least. It can avoid the fuel vaporize incompletely and

creating higher emissions of hydrocarbons, nitrogen oxides, and carbon monoxide.

Figure 35.5 shows the variation in the concentration of oxides of nitrogen (NOx)

emissions in exhaust gas by using the thermoelectric module chips or not. From the

results it is observed that the concentration of oxides of nitrogen is reduced

substantially by the device for cooling the fuel and intake air. There is 76 %

reduction of the oxides of nitrogen emissions than the original engine exhausted

by cooling fuel and intake air at high engine speed which is shown that the cooled

mixture air can massively absorb the heat from the combustion.

35.5 The Discussion

In this chapter, we invent a new method to absorb the heat from the fuel to increase

the volumetric efficiency by using the thermoelectric material. The device effec-

tively decreases the temperature of the mixture air to the engine and reduces the

amount of NOx emissions of the exhaust gas. Moreover, the device can decrease the

warm-up time of the engine by heating the fuel by thermoelectric material to

improve the emission of the exhaust gas from the engine. By applying the thermo-

electric material in the device, we can promote the combustion efficiency of the

internal combustion engine, increase the output of the engine and improve the

environment of the earth.

fuel temperature 
control block

fuel injection nozzle

water block

radiator

cooling fan

temperature 
sensor

temperature 
control unit

thermoelectric 
material

Fig. 35.3 The perspective view of the fuel temperature control device

268 M.-H. Hsueh



Warming Time of Engine to WorkingTemperature

0

50

100

150

200

250

300

350

0 100 200 300 400 500 600

Time(seconds)

Te
m

pe
ra

tu
re

(
)

Without Using Thermoelectric Material

Pre-heating Fuel by Thermoelectric Material

Fig. 35.4 Comparison warming time in the engine

NOx Emissions in Exhaust Gas

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

2000 2500 3000 3500 4000 4500 5000
Rotational Speed (RPM)

N
O

x 
de

ns
ity

(g
/k

m
)

Without Using Thermoelectric Material
Cooling Fuel by Thermoelectric Material
HeatingFuel by Thermoelectric Material

Fig. 35.5 The variation in the NOx of the engine

35 An Experimental Investigation of Effect on Engine Performance. . . 269



References

1. Kose, H., Ciniviz, M.: An experimental investigation of effect on diesel engine performance

and exhaust emission of addition at dual fuel mode of hydrogen. Fuel Process. Technol. 114,
26–34 (2013)

2. Fang, Q.A., Fang, J.H., Zhuang, J.A., Huang, Z.: Effects of ethanol–diesel–biodiesel blends on

combustion and emissions in premixed low temperature combustion. Appl. Therm. Eng. 54,
541–548 (2013)

3. Zheng, M., Mulenga, G.T.: Biodiesel engine performance and emissions in low temperature

combustion. Fuel 87, 714–722 (2008)

4. Okude, K., Mori, K., Shiino, S.: Premixed compression ignition combustion for simultaneous

reduction of NOx and soot in diesel engine, SAE paper no. 2004-01-1907. (2004)

5. Park, S.H., Youn, I.M., Lim, Y.: Influence of the mixture of gasoline and diesel fuels on droplet

atomization, combustion, and exhaust emission characteristics in a compression ignition

engine. Fuel Process. Technol. 106, 391–401 (2013)

6. Yun, H., Reitz, R.D.: Combustion optimization in the low-temperature diesel combustion

regime. Int. J. Eng. Res. 6, 513–524 (2005)

7. Kim, Y.J., Kim, K.B., Lee, K.H.: Effect of a 2-stage injection strategy on the combustion and

flame characteristics in a PCCI engine. Int. J. Automot. Technol. 12, 639–644 (2011)

8. Jung, S., Ishida, M., Yamamoto, S.: Enhancement of NOx-PM trade-off in a diesel engine

adopting bio-ethanol and EGR. Int. J. Automot. Technol. 11, 611–616 (2010)

9. Jacobs, T.J., Assanis, D.N.: The attainment of premixed compression ignition low-temperature

combustion in a compression ignition direct injection engine. Proc. Combust. Inst. 31,
2913–2920 (2007)

10. Dardiotis, C., Martini, G., Marotta, A.: Low-temperature cold-start gaseous emissions of late

technology passenger cars. Appl. Energy 111, 468–4780 (2013)

11. Weilenmann, M., Soltic, P., Saxer, C.: Regulated and nonregulated diesel and gasoline cold

start emissions at different temperatures. Atoms Environ. 39, 2433–2441 (2005)

12. Emami, S., Jafarmadar, S.: Multidimensional modeling of the effect of fuel injection pressure

on temperature distribution in cylinder of a turbocharged DI diesel engine. Propul. Power Res.

2(2), 162–175 (2013)

270 M.-H. Hsueh



Chapter 36

Modeling of an AlGaAs-Based VCSEL
with Bragg Mirrors

Shu-Hui Liao

Abstract This chapter discusses the methods of modeling Bragg mirrors for

vertical cavity surface emitting lasers (VCSELs). The propagation matrix method

was used to present the design and performance of a VCSEL with AlAs/AlGaAs

Bragg mirrors for electromagnetic radiation centered at 980 nm. We adopted and

compared with AlAs/AlGaAs periodic dielectric layer stacks consisting of 20 and

40 identical layer-pairs. The result indicates that the reflectivity of the Bragg mirror

is close to unity over a wavelength band width centered at wavelength of 980 nm. It

was found that the results achieved from the simulation showed a high correlation

with predicted results.

Keywords VCSEL • Bragg mirror • Propagation matrix method

36.1 Introduction

Nowadays, the vertical cavity surface emitting lasers (VCSELs) provide a very

exciting area of research. The optimization of the distributed Bragg reflector (DBR)

structure is very important in increasing the performance of optical systems based

on the VCSEL technology. Bragg mirrors are structures of high interest for a large

set of applications that include the vertical cavity lasers and the upcoming range of

devices which based on microcavity. In a surface emitting laser, the output light

beam is perpendicular to the active layer and the surface of associated semicon-

ductor [1]. The optical cavity is formed by two DBRs surrounding the active

medium layer. Generally speaking, these DBRs have high reflectivity larger than

90 %. The high reflectivity is required since the optical gain per pass is small due to

the small optical cavity compared to an edge emitting laser. Recently, the VCSEL

usually has an active layer formed by multiple quantum wells. The benefits of a

small optical cavity include low threshold current and single mode lasing since the

mode separation is wide enough. Over the last 20 years, some attractive emission
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properties of the VCSELs which compared to edge emitting semiconductor lasers

have led to VCSELs’ establishment as a powerful device within the semiconductor

laser family. These properties include such as near-circular beam profiles, in

contrast to astigmatic beams emitted by edge emitting lasers. A further property

of VCSELs, resulting from their short cavities, is single longitudinal mode emis-

sion. Recently, there has been exciting research work in the area of microelec-

tromechanical structures (MEMS) tunable VCSELs, with a special emphasis in

increasing their wavelength tuning range [2–9]. However for conventional

VCSELs, the DBR thickness imposes a significant design trade-off on the tuning

speed, wavelength range, actuation voltage, as well as fabrication difficulties.

Today although the compound semiconductors could perform very well in the

optoelectronic applications, we can find that it is still not straightforward to realize

Bragg mirrors based on these material systems due to the low optical index

differences. Recently, it is found that novel Bragg reflecting structures which

represent quite different from the conventional quarter-wavelength stacks used

currently in the optoelectronics industry have been reported [10]. These structures

can be used in designing high-reflectivity mirrors in strained material systems and

mirrors that will provide high reflectivity. Moreover, such mirrors can be used in

designing resonant- cavities for optical absorption and emission. In this chapter, the

Bragg mirror and VCSEL with AlAs/AlGaAs Bragg mirror for electromagnetic

radiation was investigated. The structures were modeled and optimized by the

propagation matrix method [11].

36.2 Optical Performance of the VCSEL

The most general method of calculating the reflectance and the transmittance of a

multilayer is based on a matrix formulation of the boundary conditions at the film

surfaces derived from the Maxwell’s equations. In this chapter, the Bragg mirrors

are formed by alternating layers of AlAs and AlGaAs with quarter-wavelength

thickness, and consist of a number of such pairs on both the n- and p-sides. Thus the

device of VCSEL with Bragg mirrors is constructed by using the number of pairs of

two times and making the thickness of the central GaAs layer at one wavelength

wide such that there is half of layer-pair mirror above and half of layer-pair mirror

below a central GaAs layer. The refractive index of the thin films are nAlGaAs¼ 2.95

for the refractive index of AlGaAs and nAlAs¼ 3.52 for that of AlAs. The two Bragg

mirrors of the VCSEL structure consist of AlGaAs/AlAs alternating layers with

refractive index difference of 0.57. The electromagnetic radiation was incident

normally to the surface of a special AlGaAs/AlAs periodic dielectric layer stack

which consists of corresponding identical layer pairs. In the analysis of the system,

each individual dielectric layer which was used has a special thickness of λ/4n,
where n is the refractive index of the dielectric material.

The propagation matrix method was used to investigate in designing high-

reflectivity VCSEL with Bragg mirrors for electromagnetic radiation centered at
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980 nm. The electromagnetic radiation was incident normally to the surface of a

special AlGaAs/AlAs periodic dielectric layer stack which consists of some iden-

tical layer pairs.

36.3 Bragg Mirrors

The schematic VCSEL structure is shown in Fig. 36.1. The propagation matrix

method was used to investigate a high-reflectivity VCSEL with Bragg mirror for

electromagnetic radiation centered at 980 nm. We adopted and compared with three

different conditions of layer-pairs as shown in Figs. 36.2, 36.3, 36.4, and 36.5. The

result indicates that the reflectivity is very close to unity over a wavelength band

width with a full-width half-maximum (FWHM). The FWHM decreases as the

number of layer-pairs increases. Figure 36.6 shows the I–L and I–V characteristics

of the VCSEL.

36.4 Summary

The VCSEL is capable of emitting light of wavelength dependent upon the design

parameters. The reflectivity is close to unity over a wavelength band width and thus

the addition of an optical band pass which is near unity transmission was

established. The emission spectrum of the VCSEL with Bragg mirrors investigated

in this work gives a full width of the image at half maximum value, or FWHM

Fig. 36.1 Schematic layer

structure of a VCSEL
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Fig. 36.2 The emission spectrum of a high-reflectivity Bragg mirror with 20 identical dielectric

layer pairs

Fig. 36.3 The emission spectrum of the VCSEL with Bragg mirrors with a 20 identical dielectric

layer-pair mirror above and a 20 identical dielectric layer-pair mirror below a central GaAs layer
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Fig. 36.4 The emission spectrum of a high-reflectivity Bragg mirror with 40 identical dielectric

layer pairs

Fig. 36.5 The emission spectrum of the VCSEL with Bragg mirrors with a 40 identical dielectric

layer-pair mirror above and a 40 identical dielectric layer-pair mirror below a central GaAs layer
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centered at wavelength of 980 nm. The FWHM is a well-defined number which can

be used to compare the quality of images obtained under different observing

conditions. The FWHM decreases as the number of layer-pairs increases.
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Chapter 37

Risk Decision Method Based on Sensory
Values of Smart Devices

Taejun Son, Jeonghoon Kwak, Suhyun Gong, and Yunsick Sung

Abstract Smartphone sensors can be useful in recognizing risk situations faced by

users. However, the use of diverse kinds of sensors for risk estimation increases the

complexity of such analyses. This chapter proposes a method to recognize the risk

quotient in user situations by measuring and managing the data that smartphone

sensors provide.

Keywords Risk recognition • Normalization • School zone • Internet of things

37.1 Introduction

As the daily commute to and from schools becomes riskier for children, our society

is emphasizing on the importance of improving safety in and around schools. With

this objective in mind, more research for the development of school-zone surveil-

lance systems is being conducted [1].

The data from the smartphones can be useful in determining a child’s location,

and the riskiness of a particular situation he/she may face. By using more sensors,

risky situations can be evaluated more precisely. However, the use of different

types of sensors makes it more difficult to evaluate situations based on multiple

sensors.

This chapter proposes a method for measuring values from various kinds of

sensors and managing the measured values to recognize the level of riskiness of a

situation faced by the users. The sensor values are normalized to reduce the

difference in the values obtained from different users. This rest of the paper is

organized as follows. Section 37.2 describes related work. Section 37.3 introduces

our approach, and Sect. 37.4 explains the validation of this approach and concludes

this paper.
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37.2 Related Work

Research has been conducted for developing child-safety systems in school zones

based on context awareness [2]. By utilizing cutting edge IT devices and ITS

technology, a child-safety system recognizes current situations. It monitors pedes-

trians, vehicles, and surroundings for surveillance to minimize the safety risks to

children.

There is also research on realization of u-Care systems based on multisensors in

u-Home environments [3]. These systems recognize risky situations using various

sensors to monitor indoor situations and activities of elderly people. The results

from these monitoring services are provided to families or medical institutions as a

link service.

Research has also been conducted for designing care systems for the elderly

based on OSGi by utilizing RFID and infrared sensors [4]. By calculating and

comparing the positions of a ward with the amount of activity on a monthly and

daily basis, the risk situations can be recognized and then provided to guardians

through phone calls and email.

In existing research, various sensors like GPS, infrared sensors, and RFID are

utilized to detect risk situations, which is not proper to outdoor environments

because of huge space. This chapter proposes a method that utilizes various sensors

in a smartphone to detect accurately the level of risks faced by users in outdoor

environments.

37.3 Risk Recognition Processes

This chapter proposes a method for managing sensor values through a smartphone

and recognizing risk situations step-by-step. The values of all the sensors in a

smartphone are measured concurrently, and these values are utilized to detect risk

levels of different situations. All six stages are handled in order as shown in

Fig. 37.1.

In the SVE stage, the values of all sensors in a smartphone are obtained. The

values of the sensors are divided into two groups. One group comprises the values

that can be expressed and handled as numbers. The other group comprises the

values such as voices, GPS information, etc., which cannot be expressed or handled

as numbers. When there are n+m sensors in a smartphone, m� n sensors cannot be
expressed or handled. These sensors are defined from sensor sn+1 to sensor sn+m.
The measured values, xn+ 1, t to xn+m, t, of these sensors at time t, are delivered to the
RLE stage directly. The n values of the sensor that can be expressed and handled as
numbers defined by x1, t to xn, t from s1 and sn, are delivered to the NZE stage.

We assume that the frequency of each sensor value is relevant to the risk level of

recognized risk situations. A higher frequency of the sensor values means that the

recognized risk situations are safer. Conversely, a lower frequency of the sensor
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values means that the recognized risk situations are more dangerous. Therefore, the

NZE stage determines the non-risk zone as the range in which the sensor values

have high frequencies. It makes this determination by defining two values: one for

the starting point and the other for the ending point. In addition, there could be

numerous possible reactions depending on the risk levels of the recognized risk

situation. The NZE stage defines the levels of non-risk situations in detail, but does

not handle the recognized risk situation in detail. This stage analyzes the

premeasured values as per the below equation to decide a non-risk zone. Therefore,

the values of sensors need to be collected for a certain period of time, 1 to ζ, in
advance. First, the frequencies of the values of each sensor are calculated. Second,

the frequencies are arranged in an ascending order according to their corresponding

sensor values. Third, if yi, j is the jth value among the ordered values of sensor si,
then the maximum frequency fi of the values of its sensor can be obtained by using

(37.1).

f i ¼ Max f yi, 1
� �

, f yi, 2
� �

, . . .
� � ð37:1Þ

where f(yi, j) is the frequency of the value yi, j. Fourth, the sensor value that is

smaller than the sensor value of fi, includes risk situation, and is the largest among

the values smaller than the sensor value of fi is defined as the minimum border value

αi, as shown in Fig. 37.2. If the sensor value that includes risk situation does not

exist, then the smallest sensor value is defined as the minimum border value αi.
Fifth, the sensor value that is larger than the sensor value of fi, includes risk

situation, and is the smallest among the value larger than the sensor value of fi is
defined as the maximum border value βi. A section between the minimum border

value αi and the maximum border value βi is defined as a non-risk zone.

In the SVN stage, the premeasured values from αi and βi in the non-risk zone are
normalized at time ζ once for revising the distribution of the values of each sensor.

The average μi and standard deviation σi are calculated based on the measured

values until time ζ.
In the SVC stage, the average μi and a standard deviation σi are utilized for

extracting Ζi,t using (37.2). The final output value ri, t of the SVC stage is assigned

Sensors
Sensor Value 
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stage

(SVE stage)

Non-risk Zone 
Extrac�on 
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(NZE stage)
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Fig. 37.1 Process for handling sensor values in a smartphone
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by occurrence probability P(xi, t) through Zi, t. P(xi, t) has a range from 0 to 1. The

final output value ri, t affects the determination of the risk level, depending on the

position of P(xi, t).

Zi, t ¼ xi:t � μi
σi

ð37:2Þ

In the RLE stage, the risk level di, t is expressed as a value from 0 to γ, where
0 means a safe situation and γ means the most dangerous situation. The sensor

values that cannot be expressed in numbers are determined within 0 to γ, consid-
ering the traits of its sensor. The sensor values that can be expressed as numbers are

determined by (37.3).

di, t ¼

if xi, t < α or xi, t > β
γ
else if P xi, tð Þ < 0:5

γ � 1� P xi, tð Þ � P αð Þ
0:5� P αð Þ

γ � 1

��������
��������

else

γ � 1� P βð Þ � P xi, tð Þ
P βð Þ � 0:5

γ � 1

��������
��������

8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:

ð37:3Þ

Each risk level is extracted from one value of one sensor. Therefore, all risk levels

are multiplied at the same time, while considering the importance of all sensors

using weights. These risk levels are allocated to a mixed value mt by using (37.4).

mt ¼ w1 � d1, t þ w2 � d2, t þ 	 	 	 þ wi � di, t ð37:4Þ

Fig. 37.2 Non-risk zone

defined by two border

values, αi and βi
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where wi is a weight of the ith sensor, which has a value between 0 and 1. The sum

of all weights is 1. Then the calculated mixed value can be applied to

smartphone apps.

37.4 Experiment and Conclusions

In this experiment, we compared risk levels calculated using the proposed method

and those calculated using the values of sensors directly. The method of merging all

sensor values is the same, which means that (37.4) is applied in both the

approaches. In addition, we also applied the same weight for all sensors. All values

of sensors were measured for 4 h through a user’s smartphone. These values were

utilized from the SVE stage to the SVN stage. Then, the smartphone sensor values

were measured again for an hour the next day at the same place, including risk

situations.

In this experiment, the risk levels of a speed sensor were compared. When the

values of sensors were utilized directly, the risk level 1 is defined from 0 to 20, the

risk level 2 is defined from 21 to 40, and so on after converting the values into

percentages. γ is assigned the value 5. When the values of a speed sensor were

processed in the SVN stage, the average μi was 1.21 and standard deviation σi was
0.439301 in Fig. 37.3. Both approaches showed a similar range of risk situations.

Using our approach, level 4 and level 5 were obtained from time 1,435 to 1,474.

With the direct approach, level 2 to level 5 were calculated from time 1,441 to

1,450. However, our approach could denote the difference between high- and

low-risk situations.

Then the mixed values obtained by using both methods were compared as shown

in Fig. 37.4. The values from 1 to 800 were calculated in a similar manner.

However, given that the situations from time 2676 to time 2782 were risky, our

approach could reduce the level of riskiness of situations during the period from

time 800 to time 3500.
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Fig. 37.3 Distributions of risk levels of a speed sensor, (a) By the proposed method, (b) By
utilizing sensory values directly
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In this chapter, we proposed a method to use smartphone sensor values for

extracting the level of riskiness of various situations, and also normalizing the

sensor values because the distribution of these values is different, depending on

individual users.
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Chapter 38

A Flywheel Energy Storage System
Suspended by Active Magnetic Bearings
Using a Fuzzy Control with Radial Basis
Function Neural Network

Van-Sum Nguyen, Hong-Van Tran, Lai-Khac Lai, Nguyen Thi-Hoai Nam,

Tran Huu-Chau Giang, and Le-Phuong Truong

Abstract A flywheel energy storage system (FESS) is an effective energy-saving

device. It works by accelerating a rotor flywheel disc at a very high speed and

maintaining the energy in the system as rotational energy. Active magnetic bearings

(AMBs) are ideally suited for use at high-speed and are so used in FESSs. This work

develops a mathematical model of the levitation force and rotational torque of a

flywheel. The system for controlling the position of the flywheel is designed based

on a neural fuzzy controller. A mathematical model of an AMB system comprises

identification followed by collection of information from this system. A fuzzy logic

controller (FLC), the parameters of which are adjusted using a radial basis function

neural network, is applied to the unbalanced vibration in FESS. The results obtained

concerning the FESS indicate that the system exhibited satisfactory control perfor-

mance including transient and steady-state responses under various operating

conditions.
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Keywords Flywheel • Energy storage system • AMB • FLC • Neural network

38.1 Introduction

Saving energyhas recently becomevery important globally, and technology for saving

generated power that is surplus to requirements is required. The FESS is an effective

energy-saving technology [1]. A FESS has various advantages over a traditional

battery energy storage system, including a higher energy storage density, higher

specific power and power density, lower risk of overcharging or overdischarging, a

wide range of operating temperatures, a very long life cycle, and environmental

friendliness. In FESS, not only is the speed of the rotor high, but also the position of

the rotor must be controlled accurately to ensure that the vector of angular momentum

is precisely and stably directed, so vibrations of the high speed rotormust be as small as

possible. The AMB are ideally suited to high-speed and vacuum applications owing to

their contact-free operation, low friction losses, adjustable damping, stiffness charac-

teristics, and lack of a need for any lubricant [2, 3].

This chapter proposes a method for controlling the position of the rotor by using

the neural fuzzy controller (NFC) approach. The method employs a fuzzy controller

system with RBFNN rotation to identify the AMB system by Jacobian transforma-

tion [4]. The parameters of FLC can be optimally tuned to solve the problem of

unbalanced vibration in the AMB in FESS by applying the gradient descent method

[5] and the real-time values according to the AMB system information. The

presented design uses a NFC to control AMB in a FESS and to reduce the vibration

of the rotor in an AMB system.

38.2 Structure and Principles of Operation of a Flywheel

Figure 38.1 presents the proposed FESS. The developed system is composed of an

upper radial AMB, a lower radial AMB, an axial AMB, a permanent magnet, a

motor/generator, the flywheel’s rim, hub and shaft, and other components. The axial

AMB at the top of the FESS overcomes the weight of the components of the

flywheel rotor, keeping it levitating. Two radial AMBs in the middle of the FESS

keep the rotor suspended in the air. During charging mode, the flywheel’s motor

acts like a load and draws power from the grid to accelerate the rotor. During

discharging, the motor is switched into generator mode, and generates electricity

that is then sent back into the grid.
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38.3 Dynamic Model of FESS

In this work, the rotor is assumed to be a rigid and symmetrical body with uniformly

unbalanced mass. Figure 38.2 presents relationship between the center of gravity

(CG: xc, yc, zc) of the flywheel rotor and the five-DOF AMB system [6]. The

dynamic equations that describe the motion of the rotor bearing system about the

center of rotor are as follows.

m€xc ¼ Fupx2 � Fupx1 þ Flox2 � Flox1

J€φx þ JzΩ _φ y ¼ Floy2 � Floy1

� �
llo � Fupy2 � Fupy1

� �
lup

m€yc ¼ Fupy2 � Fupy1 þ Floy2 � Floy1

J€φy � JzΩ _φx ¼ Fupx2 � Fupx1

� �
lup � Flox2 � Flox1ð Þllo

m€zc ¼ FzAMB � mg

8>>>><>>>>: ð38:1Þ

where m denotes the mass of the rotor; g is the acceleration due to gravity; Fupx1 and

Fupy1 represent the X and Y components of force in the negative direction on the

upper magnetic bearing, respectively; Fupx2 and Fupy2 represent the X and

Y components of force in the positive direction on the upper AMB. Similarly,

Flox1 and Floy1 represent the corresponding forces on the lower AMB. Flox2 and

Fig. 38.1 Basic layout of a FESS
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Floy2 are used to represent the X and Y components of force in the negative direction

on the lower AMB; FzAMB represents the magnetic suspension force on the axial

AMB in the positive direction along the Z-axis; xc, yc, and zc are the coordinates of
the center of gravity (CG); φx, φy, and φz denote the angular displacement of pitch,

yaw, and spin around the X, Y, and Z-axes of the rotor, respectively; J is the

transverse moment of inertia of the rigid rotor around X-axis or Y-axis; Jz is the
polar mass moments of inertia of the rotor; �JzΩ _φx and JzΩ _φ y are the gyroscopic

effects when rotor rotates at a speed of Ω around the Z-axis.
The rotor displacement from the desired position is assumed to be small, relation-

ships between the shaft positions (xup, xlo, yup, ylo, z) and the CG (xc, yc, zc) are
expressed as follows.

Fig. 38.2 Geometry of

flywheel rotor
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xc ¼ lupxlo þ lloxup
l

; yc ¼
lupylo þ lloyup

l
; zc ¼ z;

φx ¼
ylo � yup

l
; φy ¼

xup � xlo
l

ð38:2Þ

where xup, yup are the displacements of the shaft at the radial upper AMB, and xlo,
ylo are the displacements of the shaft at the lower radial AMB. The differential

equation for a rigid rotor whose degrees of freedom transformed into bearing

coordinates with displacement matrix outputXc ¼ xupxloyupyloz
h iT

and input vector

uc ¼ ixupixloiyupiyloiz
� �T

. The dynamics of the AMB system as follows.

Mc
€Xc þGc

_Xc þKdsXc ¼ Kisuc þ Dg ð38:3Þ

whereMc is the mass matrix;Gc is the gyroscopic matrix;Kds is the matrix of force

displacement factors; Kis is the matrix of force current factors; D is the gravity

vector. The resulting continuous time state space model is given in bearing coor-

dinates by

_x¼AxþBu; y¼Cx ð38:4Þ

with x ¼ Xc
_Xc

� �T
; u ¼ 0 uc½ �T;

A ¼ 0 I

�M�1
c Kds �M�1

c Gc

� 
; B ¼ 0

M�1
c Kis

� 
; C ¼ I 0½ � ð38:5Þ

where x is the state vector, u is the control input signal, y is the output, A is the state

matrix, B is the input matrix, and C is the output matrix.

38.4 NFC Design for FESS

The proposed NFC was designed to control an AMB in FESS, as shown in Fig. 38.3.

It consists of a fuzzy controller, a reference model, an RBFNN, and an adjusting

mechanism. The operating principle of this controller is based on AMB dynamics

and control knowledge can be incorporated into a NFC design based on RBFNN

identification.

where x* and xrm are a step reference and a reference model, respectively. xrbf
and ufn are the outputs of neural and fuzzy neural controller, respectively. xp is the
response of displacement; uf represents the output of the fuzzy controller. FPID is a

fuzzy proportional integral derivative control for the current loop. Fd is the external

torque from ventilator. FI and DFI are the fuzzification converted controller inputs

(e and de), respectively.
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Based on Fig. 38.3, the tracking error e and the error change de are defined by the
following equations:

e kð Þ ¼ xrm kð Þ � x p kð Þ; de kð Þ ¼ e kð Þ � e k � 1ð Þ ð38:6Þ

TheRBFNNadopted in this part of the studywas a three-layer structure, as shown

in Fig. 38.4, and comprised an input, a hidden, and an output layer. The RBFNN has

three inputs by ufn(k), xp(k), xp(k� 1) and its vector form is represented by

X ¼ u fn kð Þ,x p kð Þ,x p k � 1ð Þ� �T ð38:7Þ

The multivariate Gaussian function is used as the activated function in the

hidden layer of the RBFNN, which is given by the following equations:

h j Xð Þ ¼ exp
1

2

X � c j

�� ��2
b2j

 !
, j ¼ 1, 2, 3, . . . ,m ð38:8Þ

The network output in Fig. 38.4 is derived using the following equations,

xrb f ¼
Xm
j¼1

w jh j ð38:9Þ

where wj and hj are the weights from the jth hidden layer neuron to the output layer
neuron and the output of the jth node in the hidden layer, respectively.

The adjusting parameters of the fuzzy controller minimize the square error

between the rotor displacement and the output of the reference model. The instan-

taneous cost function is defined as follows:

Ee ¼ 1

2
e2 ¼ 1

2
xrm � x p

� �2 ð38:10Þ

The parameters of cm, n are adjusted according to

Fig. 38.3 Block diagram NFC for FESS
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Δcm,n ¼ �α ∂Ee=∂cm,nð Þ ð38:11Þ

where α represents the adaptive rate of the system. The chain rule is used, and the

partial differential equation for Ee in (38.10) is written as follows:

∂Ee

∂cm,n
¼ �e

∂x p

∂u f

∂u f

∂cm,n
ð38:12Þ

To overcome this problem, and to increase the online learning rate of the connective

weights, a delta adaptation law is proposed as follows:

∂x p

∂u f

� K pw þ Kiw

� �∂xrb f
∂u fn

¼ K pw þ Kiw

� �Xm
j¼1

w jh j
c j1 � u fn kð Þ

b2j
ð38:13Þ

38.5 Results and Discussions

Figure 38.5a presents the structural configuration of the AMB, including its elec-

tromagnetic coils. It is used in FESS. A current amplifier and current sensing circuit

design for AMB are indicated in Fig. 38.5b. An experiment for the AMB in FESS

has been verified by the current-control loop, using FPID control and current

amplifier. The current response is very close to the reference signal and setting

Fig. 38.4 The architecture

of RBFNN
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time about 0.01 s (Fig. 38.5c). The model of the FESS was used in simulations that

involved a NFC method was using MATLAB-Simulink, as displayed in Fig. 38.6.

Table 38.1 presents the parameters of the FESS.

Figures 38.7, 38.8, and 38.9 summarize those simulation results of FESS. The

results shown in Figs. 38.7, 38.8, and 38.9a, b indicate that the operating envelope

of the rotor displacements and orbits along the X-, Y-axes covered the entire feasible
region (<0.5 mm). Figure 38.9a, b demonstrates that center of the rotor orbited the

Fig. 38.5 Photograph of inside view of magnetic bearing (a); current amplifier (b); response of

current loop control (c)

Fig. 38.6 Block diagram of

a FESS
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Table 38.1 The parameters of the FESS

1 Mass of shaft (m) 70 kg

2 Displacement stiffness of lower/upper AMB-Kds 973 kN/m

3 Current stiffness of lower/upper radial AMB-Kis 576 N/A

4 Displacement stiffness of axial AMB (Ksa) 380 kN/m

5 Current stiffness of axial AMB (Kia) 520 N/A

6 Nominal length of air gap (s0) 0.5 mm

7 Bias currents (ibias) 1.5 A

8 Transverse moment of inertia of rotor (J ) 1.92 kg m2

9 Polar moment of inertia of rotor (Jz) 1.64 kg m2
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Fig. 38.7 Rotor displacement along X-, Y-axes in upper radial AMB

-0.5
-0.4
-0.3
-0.2
-0.1

0
0.1
0.2
0.3
0.4
0.5

0 0.5 1 1.5 2 2.5 3

Time (sec)

0 0.5 1 1.5 2 2.5 3

Time (sec)

-0.5
-0.4
-0.3
-0.2
-0.1

0
0.1
0.2
0.3
0.4
0.5

D
is

pl
ac

em
en

t-y
lo

 [m
m

]

D
is

pl
ac

em
en

t-x
lo

 [m
m

]

Fig. 38.8 Rotor displacement along X-, Y-axes in lower radial AMB

Fig. 38.9 Orbit of rotor in upper and lower radial AMB (a, b); rotor displacement along Z-axis (c)
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X, Y axes rotated at speeds 20,000 rpm. The rotor displacement reduces about

0.15–0.23 mm. In Fig. 38.9c is present the rotor displacement along the Z-axis. The
results further demonstrate that a short rise time implies a short settling time, low

overshoot, and a small steady-state error.

38.6 Conclusions

This chapter develops an NFC algorithm to control for the position of AMB in a

FESS. The results thus obtained indicate that the NFC enabled the FESS improved

performance at various running rotor speeds. The results also reveal that the FESS

exhibited satisfactory dynamic and steady-state responses at rotational speeds of the

rotor about 20,000 rpm. Since an experimental for the AMB system has been

verified by the current-control loop, we hope to prepare an experimental setup

and testing on a prototype FESS with NFC in the future. The results obtained will

facilitate verifying the approach which was developed in this study.
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Chapter 39

A Matrix Robot for Block Stacking

Yu-Ching Su, Ming-Chang Chen, and Wing-Kwong Wong

Abstract This research studies how to control a robot to stack blocks according to

the block structure shown in a given image. In this project, a LabVIEW program is

designed and run on a Lego Mindstorms NXT, which in turn controls a robot built

with components of Matrix Robotics. There are two operation modes for the block

stacking robot. In the first mode, a user uses an Android smartphone to control the

robot with Bluetooth to move around, pick up blocks, and stack them. In the second

mode, the robot identifies the block structure in a given image with OpenCV and

picks up the needed blocks to stack them to build the block structure. The robot was

tested with two images of simple block structures in the second mode. The success

rates ranged from 7 to 80 %. Future work should further identify the weaknesses of

the robot and improve its performance.

Keywords Android • LabVIEW • Matrix robotics • NXT • OpenCV

39.1 Introduction and Background

There are many possibilities of robotic applications at home. For example, six

million units of Roomba, an automated vacuum cleaning robot, from the iRobot

Corporation has been sold [1]. More personal and service robots are projected to be

sold in a forecast by the International Federation of Robotics [2]. Suppose a robot is

shown a picture of a simple structure consisting of wooden blocks. Then the robot

figures out how to build the structure by getting and stacking wooden blocks. This

might be an interesting toy robot for a child to observe and imitate. In this project,

LabVIEW programs are used to control a robot to do block stacking.

There are some related research projects. For example, King used LabView and

DaNI to make a set of experiments and explained how to use LabVIEW to control

the DaNI robot [3]. G�omez-de-Gabriel used LEGO NXT mobile robots with

LabVIEW for undergraduate courses on mechatronics [4, 5]. Oliver used the
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contact distributions to predict object interactions [6]. By observing the contacts

between two objects, a robot learned to detect potential interactions between them.

Thomas made an OpenCV demo application, and provided the information on a

website [7, 8].

39.2 Method

Figure 39.1 is the overall architecture of this project. LabVIEW is a system-design

platform and development environment fromNational Instruments, originally released

in 1986 [9]. The programming language used in LabVIEW is a dataflow programming

language, also known as G. Designer connects different modules bywires, resulting in

a graphical block diagram that specifies how to execute the program.

Android [10] is an operating system based on Linux, and mainly used in mobile

devices. Android is one of the most common mobile operating systems. Android

SDK [10] is a software development kit. It provides API and tools for users. These

tools include Android emulator and LogCat. And the SDK will be continuously

updated with Internet.

OpenCV (Open Source Computer Vision) is a cross-platform library of com-

puter vision [11]. It is free for use under the open-source BSD license. Image

processing is done with an Android application and OpenCV library.

NXT is a programmable robotic microcontroller [12]. There are many sensors

for NXT from various vendors. NXT, which is very popular in education, can

control mechanical structures with motors and get readings from sensors driven by

Fig. 39.1 System

architecture
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computer programs. Matrix Robotics [13] was created in 2011. Matrix can work

with NXT and both are used to build the robot.

LabVIEW is used to control the NXT and Matrix after the installation of the

LabVIEW for LEGO Mindstorm module and Matrix for LabVIEW. Then the

OpenCV Library is added to the Android project with the installation of the

OpenCV manager in a mobile device.

39.2.1 Send Messages to NXT via Bluetooth

In one operation mode of the robot, a user uses an Android phone to send

commands via Bluetooth (BT) to control the robot. Figure 39.2 is a simple sample

program in LabVIEW. It means BT messages will be read from the Mailbox7 and

printed on screen. A message is sent to Mailbox7 with the BT data format

(Table 39.1).

Message data is treated as a string. A Bluetooth message has two bytes in front of

the telegram. The length of the message is divided into two bytes, the least

significant byte followed by the most significant byte. Command type is commonly

set to be 0x00 or 0x80. 0x00 means direct command telegram, response required;

0x80 means direct command telegram and no response is needed. The command is

set to be write-message 0x09. And the fifth byte is the id of the mailbox.

39.2.2 Recognizing the Blocks in an Image

Blocks in an image are recognized with an OpenCV application modified from that

used by Thomas [7]. The blocks in this project are all red, so color identification is

simple with HSV [14]. HSV can transform RGB color mode into cylindrical

Fig. 39.2 LabVIEW

program

Table 39.1 BT data format

Length LSB Length MSB Command type Command Inbox id
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coordinates. HSV means Hue, Saturation, and Value (brightness). The ranges of

HSV values in OpenCV are not the same as the standard HSV. After the HSV

ranges are set, a quadrilateral is drawn around each red area in the Android

application. The flowchart is shown in Fig. 39.3 and the result is shown in Fig. 39.4.

First the orientation of a block must be decided to be horizontal or vertical

(Fig. 39.5). The first vertex of the discovered quadrilateral of red area can be any of

Fig. 39.3 Flowchart to

identify a red area

Fig. 39.4 Color

identification

Fig. 39.5 Orientation scenarios of a block
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the four vertices, and the vertices will be numbered in a counterclockwise way.

Simply speaking, a block is horizontal if its horizontal length is longer than its

vertical length. Otherwise, it is vertical.

39.3 Experimental Results

The robot was placed in an experimental environment, whose dimensions are

78.5 cm� 70.5 cm. There are four areas in Fig. 39.6. The target block structure is

at the top right corner. The robot will pick up horizontal blocks from the bottom left

area and vertical blocks from the bottom right area. The robot will build the target

structure at the destination area.

At first, a researcher took a snapshot of the target block structure. An Android

application then identified the blocks in the structure and commanded the robot to

carry out a construction plan. The robot would pick up proper blocks from the

horizontal or vertical area and stack them at the destination. After the robot had

built the target structure, the task was done.

The black lines were used to align the robot with the horizontal and vertical

areas, and the destination area. If the robot was not aligned precisely, it would fail to

pick up a block or fail to stack one block on top of another. The robot used an NXT

Fig. 39.6 Experimental environment
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light sensor to detect the black line. Robot will stop and adjust its position after

detecting the line.

At first only one light sensor was used for this purpose, but the robot always

failed to complete its task. Then two sensors were used and assembled near the

motor. The reading of one sensor was used to control one motor. After this change,

the success rate was much higher. The robot was tested with two images of simple

block structures. The success rates ranged from 50 to 70 % (Table 39.2).

In its ideal behavior, the robot would stop immediately when detecting the black

line. But the response time of the motors was too slow so that the robot always

crossed the black line (the figure on the left of Fig. 39.7). In such case, the robot

adjusted itself to back up to a position like the right figure of Fig. 39.7.

Fig. 39.7 Left: stop too late. Right: adjust to back up

Table 39.2 Experiment success rates

Target Result

Success

rates

7/10

5/10
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When the robot turned 90� at a corner, e.g., the top left corner of Fig. 39.6, the

robot would sometimes stop before reaching the black line (the figure on the left of

Fig. 39.8). In this case, the robot would fail to complete its task. An adjustment in

this case was to advance the robot until the light sensor had passed the black line

(the figure on the left of Fig. 39.7). After such adjustment was implemented, the

success rate increased from 70 % to 80 %.

39.4 Conclusions

In this study, a robot was designed to pick up blocks to build a target structure,

which was given in a snapshot. The structure was identified in the snapshot with the

OpenCV library. This robot can be a good toy for kids to build a structure and then

ask the robot to build the same structure. Structure identification in an image was

not an easy problem so only two simple structures were tried in this study. The

success of building the target structures ranged from 70 % to 80 %.

This research has some limitations. The brightness of the environment will

influence the result of image processing. The NXT memory may not be enough if

the program gets longer. In future work, blocks of different colors should be used

and more complicated structures should be built by the robot.
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Chapter 40

A Study of Regular Transmission Delay
in Bluetooth Communications

Komang Oka Saputra, Wei-Chung Teng, Pin-Yen Chou,

and Tien-Ruey Hsiang

Abstract This chapter studies a special case of transmission delay when two

devices communicate by Bluetooth technology. Transmission delays of packets

are usually distributed randomly over some range, or the delay jitter, in wireless or

wired communication. However, it is observed that under certain conditions, the

transmission delays of consecutive packets may form into parallel dotted lines, and

the intervals between a line and its next one are almost the same. The characteristics

of the dotted-line delays, like the lifetime of one dotted line, are deduced to help

develop an algorithm for detecting the period of this phenomenon. Experiments are

further conducted to reveal how factors like operating system, packet sending

period, and Bluetooth chips may affect the pattern of regular transmission delays.

Keywords Transmission delay • Bluetooth • Raining

40.1 Introduction

Transmission delays are essential, or at least useful, information to many applica-

tions including time synchronization, network traffic analysis, and device finger-

printing [1], to name but a few. Taking device fingerprinting as an example, it may

be implemented by measuring the clock skews of the neighboring sensor motes in

wireless sensor networks (WSN) [2], the clients device as a cloud service [3], or the

other hosts inside the same wireless local area network (WLAN) [4]. A recent

research even implemented clock skew-based Bluetooth device identification in

personal area network (PAN) [5].

As Bluetooth is one of the most commonly used wireless communication

technologies for many years, the communication performance and theoretical

delay are studied [6, 7]. However, most of these researches studied Bluetooth’s

network behaviors on MAC layer instead of network layer. In the aforementioned
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research [5], Huang et al. also implemented their BlueID technology based on the

temporal feature of Bluetooth frequency hopping. This chapter presents a study of

smart devices’ time-stamping by transmitting the network layer timestamps to a

measurer via Bluetooth communication. Nevertheless, during the experiments, it is

found that there exist two types of communication delay patterns. In a normal

collection, the offsets (difference between sending time of the smart device and the

receiving time of the measurer) distributed randomly over some range, as shown in

Fig. 40.1a. Yet in some conditions, the transmission delays of consecutive packets

may form into parallel dotted lines, and the intervals between a line and its next one

are almost the same (Fig. 40.1b). To the best of our knowledge, this raining
phenomenon is not studied before.

To identify the presence of the dotted lines, a mechanism based on the patterns

and the slopes of the dotted lines is developed. Furthermore, experiments covering

variables of operating systems, server software languages, Bluetooth chips, and

packet sending intervals are conducted to discover which combinations would the

dotted lines would occur.

40.2 System Setup and Preliminary Results

The experiment system to perform device time-stamping collection is composed by

several components:

Fig. 40.1 Preliminary results. (a) Normal collection. (b) Collection with dotted lines
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Client: currently two mobile phones, HTC OneX and Samsung Galaxy Note3, are

measured by their built-in Bluetooth chips.

Server: an ASUS K42JP notebook with 4GB RAM is used as server. The built-in

AW-BT270 Bluetooth chip and an external BCM20702 Bluetooth chip are used

to communicate with clients in the experiments.

Client application: an Android-based application which is developed to get the

timestamps of the client device. The application reads the client’s system time,

and directly sends it to the server. The sending interval of the timestamps is

adjustable from 0.5 s to few seconds.

Server application: an application that records the measurer’s timestamp each time

a packet contains the client’s timestamp is received. For offsets like Fig. 40.1a, it

is easy to estimate the clock skew of client device by using linear regression [8]

or linear programming algorithm (LPA).

40.3 Dotted-Lines Detection Method

The preliminary experiments showed that the slopes of the dotted lines ranging

from�1,850 to�1,350 ppm. Meanwhile, when the dotted line occurs, up to 90% of

all offsets belong to the dotted lines. Due to these facts, a detection algorithm is

developed as depicted in Fig. 40.2. It details how the detection starts from the first

offset, the slope between offsets in the measured target are calculated. When the

slope is detected to satisfy the threshold, the measured offset is then counted to be

belonging to the dotted line. Otherwise, if the slope is out of range, then the offset is

parked in a waiting area for later process. After the whole offsets have been

processed, the dotted line is detected to happen if the number of offsets that belong

to the dotted line is more that 90 % of all offsets.

40.4 Experiment Results

Four controlled variables are selected to study the behavior of the raining phenom-

enon. The values of these variables include: two types of server operating system,

Ubuntu 14.0 (denoted as L) and Windows 7 Ultimate (W); three types of program-

ming language, JAVA (J), C# (C), and Python (P); two types of Bluetooth chip from

the onboard AW-BT270 chip (X) and the USB BCM20702 chip (Y); two devices:

an HTC OneX (A) and a Samsung Galaxy Note3 (B); and three different clients

sending intervals: 0.5, 1, and 2 s.

Table 40.1 summarizes if the dotted lines happen in the result offsets of all

combination. As depicted in Table 40.1, the detection algorithm produced results

that the dotted lines happen as long as the OS is Windows operating system. The

statistic of the detection method is depicted in Table 40.2, which shows the average

points in each dotted line for each combination and sending interval. The results
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show negative correlation between the number of points and the sending interval,

i.e., the bigger the interval, the less the number of points in each line.

To quantify the correctness of the detection method, we calculate the clock skew

of all the combinations. As we did not know the real clock skews of the two devices,

Fig. 40.2 Dotted line detection method

Table 40.1 The results if the

raining phenomenon happens

in various conditions

W L

C J P J P

X A Yes No Yes No No

B Yes No Yes No No

Y A Yes No Yes No No

B Yes No Yes No No
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we used our previous research [9] which uses WiFi network to calculate the clock

skews between the two devices and the server, and use both results as references for

the clock skews in Bluetooth network.

As detailed in Table 40.3, all the experiments when using Linux as the server

operating system show a relatively close clock skews when compared with the

references. These results confirmed the correctness of the detection method’s results

in Table 40.1. For theWindows operating system,meanwhile, relatively far results of

AWCZ, AWPZ, BWCZ, and BWPZwhen compared with the references, confirmed

that dotted line occurs in Windows when combined with C# and Python. However,

we also discovered results which are inconsistent with the results in Table 40.1.

AWJY, AWJZ, and BWJY, are three combinations that should produce a relatively

close result to the reference, and BWPYwhich should produce a relatively far result.

Since we use LPA as the estimator, LPA is known to find a slope of all observed data

by creating a line that lies below all data (lower bound), there might be other factors

Table 40.2 Relation between sending interval and the number of points in one dotted line

AWPY BWPY AWPZ BWPZ AWCY BWCY AWCZ BWCZ

0.5 s 17.85 18.51 16.56 18.34 18.50 18.50 19.03 18.20

1 s 8.94 9.42 8.82 8.02 9.65 9.48 9.52 9.42

2 s 4.77 4.79 4.69 4.64 4.83 4.75 4.81 4.82

Table 40.3 Clock skew results of all combinations (unit: ppm)

Minimum Maximum Average |Average� reference|

AWCY �11.84 �8.48 �10.43 0.01

AWJY �34.88 �31.14 �33.01 22.57

AWPY �10.81 �8.78 �9.95 0.49

ALJY �12.04 �9.60 �10.62 0.18

ALPY �12.27 �10.31 �11.22 0.78

AWCZ 28.60 38.23 32.29 42.73

AWJZ 14.77 17.55 15.85 26.29

AWPZ 30.02 37.21 32.87 43.31

ALJZ �11.96 �9.51 �10.73 0.29

ALPZ �13.53 �9.54 �11.53 1.09

BWCY 12.01 15.35 13.82 0.46

BWJY �15.91 �13.03 �14.55 28.83

BWPY 13.03 14.27 13.78 0.50

BLJY 12.02 15.97 14.48 0.20

BLPY 11.24 15.48 13.31 0.97

BWCZ 27.56 36.68 33.28 19.00

BWJZ 16.52 19.02 17.88 3.60

BWPZ 32.34 40.21 37.58 23.30

BLJZ 11.46 15.05 13.17 1.11

BLPZ 11.46 15.10 13.68 0.60
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that affect the lower bound of the observed device. For instance, even though AWJY

is uncontaminated by the dotted line, the lower bound ofAWJY’s data could be not in

a stable condition which caused the skew highly fluctuated.

40.5 Conclusions

This chapter verified the device time-stamping through Bluetooth network. A

normal timestamp collection was obtained when using Linux as the server operat-

ing system combined with Java and Python, and when Windows combined with

Java. The normal collection can be directly used to fabricate the clock skew, and the

results were confirmed to be acceptable as they are close to clock skew references.

For the dotted line, we detected its existence in Windows when combined with C#

and Python. The clock skew results are relatively far when compared with the

references, which shows the dotted line interferes with the clock skew measure-

ment. We also observed that several clock skews are inconsistent with the results of

the detection method, which might be caused by other factors that influence the

lower bound of the collected data. As this work is a part of an ongoing research, our

further work would include improving the precision of the Bluetooth device time-

stamping and also to handle the problem of the lower bound instability.
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Chapter 41

IEEE 802.16j-Based Multihop Relays
for Future Performance Enhancement
of Aeronautical Mobile Airport
Communications Systems (AeroMACS)

Behnam Kamali

Abstract The Aeronautical Mobile Airport Communication Systems (AeroMACS)

has already been deployed in nine major US airports. This technology is used to

support fixed and mobile ground-to-ground applications and services. In this article it

is demonstrated that IEEE 802.16j-amendment-based WiMAX is most feasible for

future enhancement of AeroMACS networks. Perhaps the most important benefit of

application of multihop relays in AeroMACS is the flexible, power efficient, and cost-

effective radio range extension into severely shadowed airport areas. Multihop relay

operational modes are discussed. The key concept of “multihop gain,” which explains

how multihop relays enable performance enhancement in AeroMACS networks, is

introduced. Under a reasonable set of assumptions, multihop gain is quantified in the

form of an equation that provides a raw measure of this gain in Decibel.

Keywords AeroMACS • IEEE 802.16 • Multihop relay • WiMAX

41.1 Introduction

A joint FAA/EuroControl technology assessment, known as Future Communica-

tion Study, made specific recommendations on the development of data communi-

cations systems for various aeronautical applications over the legacy VHF band, the

aeronautical L-band, and the newly available C-band (5,091–5,150 MHz). For

AeroMACS a broadband wireless communication technology that enables rapid

improvement was deemed necessary. The consensus was formed around a network-

centric digital technology based on IEEE 802.16e standard [1]. To this end the 2007

ITU World Radiocommunication Conference took an action that allowed the

development of a new international standard of aeronautical mobile route services
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to support airport surface domain communications in the newly available C-band

spectrum. The proposed standard will be used to support fixed and mobile ground-

to-ground and ground-to-air data communications applications and services.

Owing to practical shortfalls arising from early implementation of IEEE

802.16e-based WiMAX networks, the need for some modification and amendment

to the standard was recognized early on. To address this issue the IEEE802.16j

Multihop Relay Task Group defined a new relay station (RS) that can be used as an

extension to the base station (BS) and relay traffic between the BS and the

subscriber station (SS). In this article it is proposed and demonstrates that IEEE

802.16j-amendment-based WiMAX is most feasible for AeroMACS applications.

41.2 WIMAX and AeroMACS

The IEEE 802.16 standard was originally developed to define air interface speci-

fications for a fixed broadband wireless alternative to metropolitan area wired-

access networks. The IEEE 802.16 standards exclusively standardize two aspects of

air interface; the PHY layer and the MAC sublayer. The current version of IEEE

802.16 standard is IEEE 802.16-2012. The IEEE 802.16j represents a variation of

the IEEE 802.16e standards in which relay-based multihop network capability has

been incorporated. This amendment enables the operation of RSs over licensed

bands without requiring any modifications in SSs.

Worldwide Interoperability for Microwave Access, WiMAX, is an IEEE 802.16

standard-based broadband cellular wireless solution in which OFDMA is the

multiple access technique. WiMAX enables low-cost mobile access to the internet

and provides integrated wireless fixed and mobile services using single air interface

and network architecture. Some of the salient features of WiMAX networks,

relevant to the AeroMACS application, are outlined below.

1. WiMAX applies Scalable OFDMA access technology; which enhances perfor-

mance against frequency selective fading effect and enables bandwidth scalabil-

ity over several spectral ranges.

2. WiMAXpredominantly supports TDD,which supports the exchange of asymmetric

traffic.

3. Adaptive modulation and coding (AMC) is another feature of WiMAX networks

inherited from IEEE 802.16e standard.

4. Two levels of error control are provided in WiMAX standards.

5. In order to control subchannel interference, WiMAX applies a widely accepted

method known as fractional frequency reuse. In this technique frequency reuse

factor (FRF) is not a constant but rather adaptive.

6. WiMAX standard applies MIMO as a key technology.

A system profile is a subset of mandatory or optional PHY and MAC sublayer

elements selected from IEEE 802.16 standards. A certification profile is established

when the operating frequency, channel bandwidth, FFT size, and duplexing
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technique are defined for a system profile. WiMAX Forum System Profile Release

2.1 fully supports the operational and functional requirements of AeroMACS

networks.

In a document entitled “AeroMACS system requirement document”,

EuroControl investigates the use of WiMAX Forum Mobile System Profile

Released 1 Approved Specification against airport surface communication require-

ments. According to this document no technical obstacles have been found which
would make it impossible to apply this technology for AeroMACS [2].

41.3 IEEE 802.16j-Based Multihop Relays

The IEEE 802.16j presents a variation of the IEEE 802.16e standards in which the

relay-based multihop network capability has been incorporated. The main concept

is to complement the base station (BS) nodes with relays instead of additional BSs

in a wideband cellular network. A base station and its subordinate relay stations

(RS) together are called multihop relay base station (MR-BS). MR-BS covers an

extended area, beyond what the BS alone covers, which is denoted by multihop

relay cell, MR-cell. MR-BS manages all communication resources within a

MR-cell through a centralized or decentralized procedure. Resource management

of subscriber stations (SS) may be carried out directly by the BS or via radio links

through a relay station [3].

Traffic and signaling between BS and SS may be routed through access RSs or
via a direct link between BS and the SS. Figure 41.1 shows a simple two-hop relay

configuration. The physical channel between the RS-BS and a relay is called relay
link, and the channel between an access relay and a SS is termed as access link as
illustrated in Fig. 41.1.

A key feature of multihop relay architecture is the replacement of single-hop

links over poor-quality channels with multihop links with greater efficiency,

through which higher system capacity can be achieved. Moreover, multihop

MR-BS

RS
Relay Link

Relay Link

Access Link

Access Link

SS

RS

Fig. 41.1 A simple relay network consisting of two relay stations
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communications can support spatial reuse, which can in turn boost the overall

system capacity as well. The Standard specifies two modes of scheduling for

controlling the allocation of bandwidth for RSs and SSs. In the centralized sched-
uling mode, the bandwidth allocation for a RS’s subordinate stations is determined

at the MR-BS, while in distributed scheduling they are carried out by the RS in

coordination with MR-BS.

Relays may be classified according to their PHY layer and MAC layer function-

alities. In terms of PHY layer processing, relay stations may be classified as

Transparent Relays (TRS), and Nontransparent Relays (NTRS).

• A TRS essentially functions as a repeater which is transparent to the SS and

bears no logical connection to it. As such TRS does not transmit preamble, nor

does it broadcast control messages. The SS being served by a TRS receives

traffic data from the TRS but control data comes from the corresponding

MR-BS.

• A NTRS operates as a “mini BS” and thus is physically and logically connected

to the SSs. The NTRS transmits preamble and broadcasts control messages,

therefore the SSs served by a NTRS received both traffic and control data

directly from the NTRS.

In so far as MAC functionalities are concerned, RSs can be characterized on the

basis of their scheduling arrangements and security capabilities. In these respects

the RS may operate in centralized or distributed modes. Distributed mode with

respect to scheduling means that the RS is capable of scheduling network resources

in coordination with MR-BS; otherwise the RS operates in centralized mode. Same

can be said about security, i.e., the RS can be in distributed or centralized mode with

respect to security arrangements. A TRS always operates in centralized mode.

Hence bandwidth allocation and other scheduling procedures are carried out by

the MR-BS. The main function of TRSs is network throughput enhancement. On

the other hand a NTRS in distributed scheduling and security mode may provide

radio outreach extension, higher bandwidth efficiency, as well as throughput

enhancement in a WiMAX network. In centralized scheduling mode all information

related to the access link; such as bandwidth request, is forwarded to the MS-BS.

On the other hand a RS with distributed scheduling mode can process the informa-

tion by itself.

Low cost and low complexity are important advantages of TRSs. Another

advantage of TRSs is their ability to provide the lowest latency level, however

they cannot extend the network radio outreach. NTRSs are used for both capacity

enhancement and coverage extension. They offer several types of scheduling and

radio resource management approaches. They enable a straightforward cell splitting

scheme for quick network upgrade. The NTRS and its superordinate MR-BS may

use different OFDM sub-channels, enabling control over network interference

level. The NTRS is far more complex than the TRS to the extent that it can affect

the cost of the network [4].
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41.4 Multihop Relays for AeroMACS

This section is devoted to discussion of particular radio coverage situations in

airport surface for which IEEE 802.16e-WiMAX system either fails to offer a

viable solution, or the resolution it provides is inefficient, costly, or excessively

power consuming. In all these cases, it is argued that 16j technology offers a much

better alternative when multihop relays are applied [5].

1. When a portion of an airport is significantly shadowed by a new obstacle, such as

a building constructed, a 16j-defined TRS or NTRS can be added to the airport

network to provide higher capacity and acceptable QoS to the shadowed area.

Adding a relay to an already established network does not require network

reconfiguration and radio resource reallocation. The alternative that IEEE

802.16-2009 offers is the addition of another BS to the system which requires

network redesign and entails reallocation of resources.

2. When a heavy load of traffic is expected in a certain location, or when an

incident has occurred that requires a wireless link over a limited period of

time, RSs may be deployed temporarily to provide coverage or additional

capacity. In this case it may be possible to use a TRS that will add capacity by

improving SS link throughput due to link improvement to and from the SSs.

3. If a station is outside of the airport area but needs connection to the

AeroMACS network, an RS (as opposed to a BS) can be used to establish

the connection.

4. Coverage to single point assets on the airport surface that are outside of the BSs

coverage area can readily be rendered by an RS. This may be particularly

suitable for airport security equipment such as cameras.

5. Relays may also be used to provide coverage to other airport assets such

as lighting system, navigational aid, weather sensors and wake sleep

sensor, etc.

6. Cooperative relaying enables improvement in spectrum efficiency and enhance-

ment in reliability and can substantially increase the throughput and provide

cooperative diversity. Multihop relays and MR-BS can function together to

provide cooperative diversity. The IEEE 802.16j amendment allows for gener-

ation of cooperative diversity through several mechanisms [6].

41.5 Multihop Gain Analysis

The application of multihop relay configuration enables a reduction in path loss,

and therefore a link budget “gain” is resulted. The author has designated this gain as

“multihop gain”. The multihop gain can then be translated into either radio outreach

extension, or network capacity improvement, or reduction in transmit power, or a

combination thereof [7].
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Under the following assumptions, a simple analysis can provide a raw measure

for the multihop gain measured in Decibel.

• RS and SS receivers have the same sensitivity shown by Sp.
• Propagation path loss between the MR-BS and RS is represented by LBR dB.

• Propagation path loss between the RS and SS is represented by LRS dB.
• Direct propagation path loss between the MR-BS and SS is represented by

LBSS dB.

The minimum required transmit power at the RS, PRS, is then given by:

PRS ¼ S p 10ð ÞLRS=10 ð41:1Þ

Similarly, the minimum required transmit power from MR-BS, for BS to RS

transmission, PBR, is:

PBR ¼ S p 10ð ÞLBR=10 ð41:2Þ

The minimum required power for signal transmission from the MR-BS to the RS

and then to the SS, PBRS is the sum of the powers given in (41.1) and (41.2):

PBRS ¼ PBR þ PRS ¼ S p 10ð ÞLBR=10 10ð ÞLRS=10
h i

ð41:3Þ

The minimum required transmit power for direct transmission of signal from BS to

SS, PBSS, is determined by:

PBSS ¼ S p 10ð ÞLBS=10 ð41:4Þ

One can define multihop gain as the ratio of (41.4) to (41.3). This gain, GMH, in dB,

can be therefore calculated by (41.5).

GMH ¼ LBSS � 10log 10LBR=10 þ 10LRS=10
h i

ð41:5Þ

This is intuitively satisfying and can readily be generalized for the case in which RS

and SS have unequal sensitivity values. Therefore in the general case the multihop

gain is a function of receiver sensitivities of SSs as well. Equation 41.5 demon-

strates that multihop gain depends on the propagation path loss between various

stations in the network; in other words it varies from one propagation environment

to the other. The final conclusion is that the multihop gain is directly affected by the

following factors in the system:

• Relay stations positioning in the network

• Propagation characteristics of the terrain through which signal travels

• Transmit power setting and distribution
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Path loss graphs can be plotted for various propagation loss models, such as

Matolak model for airport surface case. One of the variables that can be taken as a

parameter, is the factor α shown in Fig. 41.2.

41.6 Concluding Remarks

In this article we have discussed the benefits and challenges of employing multihop

relays in AeroMACS networks. Furthermore, we have explored various classifica-

tions of multihop relays supported by IEEE 802.16j standards with an emphasis on

their suitability for AeroMACS applications. Finally we have introduced the key

concept of “multihop gain” which quantifies the benefits achieved when multihop

relays are employed in AeroMACS systems.
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Chapter 42

Explore the Influential Factors on Maritime
Accidents by Regression Approach

Chien-Chang Chou, Cheng-Yi Chen, Jeng-Ming Yih, Kur-Eng Chang,

and Chung-Ping Wu

Abstract This chapter investigates the important factors on the maritime accidents

in the harbors and waters surrounding Taiwan. Based on the collected data includ-

ing wind, wave, tide, current, and maritime accidents, a regression model is used to

discover the influential factors on the maritime accidents. It is found that various

ports in Taiwan have different influential factors on the maritime accidents. Finally,

some useful suggestions are given to the managers of harbors and the decision

makers of governmental maritime departments to increase the navigation safety of

ships in the harbors and waters surrounding Taiwan.

Keywords Regression analysis • Navigation safety • Safety management

42.1 Introduction

Marine accident analysis and navigation safety in most busy seaports are important

issues in the water area within the port. Analyzing the causes of marine accidents is

useful to prevent such marine accidents in the future. In the past, although many

articles investigated the influential factors on navigation accidents within the water
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area of harbor by using various methodologies, e.g., interview, questionnaire,

experience in navigation, fuzzy theory, MCDM, AHP, and so on, few identify

directly the influential factors on navigation accidents by the mathematical model,

e.g., regression analysis. Thus, this chapter applies regression analysis method to

identify directly the influential factors on the marine accidents. The influential

environmental factors on navigation accidents include the wind, wave, tide, and

current. This chapter uses regression analysis method to identify directly the

relationship between these influential factors and the marine accidents. Section 42.2

is the literature review. Regression analysis results are shown in Sect. 42.3. Finally,

some conclusions and suggestions are given in Sect. 42.4.

42.2 Literature Review

Akten [1] analyzed the shipping casualties in the Bosporus. Aydogdu et al. [2]

explored the navigation risk in the Istanbul Strait by using questionnaire survey.

Aydogdu et al. [3] studied on local traffic management to improve marine traffic

safety in the Istanbul Strait. Birpinar et al. [4] explored the environmental effects of

maritime traffic on the Istanbul Strait. Bulut et al. [5] applied fuzzy-AHP model to

shipping asset management. Chou et al. [6] used the grid to analyze the influential

factors on marine accidents. Ece [7] analyzed the accidents in the Istanbul Strait.

Kum et al. [8] analyzed the maritime accidents by approaching method for mini-

mizing human error. Or and Kahraman [9] simulated the accident risk in the

Istanbul Channel. Ozbas et al. [10] analyzed the risk analysis of maritime transit

traffic in the strait of Istanbul by simulation methodology.

42.3 Result Analysis

In this section, results obtained using regression models are given in (42.1)–(42.12).

The results for the wind, the wave, the tide, and the current in the port of Keelung

are shown in (42.1)–(42.4) and in Figs. 42.1, 42.2, 42.3, and 42.4.

Wind : y11 ¼ �0:0015x11 þ 4:6584 ð42:1Þ
Wave : y12 ¼ 0:0046x12 þ 1:1489 ð42:2Þ
Tide : y13 ¼ 0:0003x13 þ 1:0232 ð42:3Þ

Current : y14 ¼ 0:0112x14 þ 16:886 ð42:4Þ

The results for the wind, the wave, the tide, and the current in the port of Taichung

are shown in (42.5)–(42.8) and in Figs. 42.5, 42.6, 42.7, and 42.8.
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Fig. 42.2 The regression result for the wave in the port of Keelung

Fig. 42.3 The regression result for the tide in the port of Keelung

Fig. 42.1 The regression result for the wind in the port of Keelung

Fig. 42.4 The regression result for the current in the port of Keelung



Fig. 42.5 The regression result for the wind in the port of Taichung

Fig. 42.6 The regression result for the wave in the port of Taichung

Fig. 42.8 The regression result for the current in the port of Taichung

Fig. 42.7 The regression result for the tide in the port of Taichung



Wind : y21 ¼ �0:01x21 þ 10:813 ð42:5Þ
Wave : y22 ¼ �0:0012x22 þ 2:0492 ð42:6Þ
Tide : y23 ¼ 0:0001x23 þ 2:8075 ð42:7Þ

Current : y24 ¼ �0:0029x24 þ 49:302 ð42:8Þ

The results for the wind, the wave, the tide, and the current in the port of Kaohsiung

are shown in (42.9)–(42.12) and in Figs. 42.9, 42.10, 42.11, and 42.12.

Fig. 42.9 The regression result for the wind in the port of Kaohsiung

Fig. 42.10 The regression result for the wave in the port of Kaohsiung

Fig. 42.11 The regression result for the tide in the port of Kaohsiung
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Wind : y31 ¼ �0:0087x31 þ 3:3366 ð42:9Þ
Wave : y32 ¼ �0:0016x32 þ 1:0087 ð42:10Þ
Tide : y33 ¼ �0:0001x33 þ 0:5652 ð42:11Þ

Current : y34 ¼ �0:0477x34 þ 31:429 ð42:12Þ

Finally, this chapter found that various ports in Taiwan have different influential

factors on the marine accidents in the waters surrounding the harbors of Taiwan.

For example, in terms of the port of Keelung, the influential factors on marine

accidents are in the order of current, wave, wind, and tide. In terms of the port of

Taichung, the influential factors on marine accidents are in the order of wind,

current, wave, and tide. In terms of the port of Kaohsiung, the influential factors

on marine accidents are in the order of current, wind, wave, and tide. Therefore, the

managers of various ports in Taiwan should make different navigation policies and

strategies for improving the navigation safety in the waters surrounding the harbors

of Taiwan.

42.4 Conclusions

Based on the above regression analysis, this chapter finds (a) in the port of Keelung,

the influential factors on marine accidents are in the order of current, wave, wind,

and tide. (b) In the port of Taichung, the influential factors on marine accidents are

in the order of wind, current, wave, and tide. (c) In the port of Kaohsiung, the

influential factors on marine accidents are in the order of current, wind, wave,

and tide.
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Fig. 42.12 The regression result for the current in the port of Kaohsiung
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Chapter 43

Analytical Model of Pipe Inspection Robot
Using Flexible Pneumatic Cylinder

Haojun Qiu, Shujiro Dohta, Tetsuya Akagi, So Shimooka,

and Shinsaku Fujimoto

Abstract A pipe inspection robot is useful to reduce the inspection cost. In our

previous study, a novel pipe inspection robot using a flexible pneumatic cylinder

that can be driven even if it bends has been proposed and tested. The built-in

pneumatic driving system using a tiny embedded controller and small-sized valves

have also been proposed and tested to decrease the mass of the robot for increasing

inspection area. In this chapter, in order to find out the optimal driving pattern and

length of the robot, an analytical model of the pipe inspection robot is proposed.

The model consists of two on/off control valves and a sliding mechanism which is

composed of a flexible pneumatic cylinder.

Keywords Pipe inspection robot • Flexible pneumatic cylinder • Analytical model

43.1 Introduction

From the Japan Water Works Association survey in 2012, it is found that the water

supply pipe with length of about 30,800 km corresponding to 5 % of the total length

had been already passed the statutory useful life of 40 years [1]. Water pipeline is

very complex and includes enormous numerical corners and joints according to the

development of human life. In the nuclear power plants, complex pipelines were

also used. They require the pipe inspection to prevent serious accidents. The cost of

the inspection will be reduced by using inspection robot. Under these backgrounds,

many researchers study the inspection robots for pipe [2–5]. In the case of pipe

inspection, the robot is required higher mobility. In order to get the higher mobility

in a narrow and complex area, a variable structure that can change the body of the

robot according to the pipe condition will be one of the solutions for this problem

[4]. In ideal, it is more desirable that the shape of the robot changes naturally

because of the lower energy consumption, decreasing the time for traveling. In our
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pervious study, a flexible sliding mechanism using the flexible pneumatic cylinders

that can travel in the narrower space smoothly by changing the body according to

the pipe had been proposed and tested [6–8]. In the next step, it is necessary to build

an analytical model of the tested robot in order to predict the most appropriate

driving pattern and optimal length of the robot. In this chapter, an analytical model

of the robot is proposed. The analytical model consists of two on/off control valves

and a sliding mechanism. The model of the on/off valve includes an electric circuit,

equations of motion of an armature, and the fluid flow in the valve. The model of a

sliding mechanism includes a flexible pneumatic cylinder and connecting pipes.

43.2 Flexible Pneumatic Cylinder

Figure 43.1 shows the construction of the flexible pneumatic cylinder developed

before [6]. The cylinder consists of a flexible tube as a cylinder and gasket, two steel

balls as a cylinder head, and a slide stage that can slide along the outside of the tube.

The tube between two steel balls is pinched by the slide stage. The operating

principle of the cylinder is as follows. When the supply pressure is applied to one

side of the cylinder, the inner steel balls are pushed. At the same time, the steel balls

push the brass rollers and then the slide stage moves while it deforms the tube.

Table 43.1 shows the properties of the flexible pneumatic cylinder. The minimum

radius of curvature of the cylinder, a maximum working pressure, and an allowable

Fig. 43.1 Flexible pneumatic cylinder

Table 43.1 Properties of the

cylinder
Min. driving pressure 130 kPa

Generated force 5 N (input: 500 kPa)

Max. moving speed More than 1 m/s

Mass (stroke of 1 m) Less than 0.1 kg

Min. radius of curvature About 30 mm

Max. working pressure 600 kPa

Working temperature From �20 to 60 �C
Movement Push–pull actions
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working temperature depend on the properties of the soft polyurethane tube (SMC

Co. Ltd., TUS 1208). The minimum driving pressure of the cylinder is 130 kPa. The

slide stage of the cylinder can move on the bending tube smoothly. The pushing

motion of the cylinder can be also realized.

43.3 Pipe Inspection Robot and Control System

Figure 43.2 shows the pipe inspection robot using flexible pneumatic cylinder. The

robot consists of the minicamera, the bending unit, the sliding mechanism, built-in

valve unit, and built-in controller. The length of the robot is 1.65 m. The whole

mass including the tested pneumatic driving system is 0.8 kg. The right upper

photograph in Fig. 43.2 also shows the supply cable for air and electric signal. The

line is the typical pneumatic supply tube coiled five-core flat cable. Five-core cable

is used as a line for electric power supply (Vcc and GND), two serial communica-

tion lines (TXD and RXD), and a camera signal line. The mass of the line is 400 g

with the length of 20 m. Figure 43.3 shows the relation between the pulling force of

Fig. 43.2 Pipe inspection robot

Fig. 43.3 Investigation of

searching area

43 Analytical Model of Pipe Inspection Robot Using Flexible Pneumatic Cylinder 327



the robot and measuring point on the supply cable from the robot end. In the

experiment, the robot with the supply cable of 20 m was driven so as to move

forward in the pipe with the inner diameter of 100 mm. The pulling force was

measured by the force sensor and is shown in Fig. 43.3. From Fig. 43.3, it can be

seen that the searching distance of the tested robot is about 38 m.

Figure 43.4 shows the schematic diagram of the control system of the robot. The

system consists of the tested robot, seven on/off valves (SMC Co. Ltd.,

S070DC5V), a microcomputer (Renesas Co. Ltd. R8C/M12) as a robot controller

and a personal computer (PC for short) for sending commands. The microcomputer

works as an interface between the operator command given through PC and the

robot. The procedure of the operation using the control system is as follows: First,

the PC sends the character code to the microcomputer through the serial commu-

nication cable and port by the operator. The microcomputer selects to drive the

valve based on the control algorithm for input code through the I/O port and the

transistors. By simplifying the complex motion of the robot such as moving forward

or changing direction as shown in Fig. 43.5, the controller can realize the sequential

motion of the robot by sending only one character code. In the experiment, there

were three corners (elbow and T-branch) in complex pipe, and the robot completed

all motions successfully.

Fig. 43.4 Schematic diagram
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43.4 Analytical Model of Sliding Mechanism

Figure 43.6 shows the analytical model of an on/off valve. The size of the tested

on/off valve is 12� 33� 7 mm, and the mass is only 6 g. The maximum output flow

rate is 15 L/min at the supply pressure of 500 kPa. The valve consists of a solenoid,

a poppet (armature with a spring), and 3 ports. Figure 43.7 shows the analytical

model of the tested sliding mechanism which consists of two on/off valves and a

flexible pneumatic cylinder. The generated electromagnetic force Fej in Fig. 43.6 is

given by

Fig. 43.5 Movement of inspection robot in complex pipe

Fig. 43.6 Analytical model

of on/off valve
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Fej ¼ Kcij: ð43:1Þ

where ij is a current, Kc is a conversion factor from the current to the force and

subscript j (¼L, R) represents the left-side valve (L ) or the right-side valve (R) in
Fig. 43.7. In all of the following equations, j represents L and R. The electrical

circuit of the solenoid is given by

Rvij þ Lv
di j
dt

¼ evj: ð43:2Þ

where Rv, evj, and Lv are the electrical resistance, an input voltage of the solenoid

coil, and an inductance of the coil, respectively. The equation of the motion of the

armature is given by

Mv
d2x j

dt2
þ Cv

dx j

dt
þ Kvx j ¼ Fej: ð43:3Þ

where xj, Mv, Cv, and Kv are displacements of the amature, mass of the armature,

viscous damping coefficient, and spring constant, respectively.

The sectional area of the valve will change based on the displacement xj. The
sectional area of the supply port Asj and the area of exhaust port Aaj start to change

at the point of a certain displacement xmin (¼0.27 mm) of the armature. Then both

of the supply port and exhaust port open when xj< xup. Where xup¼ xmax�xmin.

When xj¼ x up, the exhaust port is closed and armature stops at the maximum

displacement xmax. Therefore, both sectional area Asj and Aaj are given by

(43.4a–43.4c). The sectional area must be chosen as the narrowest area of the

flow field. Therefore, in the case if the cylindrical sectional area of the valve seat

(orifice) is smaller than the sectional area of the orifice that is maximum value Aaj0

or Asj0, the effective sectional area is changed as the linear function of the displace-

ment x.

Fig. 43.7 Analytical model of the sliding mechanism connected with two on/off valves
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Asj ¼ 0, Aaj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πAa j0

p
xup � x
� �

0 < x j < xmin

� � ð43:4aÞ

Asj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πAs j0

p
x j � xmin

� �
, Aa j

¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πAa j0

p
xup � x j

� �
xmin < x j < xup
� � ð43:4bÞ

Asj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πAs j0

p
x j � xmin

� �
, Aa j ¼ 0 xup < x j < xmax

� � ð43:4cÞ

Mass flow rates Qsj and Qaj shown in Fig. 43.7 are given as follows.

Qsj ¼ AsjPs

ffiffiffiffiffiffi
2

RT

r
f zð Þ, z ¼ PFj

Ps
ð43:5aÞ

Qaj ¼ AajPFj

ffiffiffiffiffiffi
2

RT

r
f zð Þ, z ¼ Pa

PFj
ð43:5bÞ

where, Asj, Aaj, Ps, PFj, Pa, R, and Tmean the sectional area of the supply orifice, the

sectional area of the exhaust orifice, the supply pressure, pressure in the connected

chamber, atmospheric pressure, gas constant, and absolute temperature, respec-

tively. The function f(z) that expresses the state of flow is given by

f zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ

κ � 1
z
2
κ � z

κþ1ð Þ
κ

	 
r
0:528 < z � 1ð Þ ð43:6aÞ

f zð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ

κ þ 1

2

κ þ 1

� � 2
κ�1ð Þ

s
0 � z � 0:528ð Þ: ð43:6bÞ

where κ means a specific heat ratio (¼1.4).

The output flow rate QFj of the cylinder is given by

QFj ¼ Qsj � Qaj: ð43:7Þ

Then, the change of the pressure in the chamber of the flexible pneumatic cylinder

is given by

dPFj

dt
¼ κRT

VFj
QFj �

κPFj

VFj
	 dVFj

dt
: ð43:8Þ

The volume in the chamber is given as follows.

VFR ¼ AF 	 YSR0ð þ YSÞ � AF 	 yþ V0R ð43:9aÞ
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VFL ¼ AF 	 YSL0 þ AF 	 yþ V0L ð43:9bÞ

where, AF and YS are sectional area of the cylinder and stroke of the cylinder,

respectively. YSR0 and YSL0 are minimum distance on the right side and on the left

side, respectively. y shows the relative displacement of the slide stage.

Figure 43.8 shows the driving pattern of the sliding mechanism. The sliding

mechanism is driven as follows. First, the tube is fixed and the left chamber is

pressurized. Then the slide stage with a mass of MF moves to the right with stroke

YS (Pattern A shown in Fig. 43.8①–②). The equation of motion for this case can be

expressed by

MF
dy2

dt2
¼ AF PFL � PFRð Þ � CF

dy

dt
� D f : ð43:10aÞ

Next, the slide stage is fixed and the tube with a mass of MFA moves to the right

(Pattern B, shown in Fig. 43.8③). The equation of motion for this case is given by

MFA
dyA

2

dt2
¼ AF PFR � PFLð Þ � CFA

dyA
dt

� D fA: ð43:10bÞ

where, yA is the relative displacement of the tube when the slide stage is fixed. CF,

CFA, Df, and DfA mean viscous damping coefficients and frictional force, respec-

tively. The total moving distance of the robot Ly is given by the following equation
as a sum of yA.

Ly ¼
X

yA ð43:11aÞ

The relation between y and yA is given by

y ¼ �yA: ð43:11bÞ

The nonlinear friction Df can be expressed as follows.

Fig. 43.8 Driving pattern

of the sliding mechanism
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When
dyA
dt

���� ���� � εv;

D f ¼ AF PFLð � PFRÞ 	 sgn dyA
dt

� �
AF PFL � PFRð Þj j � Fsð Þ ð43:12aÞ

D f ¼ Fs 	 sgn dyA
dt

� �
AF PFL � PFRð Þj j > Fsð Þ ð43:12bÞ

When
dyA
dt

���� ���� > εv;

D f ¼ Fc 	 sgn dyA
dt

� �
: ð43:12cÞ

where Fs, Fc, εv mean static friction, Coulomb friction and small switching velocity

between static and Coulomb friction. By using (43.1–43.12c), the behavior of the

tested sliding mechanism can be predicted.

43.5 Conclusions

This study can be summarized as follows. The construction of the developed pipe

inspection robot and its operating principle was described briefly. Then, the ana-

lytical model of the tested robot to estimate the performance of the robot theoret-

ically and to carry out the optimal design of the robot was built and described. The

optimal driving pattern and the optimal length of the robot can be predicted by

using the proposed analytical model.
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Chapter 44

Thermal Resistance Characterization
of SiGe-Based HBTs on Thick-Film
and Thin-Film SOI

Shu-Hui Liao

Abstract The nonlinear behavior of thermal resistance (RTh) of SiGe HBTs on

both thick-film and thin-film SOI substrates were investigated at different levels of

dissipated power densities by the ISE-TCAD simulator in this chapter. We exam-

ined both of the buried oxide thickness and the silicon thickness effects on the

device characteristics for thermal resistance. DESSIS-ISE was used to compute

the temperature distribution from the given power. Simulation results suggest that

the amount of self-heating is strongly dependent on device structure. Owing to the

thick-film SiGe on SOI works like a bulk SiGe HBT, the enhanced silicon thickness

could degrade the thermal resistance. Thus it needs to be carefully considered in

device design. The thermal resistance characteristics revealed for SiGe HBTs on

thick-film and thin-film SOI may help us to establish more accurate thermal models

for reliability of circuit design and device technology optimization.

Keywords SOI • HBT • SiGe • Thermal resistance

44.1 Introduction

SiGe BiCMOS using SOI technology is one of the preferred platforms for wireless

and communication application. It is widely used for low-power, high-speed, and

large-dynamic range RF application. Many research results have demonstrated that

the Si/SiGe HBT on thin-film SOI substrate with a fully depleted collector can offer

a higher base-collector breakdown voltage (BVCEO), higher early voltage (VA), and

a better BVCEO�fT trade-off by experimental studies and simulations [1–6]. But,

there are several advantages of fabricating the Si/SiGe HBTs on SOI substrate,

including one key drawback. This drawback is the well-known effect called self-

heating where the heat generated at the base/collector junction must be conducted
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away from the active device area or else the device will be operated at some higher

temperature that would reach an adverse circumstance in its performance as well as

reliability.

In a bulk Si/SiGe HBT, heat can spread quickly through the sub-collector into

the silicon substrate. For a Si/SiGe HBT on SOI substrate, however, the path of heat

transfer to the Si substrate is effectively blocked by the buried oxide layer that has a

much lower thermal conductivity. Usually, self-heating degrades not only the

performance of the transistor but also potentially reduces its long-term reliability.

In this work we consider Si/SiGe HBTs on thick-film and thin-film SOI substrates.

Two-dimensional numerical simulation of heat transfer was verified by the numer-

ical analysis performed by the semiconductor device simulator DESSIS-ISE [7].

44.2 Simulation Details

The schematically illustrated structure of the npn Si/SiGe HBT on thin-film (or -

thick-film) SOI substrate discussed in this work is shown in Fig. 44.1. In the

simulations, the thickness of the n�-collector silicon layer TSi and the buried

oxide thickness TOX of the devices are the only two variable parameters while all

other parameters are kept in constant. The TSi of the Si/SiGe HBT on thick-film SOI

substrate is 1.5 μm, while it is 0.1 μm for the device on thin-film SOI substrate. For

both type of devices, the distance from n+ reach-through to the edge of the intrinsic
base Lcol is 0.1 μm, and the buried oxide thickness TOX is varied from 0.05 to

0.3 μm. The base width used is about 75 nm and the emitter size is 0.14� 100 μm.

Uniform doping concentrations were used in the emitter (1� 1020 cm�3), base

(1� 1018 cm�3), collector (1� 1017 cm�3), and substrate (1� 1015 cm�3) of the

device, respectively. In addition, the doping concentrations of p+-extrinsic base

region, n+-reach-through region and n+-sub-collector region are all 1� 1020 cm�3.

For the sake of simplicity, only structures of single-emitter are adopted in this study

and no metal depositions are considered. The substrate of the device is grounded in

all our simulations.

Silicon on insulator(SOI)

Buried Oxide

SOI Substrate

Silicon 
Germanium(SiGe)

Emitter

Silicon on insulator(SOI)

Buried Oxide

SOI Substrate

Silicon 
Germanium(SiGe)

Emitter
Fig. 44.1 Schematic cross-

section of a SiGe HBT on

thin-film (or thick-film) SOI

substrate
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All the simulations in this work are made by a two-dimensional electrical device

simulator DESSIS-ISE. The system of differential equations comes from solving

the Boltzmann transport equation and there are two main combinations of equations

used. Drift-diffusion model is for isothermal simulations with stationary transport

in low-power-density devices with long-active regions. Thermodynamic model

extends the drift-diffusion approach to account for electrothermal effects, under

the assumption that the charge carriers are in thermal equilibrium with the lattice.

Thermodynamic model is taking into account self-heating effects in high power-

density with long active regions. The drift-diffusion approximation and thermody-

namic approximation models were used to solve the carrier continuity and Poisson’s

equation. The simulator allows for simultaneous solution of the Posson’s equation,

the continuity equation for electrons and holes and the heat flow equation.

To calculate the temperature distribution in the device due to self-heating, the

following equation is solved [8]:

c
∂T
∂t

�∇ 	 κ∇T ¼�∇ 	 PnT þ ϕnð ÞJ*n þ PnT þ ϕ p

� �
J
*

p

h i
� EC þ 3

2
kBT

� �
∇ 	 J*n

� EV þ 3

2
kBT

� �
∇ 	 J* p þ qR EC � EV þ 3kBTð Þ

ð44:1Þ

where κ is the thermal conductivity, c is the lattice heat capacity, Pn and Pp are the

absolute thermoelectric power, Jn is the electron current density, Jp is the hole

current density, ϕn and ϕp are the electron and the hole quasi-Fermi potentials, EC

and EV are the conduction and valence band energies, respectively, and R is the

recombination rate.

Thermal resistance is a mathematical concept analogous to the electrical resis-

tance. Several methods have been proposed and employed to characterize the

thermal resistance RTh. Thermal resistance is a measure of junction temperature

Tjunction rise relative to the ambient temperature due to certain power dissipation

inside a transistor

Tjunction ¼ Tambient þ RTh � Pdiss ð44:2Þ

where RTh is the thermal resistance and Pdiss is the power dissipation inside a

transistor [9–12].

Bipolar transistors are often operated at high-power levels, thus are very sensi-

tive to temperature variations. The amount of self-heating is strongly dependent on

device structure. Self-heating is a known disadvantage in all SOI technology,

especially for those using very thin SOI films [13]. In a bulk SiGe HBT, heat is

quickly spread through the subcollector into the silicon substrate. For a SiGe HBT

on SOI, however, this heat transfer path to the Si substrate is effectively blocked by

the buried oxide layer, which has a much lower thermal conductivity. Self-heating
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degrades not only the performance of the transistor, but also potentially jeopardizes

its long-term reliability [14]. The temperature increase due to power dissipation in

the device self-heating effect affects both collector and base currents. The use of

SOI is known to bring several benefits for advanced SiGe HBTs. The buried oxide

significantly degrades thermal conduction from device to package. During the

design of power transistors, simulation tools are needed to estimate the increase

of junction temperature for different layouts on SOI substrate.

44.3 Results and Discussions

Figures 44.2a and 44.3a give the display of two-dimensional temperature distribu-

tions in the cases of SiGe HBTs on thick-film and thin-film SOI, respectively.

Figures 44.2b and 44.3b are plots of the lattice temperature for the two structures

with the vertical cutlines going through the centers of the emitters. It was found that

in the device of SiGe HBT on thick-film SOI substrate, heat propagation occurred in

all directions. Indeed, the behavior of the thick-film SOI device is similar to that of a

conventional bulk device. On the other hand, in the case of SiGe HBT on thin-film

SOI substrate heat first propagated laterally, then vertically.

The impact of self-heating effects SiGe HBTs on SOI substrates can be analyzed

in several different areas. The first investigated is the effect on the plot of IC as a

function of VCE, the well-known breakdown plot. The results shown in Fig. 44.4

indicate that in the higher voltage regimes the collector current will be higher when

self-heating occurs, and this will give an effect on Early voltage VA. In our

simulation, the Early voltage of SiGe HBTs on thin-film SOI substrate device is

slightly larger than that of on thick-film SOI substrate device.
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Fig. 44.2 (a) Two-dimensional temperature profile of Si/SiGe HBT on thin-film SOI substrate.

(b) Simulated lattice temperature of Si/SiGe HBT on thin-film SOI substrate as a function of

device depth. Cut is taken through the center of emitter

338 S.-H. Liao



44.4 Conclusions

Simulation results indicate that the behavior of the SiGe HBT on thick-film SOI is

similar to that of a bulk device. Heat propagation occurred in all directions. On the

other hand, in the case of SiGe HBT on thin-film SOI substrate heat first propagated

laterally, then vertically. Besides, in the condition of device on thin-film SOI

substrate, self-heating effect is not serious under the situation of smaller oxide

thickness. From the investigation of the Si/SiGe HBT on SOI substrate, the BOX

thickness is of benefit to optimize and better understand the performance of the

device. In addition, the enhancement of silicon thickness can degrade the thermal

resistance and thus needs to be carefully considered in device design.
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(b) Simulated lattice temperature of Si/SiGe HBT on thick-film SOI substrate as a function of

device depth. Cut is taken through the center of emitter
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Chapter 45

Improved Item Relational Structure Theory
Based on Liu’s Item Ordering Consistency
Property

Hsiang-Chuan Liu and Jing-Ming Ju

Abstract The well-known Ordering Theory (OT) does not consider the

non-independence property of ordered items. For improving this drawback, the Item

Relational Structure Theory (IRST) and Liu’s Ordering Theory (LOT)were proposed.

Although IRST is more sensitive than LOT and OT, the IRST does not satisfy Liu’s

consistency property of ordering relationship as LOT. In this chapter, for overcoming

the abovementioned drawback by mathematical analysis, an improved item relational

structure theory (IIRST) was proposed, it satisfies item ordering consistency property,

and it is more sensitive than LOT and OT.

Keywords Ordering theory • Item relational structure theory • Non-

independence • Ordering consistency property

45.1 Introduction

To detect the item ordering relationships or directed structures of a group of

students is an important issue in educational testing. Since if an easier item is a

precondition of a more difficult one, then the joint probability of any student

answers the easier one wrong and the more difficult one right is small. According

to this reason, Airasian and Bart [1] and Bart and Krus [2] proposed the first item

Ordering Theory (OT), but two items with ordering relation must not be indepen-

dent, this is a drawback of it. Two improved ordering theories were proposed, one

is Takeya’s Item Relational Structure Theory (IRST) [3], and the other is

Liu’s Ordering Theory (LOT) proposed by the first author of this chapter [4].
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Another important property, item ordering consistency, was also proposed. It is that

if two items has ordering relationship, then the easier one is a precondition of the

more difficult one, and the ordering coefficient of the former to the latter is larger

than that of the latter to the former, only OT and LOT satisfy this property.

Furthermore, a counter example was presented that IRST does not satisfy this

property; hence LOT is better than IRST.

In this chapter, the first author discovered that Takeya’s ordering coefficient of

IRST does not satisfy the item ordering consistency property, only if the association

coefficient of two items is negative, hence IRST was revised and an improved IRST

was proposed as follows. Since LOT is only dependent on the joint probability of

the two items, and IIRS is not only dependent on the joint probability, but

also dependent on the marginal probability of the two items, the same ordering

coefficient of LOT about two different item pairs maybe have different

ordering coefficients of IIRST about these two different item pairs, it means that

IIRST is more sensitive than LOT, and IIRST is more reasonable and useful

than before.

45.2 Ordering Theory (OT)

Bart and Krus [1] and Airasian and Bart [2] thought that for any two different items

Ii and Ij in a test IT ¼ I1, I2, . . . , Inð Þ, if the easier item Ii is a precondition of the

more difficult item Ij, then any examinee answers Ii wrong, always do so Ij. In other
words, if Ii is a precondition of Ij, then the joint probability of Ii wrong and Ij correct
is small. According to this consideration, they provided the first ordering relation

theory of items, called the Ordering Theory (OT), for convenience of comparison,

Liu [4] rewrote the definition of OT as follows;

Definition 1. Ordering Theory (OT) Let δ 2 0:96, 0:98½ �, P Ii ¼ 0, I j ¼ 1
� �

represent the joint probability of students’ answer item Ii wrong and item Ij correct
(1) The ordering coefficient from item Ii to item Ij, is defined as

γ OTð Þ
ij ¼ 1� P Ii ¼ 0, Ij ¼ 1

� � ð45:1Þ

(2) If γ OTð Þ
ij > δ, then we say that Ii is a precondition of Ij, denoted as Ii!OTIj,

otherwise Ii!=

OTIj. For convenience, let δ ¼ 0:97, in this chapter.

Remark 1 The ordering coefficient satisfies the logical property; the larger the

value of the ordering coefficient is, the stronger the ordering relation is.

Example 1 Suppose that the joint and marginal probabilities of item Ii and Ij of a
group of subjects are listed as in Table 45.1
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From Table 45.1, it is known that

γ OTð Þ
I j ¼ 1� P Ii ¼ 0, I j ¼ 1

� � ¼ 0:98 > δ ¼ 0:97 ) Ii!OTI j ð45:2Þ

γ OTð Þ
ji ¼ 1� P Ii ¼ 1, Ij ¼ 0

� � ¼ 0:52 < δ ¼ 0:97 ) I j!=

OTIi ð45:3Þ

Remark 2 In Example 1, from (45.3); we know that Ii ! I j but

P Ii ¼ 0, Ij ¼ 1
� � ¼ P Ii ¼ 0ð ÞP Ij ¼ 1

� � ¼ 0:02 ! Ii ¼ 0½ �⊥⊥ Ij ¼ 1
� � ð45:4Þ

Since if Ii!OTIj, then Ii and Ijmust not be independent, it leads to a contradiction, in

other words, Ordering Theory has not considered that any two ordered items must

be non-independent.

45.3 Item Relational Structure Theory

Since if item Ii is a precondition of item Ij, then Ii and Ij are non-independent.

Takeya replaced the ordering coefficient of OT with the non-independent coeffi-

cient to propose his alternative item ordering structure theory [3]. For convenience

of comparison, Liu [4] gave the modified definition of IRST as follows:

Definition 2. Item Relational Structure Theory

(1) The ordering coefficient from Ii to Ij is defined below:

γ IRSTð Þ
ij ¼ 1� P Ii ¼ 0, Ij ¼ 1

� �
P Ii ¼ 0ð ÞP Ij ¼ 1

� � ð45:5Þ

(2) If γ IRSTð Þ
ij > 0:5, then Ii is a precondition of Ij, denoted as Ii!IRSTIj, otherwise

Ii!=

IRSTIj.

Example 2 Data are the same as Example 1, from Table 45.1 [4–6]. Since Ii and Ij
are independent, it is found

Table 45.1 The joint

probabilities of item Ii and Ij
[4–6]

P Ii ¼ x, Ij ¼ y
� �

I j ¼ 1 I j ¼ 0 P Ii ¼ xð Þ
Ii ¼ 1 0.48 0.48 0.96

Ii ¼ 0 0.02 0.02 0.04

P Ij ¼ y
� �

0.50 0.50 1
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γ IRSTð Þ
i j ¼ 1� 0:02

0:5� 0:04
¼ γ IRSTð Þ

ji ¼ 1� 0:48

0:5� 0:96
¼ 0

) Ii!=

IRSTIj, Ij!=

IRSTIi ð45:6Þ

45.4 Liu’s Ordering Theory

For improving OT, the first author of this chapter [4, 5, 6] replaced the indepen-

dence degree with the association coefficient of two items, and then an improved

ordering theory, called Liu’s Ordering Theory (LOT) was proposed as follows.

Definition 3. Liu’s Association Coefficient Liu’s association coefficient of Ii and
Ij (Lacij) is defined below

Laci j ¼ P Ii ¼ 0ð ÞP Ij ¼ 1
� �� P Ii ¼ 0, Ij ¼ 1

� �
¼ P Ii ¼ 1ð ÞP Ij ¼ 0

� �� P Ii ¼ 1, Ij ¼ 0
� � ð45:7Þ

Definition 4. Liu’s Ordering Theory Let δ and P Ii ¼ x, Ij ¼ y
� �

be defined as

above,

(1) The ordering coefficient from Ii to Ij, is defined as

γ LOTð Þ
i j ¼ 0 if Laci j ¼ 0

γ OTð Þ
i j if Laci j 6¼ 0

(
ð45:8Þ

(2) If γ LOTð Þ
i j > δ, then Ii is a precondition of Ij, denoted as Ii!LOTIj, otherwise

Ii!=

IRSTIj. For convenience, let δ ¼ 0:97.

Theorem 1 Item ordering consistency property [4]

If Lacij 6¼ 0, then P Ii ¼ 1ð Þ > P Ij ¼ 1
� �, γ LOTð Þ

ij > γ LOTð Þ
ji ð45:9Þ

Remark 3 Theorem 1 means that if two items are not independent, then the value of

ordering coefficient of the easier one to the more difficult one is larger than that of

the more difficult one to the easier one.

Example 3 Suppose that the joint and marginal probabilities of item Ii and Ij of a
group of subjects are listed as in Table 45.2, [4–6].
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From Table 45.2, it is known Lacij 6¼ 0 and

P Ii ¼ 1ð Þ ¼ 0:9 � P Ij ¼ 1
� � ¼ 0:1, γ LOTð Þ

ij ¼ 0:98 > γ LOTð Þ
ji

¼ 0:18, γ IRSTð Þ
ij ¼ �1 < γ IRSTð Þ

ji ¼ � 1

81
; ð45:10Þ

It means that LOT satisfies item ordering consistency property, but IRST

does not.

45.5 Improved Item Relational Structure Theory

In this chapter, the first author proposed a modified Item ordering consistency

property about IRST as Theorem 2. An improved IRST is as follows:

Theorem 2 Item ordering consistency property about IRST

If Lacij < 0, then P Ii ¼ 1ð Þ > P Ij ¼ 1
� �, γ IRSTð Þ

ij < γ IRSTð Þ
ji ð45:11Þ

If Lacij � 0, then P Ii ¼ 1ð Þ � P Ij ¼ 1
� �, γ IRSTð Þ

ij � γ IRSTð Þ
ji ð45:12Þ

Remark 4 Theorem 2 points that IRST does not satisfy the Item ordering consis-

tency property, only if Lacij < 0.

Definition 5. Improved Item Relational Structure Theory

(1) The ordering coefficient from Ii to Ij, is defined as

γ IIRSTð Þ
ij ¼ 0 if Lacij � 0

γ IRSTð Þ
ij if Lacij > 0

(
ð45:13Þ

(2) If γ IIRSTð Þ
ij > 0:5, then Ii is a precondition of Ij, denoted as Ii!IIRSTIj, otherwise

Ii!=

IIRSTIj.

Table 45.2 The joint

probabilities of Ii and Ij
P Ii ¼ x, Ij ¼ y
� �

Ij ¼ 1 Ij ¼ 0 P Ii ¼ xð Þ
Ii ¼ 1 0.08 0.82 0.9

Ii ¼ 0 0.02 0.08 0.1

P Ij ¼ y
� �

0.1 0.9 1
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Theorem 4 Item ordering consistency property of IIRST

P Ii ¼ 1ð Þ � P Ij ¼ 1
� �$ γ IIRSTð Þ

ji � γ IIRSTð Þ
ji ð45:14Þ

Example 4 The data are the same as in Example 3, from Table 45.2, it was obtained

that P Ii ¼ 1ð Þ ¼ 0:9 � P Ij ¼ 1
� � ¼ 0:1, γ IIRSTð Þ

ij ¼ γ IIRSTð Þ
ji ¼ 0. It shows that

IIRST also satisfied the item ordering consistency property, but it is more sensitive

than LOT, since LOT and OT are only dependent on the joint probability of

the items, but IIRST is dependent not only on the joint probability but also on the

marginal probabilities.

45.6 Conclusions

In this chapter, a modified ItemOrdering Consistency Theorem was proposed, and an

IIRST was also proposed. The IIRST satisfies the consistency property. Furthermore,

it is more sensitive than LOT andOT, since it is based not only on the joint probability

but also on the marginal probabilities of the items. LOT is an improvement from OT,

as OT has not considered that any two ordered items must be non-independent. In the

same way, the IIRST is an improvement from the IRST, as the latter lacks item

ordering consistency property when the association coefficient between item I and

item J is negative. IIRST should be considered when studying item relational

structures.
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Chapter 46

Enhancement of Digitized Old Film Using
Inpainting-Based Method

Chung-Ming Li and Day-Fann Shen

Abstract In this chapter, our goal is to remove blotch noises as well as straight line

scratches commonly seen in old film movies using digital image processing tech-

niques. We proposed an adaptive blotch detection method based on our blotches

characteristic analysis, where we calculate the size of each connected region using

Connected Component methods to distinguish blotches and non-blotches, as a

result, the proposed method can accurately mark the blotches noises. We also

proposed a method to avoid misclassifying of small objects as blotches using and

improving the accuracy of marked blotches. We adopt and improve Inpainting

algorithm to repair the blotches noise. Inpainting algorithm is highly dependent on

the order in which the filling proceeds; we also extend this approach to color

images. In addition, we proposed criterion for performance evaluation of the

proposed method.

Keywords Old film • Image restoration • Scratch • Blotch • Connected component

method • Inpainting

46.1 Introduction

This chapter deals with digital image processing of old film movies, with focus on

blotches detection and repair. A typical frame in digitized film (Southward Taiwan)

is shown in Fig. 46.1.

In recent years, researches on old movie film restoration are briefly reviewed as

follows: In 1996, Nadenau and Mitra [1] proposed an blotches restoration algorithm

based on rank ordered differences (ROD), which are calculated from the data of the

current image frame, and the preceding and the succeeding motion compensated

frame. In 2011, Krishna et al. [2] proposed blotches detection algorithm. Their

method combines the merits of image representation using Legendre moments,

warped distance interpolation and adaptive particle swarm optimization. After
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detecting the blotches they apply the well-known Simplified Rank Order Detector

(SROD). A warped distance approach is then used for better interpolation results. In

2012, Dangui et al. [3] proposed blotches detection method. First, an edge detection

algorithm is adopted to obtain edge points of current frame image. Then, partial

non-blotch edge points are omitted by proposed approach. Finally, for the

remaining edge points as well as the surrounding pixels, an improved local motion

compensation-based SROD is proposed to determine whether the point is a blotch

or not, through the image-to-edge detection.

In 2013, Wun-Jheng Chen [4] proposed Enhancement of Digitized Old Film

Using MCA-Based Method. Using the 1-D adaptive median filter to remove

scratches. This chapter is the extending work of [4].

Chapter structure is as follows: Sect. 46.2 Adaptive scratch removal algorithm

improvements, Sect. 46.3 Connected component method of blotch detection,

Sect. 46.4 Inpainting algorithm, Sect. 46.5 Experimental results, Sect. 46.6

Conclusion.

46.2 Improvements on Adaptive Scratch Removal
Algorithm

In this section, we present two improvements on the Adaptive 1-D median filter

proposed in [4] for scratches detection: (1) the pillar or poles with sky background

are misclassified as scratches.

Analysis shows that most frames (87 %) in the (Southward Taiwan) film movie

are with skies. Based on this fact, we divide the upper 1/3 portion (160 lines) of the

image into further two equal parts (80 liens each), with the assumption that the

upmost 80 lines contain the skies. Detection method based on the above scheme has

been proposed which can effectively avoid the false detections of poles (or pillars)

as the straight line scratches (see Fig. 46.2).

Fig. 46.1 A typical frame

in old film (Southward

Taiwan)
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46.3 Connected Component Method for Blotch Detection

In this section, we proposed an adaptive blotch detection method based on blotches

characteristic analysis.

46.3.1 Blotches Characteristic Analysis

We selected ten images containing irregular blotches (Fig. 46.3) from the Digitized

old film (Southward Taiwan), which are referred to as blotches images. Blotches

characteristic analysis results are shown in Fig. 46.4. Gray values distribution of

Fig. 46.2 Divide the upper 160 lines into two equal parts

Fig. 46.3 Images with blotches
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blotches is between 150 and 230. These statistics are used for blotches detection and

marking. The number of pixel threshold for blotch size is 40 pixels and below.

46.3.2 Blotches Detection and Marking

The blotches detection method is as follows:

Step 1: Apply bilateral low pass filter to the input frame I [5] to remove noises while

keeping the edges. The results are the low-frequency image ILF.

Step 2: Apply canny edge detector [6] to ILF, the output is the binary image IC.

Step 3: Apply Morphological Dilation [7] on IC so that the edges in Ic are more

complete. The output is IC-D.

Step 4: Apply the Connected Component method [8] to distinguish the blotches

area and mark the blotches, threshold value is 40 (pixels), the output is the

blotches marked frame J.

Figures 46.5a and 46.6a are the original blotch images, Figs. 46.5b and 46.6b are

the corresponding blotch marked images.

46.3.3 Blotches Marking: Using Temporal Hints

In the blotches detection process, using the connected component method may

cause errors: In Fig. 46.7, note that the cigarette in the upright man’s mouth is

Fig. 46.4 Statistics of blotches analysis
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ba

Fig. 46.5 (a) Blotches image 1, (b) Blotch marked results

ba

Fig. 46.6 (a) Blotches image 2 (b) Blotch marked results

ba

Fig. 46.7 (a) Blotches image 3 (b) Blotch marked results
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identified as a blotch. To avoid misdetection, if a detected blotch shows up in the

same position for more than two frames, then it is classified as a small object rather

than a blotch, as shown in Fig. 46.8. The cigarette is no longer to be marked as

blotch as shown in Fig. 46.9.

46.4 Exemplar-Based Image Inpainting Algorithms

Once the blotches are marked, the Exemplar-Based Image Inpainting algorithm is

then applied to fill-up the blotches. The Exemplar-Based Image Inpainting algo-

rithm proposed by Criminisi et al. [9] is depicted in Fig. 46.10 and is described as

follows: In order to extend the linear structure and propagate the textures properly

for the region to be inpainted, it is necessary to determine the best (first priority)

boundary pixel to start the inpainting process, determine the priority. In [9], for each

boundary pixel p in a region to be inpainted, its confidence term C( p) and data term
D( p) to determine its priority P( p) value. The boundary pixel with the highest

priority among all possible boundary pixels is chosen for inpainting.

where:

P pð Þ ¼ C pð Þ*D pð Þ; ð46:1Þ

Fig. 46.8 Avoid false

blotch detection using

temporal hints

Blotches image3 Blotches detection and marked Detection using temporal hints. The cigerrets is correctly kept

Fig. 46.9 Blotches image 3 detection with temporal hints
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C pð Þ ¼
X

q2Ψ p\ I�∅ð ÞC pð Þ
Ψpj j ; ð46:2Þ

D pð Þ ¼ ∇I p 	 n pj j
α

: ð46:3Þ

For the best boundary pixel, search for the best matched patch by finding the

minimal sum of squared differences of the Ψp and Ψq.

Ψq̂ ¼ arg minΨq2Φd Ψ p̂ , Ψqð Þ ð46:4Þ

46.4.1 Proposed an Improved Method Based on Exemplar-
Based Image Inpainting

We make some improvement on the exemplar-based image inpainting: In [9], the

target region Ω is filled with patches selected from the source region Φ. However,

once the best matched patch Ψp is filled in the target region Ω, Ψp is then classified
as the source region. Therefore, Ψp might be considered as the best patch to repair

other areas which not only degradates the quality of inpainting but also increase the

search areas. In our version of inpanting, the Ψp will not be in the source area Φ.

Summary of the proposed Inpainting algorithm:

Extract the manually selected initial front contour δΩ.

Step 1: Compute priorities P( p), 8 p 2 δΩ.

Step 2: Find the patch Ψ p̂ with the maximum priority, 8 p 2 δΩ.

Step 3: Find the minimized d Ψ p̂ , Ψq̂ð Þ, Ψq̂ 2 Φ:
Step 4: Copy image data from Ψq̂ to Ψ p̂ .
Step 5: Set Ψ p̂ C( p) close to 0.

Step 6: Update C( p).
Step 7: Repeat until done.

Fig. 46.10 Exemplar-

based inpainting [9]
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46.5 Experimental Results

Figures 46.11a and 46.12a show the original blotch images and Figs. 46.11b and

46.12b are the repaired images.

We also compare the performance of the Inpainting algorithm proposed by

Criminisi [9] and our version inpainting algorithm. Figure 46.13 shows the subjec-

tive inpainting results on Image Bungee by Criminisi [9] and our version

respectively.

We also compare the performance using the objective SSIM (Structural Simi-

larity Quality Index Measure) [10]. The results are shown in Figs. 46.14 and 46.15.

ba

Fig. 46.11 (a) Blotches image 1. (b) Results of inpainting

a b

Fig. 46.12 (a) Blotches image 2. (b) Results of inpainting

354 C.-M. Li and D.-F. Shen



46.6 Conclusion

In this chapter we have proposed several methods for repairing digitized old films

with satisfactory results. We improved the Adaptive Scratch Removal Algorithm

proposed in [4] to avoid misclassifying pole or pillar as the scratches. We also

analyze the characteristics of blotches in the digitized old film and developed

algorithm to detect and mark the blotches while avoiding misclassification of the

small objects as blotches using the temporal hints. We then improve the Exemplar-

Based Image Inpainting algorithm proposed by Criminisi et al. [9] for repairing the

blotches. Experiments show that the improved version outperforms the original

version [9] both subjectively and objectively in the SSIM sense on color images.

Original image Lake (1) Mark removal area (2) By Antonio Criminisi [9] (3) By Proposed methed 

Fig. 46.14 Subjective comparison of inpainting algorithms on image lake

Original image (Bungee) (1)Mark removal Region (2) By Antonio Criminisi [9] (3) By proposed method

Fig. 46.13 Subjective comparison of inpainting algorithms on image Bungee

0.4967 0.4027 0.2614 0.2514 Avg. SSIM 

0/3204  [9]

0.7097 0.5281 0.2862 0.2605 Avg. SSIM 

0.5102 Propsed

Fig. 46.15 Objective SSIM comparison of inpainting algorithms on lake (marked areas)
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Chapter 47

Study of Nickel Catalysts Deposited by Using
the Electroless Plating Method and Growth
of the Multiwall Carbon Nanotubes

Chih-Yi Lin, Jian-Liang Pan, Chia-Ching Wu, and Wen-Chung Chang

Abstract In this study, the electroless plating has been successfully applied for

nickel catalyst layer and the multiwall carbon nanotubes (MWNTs) grown by

chemical vapor deposition (CVD). Sulfuric acid solution was used as buffer to

adjust and maintain pH value of electroless plating solution on 4.5. The structural,

element, and quality of MWNTs were investigated with field emission scanning

electron microscope (FE-SEM), X-ray diffraction patterns (XRD), energy disper-

sive spectrometer (EDS) and Raman spectrometer. From the FE-SEM image, it

showed that the density of MWNTs increased as the deposition time of nickel

catalyst layer increased. This result caused by the formation of nickel nucleation

become rich as the immersion of the substrate in electroless plating solution was

longer, and this benefited the growth of carbon nanotubes. The Raman analysis

demonstrated that the ID/IG ratio of MWNTs decreases as the deposition times of

nickel catalyst layer increases, indicating that more graphene MWNTs structures

were formed.

Keywords Multiwall carbon nanotubes • Thermal chemical vapor deposition •

Electroless plating method • Nickel catalyst

47.1 Introduction

The carbon nanotubes (CNTs) have been demonstrated to be excellent properties

due to their large aspect ratio, high chemical stability, and small-end radius

[1–3]. First noticeable discovery of carbon nanotubes was reported by Ilijima [4]
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in 1991, when he found layers of carbon (graphene) rolled into tubular structure in

the soot of arc-discharge method. The nanotubes consisted of up to several tens of

graphitic shells with adjacent shell separation of 0.34 nm, diameters of 1 nm and

high length/diameter ratio. Ilijima’s discovery of carbon nanotubes in the insoluble

material of arc-burned graphite rods created the buzz that greatly accelerated work

on synthesis, production, and properties of carbon nanotubes. It took two more

years for Iijima and Ichihashi at NEC [5], and Bethune et al. [6] at IBM to

synthesize SWNT by addition of transition metal catalysts to carbon in an

arc-discharge in 1993. There are two main types of carbon nanotubes [7] that can

have high structural perfection. Single-walled nanotubes (SWNTs), these consist of

a single graphite sheet seamlessly wrapped into a cylindrical tube. Multi-walled

nanotubes (MWNTs), these comprise an array of nanotubes one concentrically

placed inside another like rings of a tree trunk. Various synthesized methods of

CNTs such as arc-discharge [8], pyrolysis [9], microwave plasma enhance chemical

vapor deposition (MPCVD) [10] and thermal chemical vapor deposition (thermal

CVD) [11] have been developed.

For synthesizing CNTs, typically, nanometer-size metal particles are required to

enable hydrocarbon decomposition at a lower temperature than the spontaneous

decomposition temperature of the hydrocarbon. Most commonly used metals are Fe,

Co, and Ni, because of two main reasons: (1) high solubility of carbon in these

metals at high temperatures; and (2) high carbon diffusion rate in these metals

[12]. The catalyst layer can be deposition using variety of methods, such as

sputtering [13, 14], evaporators [15, 16], sol-gel [17], and so on. However, these

methods cost more deposition time and the capital of production. Here we demon-

strate a simple and reliable method for deposition catalyst layer by electroless

plating [18]. The purpose of maintaining low costs is to reach the expectation of

mass-production. In this study, the nickel catalysts treated by electroless plating

method and the MWNTs synthesized by using thermal chemical vapor deposition

method.

47.2 Experimental Details

The multi-walled nanotubes (MWNTs) were synthesized on n-type (100) silicon

substrate using a thermal chemical vapor deposition (Thermal CVD) system. Prior

to MWNTs growth, different thickness of the nickel catalyst layer was deposited by

electroless plating method. Sulfuric acid (H2SO4) solution was used as buffer to

adjust and maintain pH value of electroless plating solution on 4.5. The procedure

of electroless plating can be divided into three steps: activation, sensitization, and

plating. Chemicals and their concentrations of the nickel plating solution were

shown in Table 47.1. Subsequently, it used a thermal CVD growth the MWNTs.

From the thermal CVD, the substrates were loaded on the aluminum oxide boat

inside the thermal CVD quartz tube. Nitrogen (N2) gas was flowed into the quartz

reactor in order to prevent the oxidation of transition metal before up to growth
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temperature. The quartz tube was heated up to the growth temperature in the range

of 800–900 �C with C2H2 gas of 15 sccm for the synthesis of MWNTs. The

synthesize time of MWNTs is 30 min. Finally, the reactor was cooled slowly

down to room temperature in N2 ambient after the growth.

Following, the microstructure morphology of the MWNTs were measured by

using the field emission scanning electron microscopy (FE-SEM). Energy disper-

sive spectrometer (EDS) attached to the FE-SEM and the elements of MWNTs

were measured. The quality of MWNTs was identified by micro-Raman spectros-

copy using the 532 nm line of a YAG laser and the laser beam was focused by a 50�
objective onto the MWNTs surface with a beam size of approximately 10 nm in

diameter.

47.3 Results and Discussions

The morphology of the nickel catalyst layer and the multi-walled nanotubes

(MWNTs) were determined by FE-SEM. As seen in Fig. 47.1, the nickel catalyst

layer was deposited on silicon substrate with different deposition times (10–300 s)

by using electroless plating method. It is found that the surface roughness of nickel

catalyst layer increased as the deposition time increased. This result is caused by the

increase in thickness of nickel catalyst increased. The elements of nickel catalyst

layer were measured by energy dispersive spectrometer (EDS). Figure 47.2 shows

the EDS results of the nickel catalyst layer deposited by electroless nickel plating

solution. It clearly shows that the elements of nickel catalyst layer contain Ni, S, P,

Na, O, and Si. The oxygen signal might derive from air as the immersion of the

substrate in electroless plating solution and dried out for 30 min in the air. The

silicon signal might come from silicon substrate. It demonstrates that the nickel

nucleation was formed as immersion in electroless plating nickel solution. In

addition, it was found that the element of nickel increased as the deposition time

of nickel catalyst layer increased. The detailed elements of nickel catalyst layer

were shown in Table 47.2.

The cross-section FE-SEM image of the MWNTs with different deposition times

of nickel catalyst layer is shown in Fig. 47.3. In Fig. 47.3a, the nickel catalyst layer

was deposited at 10 s by electroless plating method and it found that the fewer

Table 47.1 Chemicals and

concentrations of the

electroless nickel plating

solution

Chemical Concentration (g/L)

NiSO4·6H2O 87

NaPH2O2·H2O 24

C4H4Na2O4·6H2O 4.1

C6H8O7·H2O 2

C4H6O4Pb·3H2O 0.0015

CH3COONa·3H2O 6

pH 4.5
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MWNTs growth on the silicon substrate using the thermal CVD. This result caused

by the less nickel nucleation on the silicon substrate as the nickel catalyst layer

deposited at 10 s. As the deposition time of nickel catalyst layer increases, the

nickel nucleation obtained on the silicon substrate become rich. The densities of the

Fig. 47.1 FE-SEM image of nickel catalyst layer was deposited on silicon substrate at different

deposition times. (a) 10 s, (b) 30 s, (c) 60 s, and (d) 300 s

Fig. 47.2 The EDS analysis of the compositions with nickel catalyst layer was deposited by

electroless plating method
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MWNTs with longer deposition time (300 s) of nickel catalyst layer are higher than

the shorter deposition time (10 s), as shown in Fig. 47.3b. The surface FE-SEM

image of the MWNTs with different deposition times of nickel catalyst layer is

shown in Fig. 47.4. Compared with Fig. 47.4a, b, as the nickel catalyst layer

deposited at 300 s, the high density MWNTs was obtained by using thermal CVD

process. Inverse, in Fig. 47.4a, as the nickel catalyst layer deposited at 10 s, the

density of the MWNTs is lower than Fig. 47.4b. The diameter of the MWNT with

nickel catalyst layer deposited at 300 s is about 80–100 nm and the length of the

MWNT is several micrometer, as shown in high magnification SEM images, as

shown in Fig. 47.4c.

Figure 47.5 shows the Raman spectrum of MWNTs synthesized with different

deposition times of nickel catalyst layer by thermal CVD. The characteristic peaks

of the MWNTs are observed at 1,323 and 1,581 cm�1. The G-band that originates in

the graphitic sheet yields a peak at 1,583 cm�1 while the broad peak close to

1,323 cm�1 is associated with the D-band [19]. The D-band indicates the existence

of a defective graphitic layer and/or some carbon particles, most of which are

observed after the purification procedure [20]. The relative intensity ratios of the

D-band to G-band peak (i.e., ID/IG) of the MWNTs were decreased from 1.42 to

1.24 as the deposition time of nickel catalyst layer increased. It was suggested that

the MWNTs growth with 300 s deposition time of nickel catalyst layer could obtain

more graphenes structure.

Table 47.2 The elements of nickel layer were deposited at different times

Deposition times of Ni layer (s) Element Weight (%) Atomic (%)

10 Ni 12.03 5.11

30 Ni 14.79 5.20

60 Ni 16.91 6.03

300 Ni 28.65 11.74

Fig. 47.3 The cross-section SEM images of MWNTs synthesized with different deposition times

of nickel catalyst layer by thermal CVD. (a) 10 s and (d) 300 s
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Fig. 47.4 The surface SEM images of MWNTs synthesized with different deposition times of

nickel catalyst layer by thermal CVD. (a) 10 s (�10,000), (b) 300 s (�10,000), and (c) 300 s

(�15,000)
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Fig. 47.5 Raman analysis of the MWNTs synthesized with different deposition times of nickel

catalyst layer by thermal CVD. (a) 10 s, (b) 30 s, (c) 60 s, and (d) 300 s



47.4 Summary

The nickel catalyst layer was deposited by electroless plating method, and synthe-

sized multi-walled carbon nanotubes (MWNTs) by thermal chemical vapor depo-

sition (thermal CVD). From the SEM and EDS, it was found that the formation of

nickel nucleation becomes rich as the immersion of the substrate in electroless

plating solution was longer, and this benefited the growth of MWNTs. In addition,

the Raman analysis demonstrated that the ID/IG ratio of MWNTs decreases as the

deposition times of nickel catalyst layer increases, indicating that more graphene

MWNTs structures were formed.
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Chapter 48

Photovoltaic Power Generation System
Modeling Using an Artificial Neural Network

Cheng-Ting Hsu, Roman Korimara, Lian-Jou Tsai, and Tsun-Jen Cheng

Abstract This chapter presents a solar power modeling method using an application

of the Levenberg–Marquardt (L–M) algorithm. This L–M algorithm has been

adopted and incorporated into back propagation learning algorithm for training a

feed-forward neural network.With this model, the photovoltaic power generation can

be approximated. Meteorological data and the historical output power data of the

Taiwan Chimei Island photovoltaic plant were selected for this study. The proposed

model is evaluated by comparing the simulated results with the actual measured

values and are found to be in good agreement.

Keywords Artificial neural networks • PV model • Chimei Island

48.1 Introduction

Photovoltaic power is a significant alternative source of energy in times of energy

crises. Human kind is using fossil fuels as the primary energy source but

nonpolluting sources of energy are preferable. Sunlight is a renewable source of

energy that can be used to produce electricity, referred to as solar power. Advances

in photovoltaic panel technology and the identification of rich solar energy

resources in Taiwan improve prospects for the photovoltaic power industry. This

motivates researchers to develop analysis and prediction methods for photovoltaic

power output [1].

Prediction of power generation from solar energy is gaining considerable attention

[2]. There are several modeling techniques that combine meteorological and histor-

ical generation data [2, 3]. In order to achieve the highest possible prediction

accuracy, the methods should consider all appropriate parameters and data that

may indicate future trends. In literature, artificial intelligence techniques such as

artificial neural network (ANN), fuzzy logic, etc., are found to be more accurate than
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the traditional statistical models [4]. In general, neural networks are universal

approximators [5]. Therefore in this study, the ANN is used for the prediction of

the photovoltaic power output.

Solar energy has become a technoeconomically viable source of energy in the

renewable power sectors of Taiwan for sustainable power generation. For the

present study, data collected from the Chimei Island photovoltaic system for a

period of 3 months from July to Sept. 2013 were used. The ANN model constructed

using these data shows good agreement between the estimated and the measured

values.

48.2 ANN for Photovoltaic Power Output Prediction

Among different forms of ANN, the feed-forward neural network is proposed in

this study. In order to train the feed-forward neural network (FFNN), the

Levenberg-Marquardt was adopted into the back propagation algorithm. A multi-

layer feed-forward network with the back propagation algorithm has often been

applied for the ANN training. Fig. 48.1 shows a two-layer feed-forward network.

The input values are multiplied by their weight to the hidden layer until it reaches

the final output. Back propagation is assumed to be the learning technique in the

training process. It includes the following steps: firstly, the calculation of the error

with the initialized weight for the neurons multiplied by the desired value and actual

value combined; secondly, with the changed weight based on the error, so that error

is propagated backward to update the weights of the previous layer.

Fig. 48.1 A two-layer feed-forward network
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48.3 Methodology

For this modeling approach, the data were collected from two different sources

through the Penghu meteorological department and the SCADA reading system

installed at the PV system. Meteorological and SCADA data readings are the inputs

and outputs of the proposed ANN model. The data were collected from July to Sept

2013. All data were collected on the island for modeling the PV output power for

the ANN architecture as shown in Fig. 48.2. The collected data were the hourly

weather input data and the corresponding PV output power. In this analysis, the

adopted neural network has four inputs and one output. The inputs are the wind

speed, humidity, surrounding temperature, and solar irradiation; and the output is

the solar power generation. The feed-forward back propagation is used as the neural

network model for this study. It is further described in the following steps: (1) read

training data; (2) read testing data; (3) use neural network training plus testing data;

(4) get the prediction result; (5) plot the prediction result; and (6) plot the regression

prediction results. For simplification, the above steps can be clarified into three

steps:

Step 1: To prepare the input data for ANN, the meteorological and SCADA reading

data have to be stored. The data of the selected input variables and the

corresponding output are then divided into two data sets for training and testing,

respectively. Before the training and testing process, all data sets should be nor-

malized to the same range of values using (48.1).

Fig. 48.2 MSE of three different types of ANN with the number of nodes in hidden layer
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a ¼ Rmax

b
ð48:1Þ

where a is the normalized value, b is the non-normalized value, and Rmax is the

maximum number in a row vector.

Step 2: With the training and testing of inputs using different ANN architectures,

the statistical error criteria for the MSE test, MSE test, and Regression for each

ANN model must be observed. The error is recorded for each observation until the

difference between the output of the network and the desired output is equal to a

predefined threshold error. The input variable is redefined if the convergence of the

ANN model cannot be obtained.

MSE ¼ 1

N

XN
i¼1

Zi � Zi

� �2 ð48:2Þ

where Zi is a vector of the N prediction and Zi is the vector of the real values.

Step 3: If the proposed ANN model converges to get the result, then the values must

be normalized by using (48.3).

b ¼ a� Rmax ð48:3Þ

48.4 Results and Discussion

To demonstrate the effectiveness of the ANN method to predict the photovoltaic

power output, a photovoltaic plant in Chimei Island was selected for computer

simulation to verify the agreement between estimated and measured value.

The global generation trend of the solar energy increased to top 35 GW by the

end of year 2013. Furthermore, Taiwan has a commitment to increase its solar

generation capacity to 4,500 MW by the year 2020. Thus, the first Taiwan model

renewable energy community in Penghu Island was adopted with about 56 % of all

island’s energy being met by renewable energy [6]. The geographical location of

this island is favorable for several types of renewable energy such as tidal energy,

wind energy, and solar energy. The electric power supply is connected to the PV

system modeled in this study through 3.3 kV lines. The rated generator output

voltage is 0.48 kV with an operating frequency of 60 Hz. And the study PV

generation of 155 kWp is available to offset the customer demand as further

shown in the one-line diagram in Fig. 48.3.

The effectiveness of FFBP has been verified in the results provided by the

simulation for a different ANN architecture. After the simulation, the performance

has to be assessed based on the criteria used in this paper which are: MSE train,

MSE test and regression. ANN architecture includes: Logistics Sigmoid transfer
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function (log-sig), tangent sigmoid transfer function (tran-sig) and linear transfer

function (pure-lin) used in the hidden layers and output layers, respectively. The

training MSE, testing MSE, and regression values for different numbers of hidden

nodes for FFBP are shown in Fig. 48.2. For different input architectures, it is found

that the best performance is obtained by the FFBP with the application of tangent

sigmoid with six hidden neurons for the proposed criteria. Figure 48.4 shows the

prediction level of accuracy is high when the network output is close to the value of

the desired output with 6 hidden neurons and 12 epochs. Figure 48.5 presents the

regression of calculated data and the real data. As shown in this figure, the measured

Fig. 48.4 Results for real data and ANN model (tan-sig) for 3 months

Fig. 48.3 Single-line diagram of the Chimei distribution network with the study PV system
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error is very low. According to Fig. 48.6, the best validation performance is

0.0020009 at epoch 12. The performance error was 0.0013 for the MSE train,

0.0010 when using MSE test, and 0.985 for regression criterion.

The above figures show that the applied meteorological and climatological

parameters have an influence on the estimation of the PV output power. This

ANN simulation results proves that the wind speed, humidity, surrounding temper-

ature, and solar irradiation all have an influence on the estimation of PV output

power. Effectiveness of the ANN model has been shown in the high prediction

accuracy of the simulation results. However, it was discovered that different inputs

and learning rates as well as model structures, directly influence the prediction

accuracy of ANN.
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48.5 Conclusion

Predicting the future value of PV output power at an isolated site is challenging.

This chapter has developed the prediction of PV output power using the ANN

model with an LMBP algorithm for Chimei Island. The developed neural network

model offers a reliable indication of the PV output power by using the input

parameters like wind speed, surrounding temperature, humidity, and solar irradia-

tion. The predicted PV output power for the Chimei Island PV plant using the ANN

model shows good agreement with the actual value. This model is helpful for

energy planners on the island for future planning and execution.
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Chapter 49

Thermal Stress Analysis of Layer-wise
Functionally Graded Material Beam
Considering Neutral Plane

Young-Hoon Lee and Ji-Hwan Kim

Abstract Stress analysis of layer-wise functionally graded materials (FGMs) beam

is investigated in this work. Layer-wise theory is a distributed model instead of the

continuous model for the FGMs the material properties of FGMs are not isotropic.

Therefore, neutral plane of FGMs is different from the isotropic material. And the

surface is determined by using the first moment with respect to temperature-

dependent Young’s modulus. In the numerical results, axial and shear stress

distribution are calculated by considering neutral plane according to the number

of layers of FGMs.

Keywords Layer-wise • Functionally graded materials • Neutral plane

49.1 Introduction

Functionally graded materials (FGMs) are a kind of composite materials which

have a continuous variation of material properties based on various directions.

Layer-wise FGM are generated by numerous homogeneous and different isotropic

material layers. Advantage is that manufacture is easier than the other technique. In

recent years, the static and dynamic analysis of structural model with FGMs are

considerable importance both in research as well as in industrial fields.

Recently, numerous research works have been studied widely for various fields.

Alexraj et al. [1] analyzed static behavior of FGM Timoshenko beam model

using ANSYS software. Simsek [2] studied static analysis FG beam subjected
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to a uniformly distributed load, and has been investigated by using Ritz method.

Snakar [3] performed elasticity analysis of FGM beam subjected to transverse

loads. Sanjay Anandrao et al. [4] researched free vibration of uniform FGM beam

using classical Euler-Bernoulli beam theory and Timoshenko beam theory. Pradhan

et al. [5] studied modeling of free vibration problem and the solution methodology.

The focus of this chapter is to introduce the neutral surface and layer-wise FGM

model. In this work, the neutral plane of FGM beam are chosen as a reference plane,

and study to analyze static analysis of temperature dependent material property.

49.2 Formulation

49.2.1 Layer-Wise FGM Beam

The general layer-wise FGM beam is formulated by introducing piecewise approx-

imations through the thickness for each state variable to achieve the desired level of

detail in the analysis. Figure 49.1 shows a layer-wise FGM simply supported beam

model subjected to a uniformly distributed load q.
Volume fraction of the material is defined as

Vm zð Þ ¼ z

h
þ 1

2

� �k

, Vc zð Þ þ Vm zð Þ ¼ 1 ð49:1Þ

where V, z, and h superscript k, c, and m represent the volume fraction, thickness

direction and thickness, the volume fraction index, ceramic and metal, respectively.

The material properties P can be written as in [6]

P ¼ P0 P�1T
�1 þ T0 þ P1T þ P2T

2 þ P3T
3

� � ð49:2Þ

where T is temperature and coefficients represent the cubic fit of the material proper-

ties. Using the linear Voigt rule of mixture, the effective material properties Peff is

Peff z, Tð Þ¼Pm Tð ÞVm zð ÞþPc Tð ÞVc zð Þ¼ Pm Tð Þ�Pc Tð Þð Þ z

h
þ1

2

� �k

þPC Tð Þ ð49:3Þ

Fig. 49.1 A layer-wise

FGM beam
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Young’s modulus E, Poisson’s ratio υ, and shear modulus G apply on above

(50.3) by temperature-dependent properties in the thickness direction.

49.2.2 Physical Neutral Plane

Neutral plane of FGMmodel is defined as the unstretched plane. The location of the

neutral plane of the FGMs beam is determined to satisfy the first moment with

respect to temperature-dependent Young’s modulus equals to zero as in [5].

ðh=2
�h=2

E z; Tð Þ z� z0 Tð Þð Þdz ¼ 0 ð49:4Þ

Therefore, the position of neutral plane z0 can be obtained as

z0 Tð Þ ¼

ðh=2
�h=2

zE z; Tð Þdz

ðh=2
�h=2

E z; Tð Þdz
ð49:5Þ

Substituting (49.3) into (49.5) and integrating gives

z0 Tð Þ ¼ h
k Em Tð Þ � Ec Tð Þð Þ

2 k þ 2ð Þ kEc Tð Þ þ Em Tð Þð Þ ð49:6Þ

49.2.3 Governing Equation

Assume the deformation of FGMs beam in the x–z plane and denote the displace-

ment component along x, z directions by ux, uz, respectively. Based on a Higher-

order shear deformation theory, the axial displacement (ux) and the transverse

displacement (uz) of any point of the beam are given as in [2]

ux x; zð Þ ¼ u0 xð Þ þ z� z0ð Þφ xð Þ � α z� z0ð Þ3 ∂w0

∂x
þ φ xð Þ

� �
ð49:7Þ

uz x; zð Þ ¼ w0 xð Þ ð49:8Þ

where u0(x), w0(x), φ(x) are generalized displacements at the middle plane of

beams (z ¼ 0) and α ¼ 4= 3h2
� �

. Timoshenko beam theory is special case of higher
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order shear deformation theory and equation of equilibrium for Timoshenko beam

theory are obtained by taking α ¼ 0.

Force and moment resultant as well as shear force are calculated using

N

M

Q

264
375 ¼

A11 B11 0

B11 D11 0

0 0 A55

264
375 ε0

κ

γ

264
375�

NΔT

MΔT

0

264
375 ð49:9Þ

where ε0 is middle plane strain, κ is curvature strain, γ is the shear strain and φ is the

rotation of a line element perpendicular to the original direction. N,M,Q are force,

moment and shear resultant, respectively. A11, B11, D11 and A55 in (49.9) are

extensional, coupling, bending and transverse shear rigidities, respectively. Mean-

while, NΔT and MΔT are the thermal inplane force resultant and thermal moment

resultant vector, and defined as in [6]

A11, B11, D11½ � ¼
ðh=2

�h=2

E z; Tð Þ
1� υ z; Tð Þ2 1, z� z0, z� z0ð Þ2

h i
dz ð49:10Þ

A55 ¼ G z, Tð Þdz ð49:11Þ

NΔT ;MΔT½ � ¼
ðh=2

�h=2

1, z� z0ð ÞE
α zð Þ
α zð Þ
0

8<:
9=;ΔT zð Þdz ð49:12Þ

The material constituent of FGMs beams to obey the generalized Hooke’s law

the state of resultant.

49.3 Numerical Results

In thispart, thenumerical results for stresscomponentsarecomparedfornondimensional

data of layer-wise FGMs beam based on mid- and neutral surface. The axial normal

stresses, σxx, are evaluated at themidpoint of the beam (x ¼ L=2), and the shear stresses,
τxz, are calculated at the left support of the beam (x ¼ 0), and the normal and the shear

stresses are nondimensionalized by σxx; τxzð Þ ¼ σxxA
qL , τxzA

qL

	 

as in [2].

Figure 49.2 represents axial stresses for mid plane as in [2] and compared with

two cases of reference plane at volume fraction k ¼ 5 and number of layers n ¼ 10.

The magnitude of tensile stresses is larger than compressive stresses in layer-wise

FG beam. Tensile stresses considering neutral plane are smaller than tensile stresses

considering mid plane, however, the compressive stresses seem to have opposite

trend. Nondimensional axial stresses are not zero at the neutral plane of the FG
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beam because neutral plane of the beam moves to upper side. This difference is due

to change of modulus of elasticity.

Figure 49.3 shows the shear stress distribution along the thickness for various

number of layers. All of shear stresses are symmetric about mid plane of the layer-

wise beam due to volume fraction of FG beam is zero. Increasing the number of

layers can increase the value of the shear stress and approach the exact value.

Figure 49.4 shows the thermal stresses considering various room temperatures

with respect to neutral plane. When room temperature is increased, the thermal

stresses are increased. Temperature effect on the metal parts is greater than ceramic

part due to thermal expansion coefficient of metal is larger than ceramic.

49.4 Conclusions

Thermal stress analysis of layer-wise Functionally Graded Materials (FGMs )beam

is investigated using neutral plane according to number of layers and various

volume fractions. Numerical results indicate that considering appropriate reference

plane is important for stress analysis, and the stresses are changed because the

reference plane influence modulus of elasticity of the material. Furthermore, layer-

wise model verifies the result that the number of layers plays a major role on the

evaluation of stresses.
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In future works, various heat conductions are to be considered, and then analyze

post-buckling behavior et al. Also, material properties and deflections are varies

due to the temperature change.
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Chapter 50

A Smart Home Automation System

Chien-Yuan Liu

Abstract Internet of things enabled by the information and communication

technologies is driving the promotion of smart living applications around the

world. Convenient control with energy-saving consideration is one of the most

important functions for smart homes. This chapter presents the research work for a

smart-home automation system linked via wireless communications. The system is

composed of a smart phone running an APP for control operations, a communica-

tion gateway, and multiple remote control devices. The functions of the system are

correctly performed as the expected requirements of power socket control and

environmental weather detection.

Keywords Smart APP • Automation system • Smart home

50.1 Introduction

The basic building blocks of Internet of things (IoT) includes microcontrollers,

embedded memory, power chips, microsensors, and various wireless connectivities.

The scale of IoT is tens or hundreds of that of Internet. Therefore, IoT is the biggest

matter in the next decade seems the common consensus of information and com-

munication technology (ICT) industry [1–3]. For instance, famous Acer and Asus,

the leaders of Taiwan domestic companies, engage aggressively to build cloud

services for compelling enterprises and smart homes [4, 5]. Furthermore, for

driving the trend of IoT, Google Inc. acquired Nest Inc. in 2013 to involve in

wireless sensors network and home automation [6, 7].

According to the above description, it is understood that IoT is the most critical

section in ICT domain for the next decade. Meanwhile, Smart home is one of the

most important applications of IoT. Smart home [8] contains widespread technol-

ogies, e.g., audio and video entertainment, safety monitor, home care, energy
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saving and control, green building, and wind and solar energy, etc. Among them,

due to fossil energy exhaustion, the energy saving and control is one of the most

imperative requirements of smart homes. A smart home automation system is

required to realize the energy saving and control function. Hence, the research

work is to design and construct the system which consisted of a smart phone acted

as a control master, multiple controlled power sockets and sensor devices

performed as slaves, and a gateway behaved as the bridge for the connection of

these master and slaves.

The goal of the prototype system is to validate the feasibilities to design a smart

APP on the control master, to make embedded modules for the control slaves, and

to construct the gateway by proper and various wireless standards to connect the

smart phone and the embedded slave devices. The APP supports a householder

operation via touch sense interface. The embedded devices provide ON/OFF

control capability through smart power sockets and measure ambient temperature

and humidity through smart thermostats, respectively.

The following content of this chapter is organized as follows. Section 50.2

describes the scenario of smart home applications and depicts the requirement of

the automation system, enclosing system architecture, wireless communication

requirement, and basic functions of the gateway unit and the smart control devices.

The results of the system integration and verification are demonstrated in Sect. 50.3.

Finally, Sect. 50.4 presents the conclusions of the research work.

50.2 System Analysis and Design

The smart home gateway typically needs to furnish various communication inter-

faces for various network standards. The specifications of versatile connections

generally are classified into two categories, e.g., wired and wireless communica-

tions. The IEEE 802.3, xDSL, RS-232, RS-485, and power line communication

(PLC), etc. are the common specifications of wired communications. Whereas the

Bluetooth, ZigBee, WiFi, GSM, 3G, and 4G, etc. are the pervasive specifications of

wireless ones. The essential function of the gateway proposed in this chapter is

focused on the energy saving and control for smart homes. For the sake of lower

deployment cost and convenient, the wireless Bluetooth and ZigBee communica-

tions are elected for the smart home applications.

50.2.1 System Architecture

Figure 50.1 illustrates the architecture of the smart home automation system.

The smart home gateway is depicted in the center of Fig. 50.1 to cascade the

control commands issued from the smart APP of a householder at left side and to

forward the commands to the smart controlled devices at the right side. On the other
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hand, the control states and ambient sensor data are transmitted from the devices at

the right side to the smart phone at the left side via the middle communication

gateway.

50.2.2 Wireless Communication Interfaces

Given the same sending power, ZigBee generally transmits a distance longer than

that of WiFi. Meanwhile, the coverage of WiFi is larger than that of Bluetooth. In

case of data rate, WiFi has the highest one among all. Bluetooth data rate is higher

than that of ZigBee. As for the deploying popularity, Bluetooth is the highest, WiFi

is the second, and ZigBee is the last. In the viewpoint of topology, the flexibility of

ZigBee is the best, next WiFi, and then Bluetooth.

Under the application scenario about the energy saving and control of a smart

home, the necessity of network topology is more crucial than that of data rate. In

addition, lower transmit power always causes longer battery operation cycle.

Therefore, to choose ZigBee as the wireless communication interface between the

gateway and the controlled devices is more proper than others. As for the wireless

communication interface between the gateway and the smart phone, it is able to

utilize Bluetooth or WiFi. This time, Bluetooth is adopted for this project.

50.2.3 Gateway and Controlled Devices

Although the capability of a smart home gateway may be versatile, the more

functions, the higher cost. In order to embody and verify the power saving and

control goal of this project, the performance of a general microcontroller is enough

for the gateway. Figure 50.2 illustrates the block diagram of the gateway. In middle

Fig. 50.1 Application scenario and system architecture
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column of Fig. 50.2, there are two microcontrollers. One is used for communica-

tions, the other one is for control computation. ZigBee and Bluetooth are located in

the right column of Fig. 50.2. The left block in Fig. 50.2 is the power module which

converts AC to DC to supply power to the microcontrollers, the communication

modules, and related electronic components.

Figure 50.3 demonstrates the block diagram of a smart controlled device. The

upper middle block in Fig. 50.3 is the microcontroller for control processing or

ambient data measuring. The lower middle block is the controlled power socket or

the measuring sensor. The right block is the power circuit for the device. The left

block is the ZigBee chip.

50.3 System Integration and Verification

50.3.1 Gateway Board

The embedded system of gateway and controlled devices are developed by the

open-source Arduino [9]. The RISC chip of Atmel ATmega 328P is adopted for the

microcontroller. It has 20 MIPS performance. It provides 6 AIO pins, 14 DIO pins.

The Arduino IDE enables efficient coding and testing for the firmware. All Hard-

ware circuits and layouts are sketched by the open-source Fritzing [10]. For

instance, the schematic diagram of the gateway is demonstrated in Fig. 50.4.

The gateway module with the manufactured PCB, soldered chips and compo-

nents is pictured in Fig. 50.5. Two ATmega 328P are located on the upper half and

Fig. 50.2 Block diagram

of gateway

Fig. 50.3 Block diagram

of controlled device
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Fig. 50.4 Schematic diagram of gateway

Fig. 50.5 Picture of accomplished gateway
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the lower half of the left column of the gateway board. At the upper middle, there is

a USB to TTL chip for firmware uploading. The lower right has three XBee IO-pins

sockets. They are designed for Bluetooth, ZigBee, and WiFi (WiFi socket is

reserved for future utilization) chips. Above these three sockets, there is a larger

IO socket for future network interface extension, such as Ethernet or PLC.

50.3.2 Controlled Board

Two smart controlled devices, power socket, and ambient sensor, are accomplished

in this work. Figure 50.6 shows the smart power socket board. It is deployed to

control an electrical appliance. Besides ON/OFF control, it also collects voltage and

current data to calculate the power consumption of the appliance. The smart

ambient sensor board is pictured in Fig. 50.7. It may measure indoor or outdoor

Fig. 50.6 Picture of smart

power socket

Fig. 50.7 Picture of

ambient sensor board
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temperature and humidity for wearing suggestion to householders. Both devices

apply ZigBee to link to the gateway and via this gateway to communicate with the

smart phone.

50.3.3 Smart APP

An APP may be developed by native, web-based, or hybrid coding methods

[11–13]. The native coding manner is to develop an APP by Java or C# for Android

or by object-C or Swift for iOS. In this work, the Android platform was chosen for

the pilot development. Traditional way to develop an APP for Android platform is

to utilize the java language combined with Android SDK. This way is named as

native development. Another web-based manner is to execute APP within a

browser. Recent popular method is hybrid model, in which an APP is developed

by HTML5, CSS3, Javascript, jQuery Mobile, and Cordova (PhoneGap). At final

step, the APP could be built for Android, iOS, Windows Phone, etc. by the Cordova.

For the sake of the feature, it is easy to develop an APP for various platforms with

same source codes.

In this work, the APP for the smart home automation system is developed by the

hybrid model. The main menu screen of the accomplished APP is shown in

Fig. 50.8a. In Fig. 50.8a, there are two option buttons, one links to the screen of

smart power sockets, another links to the screen of smart sensor devices. Currently,

each one instance is manufactured for a smart power socket and a smart sensor

device, respectively. Figure 50.8b shows the data of power consumption by an

electrical fan. The data of ambient weather is shown in Fig. 50.8c. On header

division of Fig. 50.8b, c, there are two link buttons. The top-left button links to the

a b c

Fig. 50.8 (a) APP screen of main menu. (b) APP screen of smart power socket. (c) APP screen of

smart sensor device
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main menu screen. The top-right button links to the other screen of the Fig. 50.8c, b,

separately. For instance, the current screen is Fig. 50.8b, and then next screen

pointed by the top-right button in Fig. 50.8b would be Fig. 50.8c, vice versa.

50.4 Conclusions and Future Work

This chapter presents the design of a smart home automation system. The accom-

plished system is composed of a gateway to relay all devices, a smart phone APP for

the operation of a householder, a smart power socket for controlling and monitoring

an electrical fan, and a smart sensor device for measuring ambient weather condi-

tion. The hardware and software of the system are integrated and verified by the

preset requirements and goals. The result conforms to the expectation. Certain

improvements are expected in future, for instance, to utilize WiFi as the interface

between the smart phone and the gateway because of WiFi has longer transmission

distance than that of Bluetooth, to apply ARM processor instead of ATmega due to

ARM provides higher performance to manipulate audio and video, to link to power

line by PLC module for various accessibility of electrical appliances.

Acknowledgment The author appreciates the Ministry of Science and Technology, Taiwan,

R.O.C., for the support of the project no. NSC 101-2632-E-230-001-MY3.

References

1. Vermesan, O., Friess, P.: Internet of Things: Converging Technologies for Smart Environ-

ments and Integrated Ecosystems. River, Aalborg (2013)

2. Kortuem, G., et al.: Smart objects as building blocks for the internet of things. IEEE Internet

Comput. 14(1), 30–37 (2010)

3. Soumitra, D., & Benat, B.O.: The global information technology report 2012. World Eco-

nomic Forum, Geneva (2012)

4. Acer.: Build your won cloud (BYOC) services. http://www.acer.com.tw/ac/zh/TW/content/

byoc-home (2014)

5. ASUS.: Asuscloud services. http://www.asuscloud.com/ (2014)

6. Editor.: Google acquires nest labs for $3.2 billion. Clean Energy Weekly Review. 21 (2013)

7. Levy, D., et al.: Catching the smart home opportunity. Arthur D. Little Time. (2012)

8. Schwenker, B., et al.: Home automation: the next big move in the utilities and telecom

industries. Think Act Press, Roland Berger Strategy Consultants GmbH (2014)

9. http://www.arduino.cc/

10. http://fritzing.org/

11. Rainbow Riders.: How to choose the right technologies? Native, HTML5, or Hybrid,

whitepaper (2014)

12. Perry, R.: Developing downloadable mobile apps using HTML5 and Apache Callback,

Worklight (2014)

13. http://en.wikipedia.org/wiki/HTML5_in_mobile_devices

388 C.-Y. Liu

http://en.wikipedia.org/wiki/HTML5_in_mobile_devices
http://fritzing.org/
http://www.arduino.cc/
http://www.asuscloud.com/
http://www.acer.com.tw/ac/zh/TW/content/byoc-home
http://www.acer.com.tw/ac/zh/TW/content/byoc-home


Chapter 51

Material Structure Selection of Solution Blue
OLEDs Using a Design of Experiment

Yu-Sheng Tsai, Apisit Chittawanij, Lin-Ann Hong, Fuh-Shyang Juang,

and Van-Huong Tran

Abstract A blue small-molecular organic light-emitting diode (SM-OLEDs)

based on a solution-process is investigated in this study. Design of experiment

(DOE) with response surface methodology (RSM) was applied to optimize the

driving voltage and current efficiency of blue SM-OLED devices. The spin-coating

speed of the PEDOT: PSS as hole injection layer and the 26DCzPPy: FIrpic as

emitting layer were chosen as two main process input factors. Analysis of variance

(ANOVA) was adopted to identify significant factors before regression models

were obtained. The optimal material structure was determined by minimizing and

maximizing a desirability function relating to selected critical quality characteris-

tics including the driving voltage and current efficiency, respectively.

Keywords Solution-process • Blue OLEDs • Design of experiments • Stamping

process

51.1 Introduction

The solution-based small molecule organic light-emitting diodes (SM-OLEDs)

manufacturing process is ideal for large scale, low-cost mass production [1, 3]. How-

ever, when fabricating multilayer structures the solutions can easily attack layers

other than the targeting layer [1–4]. Therefore, SM-OLEDs devices manufactured

using solution-based processing can only have one layer [2, 3]. The spin-coating

process is still required to build high efficiency of SM-OLEDs.

In the past, the tuning of material structure is mainly done via a trial-and-error

[5–7] approach, which involves selecting various combinations of different
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variables heavily depending on prior experience. Consequently, it is not

cost-effective since the materials are very expensive. Moreover, there is no guaran-

tee that the chosen combination is optimal. The objective of this study is to search for

an optimal spin-coating speed of solution-process to improve SM-OLED perfor-

mance. The spin-coating speed in selecting an optimal material structure includes

the hole injection layer (HIL) and an emitting layer (EML), based on the driving

voltage and Yield quality characteristics. To resolve the multilayer structure spin-

coating speed problem, a response surface design of experiments (DOE) method is

proposed [8]. Analysis of variance (ANOVA) was utilized to identify the influential

factors affecting the selected critical quality characteristics.

51.2 Experimental

51.2.1 Fabrication of Blue OLED Device and Measurement

The device structure and materials used are shown in Fig. 51.1. The fabrication

procedure of the blue SM-OLEDs is as follows. First, an indium–tin oxide (ITO)

glass substrate was cleaned in ultrasonic baths of detergent, deionized water, acetone,

and isopropanol, sequentially. Then, the ITO glass substrate was treated with O2

plasma for 100 s. A HIL, poly(3,4-ethylenedioxy thiophene): poly(styrenesulfonate)

(PEDOT:PSS), was spin-coated on the ITO glass substrate followed by baking for

10 min to remove the remaining solvent. Subsequently, EML which consists of

host material 2,6-bis(3-(9H-carbazol-9-yl)phenyl) pyridine (26DCzPPy) and blue

dopant bis[(3,5-difluoro-2(2-pyridyl) phenyl-(2-carboxypyridyl)iridium(III)] (FIrpic)

are mixed and dissolved in chlorobenzene, which is then spin-coated onto HIL to form

an EML, after spin-coating is over, the sample is directly baked for 15 min to solve

the residual solution and to improve the properties of organic film. The 1,3,5-tris

(N-phenylbenzimidazol-2-yl) benzene (TPBi) as ETL is subsequently deposited

Fig. 51.1 (a) Energy band diagrams and (b) molecular structures of organic materials used
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evaporated onto the EML surface. At the end of the device process, LiF and Al are

thermally evaporated as cathode electrode.

The current, voltage, and luminance characteristics were measured simultaneously

with a programmableKeithley 2,400 voltage–current andSpectra Scan PR650 sources.

All measurements were carried out at room temperature under ambient conditions.

51.2.2 Design of Experimental Parameters

In this study, design of experiment (DOE) with response surface methodology

(RSM) was applied to optimize the performance of OLED devices with two

responses, yield at current density of 20 mA/cm2 and driving voltage at luminance

of 100 cd/m2. The spin-coating speed of the HIL and EML are chosen as two main

input factors. The ranges of spin-coating speed from 2,000 to 3,000 rpm and 2,000

to 4,000 rpm were selected, respectively. The OLED devices are setting follow-up

design expert software version V8.0.6. Table 51.1 shows the experimental results

conducted in a random order of 13 runs.

51.3 Methods and Results

51.3.1 Definition of an Objective Function for Optimization

Response surface method is a collection of math and statistical techniques useful for

the modeling and analysis of problems where a response of interest is influenced by

several variables and the objective is to optimize this response [9]. Suppose that to

Table 51.1 Gathering experimental runs and results at 100 cd/m2 and 20 mA/cm2

Run

Factor 1 Factor 2 Driving voltage Yield (cd/A)

A:PEDOT (rpm) B:26DCzPPy:FIrpic (rpm) 100 cd/m2 20 mA/cm2

1 3,000.00 4,000.00 7.6 6.5

2 3,207.11 3,000.00 8.1 6.2

3 2,000.00 4,000.00 9.2 7.8

4 2,500.00 4,414.21 9.0 6.1

5 2,500.00 3,000.00 6.1 8.7

6 2,500.00 3,000.00 6.2 8.4

7 2,500.00 1,585.79 7.6 5.7

8 2,000.00 2,000.00 8.6 6.0

9 2,500.00 3,000.00 6.6 8.4

10 2,500.00 3,000.00 7.5 8.0

11 3,000.00 2,000.00 9.2 6.1

12 1,792.89 3,000.00 8.2 6.2

13 2,500.00 3,000.00 6.1 8.0
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find the levels of spin-coating PEDOT:PSS (x1) and 26DCzPPy:FIrpic (x2) that
maximize the yield (y) of an OLED device. The yield (y) is a function of the levels
of spin-coating speeds PEDOT:PSS and 26DCzPPy:FIrpic, say

y ¼ f x1; x2ð Þ þ ε

where ε represents the noise or error observed in the response y. Denoting the

expected response by E yð Þ ¼ f x1; x2ð Þ ¼ η, then the surface represented by

η ¼ f x1; x2ð Þ

is called a response surface. In this study, the parameters and analyzing simulations

set up by using Design Expert software version V8.0.6

51.3.2 ANOVA Results

The ANOVA is conducted to identify the significant factors affecting the driving

voltage and yield.

Table 51.2 shows the ANOVA result of the driving voltage, a “Model F value”

of 6.13 with a “Model P value” less than 0.0170 implies that the selected model is

significant and there is less than a 1.7 % chance that the “Model F value” could

occur due to the noise. The “P value” for the model terms “A2” and “B2”, are less

than 0.05, indicating that the model terms are significant on the voltage. According

to the hierarchy principle in model-building [10], the model terms “A”(HIL,

PEDOT:PSS), “B”(EML, 26DCzPPy:FIrpic), and two-factor interaction terms,

“AB” shall also be included in the regression model even though the “P value” of

the model terms “A”, “B,” and “AB” are more than 0.05. The ANOVA result of the

yield can be seen in Table 51.3. A “Model F value” of 12.30 with a “Model

P value” less than 0.0023 implies that the selected model is significant and there

is less than a 0.2 % chance that the “Model F value” could occur due to the noise.

Table 51.2 ANOVA results of the driving voltage (V)

Source Sum of square Degree of freedom Mean square F value P value

Model 13.07 5 2.61 6.13 <0.0170

A 0.16 1 0.16 0.38 0.5561

B 0.12 1 0.12 0.28 0.6121

AB 1.21 1 1.21 2.84 0.1359

A2 6.03 1 6.03 14.16 0.0071

B2 7.04 1 7.04 16.53 0.0048

Residual 2.98 7 0.43 – –

Cor. Total 16.05 12 – – –
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The “P value” for the model terms “A2” and “B2” is far less than 0.05, indicating

that the model terms are significant on the yield.

51.3.3 Regression Models for Critical Quality Characteristics
Versus the Material Structure

Considering the significant parameters in Table 51.2 to 51.3 and the test results

from Table 51.1, regression models can be derived for the driving voltage and the

current efficiency, respectively. The mathematical models are shown as follows:

Yield cd=Að Þ ¼ � 29:247þ 0:0198Aþ 0:009B� 7� 10�7AB

� 3:6� 10�6A2 � 1:05� 10�6B2
ð51:1Þ

Driving voltage Vð Þ ¼ 30:933� 0:0156A� 3:165B� 1:1� 10�6AB

þ 3:725� 10�6A2 þ 1:006� 10�6B2 ð51:2Þ

where A is rpm of PEDOT:PSS and B is rpm of 26DCzPPy:FIrpic

According to the diagnostics case statistics report of yield (cd/A) and driving

voltage (V), it is anticipated that with 2,500 rpm of spin-coating speed for PEDOT:

PSS, and 3,000 rpm for 26DCzPPy:FIrpic, the best performance of OLED devices

in this study can reach to 8.31 cd/A at 20 mA/cm2 and the lowest driving voltage of

6.5 V at 100 cd/m2.

51.3.4 Confirmation Runs

To verify and consolidate the result of ANOVA from design expert software, two

repeated experiments with the spin-coating speeds of 2,500 and 3,000 rpm of

PEDOT:PSS and 26DCzPPy:FIrpic, respectively were conducted. After conducting

Table 51.3 ANOVA results of the yield (cd/A)

Source Sum of square Degree of freedom Mean square F value P value

Model 13.86 5 2.74 12.30 <0.0023

A 0.23 1 0.23 1.06 0.3384

B 0.96 1 0.96 4.30 0.0769

AB 0.49 1 0.49 2.20 0.1814

A2 5.66 1 5.66 25.43 0.0015

B2 7.88 1 7.88 35.42 0.0006

Residual 1.56 7 0.22 – –

Cor. Total 15.24 12 – – –
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two validation experiments, the results are close to the diagnostics from software.

Table 51.4 shows the confirmation runs and an optimal materials layer structure.

The first device of validation experiment showed the yield and driving voltage of

8.6 cd/A at 20 mA/cm2 (error 3.3 %) and 6.5 V at 100 cd/m2 (error 0 %),

respectively. The second device of validation experiment showed the yield and

driving voltage of 8.5 cd/A at 20 mA/cm2 (error 2.2 %) and 6.2 V at 100 cd/m2

(error 4.8 %), respectively.

51.4 Conclusions

This study used design of experiment (DOE) with response surface methodology

(RSM) to design the blue SM-OLED material layer structure. An optimal material

layer structure is selected of PEDOT:PSS (2,500 rpm) and 26DCz PPy:FIrpic

(3,000 rpm), respectively. The yield and driving voltage based on this layer

structure are 8.5 cd/A at 20 mA/cm2 and 6.2 V at 100 cd/m2, respectively. The

proposed method provides a systematic approach to optimize the material layer

structure of blue SM-OLEDs; thus, efficiency of searching for an optimal spin-

coated has been improved. This approach can be easily extended to other material

selection of OLEDs.
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Chapter 52

Development of Software Inspection Tools
for Defect Examination in Machine Vision
Applications

Jong-Hann Jean

Abstract In this chapter we developed a machine vision system, mainly focusing

on implementation of software inspection tools for visual measurement and anal-

ysis. With reference to the support functions of several main brands of machine

vision systems, we have proposed a visual inspection procedure for defect exam-

ination, consisting of five steps, namely, image capture and pre-processing, edge

and feature extraction, image segmentation and positioning, template matching,

and BLOB analysis. To fulfill the proposed inspection procedure, we implemented

several software inspection tools. For each tool, we demonstrated its application

example for defect examination in machine vision applications. All these tools can

be further arranged in a proper sequence to realize a complicated defect inspection

procedure. We have applied the proposed system to defect examination of mobile

phone keypads to validate its effectiveness and obtained satisfactory results.

Keywords Visual measurement • Machine vision • Defect examination

52.1 Introduction

The machine vision technique, also called the automatic optical inspection (AOI)

technique, has been widely used in the production line to examine the qualities of

parts. It has the advantage of reducing the cost of workers, promoting the qualities

of products and the producing capacity. It also helps workers avoid the wrong

determination problem induced by overwork, fatigue, long hours and changeless

work patterns.

Since the semiconductor, the communications, and the electronics industries

have been booming these years, the demand of the machine vision system has been

extensively expanded [1]. As the part size getting tinier, the necessary resolution of
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inspections has already reached the micrometer scale or even to the nanometer scale

such that we cannot inspect the qualities of products by our own eyes. In addition,

the trend of shortening product development life cycle and acceleration of global-

ization made manufactures realize that reducing the cost, increasing the production

and its qualities are the key to survive. Consequently, the AOI systems have been

considered as the indispensable facilities in production environment for quality

management. These development trends drive the machine vision system toward

the following five directions: high-speed inspection, sub-micro resolution, software

intelligence, versatile applications, and system modularization.

Most machine vision systems are custom designed and each of them is only

suitable for a specific application. In the literature, there have been several

machine vision systems proposed for printed circuit board inspection [2–6].

Furthermore, Moganti et al. [7] provided a comprehensive review of the PCB

inspection algorithms. Chen et al. [8] proposed a machine vision system for

defect detection of analogical resistance type touch panel. Tsai et al. [9] devel-

oped machine vision techniques for micro-crack inspection of crystalline silicon

solar cells. Xie [10] provided a systematic review of recent advances in surface

defect detection algorithms based on visual inspection. There are also several

commercial AOI products developed by companies such as BANNER, Euresys,

Matrox, Narion Instruments, PPT Vision, DALSA, Cognex, and MVTec for

diverse industrial applications.

This chapter presents our attempt to design and integrate a machine vision

system which includes the image processing unit, the operational input and output

interface, the illumination unit, the image measurement and analysis software. By

investigating the current AOI products in the market, it shows that the main cost

comes from the image processing software for visual measurements and analysis.

Accordingly, this chapter is emphasizing on implementation of software inspection

tools for visual measurement and analysis utilities.

With reference to the support functions of several main brands of the AOI

products, we first summarized a general procedure for defect examination tasks in

machine vision applications. Accordingly, by using the Windows-based program-

ming software, Borland C++ Builder, we implemented nine software inspection

tools, namely, the average grey level tool, the thresholding tool, the positioning

tool, the edge detection tool, the binary large object (BLOB) tool, the template

building tool, the smart matching tool, the inspection sequence tool, and the

platform operation tool. All these tools can be used in an inspection task with

only single operation and can also be arranged in a proper sequence of operations to

fulfill a complicated inspection task.

As for the hardware components of the proposed system, we designed a dedi-

cated inspection platform and an LED illumination unit with the backlighting

configuration. The inspection platform is custom-tailored to reach the specifications

of defect examination according to the demanding precision and the processing

speed. To validate the performance of the proposed system, we applied the system

to inspection of several defective samples of mobile phone keypads provided by the

supplier and all obtain satisfactory results.
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The remainder of the chapter is organized as follows. The system architecture is

introduced in Sect. 52.2. The implementation steps and results are illustrated in

Sect. 52.3. Application examples of the system to defect examination of mobile

phone keypads are provided in Sect. 52.4. Conclusions are given in Sect. 52.5.

52.2 System Architecture

As shown in Fig. 52.1, the system architecture of the integrated machine vision

system includes an inspection platform, a CCD camera, a frame-grabber, and an

industrial computer.

In the following each part in the system architecture is further illustrated:

A. Frame-grabber: The system uses the ADLINK PCI-RTV24 frame-grabber

which can retrieve four channels of color or grey level images.

B. CCD Camera: The system uses the SONY XC-75 interlaced camera with 768

(H)� 494(V) effective pixels, where one can program the trigger mode, the

shutter speed, and the exposure time through RS232 interface.

C. Inspection Platform: The dedicated inspection platform includes a 3D XYZ

mechanism surrounded by an open-up isolation box and a self-designed LED

illumination unit with the backlighting configuration, as shown in Fig. 52.2. The

camera is mounted on the XYZ mechanism where the parts together with the

illumination unit are carried by a conveyor track driven by a DC motor to move

along the X axis. Two additional shafts are used to adjust the Y, Z position of the

camera for capturing a suitable image in size.

D. Industrial Computer: The system uses a PC-based industrial computer with Intel

(R) Core™2 Quad CPU Q6600 @2.40GH processor to execute the software

inspection tools for image measurement and analysis.

Frame-grabber

Inspection Platform

RS232

Image Processing System

PCI BUS NTSC
Cable

CCD camera
Lens
backlight illumination

ADLINK PCI-RTV24

Fig. 52.1 The system architecture of the developed machine vision system
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52.3 Implementation Steps and Results

In the following we describe in detail the implementation steps of the software

inspection tools of our machine vision system for image measurements and anal-

ysis. First, with reference to the supporting functions from several main brands in

the market, for example, NAIS, SHARP, and KEYENCE, we propose a visual

inspection procedure for defect examination, as shown in Fig. 52.3, and accordingly

design nine inspection tools to carry out the proposed procedure. We use the

programming tool, Borland C++ Builder, to design a graphical user interface

(GUI), as shown in Fig. 52.4, to integrate these inspection tools. The three main

parts in the GUI include the original/processed image display area, the inspection

tool area, and the inspection result area.

CCD
Camera

a

b

Lens

Parts

Illumination
Unit

Fig. 52.2 (a) The self-designed backlight illumination unit. (b) The backlighting configuration

adopted in the chapter

400 J.-H. Jean



Image Capture and Pre-processing

Image Segmentation and Positioning

Edge and Feature Extraction

Template Matching

BLOB Analysis

Fig. 52.3 The proposed

visual inspection procedure

for defect examination

Original image/
Processed image Area Inspection Tool Area

Inspection Results
Area

Fig. 52.4 The three main parts in the GUI of the developed inspection software
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In the following we illustrate each step in the proposed visual inspection

procedure.

Image Capture and Pre-processing: While the object is delivered to the inspec-

tion area, the visual inspection begins with capturing a sample image of good

quality with the aid of the illumination unit and proper selection of lens and shutter

speed. When the quality of the captured image is not good enough, the system may

need to enhance the images by applying some image pre-processing techniques,

such as median filter, averaging filter, histogram equalization, and so on.

A. Image Segmentation and Positioning: The next step of image inspection is to

locate the position of the object in the captured image and separate it from the

background by image segmentation. Because the object may be moved during

the delivery process, the system cannot assume its position and orientation and

needs to detect the image displacement and lean angle of the object. A common

strategy of image segmentation is to process the grey level image by two-valued

thresholding and follow up with morphological dilation and erosion to filter out

oversized or tiny non-objects.

B. Edge and Feature Extraction: For most machine vision tasks, object edges and

features play an important role in identification and classification of defects. For

example, the number of edges and their separate distance in a chip are common

evidences for calculation of the pin-to-pin distance and pin numbers in the chip

or for inspection of the soldering quality in printing circuit boards.

C. Template Matching: Template matching is the most common way used in

searching a particular object in an image. The first step of the template matching

is to build up a template of the object. Based on the template, we can search

subimages of the same size with the template from left to right and from top to

bottom of the image and determine the object position by comparing the

similarity between them and the template.

D. BLOB Analysis: Geometric parameters of object regions are also important

features in image inspection for detection of defects. Commonly used features

include the number of object regions in the image, the region area, the region

center, the average intensity, the circumference, etc.

Accordingly, we design nine inspection tools to fulfill the supporting functions

for the visual inspection procedure, namely, the thresholding tool, the positioning

tool, the edge detection tool, the average gray level tool, the BLOB tool, the

template building tool, the smart matching tool, the inspection sequence tool, and

the platform operation tool. In the following we illustrate the implementation

results of these inspection tools.

A. Thresholding tool: Figure 52.5a presents the thresholding tool and its relevant

parameters designed in our system. There is a prefiltering checkbox for filtering

out the pixels which are too bright or too dark in the thresholding process.

Furthermore, there are several options for the thresholding tool to specify the

region of interest (ROI), the selection (fixed or adaptive) of threshold value, and

the modes of thresholding (active white or active black). Figure 52.6a is a
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sample image of the TAB surface circuits to be inspected. Application result of

the thresholding tool to the sample image using a fixed threshold, 128, is

indicated in Fig. 52.6b and another processed result using the adaptive threshold

is shown in Fig. 52.6c. We can see that using the adaptive threshold value results

in better performance in separating the object from the background image.

Fig. 52.5 (a) The thresholding tool, (b) the positioning tool, (c) the edge detection tool and the

relevant parameters

Fig. 52.6 (a) The sample image of TAB surface circuits to be inspected by the thresholding

tool. (b) Processed result using a fixed threshold, 128. (c) Processed result using the adaptive

threshold
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where T is the template image, It is the subimage to be compared, and B denotes

the height and width of the template. An application example of the smart

matching tool is illustrated as follows. Three templates for three target objects

are selected from a sample image and indicated with blue rectangles in

Fig. 52.11a. Then, the template matching tool detects similar objects in another

sample image, as shown in Fig. 52.11b, where the best matched one for each

template is indicated with red rectangle. The detected positions of the best

matched objects together with their normalized cross-correlation (NCC) coeffi-

cients are summarized in Table 52.1. From the results, we can find that the

second object is successfully matched with a high NCC coefficient. However,

the matched results for the first and third objects are not satisfactory because

there are stains on the two objects and the NCC coefficients are only 0.666 and

0.67, respectively.

B. Positioning tool: Figure 52.5b shows the positioning tool and its relevant

parameters, where the tool can scan the edge in horizontal or vertical direction

to determine the x or y coordinates of the object position. The parameters for the

positioning tool include the ROI, threshold of the edge strength, the polarities of

the edge (black to white or white to black), and the minimal edge width and the

smoothness depth. An application example of the positioning tool to a PCB

sample image is illustrated in Fig. 52.7, where a horizontal scan is applied with

the ROI set as (0, 240) ~ (639, 260), the threshold of edge strength 45, and the

minimal edge width 10. Then, the detected x coordinate of the PCB is 97.

C. Edge detection tool: Figure 52.5c shows the edge detection tool and its relevant

parameters which are quite similar with those of the positioning tool. The

difference between the two tools lies in that the positioning tool outputs the

coordinate of the first detected edge, but the edge detection tool will output

coordinates of all edges scanned in the ROI. An application example of the edge

detection tool to a sample image is illustrated in Fig. 52.8. By setting the ROI for

horizontal scan as (0, 240) ~ (639, 260), selecting the black-to-white edge type,

setting the edge strength as 45 and the minimal edge width as 15, the edge

detection tool output the coordinates of all detected edges as 103, 129, 142, 155,

167, 180, 193, 206, 219, 231, 244, 257, 270, 283, 295, 308, 321, 334, 347, 359,

Table 52.1 Detected positions of the best matched objects shown in Fig. 52.11b and their NCC

coefficients

No. Template position Position of matched objects NCC coefficient

1 (132, 60) (140, 61) 0.666

2 (140, 312) (148, 313) 0.994

3 (312, 213) (320, 214) 0.67
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372, 385, 398, 411, 424, 436, 449, 462, 475, 500, 513, and 526. From the result,

we can observe that the edge distance is 13 pixels in average and there is a

broken edge in the coordinate range 475 ~ 500.

D. Average gray level tool: As mentioned, the average gray level of an object in

ROI can be regarded as a simple feature. Figure 52.9a shows the average gray

level tool and its relevant parameters. An application example of the tool for

inspection of a ball grid array chip is illustrated in Fig. 52.10. The average gray

level of a sample image depicted in Fig. 52.10a is computed as 101. However,

the average gray level of the ROI for another sample shown in Fig. 52.10b is

calculated as 107 and may be accordingly classified as a defective sample.

E. Smart matching tool: Figure 52.9b shows the smart matching tool and its

relevant parameters. After specifying an object template, the tool can scan

Fig. 52.8 (a) A sample image, (b) application result of the edge detection tool to the sample

image for detecting the edges in the ROI

Fig. 52.7 Application

result of the positioning tool

for detecting the

x coordinate of the PCB in

the image
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each subimage having the same size with the template in a search area and

compare the similarity using the NCC method. The computation of the NCC

coefficient can be expressed as the following equation.

F. BLOB tool: Figure 52.9c shows the BLOB tool and its relevant parameters. The

BLOB tool requires a binary image with white pixels indicating object regions

Fig. 52.9 (a) The average gray level tool, (b) the smart matching tool, (c) the BLOB tool and the

relevant parameters

Fig. 52.10 (a) A normal sample image, (b) application result of the average gray level tool to

another sample image for detecting the defect in the ROI
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and black pixels indicating background region. By using the component labeling

algorithm, the tool can indicate all objects in the image with different labels.

Accordingly, the tool can calculate geometric properties of each object region,

for example, region area and center of mass. It can further extract the contour of

each object by using the boundary tracking algorithm. Figure 52.12 shows a test

example for validating the BLOB tool. There are mainly four large regions

indicating objects as shown in Fig. 52.12a. By applying the BLOB tool to the

image, we have detected four regions as depicted in Fig. 52.12b and the

geometric parameters of these regions are calculated and listed in Table 52.2.

G. Template building tool: Figure 52.13a shows the template building tool and its

relevant parameters, which is a helping tool to facilitate choosing templates on a

sample image for subsequent template matching process.

H. Inspection sequence tool: Figure 52.13b shows the inspection sequence tool and

its relevant parameters. The tool can help arrange previous tools in a proper

sequence of operations to fulfill a complicated inspection procedure.

Fig. 52.11 (a) Three templates selected from a normal sample image, (b) application result of the
template matching tool to search similar objects in another sample

Fig. 52.12 (a) A sample image, (b) application result of the BLOB tool to the sample image for

labeling the objects and calculating their geometric parameters
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I. Platform operation tool: Figure 52.13c shows the platform operation tool and its

relevant parameters. The tool can be used to manually move the position of the

inspection platform by controlling the motion of the conveyor track. It can also

be used to automatically move the inspection platform according the inspection

results of an inspection sequence and a specified criterion.

Table 52.2 Geometric parameters of the four object regions detected by applying the BLOB tool

to the image in Fig. 52.12a

Label no. Position of region center Area Circumference Compactness

0 (259,117) 20,594 594.551147 0.732103

1 (522,146) 20,553 595.379578 0.728614

2 (128,288) 20,530 585.622314 0.752252

3 (418,385) 20,630 597.036377 0.727290

Fig. 52.13 (a) The template building tool, (b) the inspection sequence tool, (c) the platform

operation tool and the relevant parameters
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52.4 Application to Defect Inspection of Mobile Phone
Keypads

To validate the performance of the developed inspection tools, we apply the

proposed system to defect inspection of mobile phone keypads. Figure 52.14a

shows a normal sample image of a keypad captured by our system using

backlighting configuration.

The goal of inspection is to examine if there are defects on the 12 key buttons of

the keypad. Accordingly, the inspection procedure is designed as follows. First,

since the keypad may be moved during the delivery process, the positioning tool is

used to determine the position of the keypad. Then, the template building tool is

applied to choosing a template for each key button, respectively. The 12 templates

built are indicated with blue rectangles as shown in Fig. 52.14b. In addition, the

smart matching tool is used to examine the similarity between the button sample

images and the templates and compute the NCC coefficients. Finally, if one of the

NCC coefficient is smaller than 0.9, the system determines there is a defect

occurred on the corresponding button of the keypad. Then, the platform operation

tool is utilized to move the defective keypad to the NG area.

An application result of the inspection task is illustrated in Fig. 52.15, where the

best matched subimages for the 12 templates are indicated with green rectangles

and their correspondent NCC coefficients are listed in Table 52.3. From the results,

we can find that there is a defect on the sixth button of the keypad because the NCC

coefficient for that button is only 0.214. The defect is due to inverse mounting of the

button.

Another inspection example is shown in Fig. 52.16, where we can observe there

are some stains on button 1 and button 4 of the keypad. Similarly, the best matched

subimages for the 12 templates are indicated with green rectangles and their

correspondent NCC coefficients are listed in Table 52.4. The proposed system

again successfully detects the defects according to the computed NCC values.

Fig. 52.14 (a) A normal sample image of a mobile phone keypad captured on our designed

platform, (b) the 12 templates enclosed by blue rectangles for defect examination
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Fig. 52.15 (a) Application example for examination of a mobile phone keypad, (b) the template

matching tool successfully detects a defect (inverse mounting) on button 6 of the keypad

Table 52.3 Positions of matched buttons shown in Fig. 52.15b and their NCC coefficients

No. Template position Position of matched buttons NCC coefficient

1 (143, 119) (143, 116) 0.989

2 (253, 119) (253, 114) 0.980

3 (363, 119) (363, 116) 0.977

4 (143, 189) (145, 186) 0.969

5 (253, 189) (254, 185) 0.959

6 (363, 189) (364, 187) 0.214

7 (143, 259) (145, 257) 0.962

8 (253, 259) (254, 256) 0.976

9 (363, 259) (363, 255) 0.988

10 (143, 329) (146, 325) 0.989

11 (253, 329) (254, 324) 0.973

12 (363, 329) (363, 326) 0.976

Fig. 52.16 (a) Another inspection example of keypad defects, (b) the template matching tool

successfully finds there are defects (stains) on button 1 and button 4 of the keypad
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52.5 Conclusions

In this chapter we have successfully integrated a machine vision system, empha-

sizing on implementation of software inspection tools for visual measurement and

analysis. As for the hardware equipments, we designed an LED illumination unit

and the custom-tailored machinery. With reference to the support functions of

several main brands of the optical inspection machine, we propose an optical

inspecting procedure and used the C++ Builder package to implement nine inspec-

tion tools, namely, the average gray level tool, the thresholding tool, the positioning

tool, the edge detection tool, the BLOB tool, the template building tool, the smart

matching tool, the inspection sequence tool, and the platform operation tool. All

these tools can be used in an inspection with single operation and can also be

arranged in a proper sequence of operations to fulfill a complicated inspection

procedure.

Through the demonstrations of various application examples, we have validated

the effectiveness of these proposed inspection tools. We have shown application

examples of the proposed system to examine defects on mobile phone keypads and

proven our system can be successfully used in the initial phase of an AOI task. In

the future, we will continually develop additional inspection tools and improve the

architecture of the proposed system to make it more flexible and automatic.

Acknowledgments This chapter was partially funded by NSC, Taiwan under grant NSC

101-2221-E-129-008 and partially supported under CTSP HTED program with the project number

302208201.

Table 52.4 Positions of matched buttons shown in Fig. 52.16b and their NCC coefficients

No. Template position Position of matched buttons NCC coefficient

1 (143, 119) (146, 128) 0.77

2 (253, 119) (257, 128) 0.971

3 (363, 119) (367, 129) 0.974

4 (143, 189) (148, 197) 0.865

5 (253, 189) (257, 198) 0.976

6 (363, 189) (366, 199) 0.975

7 (143, 259) (148, 268) 0.985

8 (253, 259) (257, 268) 0.962

9 (363, 259) (365, 269) 0.98

10 (143, 329) (147, 339) 0.925

11 (253, 329) (259, 339) 0.97

12 (363, 329) (365, 339) 0.983
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Chapter 53

Design of a Light Guide for Highly Uniform
Illumination

Kun-Yi Lee, Chun-Han Chou, Wei-Sung Weng, Wei-Ching Chuang, Wei-

Yu Lee, and Allen Jong-Woei Whang

Abstract In this article, we propose a design for a light guide for highly uniform

illumination. The design is based on a refractive equation and the law of conser-

vation of energy. We applied these principles to design the secondary optics lens.

The methods used can be utilized to quickly design a lens with high uniformity.

Finally, we obtain a Fresnel lens for illumination with a uniformity of around 92 %.

Keywords Secondary optics lens • Fresnel lens

53.1 Introduction

Environmental pollution will grow increasingly serious in the coming years.

Thus, many companies and researchers have become interested in sources of

renewable energy, such as solar energy, wind energy, hydroelectric power, ocean

wave energy, geothermal energy, and energy from biomass. Among sources of

renewable energy, solar energy has many advantages – it is clean, abundant, and

widely distributed – so it is desirable to use solar energy to reduce electricity

consumption.

In residential buildings, lighting and air-conditioning account for most of the

energy consumption. In commercial buildings, lighting accounts for a total of

30–40 % of the energy consumed. And in some countries, lighting accounts for
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15–20 % of the total power consumed annually. Illumination is a main factor in the

consumption of electricity, and we have developed a system called the Natural

Light Illumination System (NLIS). The NLIS can efficiently transmit natural light

indoors where the light source is too collimated and, hence, unsuitable for illumi-

nation. For this reason, we used a novel method to design a lens that enabled us to

illuminate a wide area with high uniformity. Finally, we obtained a Fresnel lens that

allowed for illumination with a uniformity of close to 92 % [1, 2].

53.2 Natural Light Illumination System

We designed a daytime lighting system that emits a pleasant light. It can be placed

on the floor, the balcony of a building, or on a wall. The system transmits sunlight

from outdoors to indoors and illuminates rooms by sunlight. In the future, NLIS will

be able to be used in healthcare facilities. The device is comprised of three main

structures: a light collection system, an optical transmission system, and an illumi-

nation system. Sunlight is collected by the collection system and coupled to the

transmission system indoors; finally, the light is emitted uniformly by the illumi-

nation system (Fig. 53.1).

The light collection system is a static lighting collection concentrator. The

structure creates multiple isosceles right-angle prisms. The concentrators collect

sunlight and convert parallax beams to focus the light. The optical transmission

system transmits light in a highly efficient way through plastic optical fibers (12Φ),

as shown in Fig. 53.2.

Fig. 53.1 Natural light

illumination system
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Finally, a high-density light is transmitted via a plastic optical fiber (12Φ) for

indoor illumination, but the fiber output light distribution is not appropriate for

indoor lighting [1, 3, 4].

53.2.1 Design Method of Freeform Lens for Illumination

The design method includes three parts: establishing a light energy mapping

relationship between source and target, constructing a lens, and validating the

lens design by numerical simulation. We used polymethyl methacrylate (PMMA,

n¼1.4935) to build the freeform lens.

53.2.2 Establishing Light Energy Mapping Relationship
Between Source and Target

First we analyzed the surface light source intensity and flux distribution. Because

our light source was a surface light source, we divided the light source surface into

an M�N matrix. Following these steps, we establish the light source intensity and

flux distribution (Fig. 53.3):

Φab ¼ ΔCab � IΔab; ð53:1Þ

Fig. 53.2 Concentrator combined with plastic optical fiber
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ΔCab ¼ 2π cos θa � cos θbð Þ: ð53:2Þ

Φab: Total luminous flux of the ring from θa to θb degree.
ΔCab: Solid angle in steradians coefficient is equal to the area of the segment of a

unit sphere, centered at the angle’s vertex.

IΔab: Average luminous intensity from θa to θb degrees.

When we determine the luminous flux(Φab) and solid angle(ΔCab), we could

derive the light intensity distribution(IΔab). After establishing the light source

intensity, we divided the light source into seven concentric circles (Fig. 53.4) and

analyzed each circle’s light intensity. Then we designed the freeform surface [5–7].

53.2.3 Construction of Freeform Fresnel Lens

The illumination uniformity of indoor lighting is very important. If the uniformity

of illumination varies too much, it will cause one’s eyes to become fatigued and

cause one’s eyesight to deteriorate. For this reason, it is desirable to design a high-

uniformity light. The average flux should approximate the following light intensity

distribution equation (Fig. 53.5) [8–10]:

Fig. 53.4 Seven concentric
circles divided by light

source surface

Fig. 53.3 Luminous flux of

ring schematic diagram
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Eθ ¼ Iθ=h
2

� �
cos 3θ: ð53:3Þ

$10If the working surface has flux uniformity, Eθ� should be equal to E0�

Iθ�=I0� ¼ 1= cos 3θ: ð53:4Þ

Using the preceding equation we can calculate each angle’s light intensity distri-

bution (Table 53.1).

We calculate the light intensity of each angle and use Snell’s law to design each

lens surface to construct the lens (Fig. 53.6). We fix every distanceD0 and adjust the

distance D1 to the other side to change the light intensity distribution so that it more

closely approximates flux uniformity. We use (53.5) and (53.6) to calculate the light

deflection angle:

Table 53.1 Uniformity flux of each angle’s light intensity distribution

Emitting angle 0� 5� 10� 15� 20� 25� 30� 35� 40�

Ideal value Iθ�
I0�

	 

1 1.01 1.04 1.10 1.20 1.34 1.53 1.81 2.23

Fig. 53.5 Average light

intensity distribution

Fig. 53.6 Freeform Fresnel lens design schematic diagram
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nPMMA sinϕ j ¼ nair sinω j; ð53:5Þ
nair sin α j ¼ nPMMA sin β j: ð53:6Þ

The refractive index of PMMA is 1.4935, which is higher than air. Incident light

generates an internal reflection. The internal reflection is given by (53.7):

ϕ j ¼ arcsin nair=nPMMAð Þ: ð53:7Þ

53.3 Validating the Lens Design by Numerical Simulation

In the optical design, the output light intensity distribution curve is a very important

parameter. The optical fiber output is the size of a 12� 12 mm cylinder. The output

light distribution curves of the solar concentrator and plastic optical fiber are shown

in Fig. 53.7. We found that the light intensity distribution didn’t appropriate for

indoor illumination, so we designed a freeform Fresnel lens to convert the focus

light intensity distribution into widely light intensity distribution using the preced-

ing equation.

We know the basic distribution of light, and so we were able to design a freeform

Fresnel lens. The lens was designed starting from the outer regions and moving

toward inner regions. We set the 0� energy reflection to 40� and used the curve of

the lens edge so that the lens more closely approximated a light distribution of more

uniform flux. Using the preceding equation, we construct the architecture of the

Fig. 53.7 General plastic

optical fiber output of light

distribution
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Fig. 53.9 Postdesign light

distribution of plastic

optical fiber output

Fig. 53.8 Freeform Fresnel lens plane design

Fig. 53.10 Ray-tracing result of irradiance map



lens, as shown in Fig. 53.8. The general light distribution was converted by the lens

to one of high uniformity (Fig. 53.9).

The results of ray tracing in the irradiance map are shown in Fig. 53.10. The

vertical axis plots the energy (W/m2) and the horizontal axis means illumination

area coordinate. From Fig. 53.10 we see that the uniformity across the center is

around 92 %. The lens output energy efficiency is approximately 75 %. But there is

still some defect of the illumination area. The central area of the energy is slightly

lower compared with its surroundings. In the future, the output efficiency and

illumination will be enhanced by optimization.

53.4 Conclusion

In this study, we proposed an easy and efficient method for designing a Fresnel lens.

We used a NLIS output light distribution to design the lens. Finally, we produced a

Fresnel lens with a uniformity of approximately 92 % and an efficiency of around

75 %. However, the area of illumination area remains imperfect. The central point

of energy is slightly lower compared with its surroundings. In the future, the output

efficiency and illumination will be enhanced by optimization.
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Chapter 54

A Study on the Performance Characteristics
of a Synchronous Elastic FIR Filter

Ren-Der Chen and Sheng-Yu Kao

Abstract Elastic systems provide tolerance to the unpredictable timing variations

in computation and communication delays. For a synchronous elastic circuit, the

handshaking mechanism to synchronize the data communication between sender

and receiver is produced at the level of cycle in which the events are synchronized

with the clock. In this chapter, the performance characteristics, i.e., area, delay, and

power, of a synchronous elastic circuit are studied by the implementation of a finite

impulse response (FIR) filter. The filter is designed as a two-stage pipeline, and to be

compared with its non-elastic counterpart, both ASIC and FPGA implementations

have been made for various orders of the filter.

Keywords Elastic • FIR • Filter

54.1 Introduction

Elastic systems provide tolerance to the unpredictable timing variations in computa-

tion and communication delays [1, 2]. This tolerance to delay variability requires the

incorporation of handshake signals to synchronize the data communication between

sender and receiver [3]. Synchronous elastic circuits are a form of discretized

asynchronous circuits. The handshaking is produced at the level of cycle in which

the events are synchronized with the clock. The implementation of elasticity relies on

the clock-based synchronous handshake protocol to control the latching of data items.

Through this synchronous elasticity, there is no need to fix the communication delays

as used in traditional designs.

Tomake a synchronous circuit implemented in an elastic way, however, new data

latching schemes and additional controllers have to be adopted. This may affect the

performance characteristics, i.e., area, delay, and power, of the original circuit. To

investigate the overhead resulting from elasticity, the concept of synchronous

elasticity is incorporated into the design of an finite impulse response (FIR) filter.
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FIR filters are important building blocks for various digital signal processing (DSP)

applications [4–6]. The synchronous elastic FIR filter is designed as a two-stage

pipeline, and its non-elastic counterpart has also been implemented for comparison.

The performance characteristics are compared in this chapter based on the

Application-Specific Integrated Circuit (ASIC) and Field-Programmable Gate

Array (FPGA) implementations for various orders of the filter.

This chapter is organized as follows. Section 2 introduces the concept of elastic

circuits. Section 3 gives the architecture of the proposed synchronous elastic FIR

filter. Section 4 includes the experimental results and discussions, and finally

Sect. 5 concludes the chapter.

54.2 Elastic Circuits

54.2.1 Elastic Buffers

Synchronous elastic circuits use handshake signals to synchronize the data com-

munication between sender and receiver. The handshaking of events is synchro-

nized with the clock, and a pair of control signals, valid and stop, are used to control

the flow of data by obeying a protocol called SELF [3]. This protocol consists of

three basic actions: transfer, retry, and idle. Transfer occurs when valid data flow is

not stopped. Retry occurs when valid data get stopped and need to be held until the

stop is removed. When data are not valid, it is in the idle state.

Figure 54.1a shows one stage of data storage in a synchronous elastic pipeline,

i.e., an elastic buffer [3]. It consists of two level-sensitive data latches (L), an elastic
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Fig. 54.1 (a) Elastic buffer. (b) Elastic clock generation (ECG) unit. (c) Elastic buffer control

(EBC) unit
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clock generation (ECG) unit, and an elastic buffer control (EBC) unit. The pair of

latches work as an edge-triggered register when data are not stopped or as two

separately controlled memory elements when any incoming stop occurs. The ECG

unit is responsible for generating the two data latching signals lm and ls for the two
master and slave latches, respectively. Figure 54.1b depicts an implementation of

the ECG unit. When there is no valid data, signaled by the EBC unit, the two

latching signals are gated in a logic low state to make the data latches opaque. When

a valid data item enters the elastic stage, the EBC unit will switch to a clocked

mode. A positive pulse will be generated on lm and then, after half a clock cycle,

another positive pulse will also be generated on ls to latch the input data. An

implementation of the EBC unit is given in Fig. 54.1c.

54.2.2 Join/Fork Elements

For an elastic block with multiple inputs, a Join element is needed to detect the

validity of each input [3]. It asserts a valid output only when all the inputs are valid.

Otherwise, the incoming valid inputs will be stopped. Figure 54.2a depicts the

implementation of a two-input Join element. A multiple-input Join element can also

be constructed similarly by composing multiple two-input Join elements into a tree-

like structure. On the other hand, a Fork element is also needed for an elastic block

with multiple outputs [3]. It sends a valid signal to all of its outputs if all the

receivers are ready to accept it. If one or more receivers are not ready, the Fork

element will keep the input signal valid for them. Figure 54.2b depicts the imple-

mentation of a Lazy fork element. It waits for both receivers to be ready before

sending out the valid signal. The Eager fork element in Fig. 54.2c is a more efficient

structure. It can send the valid signal to each receiver independently as long as the

corresponding receiver is ready to accept it. This structure offers performance

advantages when the two receivers have different back-pressures.

a c
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Fig. 54.2 (a) Join element. (b) Lazy fork element. (c) Eager fork element
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54.3 Synchronous Elastic FIR Filter

54.3.1 FIR Filter

The output signal y(n) of an FIR filter with order N is given by (54.1), where x(n�k)
and h(k) denote the input samples and the filter coefficients, respectively, for k¼ 0,

1, . . ., N�1.

y nð Þ ¼
XN�1

k¼0

h kð Þ 	 x n� kð Þ: ð54:1Þ

Shown in Fig. 54.3 is the general architecture of an N-tap FIR filter. It seeks to

align the products h(k) · x(n�k) in time before being accumulated. This aligning of

the input samples x(n�k) is performed by the chained delay elements before

parallel multiplication and accumulation.

54.3.2 Synchronous Elastic FIR Filter Architecture

Figure 54.4 illustrates the architecture of the proposed synchronous elastic four-tap

FIR filter. It is designed as a two-stage pipeline. The chain of delay elements in the

general FIR filter in Fig. 54.3 serve as the input pipeline registers. Each delay

element in the chain is implemented by a pair of data latches associated with an

elastic latch control (ELC) unit for achieving synchronous elasticity. The ELC

element is composed of an ECG unit and an EBC unit as depicted in Fig. 54.1a,

responsible for generating the two latching signals lm and ls for the pair of data

latches. To achieve pipelining, another four pair of elastic latches are added to the

architecture to serve as the internal pipeline registers. For the output signal y(n), a
pair of elastic latches are used as the output pipeline register.

The parallel multiplications in the general FIR filter are performed in the first

pipeline stage by four multipliers, and three adders are used to perform accumulation

in the second pipeline stage. For each input sample x(n�k) that enters one of the input

+

Z-1 Z-1 Z-1 Z-1

+ + +

x(n)

y(n)

x x xx x
h(0) h(1) h(2) h(3) h(N-1)

Fig. 54.3 A general N-tap
FIR filter architecture
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pipeline registers and, after multiplication, enters the corresponding internal pipeline

register, a Fork element is used to fork the valid signal. Likewise, for the multiplier

outputs to be accumulated in the second pipeline stage, three Join elements are

needed to join all the valid signals coming from the internal pipeline registers.

54.4 Experimental Results

The synchronous elastic FIR filter was designed as a two-stage pipeline, receiving

16-bit wide input sample and multiplied by 8-bit wide coefficients. Both elastic and

non-elastic (traditional) versions were implemented for comparison. All the designs

were coded by the Verilog HDL for filters of order 4, 8, 16, 24, and 32. The

performance characteristics compared here are area and maximum working fre-

quency, obtained from synthesis. The other one is power-delay product, obtained

from timing simulation results. Both ASIC and FPGA implementations have been

made for each design.

54.4.1 ASIC Implementation

For ASIC implementation, the designs were synthesized by Synopsys Design Vision

with the TSMC 180-nm cell library. The total power consumption was measured by

Synopsys PrimeTime PX using 10,000 input samples. The comparisons of area,

maximum working frequency, and power-delay product are listed in Tables 54.1,

54.2, and 54.3, respectively. Compared with the traditional design, the elastic

design, on average, uses 1.13 timesmore area and consumes 1.67 timesmore energy.
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54.4.2 FPGA Implementation

For FPGA implementation, the Altera Quartus II 9.1 was used as the synthesis tool

and an Altera Cyclone IVE FPGA (EP4CE40F29I8L) was used as the target device.

The power estimations were obtained from the PowerPlay Power Analyzer Tool

using 10,000 input samples. Tables 54.4, 54.5, and 54.6 show the comparisons of

FPGA area, maximum working frequency, and power-delay product, respectively.

The elastic design, on average, uses 3.37 times more FPGA area and consumes 1.58

times more energy, when compared with the traditional design.

Table 54.1 Comparison

of area (gates) in ASIC
Design 4-Tap 8-Tap 16-Tap 24-Tap 32-Tap

Traditional 6,943 14,769 26,417 35,090 48,250

Elastic 7,821 16,764 30,377 39,122 54,961

Table 54.2 Comparison of

maximum working frequency

(MHz) in ASIC

Design 4-Tap 8-Tap 16-Tap 24-Tap 32-Tap

Traditional 220 177 141 126 122

Elastic 216 170 139 125 119

Table 54.3 Comparison

of power-delay product

(mW-ns) in ASIC

Design 4-Tap 8-Tap 16-Tap 24-Tap 32-Tap

Traditional 43 88 199 241 389

Elastic 78 160 297 404 595

Table 54.4 Comparison

of area (LEs) in FPGA
Design 4-Tap 8-Tap 16-Tap 24-Tap 32-Tap

Traditional 124 291 628 1,249 1,680

Elastic 539 1,178 2,193 3,079 4,221

Table 54.5 Comparison of

maximum working frequency

(MHz) in FPGA

Design 4-Tap 8-Tap 16-Tap 24-Tap 32-Tap

Traditional 145 112 77 56 57

Elastic 66 45 34 30 28

Table 54.6 Comparison

of power-delay product

(mW-ns) in FPGA

Design 4-Tap 8-Tap 16-Tap 24-Tap 32-Tap

Traditional 710 733 1,152 1,824 1,944

Elastic 1,221 1,265 1,720 2,731 2,901
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54.5 Conclusions

In this chapter, the concept of synchronous elasticity has been incorporated into the

design of a synchronous elastic FIR filter. The filter adopts a two-stage pipeline

architecture and both elastic and non-elastic versions have been designed for

comparison. The performance characteristics such as area, maximum working

frequency, and power-delay product, obtained from both ASIC and FPGA

implementations, have all been compared here for various orders of an FIR filter.

Since the critical path in the filter architecture is dominated by a multiplication and a

series of addition operations, determining an appropriate number of stages for

pipelining will be the future work.
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Chapter 55

A Design of Cavity Filters Based on Photonic
Crystal Slab Waveguide with Liquid Crystal

Wei-Sung Weng, Hui-Chun Lin, Kun-Yi Lee, Li-Ling Chu,

Hsin-Jung Lee, and Wei-Ching Chuang

Abstract In this chapter, an optical filter based on photonic crystal structure with

liquid crystal is proposed. Tunable spectral characteristics of the filters are demon-

strated by changing the indexes of refraction of liquid via the external electric fields.

The simulation results show the filters are promising in the optical communications.

Keywords Photonic crystals • Optical filters • Liquid crystals

55.1 Introduction

Photonic crystal cavities have received great attention over recent years due to the

strong potential they provide for applications in the fields of quantum dot lasers [1],

optical switches [2, 3], and optical filters [3, 4]. Most applications require several

tuning of the resonant frequencies. The tuning mechanisms consist of changing the

effective refractive index via temperature or inserting scanning probe tips inside the

air holes [5]. Another approach is to change the refractive index of the cavity

environment by infiltrating liquids. Liquid crystals have attracted much attention

due to the ability to change the effective refractive index of the cavity by temperature

or electric field. The effects for two-dimensional photonic crystal structures with

infiltrated liquid crystals have been widely studied [6]. However, few of these studies

have demonstrated the birefringent effect of the LC on the cavity resonances [7].

In this chapter, an optical filter based on photonic crystal structure with liquid

crystal is proposed. The photonic crystal waveguide cavity filters with liquid crystal

defects are designed and analyzed. Because of the birefringence property of the

anisotropic liquid crystal, the filtering characteristics via changing the external electric
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field to adjust the refractive index of the liquid crystal under different structure are

analyzed. Tunable photonic crystal filters are demonstrated by employed electro-optic

effect of liquid crystals. The optimal conditions obtained manifest the potential of

applications in dense wavelength division multiplexing (DWDM) systems.

55.2 Theory and Methodologies

In photonic crystal devices, photonic band gap, being the wavelength window in

which optical-wave penetration through the crystal is prohibited, is the most

important parameter. The calculations of the photonic band gaps and optical

transmission characteristics of the proposed structures are based on plane wave

expansion (PWE) method and finite-difference time-domain (FDTD) method,

respectively. In this chapter, a computer simulation software (CrystalWave, Photon

Design, UK) is used to analyze the optical characteristics of the proposed devices.

The schematic of the proposed structure is shown as follows:

The filter is formed as a rhombus ring cavity with liquid crystal-filled nanorods

distributed in the oscillation path. The basic structure of the photonic crystal is an

air-rod triangular lattice, formed by using etching processes on the top silicon layer

of a silicon-on-insulator (SOI) substrate, whose thicknesses of bottom silicon

substrate, SiO2 and top silicon layers are 1-, 0.5-, and 0.5 μm, respectively. The

defects in the photonic crystals are introduced to form input and output waveguides

beside the ring cavity, shown in Fig. 55.1. The incident light is introduced into the

input channel and output 1 and 2 channels are thru- and drop ports, respectively.

The double refractive indexes of the liquid crystal depend on the propagation

direction and the polarization states of the light and those for the extraordinary rays

could be characterized by the following equation:

neff θð Þ ¼ noneffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2e cos

2θ þ n2o sin
2θ

p ð55:1Þ

where ne, no, and θ are extraordinary, ordinary refractive indexes of the liquid

input  channel

Silicon 0.5 μm guided layer

Silicon Substrate
1 μm

output  1

output  2

SiO20.5 μm 

Fig. 55.1 The schematic of the photonic crystal filter with liquid crystal-filled nanorods
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crystal and light propagation angle with respect to optical axis of the liquid crystal,

respectively.

55.3 Simulation Results

The top views of the proposed rhombus ring filters are shown in Fig. 55.2a, b,

schematically. In Fig. 55.2a, b, five and six liquid crystal nanorods are inserted into

the defect regions of each side of the rhombus ring, respectively. Liquid crystal E7

is adopted in the devices and some important parameters of it are listed in

Table 55.1. The diameter of the liquid crystal nanorods is 0.3 μm. To analyze the

optical characteristics for the rhombus ring cavity, the waveguide modes in the

photonic crystal are calculated first. The lattice constant, a, of the photonic crystal is
0.6 μm, and the diameter, r, of the air nanorod is 0.5 μm. By using the PWEmethod,

the band diagrams for TE and TMwave can be firstly calculated and are as shown in

Fig. 55.3a, b, respectively.

As shown in Fig. 55.3, the band gaps of the photonic crystal range from 1.48 to

2.52 μm and 2.28 to 2.70 μm for TE and TM modes, respectively. For the DWDM

applications in optical fiber communications, of which the operating wavelength is

Fig. 55.2 The schematic diagrams of rhombus ring filters (a) five and (b) six liquid crystal

nanorods (yellow rods) locate in each side of the rhombus rings

Table 55.1 Physical

properties of liquid crystal E7
Property

Type Nematic

Optical axis Positive uniaxial material

Index of refraction Ordinary (no) 1.522

Extraordinary(ne) 1.747
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around 1,550 nm, it is observed only the TE mode could be guided in the photonic

crystal.

Since the refractive index of the liquid crystal vary with the orientations of the

molecular axes with respect to the polarization directions of the propagation light, it

could be modulated by applying an external electric field to change the molecular

axes of the liquid crystal. The refractive index of liquid crystal for TE polarized

wave is schematically described in Fig. 55.4.

A pulsed light with wavelength λ¼ 1,550 nm is engaged in input channel of the

filter and the output lights are emerged at output channels 1 and 2. The power

distributions for rhombus ring with six liquid crystal nanorods in each side are

shown in Fig. 55.5a, b. In Fig. 55.5a, the refractive index of the liquid crystal is

no¼ 1.522, and as well as in Fig. 55.5b, it is ne¼ 1.741.

The performance of the PhC devices could be examined by calculating the

spectra of the output port 1 (thru port) and 2 (drop port). The transmission spectra

of the rhombus ring filters are depicted in Figs. 55.6, 55.7, 55.8, and 55.9 for TE and

TM modes. In Figs. 55.6 and 55.7, the filter is of five liquid crystal nanorods and in

Figs. 55.8 and 55.9, of six ones as well. The unguided phenomena for TM modes

Fig. 55.3 The band diagrams for (a) TE and (b) TM optical modes

Fig. 55.4 The refractive index variation with respect to the orientation of molecular axis for TE

polarized light (a) molecular align with z direction (the refractive index is equal to ne), and (b)
molecular align with x direction (the refractive index is equal to no)
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Fig. 55.5 The power distributions of the rhombus ring filter with refractive index of liquid crystal

is (a) no¼ 1.522, and (b) ne¼ 1.741

Fig. 55.6 The transmission spectra of the rhombus ring filter with inserted liquid crystal of refractive

index no¼ 1.522 for (a) TE mode and (b) TM mode (five liquid crystal nanorods in each side)

Fig. 55.7 The transmission spectra of the rhombus ring filter with inserted liquid crystal of refractive

index ne¼ 1.741 for (a) TE mode and (b) TM mode (five liquid crystal nanorods in each side)



are observed in Figs. 55.6, 55.7, 55.8, and 55.9b due to their forbidden bands

excluding the operating wavelength range 1,500–1,518 nm.

It is noted from the optical spectra of output port 2 that the drop power is not

obvious in the ring filter with five liquid crystal nanorods in each side (Figs. 55.6a

and 55.7a). On the contrary, the results presented in Figs. 55.7a and 55.8a demon-

strate that the rhombus filters with six liquid crystal nanorods in each side have

apparent transmission notch and drop spectra. The filter with liquid crystal of

refractive index no¼ 1.522 (Fig. 55.7a) has a transmission notch at wavelength

Fig. 55.8 The transmission spectra of the rhombus ring filter with inserted liquid crystal of

refractive index no¼ 1.522 for (a) TE mode and (b) TM mode (six liquid crystal nanorods in

each side)

Fig. 55.9 The transmission spectra of the rhombus ring filter with inserted liquid crystal of

refractive index ne¼ 1.741 for (a) TE mode and (b) TM mode (six liquid crystal nanorods in

each side)
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λ¼ 1,501.4 nm and drop peak at wavelength λ¼ 1,501.2 nm, whose 3 dB band-

width is about 1.6 nm. Alternatively, the filter with liquid crystal of refractive index

ne¼ 1.741, a transmission notch locates at wavelength λ¼ 1,506.4 nm and drop

peak at the same wavelength, whose 3 dB bandwidth is about 0.8 nm, complying

with the channel width of 100 GHz in DWDM systems.

55.4 Conclusions

A rhombus ring filter with liquid crystal nanorods has been demonstrated. The

simulation results reveal that filters with six liquid crystal nanorods on each side of

the rhombus cavity have dramatic filtering characteristics, especially, with liquid

crystal of refractive index ne¼ 1.741, a drop channel at wavelength λ¼ 1,506.4 nm

with 3 dB bandwidth of 0.8 nm are obtained. These characteristics are applicable in

DWDM optical communication systems.
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Chapter 56

A Self-Focus High Precision Scheme Applied
to HCPV Solar Center Tracker

Yiing-Yuh Lin and Fu-Mao Jhuang

Abstract An image processor with a self-focus scheme to estimate the center of

the solar disc is presented in this chapter. It can be utilized in the automatic tracking

module on a HCPV power generation unit to closely follow the solar center with

high precision under various weather conditions. To start the proposed procedures,

a photo containing the solar image is taken first by a digital sensing device. Then, it

is sent to the algorithm and goes through a series of steps to identify and to isolate

the solar image. Finally, the solar center is located by the three-point center method.

The proposed scheme, based on a weighted brightness factor of the image, evalu-

ates the image center by comparing the estimated solar diameter to the reference

one and iteratively modifies the thresholds in the image isolation step. The results

show total processing time can be a fraction of a second and the estimation accuracy

reaches to less than an arc second, depending on the pixels in the taken photo.

Keywords Solar tracking • Image processing • Threshold • Solar center • HCPV

56.1 Introduction

Since the last decade, direct conversion of solar radiation into electric power

through photovoltaic materials has been actively studied as one of the important

future energy resources [1]. Its continual challenge for the researchers is to increase

the efficiency of the solar cell with low cost. Among various types of technology,

the high concentration photovoltaic (HCPV) system using III–V GaAs solar cell is

most likely to be used for building effective solar-electric power plant that can

produce large power output [2]. To obtain the best possible photovoltaic conversion

rate, putting the Fresnel lens on top of the particular type of solar cell is required for

high sunlight concentration [3]. It can be achieved especially when sunlight

impinges vertically on to the lens [4]. As such, pointing accurately to the center

Y.-Y. Lin (*) • F.-M. Jhuang

Department of Aeronautics and Astronautics, National Cheng Kung University,

Tainan 70101, Taiwan

e-mail: yinlin@mail.ncku.edu.tw

© Springer International Publishing Switzerland 2016

J. Juang (ed.), Proceedings of the 3rd International Conference on Intelligent
Technologies and Engineering Systems (ICITES2014), Lecture Notes
in Electrical Engineering 345, DOI 10.1007/978-3-319-17314-6_56

437

mailto:yinlin@mail.ncku.edu.tw


of the sun is vital for the HCPV unit to gain an optimum electric power conversion

from the sunlight.

A reliable approach is to integrate the theoretical sun trajectory with a real-time

center positioning control, allowing the HCPV unit to follow the sun closely and

aiming at the solar center precisely to receive the sunlight vertically [5, 6]. It usually

relies on image processing technique to determine solar center with very high

precision and known estimation error [7]. Also, when sunlight is blocked by

dense clouds, the computed sun trajectory is utilized as a reference to rotate the

HCPV unit to track the sun with open-loop control.

Using digital charge coupled device (CCD) to photograph the sun for real-time

tracking purpose was proposed as early as in [8]. The difficulties involved are

twofold: one is to assemble a set of digital sensing device that can take clear solar

image and protect itself from over exposing to the sun; the other lies in the accurate

estimation of the solar disc center. Furthermore, the related studies seldom consider

the estimation under varieties of weather conditions. In this chapter, a digital image

processor with a scheme is proposed which can be incorporated onto a HCPV unit

for real-time pointing to the solar center. The scheme, by iterative self-focus

method, shall be able to reduce the weather effects, which can blur or cover the

solar image, and to enhance the estimation.

56.2 Image Processing Procedures

In this application, the objectives of the proposed scheme are to distinguish the solar

image from its surrounding using its color and shape to sufficiently eliminate any

possible noise on the acquired digital figure, effectively isolate the solar image, and

accurately find the center of the sun. The scheme procedures are divided into the

following steps [9, 10].

Image Acquisition. Obtaining a clear photo with large enough solar image is the first

and determining step to accurately estimate the solar center. If the sun taken in the

photo is too small, it may introduce uncharacteristic noise and errors to the image due

to the digitizing effects and is difficult to filter out. The following units are assembled:

(a) Solar filter: Thousand oaks® optical type 2+, Dia. 82 mm, and transparent

ratio 10�5

(b) Telescope, model: Microtech® F90TR, diameter 90 mm, and magnifying

ratio 50

(c) Digital Camera, model: Canon® A3300 IS, 16-million pixels, lens angle 55�,
and magnifying ratio 1.645

In item a, the filter is for blocking most of the sunlight from damaging the

camera. The telescope in item b is to magnify the solar image to have a better

processing result. The high resolution digital camera in item c is used for taking

solar image.
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A full color solar image taken by the setup is sent through RS232 port and

received by the image processor in a monitoring PC with 2.8 GHz Intel® Pentium

4 CPU. Custom-made instrument dedicated for the work shall be designed and

manufactured after the test parameters are assured.

RGB to HSL. The sun’s color doesn’t change much but its brightness varies

significantly under different weather conditions. RGB is transformed into HSL

format to improve the identification of the solar image in a photo.

Binary Representation. Solar image usually is much brighter than its background.

The photo is transformed into a binary format to separate the sun from its back-

ground with the following setting

g x; yð Þ ¼ 1, fmin � f x; yð Þ � fmax

0, otherwise

(
: ð56:1Þ

where function g(x, y) stores the binary result, 1 as white and 0 as black, and f(x, y)
keeps the brightness info in HSL format at (x, y) photo coordinates. Also, fmin and

fmax are preset lower and upper bounds of the binary conversion, respectively.

Image Filter. After the binary procedure, the image may not be clear and isolated.

To improve the situation, the erosion and the distension are applied to remove the

debris and the rough edges.

Boundary Detection. The boundary detection is required to identify the target edge

after the filtering procedure and the Sobel method [11] is used.

Center Location. The three-point circle method is chosen which finds the center of a

circle at the intersection of the lines that are perpendicular to the straight line

segments connecting any three noncollinear points on the circle boundary.

56.3 Improvement of Threshold

Proper fmin is necessary to accurately determine the boundary of the binary image.

An iterative correction scheme is implemented to improve fmin selection.

Reference solar diameter [12] Dref relating to the solar size in a taken digital

photo is also crucial to find correct solar center and it can be obtained in terms of

pixel by:

Dref ¼ θ �M=α� P; ð56:2Þ

where θ in degree is the average solar view angle in the sky, M is the telescope

magnifying ratio, α in degree is the camera view angle, and P is the photo pixel

number along horizontal or vertical photo frame. In the study, the value is given as

Horizontal: Dref¼ 0.53� 50/38.90� 640¼ 436; Vertical: Dref¼ 0.53� 50/

29.17� 480¼ 436.
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To quantify the accuracy of the solar center, an estimated error e(N ) is defined by:

e Nð Þ ¼ 1

B Nð Þ
XB Nð Þ

i¼1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xi Nð Þ � Xc Nð Þ½ �2 þ Yi Nð Þ � Yc Nð Þ½ �2

q
� Dref

���� ���� ; ð56:3Þ

where N is the iteration number, B(N ) is the number of points selected from the

image boundary, [Xi(N ), Yi(N )] is a boundary point and [Xc(N ), Yc(N )] is the center.

The key factor to choose fmin is the brightness of solar image in contrast to its

background in a photo. Weighted average value of brightness (WAVB) is defined to

quantify the relation and is expressed as

WAVB ¼
X255
i¼0

i� N ið Þ=
X255
i¼0

N ið Þ ; ð56:4Þ

where i and N(i) represent the brightness level of a pixel specified between 0 and

255 and the number of pixels with the same brightness in the HSL matrices,

respectively.

In this study, three representative samples were chosen to form the equation,

which are sample A: Sunny, sample B: partial cloudy, and sample C: very cloudy.

For each sample, WAVB value and the corresponding fmin in the binary procedure

were carefully evaluated and the pair that produces the smallest e(N ) was recorded.

Then, an approximate linear equation was determined using the data obtained from

the three samples and the well-known least square error method

fmin ¼ α�WAVBþ b; ð56:5Þ

where α is 0.581 and b is �0.951. Initial fmin and fmax for the binary procedure are

obtained from the HSL photo using (56.4) and (56.5) and the brightest point,

respectively. To modify fmin from (56.5), WAVB computed from the binary figure

and the bisection method are used. The iteration procedure stops when the esti-

mated error e(N ) in N iteration is smaller than or equal to lower bound 0.5 pixels in

the study.

56.4 Cases Study

Three solar images under different cloud conditions as shown below were taken for

examining and comparing the proposed approach.

Case A, Case B, and Case C in Fig. 56.1 represent the sun in clear, light cloud,

and heavy cloud sky conditions, respectively.
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56.4.1 Test Using Fixed fmin

Lower bound fmin in binary representation is set at 20 for all three cases and results

obtained after the process are shown below

where Case A1, B1, and C1 in Fig. 56.2 are the binary solar images of Case A, B,

and C, respectively, and their data are shown in Table 56.1.

In Table 56.1, each image is processed only once and the process times for each

case are 0.56, 0.61, and 0.5 s, respectively, due to different point number selection.

From Fig. 56.2 and Table 56.1, the solar center can be effectively estimated in

Case A1 when the sun is very clear. But the estimation error function e(N ) of solar

diameter for Case B1 and C1 are more than 0.5 pixels. Because the photos were

taken in different time, their centers are not the same and the diameter is the only

reference to check the estimation integrity. Also, the error is quite large for C1 with

heavy cloud coverage.

Case C Case A Case B

Fig. 56.1 Solar images from different sky conditions

Case A1 Case B1 Case C1

Fig. 56.2 Comparison of binary results from fixed fmin

Table 56.1 Test results

from cases in Fig. 56.2
Image Center (x, y) Diameter e(N ) Error

Case A1 313, 238 436 0.49

Case B1 326, 225 435 1.48

Case C1 332, 203 291 144.9
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56.4.2 Test Cases with Iterative fmin

The same cases in Fig. 56.1 are tested again with the proposed iterative scheme and

the results and estimation data are shown in the following figure and tables.

Although the image differences between Case A1 and A2 or B1 and B2 are barely

noticeable, images for Case C1 and C2 are quite different in Figs. 56.2 and 56.3.

Also shown in Tables 56.2 and 56.3, the scheme provides good initial fmin to

obtain much accurate center point. For Case C2 in Table 56.3, fmin was modified five

times to obtain a very small error center position and the process time required is

only 0.59 s.

56.5 Conclusions

The proposed scheme has effectively identified the solar center even with cloudy

solar images. Through the digital image processing techniques and a simple three-

point circle method, the scheme can efficiently determine the solar center under

various degrees of dense cloud on the solar image. Feedback selection from the

linear equation that approximates the relation between fmin and WAVB proves to be

Case A2 Case B2 Case C2

Fig. 56.3 Comparison of binary images from iterative fmin

Table 56.2 Iterative results

from cases in Fig. 56.2
Image Center (x, y) Diameter e(N ) Error

Case A2 313, 238 436 0.44

Case B2 326, 225 436 0.41

Case C2 327, 273 436 0.15

Table 56.3 Iteration conditions from cases in Fig. 56.2

Image Initial fmin Final fmin Iteration no. Process time

Case A2 29 29 1 0.48

Case B2 21 21 1 0.47

Case C2 6 2 5 0.59
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very useful for determining the boundary of a solar image under cloudy weather.

Also, the known solar angular diameter taken and updated repetitively in clear days

provides a vital reference in determining the error in estimating the solar center.

Analyses of the results from outdoor test cases also indicate that reducing the

center estimation error requires a good size solar image, which can be taken from an

image sensing device with proper lens angle and a large and compatible number of

pixels. However, the computation number in each step of the scheme is very large

and increases rapidly with more pixels in the photo. Further investigation on the

solar image acquisition hardware, the algorithm, and the computing power are

necessary to improve and to satisfy the requirements of the tracking module on a

HCPV unit.
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Chapter 57

Controlling Flock Through Normalized
Radial Basis Function Interpolation

Mankyu Sung

Abstract This chapter introduces a controllable real-time flocking simulation

framework through a vector field based on normalized radial basis function. During

the design process, the framework subdivides the entire simulating environment

into small cells, a so-called grid structure, and then assigns a vector per each cell,

which represents a 2D vector field. The vectors of the field are automatically

calculated by specifying a set of control vectors which are used for interpolating

all vectors on the field. The interpolation scheme is based on normalized radial

basis function. Once the construction of vector field is done, at the low level, flocks

are simulated by following the vector field in the grid structure. Throughout this

process, the position of individual agents is updated and collisions between the

flock and the static obstacles are avoided by emitting a repulsive vector around the

obstacles on the field. Interindividual collisions are also handled through fast

lattice-bin method which can minimize the number of comparisons for detecting

collisions.

Keywords Flocking • Computer animation • Radial basis functions

57.1 Introduction

Flocking animation has been widely used for spectacle scenes in featured films or

animations. Most likely, those scenes are shown at the most important time for the

entire story [1]. Therefore, many Hollywood film makers use those scenes for

advertising and showing off their technical capabilities. However, simulating

those flocking scenes poses a lot of technical challenges [2]. First, because flocks

consist of hundreds and thousands of characters, it is impossible to control each

individual manually. Second, because the aggregate behaviors of a flock are more

important than individual movements, there must be a mathematical control model

to manipulate the overall shape or flow of the flock movement. Third, in the process
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of simulating flocks, collisions need to be avoided among individuals as well as

between individuals and static obstacles.

In this chapter, a new control scheme for flock animation in real time is

presented. It is based on a vector field which is embedded in the simulating

environment. Depending on the environment, either 2D or 3D vector field is set.

The only difference between 2D and 3D vector field is whether or not the vector has

2D or 3D coordinates. Given m by n vector field, a vector is defined at the center of
each cell of the vector field. The vectors are used for controlling the flow of the

flock. That is, if an individual enters one of the cells of the vector field, then it is

influenced by the force which corresponds to the vector defined inside. Therefore, it

is possible to cast the flock control problem into a vector field design problem. The

proposed scheme automatically sets the vectors in the vector field from a set of

control vectors. The control vectors are the user-specified vectors on the environ-

ment for controlling the movement of flow. From the control vectors, by applying

radial basis function interpolation technique [3], it is possible to calculate all

vectors in the vector field automatically. Since the interpolation can be done in

real-time, users are allowed to add or delete control vectors at runtime, which

makes it possible to change the movement of flock in real time. In this process,

collisions between the flock and static obstacles are prevented by emitting repulsive

force around the obstacles. Those repulsive forces are added to the existing vector

field as another layer. Collisions between individuals are then avoided by using

simple lattice-bin method which is another grid container structure for reducing the

number of times neighboring individuals check the proximity. Several experiments

have verified that this proposed algorithm is able to control the flock movement by

setting control vectors on the environment without causing any collisions.

57.2 Related Works

Flocking simulation can be categorized into three different approaches, which are a

flow-based, an entity-based, and an agent-based approach. The flow-based

approach models a flock as a continuum fluid [4]. Like the fluid flows down on

the ground, the flow-based approach is able to control the flow of crowd easily. This

approach is good for specific scenes of sports events where the crowd enters or exits

a big stadium. However, it is not easy to change the flow at runtime. Chenny

et al. proposed a tile-based flow control algorithm for improving controllability

[5]. This algorithm controls flow by laying out the predefined flow-tile-blocks on

the environment. These two approaches are similar because both try to control the

flock using flow tiles. However, this proposed approach uses a vector field instead

of tile blocks. Also, it can arbitrarily change the flow at runtime by just specifying

control vectors, which has benefits in the controllability over the flock. The entity-

based approach considers the flock as a set of synchronous entities with same

properties. The particle-based method is one of the popular algorithms of entity-

based approaches. Helbing proposed a social force model for simulating crowds
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using a particle system [6]. This algorithm controls the crowd through social and

psychological properties of crowds. Since those properties must be set before

simulation, it is not easy to find exact values of those properties.

The agent-based approach considers each individual as an independent and

autonomous robot. Each agent perceives the changes happening in the environment

and makes a decision for the next action [7]. Since this approach considers each

individual as an intelligent entity, it does not need any centralized control mecha-

nism. However, it has a disadvantage for simulating aggregative behaviors such as

formation control. In addition, when the total number of individuals increases, it is

not easy to achieve a real-time performance because each one needs to be updated

one by one.

57.3 Algorithms

In this proposed method, the environment is assumed to have w by h size. On the top
of the environment, a vector field with n by m size was built. As a result, each entry

of vector field takes a region of w/n by h/m size in the environment. The method

then assigns a vector in the center position of each region. In the algorithm, the

vectors are used as force vectors to drive flocks to move in a particular direction.

For assigning all vectors in the vector field, this scheme uses a radial basis function

interpolation technique over a few user-specified control vectors on the

environment.

The radial basis function has been used for interpolating scattered data. Many

methods exist for solving this problem. The problem is denoted as follows: for a

given set of n data points, x j

� �n

j¼1
with actual values, f j

n on

j¼1
, the radial basis

functions are defined as ψ j xð Þnj¼1

n o
so that the linear combination of these

functions is able to interpolate the data [3]. Mathematically, a function s(x) can
be computed as in the following (57.1).

s xð Þ ¼
X k

j¼1
λ jψ j xð Þ ð57:1Þ

where s xð Þ ¼ f j for j ¼ 1, . . . , k and λj are weights.

In this approach, s(x) corresponds the unit vectors on the vector field at the

position x and ψ j are user-specified k control vectors. The control vectors can be

defined in the 2D or 3D space. Even though this chapter explains mainly about 2D

control vector, the approach itself can be easily extended to a 3D one just by adding

z coordinate. Each 2D control vector ψ j has a starting position ψ j(xs) and an ending

position ψ j(xe) where both xs and xe 2 ℝ2. From these vectors, the λj can be

computed using the only ψ j(xs) as shown in (57.2).
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λ j ¼
X k

j¼1

1

x� ψ j xð Þ�� ��
( )2

ð57:2Þ

The λj then becomes a normalized radial basis function λ̂ j by normalization.

Equation 57.3 explains the normalization step.

λ̂ j ¼ λ jX k

j¼1
λ j

ð57:3Þ

From λ̂ j, the s(x), which is the vector in a vector field at x, can be calculated on the

vector field by using ψ j(xe) in (57.4).

s xð Þ ¼ s xð Þ þ
X k

j¼1
λ̂ jψ j xeð Þ ð57:4Þ

After that, s(x) is normalized to ensure the unit size.

Once the vector field is constructed, a set of flocks is put on the environment for

simulation. The initial positions of flocks are randomly set, and then they are

updated according to the external forces existing on the environment. The proposed

method adopts three different forces to control the flocks. Those forces are flow
force and two collision avoidance forces. The flow force, denoted as Ff, is derived

from the vector field explained above, and collision avoidances forces, which are

subdivided into two different forces, Fo and Fi, are calculated separately. The Fo is

for collision avoidance of static obstacles and Fi is for interindividual collision

avoidance. All forces are added up with weighting values for each individual at

every time step t. Equation 57.5 illustrates the external force which consists of Ff,

Fo and Fi.

F ¼ αF f þ βFo þ γFi ð57:5Þ

where α, β and γ are all weighting values for flow force and two collision avoidance

forces respectively. If the α is bigger than β or γ, then it means that the simulation

puts more emphasis on making flock follow the vector field than on collision

avoidance. Otherwise, it rather considers the collision avoidance than makes flock

follow the vector field.

First, the Ff is calculated from the vector field s(x). Let v be the current velocity
of an individual. Then, Ff can be set by subtracting the current velocity from the

vector s(x) obtained from the vector field.

F f ¼ s xð Þ � v ð57:6Þ

The Ff is then truncated by the predefined maximum force Fmax, if the value is

bigger than Fmax.
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Second, in order to calculate the Fo, the proposed method embeds the obstacles

into bounding circles and makes bounding circles emit repulsive vectors around

them. These vectors are then added to the existing velocity field. Mathematically, let

c be the center position of bounding circle, then x is the center position of an element

of vector field located inside the bounding circle. Then, theFo is calculated by (57.7).

Fo ¼ x� c= x� ck k ð57:7Þ

Third, the collisions between individuals are avoided through the intercollision

avoidance force Fi. The Fi is calculated by finding an average velocity vector that

does not cause any collision with all neighbors. Let {A} be all the neighbors around a
particular individual of the flock. Then the individual calculates the distance vectors

di between its current position and all neighbors’ positions. The di is then normalized

to d̂ i and divided by the length of the vector. The division by the vector length is for

giving different weights on the Fi depending on the distance from the corresponding

individual. Those weighted di are summed up for all neighbors and divided by the

number of neighbors for calculating an average. Finally, the vector is subtracted by

current velocity v. Mathematically, (57.8) explains how to compute Fi.

Fi ¼

Xm

j¼0

d̂ j

d j

�� ��
m

� v ð57:8Þ

where m is the number of neighbors and v is the current velocity.
One important point to achieve real-time performance in simulation is that it

needs a smart way to reduce the number of neighbors {A} for Fi. The proposed

algorithm uses a simple lattice-bin method to reduce the neighbors. The lattice-bin

method divides the entire environment into a grid structure and makes each slot of

the grid maintain a dynamic list structure for containing all individuals located

within the slot. Because the computation of Fi is done only for all neighbors in the

list, it can reduce the number of neighbors significantly.

After computing F in (57.5), the individual calculates its acceleration by divid-

ing F by its mass. Once the individual knows its acceleration, it can update its

positions through the simple Euler integration method.

57.4 Experiments

The proposed algorithm was implemented using Processing 2.2.1 programming

language for experiments. Figure 57.1a shows the vector field, designed by the

radial basis function interpolation. Note that red lines in the figure correspond to the

control vectors that are user-specified. Thanks to the radial basis function interpo-

lation, the entire vector field is automatically calculated by using only three or four

control vectors. The two gray circles in the middle are bounding circles for static

57 Controlling Flock Through Normalized Radial Basis Function Interpolation 449



obstacles. The vectors around the obstacles are different from other areas because

of repulsive forces generated from the obstacles. Figure 57.1b shows the lattice-bin

grid structure for fast collision detection between individuals.

Figure 57.2 shows several screen shots of flock simulation using the proposed

algorithm. The flocks are represented as black triangles. In this simulation, users are

Fig. 57.1 (a) A vector field designed by radial basis function interpolation. (b) The lattice-bin for
fast collision-checking between individuals

Fig. 57.2 Screenshots of real-time flock simulation using the proposed algorithm
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allowed to add more and more control vectors on the environment to change the

direction of flocks at runtime. The bottom of the figures indicates the current frame

rate, which is around 60 frame/s. That guarantees that the proposed algorithm has

the real-time performance.

57.5 Conclusion

This chapter introduces a novel control scheme for controlling flocks. For driving

flocks to particular direction in the environment, the scheme uses a vector field that

can be easily designed by the radial basis function interpolation technique based on

only a few user-specified control vectors. On top of that, the algorithm combines

collision avoidance forces for making individuals not bump into obstacles as well as

other individuals. Through several experiments, the proposed algorithm verifies

that it can run real-time performance. For future work, I would like to mix this

algorithm with other control algorithms such as reciprocal velocity obstacle method

(RVO) [8].
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Chapter 58

Novel AF Relay Design for Optimizing
a MIMO Relay Network Under Backward
Non-flat-Fading Channels

Chun-Hsien Wu

Abstract This chapter presents a novel AF relay design for a MIMO relay network

optimization under received power constraint. With no CSI at the source, the

optimum multiple relay precoders of a MIMO relay network are devised for com-

bating the backward non-flat-fading channels. Simulation cases in terms of BER

performance validate the proposed relay design and justify the proposed approach in

its ability to pursue an optimum delay transmitted block for detection at the receiver.

Keywords Amplify-and-forward • AF • Oblique projection • Relay precoder

58.1 Introduction

Cooperative multiple-input multiple-output (MIMO) relaying techniques have

evoked a lot of research interest because the spatial diversity of the network can be

exploited and the communication range can be extended [1]. In such a network, the

received signal superimposed by the emitted signals frommultipleMIMO relays may

achieve a much high power level, and thus, degrades the performance of neighbor

receiver [2, 3]. This study extends the work of [3] to investigate the scenariowhere the

multiple relays, suffered backward non-flat-fading channels, are selected for amplify-

and-forward (AF) relaying. Particularly, the problem of optimizing MIMO relays is

addressed for combating the backward interblock interference (IBI) effect, subject to

the maximum-received power constraint at the receiver. To this end, all the proposed

relays are devised according to the idea of recently built oblique-projection-based

linear receiver with block delay detection [4, 5]. With no channel state information

(CSI) at the source, the optimum relay precoders offered by the proposed multiple
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relays and the optimum delay transmitted block (for detection at the destination) are

jointly pursued by the proposed approach so that the desired system criterion is

achieved.

Notation: The superscripts (∙)H, (∙)T, and (∙)�1 are the Hermitian, transpose, and

matrix inverse operators, respectively; E[∙] is the statistical expectation; tr(A) is the
trace of a matrix A; vec(A) is the operation that stacks the columns of A into a

single column vector; M0 � 	 	 	 �MP�1ð Þ denotes a general block diagonal matrix

whose block elements are given by Mi for i¼ 0, 1,. . ., P� 1.

58.2 Proposed Amplify-and-Forward Relay Design

Consider a MIMO relay network in which a single source and a single destination

are consisted of M transmit antennas and M receive antennas, respectively. The

K cooperative AF relays, each with N (>M ) transmit/receive antennas, are used in

this network. During data transmissions, the forward flat-fading FIR channels and

backward non-flat-fading FIR channels are assumed linear and time-invariant

(LTI). Additionally, there exists no direct line of sight channel between the source

and the destination.

58.2.1 Received Signal Model of Each Relay

Let sn¼ [sn(0), sn(1),. . ., sn(M� 1)]T denote the nth block of M uncorrelated trans-

mitted symbols on the source antennas. The nth block of N received symbols and

the N zero-mean complex additive white Gaussian noise (AWGN) samples on the

antennas of ith (i¼ 0, 1,. . ., K� 1) relay are denoted as rn(i)¼ [rn(i)(0), rn(i)(1),. . .,
rn(i)(N� 1)]T and vn(i)¼ [vn(i)(0), vn(i)(1),. . ., vn(i)(N� 1)]T, respectively. Since the

backward non-flat-fading FIR channels are considered, the received signal at the ith
relay is given by

rn ið Þ ¼
XL
m¼0

HSR ið Þ,msn�m þ vn ið Þ; ð58:1Þ

where HSR(i), m is a N �M matrix of mth (m¼ 0, 1,. . ., L ) FIR channel coefficient

matrix with order L between the source and the ith relay. Note that in this work all

the backward FIR channels are assumed the same order for simplicity. From the

point of forwarding the target block sn in rn(i) of (58.1) in previous studies, sn
suffered the IBI effect caused by blocks sn�m.

Consequently, this study proposes a novel AF relay design based on the idea of

our oblique-projection-based linear receiver with block delay detection [4, 5].

Unlike the receiver designs in ([5] and therein), the symbol detection is not operated
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at each relay but at the destination. Before forwarding the received signal, the ith
relay is employed with a proposed design of matrix W d ið Þ for simultaneously

combating the backward IBI and the subsequent forward channel effects. More

precisely, the proposed W d ið Þ in each relay is applied on the consecutive blocks of

rn(i) in (58.1) to perform equalization for eliminating IBI against a certain delay

transmitted block sn�d, where d is an integer and represents the block delay (d � 0).

Let rn ið Þ ¼ vec rn�Qþ1 ið Þ; . . . ; rn ið Þ
� �� �

denote the stacked Q consecutive blocks of

rn(i) in (58.1). Since HSR(i), m of (58.1) is of order L, rn ið Þ can be constructed as

rn ið Þ ¼ C ið Þsn þ vn ið Þ; ð58:2Þ

where C ið Þ denotes the QN � Qþ Lð ÞM composite block Toeplitz channel matrix

(between the source and the ith relay)whose first block of rows is [HSR(i),L,. . .,HSR(i),0,

ON�(Q�1)M]; sn ¼ vec sn�Q�Lþ1; . . . ; sn
� �� �

and vn ið Þ ¼ vec vn�Qþ1 ið Þ; . . . ; vn ið Þ
� �� �

denote the stacked Qþ Lð Þ blocks of sn, and Q blocks of vn(i) for ith relay, respec-

tively. Based on the described design for ith relay, the proposedN � QNmatrixW d ið Þ
is applied to rn ið Þ of (58.2) to yield the nth block of forwarded signal for ith relay,ern ið Þ ¼ W d ið Þrn ið Þ.

Applying the works of the oblique-projection framework of ([5] and therein), the

proposed W d ið Þ for ith relay, is implemented with

W d ið Þ ¼ F ið ÞSeEUd ið ÞBd ið Þ ~M d ið Þ
� �H

Q N�Mð Þ�LM
; ð58:3Þ

where the offered N �M block-based matrix F(i) is known as relay precoder herein

for ith relay, and Se ¼ OM� QþL�1ð ÞM, IM
� �

extracts the lower M-size block of the

EUd ið ÞBd ið Þ ~M d ið Þ
� �H

Q N�Mð Þ�LM
rn ið Þ ; The above designs of ~M d ið Þ

� �H
Q N�Mð Þ�LM

and

oblique projection EUd ið ÞBd ið Þ for ith relay are constructed similarly as the deriva-

tions in [5]. Hence, with (58.2) and (58.3), and applying the properties of oblique

projection, i.e., EUd ið ÞBd ið ÞUd ið Þ ¼ Ud ið Þ and EUd ið ÞBd ið ÞBd ið Þ ¼ O can be simplified as

ern ið Þ ¼ F ið ÞHd ið Þsn�d þ F ið Þevn ið Þ; ð58:4Þ

where Hd ið Þ ¼ SeUd ið Þ denotes the lower M �M block of Ud ið Þ, and evn ið Þ ¼ Se

EUd ið ÞBd ið Þ ~M d ið Þ
� �H

Q N�Mð Þ�LM
vn ið Þ denotes the M � 1 oblique-projected Gaussian

noise vector that has a positive-definite covariance matrix [4].

58.2.2 Design Problem Formulation

The received signal yn at the destination is obtained from K relays that transmit

signals through forward flat-fading channels, denoted by M � N matrix HRD(i) for

i¼ 0, 1,. . ., K� 1. Let wn denote the nth block of M zero-mean complex AWGN
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samples on the receiver antennas. Hence, with rn ið Þ in (58.4) for ith relay, yn is

formulated as

yn ¼
XK�1

i¼0

HRD ið Þern ið Þ ¼ HRDFHSRsn�d þ zn; ð58:5Þ

where zn ¼ HRDFevn þ wn,HRD ¼ HRD 0ð Þ, . . . ,HRD K�1ð Þ
� �

is theM � KN compos-

ite forward channel matrix,HSR ¼ HH
d 0ð Þ; . . . ;H

H
d K�1ð Þ

h iH
is theKM �M composite

effective backward channel matrix, and evn ¼ ev H
n 0ð Þ; . . . ; evH

n K�1ð Þ
h iH

is the KM � 1

composite noise vector of the relays; Moreover, F ¼ F 0ð Þ � 	 	 	 � F K�1ð Þ
� �

is the

KN � KMblock diagonal matrix. This study applies a block-basedM �M equalizer

G to yn of (58.6) for equalizing the intrablock ISI effect caused byHRDFHSR so that

the error en ¼ ŝ n � sn�d, exhibited in front of the detector, achieves minimum-

mean-squared-error (MMSE) criterion, i.e., E[kenk2], where ŝn denotes the nth
block of the detector input. That is, ŝn ¼ Gyn ¼ GHRDFHSRsn�d þGzn.

For a given F and a specific d, the MMSE design of G in (58.8) is given by [6]

GMMSE ¼ σ�2
s IM þHH

SRF
HHH

RDR
�1
z HRDFHSR

� ��1
HH

SRF
HHH

RDR
�1
z ; ð58:6Þ

where Rz ¼ E znz
H
n

� � ¼ HRDF Rev 0ð Þ � 	 	 	 � Rev K�1ð Þ
	 


FHHH
RD þ σ2vIM, and

Rev ið Þ ¼ E evn ið ÞevH
n ið Þ

h i
is defined with eVn(i) in (58.4) for i¼ 0, 1,. . ., K� 1. More-

over, the covariance matrix of error, denoted by Re ¼ E ene
H
n

� �
, for intrablock

MMSE equalization criterion, is

Re MMSEð Þ ¼ σ�2
s IM þHH

SRF
HHH

RDR
�1
z HRDFHSR

� ��1
: ð58:7Þ

Accordingly, with no available CSIs at the source, the design goal of this work is to

jointly devise optimum F, and d for minimizing tr(Re(MMSE)), subject to a bound PR

on the received power. That is, the design problem is formulated as

min
F, d

tr Re MMSEð Þ
� � ð58:8Þ

subject to tr σ2sHRDFHSRH
H
SRF

HHH
RD þHRDF R~v 0ð Þ � 	 	 	 � R~v K�1ð Þ

� �
FHHH

RD

� � � PR:

Assume C ið Þ of ith relay is full column rank, 0 � d � Qþ L� 1 is satisfied

in (58.8).
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58.2.3 Proposed Approach for Relay Optimization

In the following, an approach of optimization steps is proposed to pursue an

optimum solution of F and d to the design problem of (58.8).

S0. For a given signal-to-noise ratio (i.e., SNR ¼ σ2s=σ
2
v ), initialize d ¼ 0, and

employ the proposed designW d ið Þ in (58.3) to construct the signal modelern ið Þ of
(58.4) for ith relay, i¼ 0, 1,. . ., K� 1.

S1. Based on the signal model ŝn, and the problem of (58.8) for d ¼ 0, apply the

method in [3] to devise the optimum F, subject to the maximum received power

constraint. Then, the proposed optimumW d ið Þ in (58.3) for ith relay is built, and
the optimum block-based GMMSE of (58.6) is obtained accordingly.

S2. Repeat the steps S0 and S1 by increasing d that satisfies 0 � d � Qþ L� 1.

S3. Find the optimum d within 0 � d � Qþ L� 1 and the corresponding optimum

designs F,W d ið Þ andGMMSE whose tr(Re(MMSE)) of (58.8) yields the minimum.

Note that the above steps are applied after a suitable size of Q is set so that C ið Þ of
(58.2) is of full column rank for ith relay.

58.3 Computer Simulations

This section provides the bit error rate (BER) simulations of the optimized MIMO

relay network to validate the proposed AF relay design and investigate the signif-

icance of designing an optimum block delay d. The cases of existing backward

channel IBI are considered. For simplicity, the 4-ary QAM constellation signaling

was independently adopted for each symbol on different antenna for a MIMO relay

network with parameters (M, K, N )¼ (2, 3, 3). Figure 58.1 exhibits the BER curves

of the proposed designs with variable d. The backward channels were of order

L¼ 2. By applying the steps S0 ~ S3 with Q¼ 4, the proposed design with d¼ 1 is

obtained and performed optimally through all SNR range. Obviously, the BER

performance of the optimized network varied with different d. This finding signifies
the importance of pursuing an optimum d with the proposed AF relay design under

the case of existing backward IBI effect. Furthermore, another case of L¼ 1 was

used for the proposed design with variable Q. As indicated in Fig. 58.2, the

proposed optimum design could have an improved BER performance by increasing

Q from 2 to 3, and 4 (nearly 1 dB, and 1.6 dB SNR, respectively, were gained at a

BER of 10�5). Interestingly, the above result reveals a merit that the proposed

optimum design can even obtain a lower BER by processing larger stacked received

blocks, i.e., size-Q, in each relay.
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58.4 Conclusions

This work has proposed a novel AF relay design for optimizing an MIMO relay

network under the scenario of existing backward IBI effect. With no CSIs at the

source, an approach of optimization steps was proposed to pursue optimum multi-

ple relay precoders and the optimum delay transmitted block for detection at the

receiver such that the intrablock MMSE equalization criterion is achieved, and the

received power is constrained. Simulation cases have validated the proposed

optimum AF relay design against the optimum delay transmitted bock and with

larger stacked received blocks in each relay.
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Chapter 59

Development of Wearable Power Assist Wear
Using Pneumatic Actuators

Feifei Cho, Xiangpan Li, and Toshiro Noritsugu

Abstract This research focuses on developing a safe, lightweight, power assist

device that can be worn by people during lifting or static holding tasks to prevent

low back pain (LBP). In consideration of flexibility, light weight, and large force to

weight ratio, two types of pneumatic actuators are employed in assisting low back

movement for safety and comfort. The device can be worn directly on the body like

normal clothing. Because there is no rigid exoskeleton frame structure, it is

lightweight and user friendly.

Keywords Wearable • Assist wear • Pneumatic actuator

59.1 Introduction

Last year, the number of people in Japan aged 65 and over was 30.74 million,

account for 24.1 % of the population. With the rapid arrival of an aging society, the

demand for professional caregivers has increased drastically. It was said that 70 %

of caregivers experience back pain reference. So the development of wearable

power assist devices and nonwearable lifting assist devices are greatly needed in

nursing care fields.

Wearable robots are mechatronic systems that are designed around the shape and

function of the human body. Early designs were mainly exoskeleton types. These

robots have multiple degrees of freedom (DOF), but are not suitable for use in small

spaces and in daily life.

To meet the aging society’s needs for power assist robotic technology, and

devices that wear like normal clothing, this study proposes a new wearable power

assist device for low back support using pneumatic actuators. First, the biomechan-

ical model of the human spine was analyzed to better understand the reason for low
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back pain (LBP). Based on this analysis, two types of pneumatic actuators were

selected to support the human’s back from two aspects: increased support force and

related lever arm length. To measure the human’s action, inertial sensors were

selected by using sensor fusion technology. In order to provide efficient assisted

force, control strategies were determined to minimize the interference of human

actions and provide assistance effectiveness for the proposed device. The proposed

design has been proven through experiments.

59.2 Low Back Pain

Since many health caregivers are troubled by LBP problems, the requirement for

low back support is needed. It is critical to understand the cause of LBP when

designing power assist wear for low back support. LBP is common in various

occupations, its presence being related to activities requiring repetitive lifting,

repeated activities in bending forward positions, and lifting high energetic loads.

Related results also suggest that bending activities involving higher degrees of

trunk flexion are associated with disabling types of LBP in certain working

populations. Such work characteristics are common among nursing caregivers.

The prevalence of LBP in nursing is high compared to other occupations and in

relation to other types of work. Risk factors include physical work such as manual

lifting and transferring of patients, working conditions such as working time and

rest during the night shift, and the working environment. Among these factors,

exposures to frequent manual lifting and transferring of patients are widely recog-

nized factors.

59.3 Actuators of the System

59.3.1 Elongation-Type Pneumatic Rubber Artificial Muscle

Developing wearable power assist devices that wear like normal clothing requires

the development of a new type of pneumatic rubber artificial muscle to meet the

requirements of safety and user-friendliness. In this part, an elongation-type of

pneumatic rubber artificial muscle referred as actuator A, is employed for the

special requirement in assisting low back movement.

Figure 59.1 shows the structure of the elongation-type pneumatic rubber artifi-

cial muscle. It is composed of a rubber tube covered with a bellows sleeve and

closed with ties at both ends. The outer diameter of the rubber tube is 12 mm; the

inner diameter is 10 mm. The bellows sleeve is woven of twisted fiber cord, which

has a maximum expansion diameter of 14 mm and a minimum contraction diameter

of 4 mm. When first pressurized, the elongation-type pneumatic rubber artificial

muscle expands slightly in the radial direction, putting the internal rubber tube into
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close contact with the external sleeve. As the pressure continues to rise, due to the

fact that radial expansion is limited by the external sleeve, the artificial muscle

expands in the axial direction, and it becomes longer. The higher the pressure, the

longer it becomes. Figure 59.2 shows the relation between supplied pressure and

Ld, related displacement of elongation-type pneumatic rubber artificial muscle with

no external load connected. The maximum length is attained when it is pressurized;

and the minimum length is attained when it is not. For this type of muscle (original

length Lo¼ 320 mm), the total length can reach 490 mm (Ld¼ 170 mm) when

pressurized to 500 kPa.

59.3.2 Layer-Type Pneumatic Actuator

The layer-type pneumatic actuator called actuator B, is composed of two TPU

balloons. The TPU material is a composite material that combines the properties

Fig. 59.1 Pneumatic

rubber artificial muscle

Fig. 59.2 Relation between

supplied pressure and

displacement
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of rubber and plastic. It has excellent weight bearing capacity and impact

resistance, and it is widely used in producing massage chairs and airbags. The

TPU balloon used in this device is 150 mm long, 100 mm wide, and 2 mm thick,

as shown in Fig. 59.3. When the balloon is supplied with compressed air, it will

become taller, reaching 50 mm. A TPU balloon can take a maximum air pressure

of 250 kPa. The expansion force reaches 450 N at a pressure of 60 kPa. TPU

balloons are put inside pockets made with nylon bands. In this device, the

actuator is installed in the inner layer of the garment. In order to increase the

moment arm A of assistance force, the expansion displacement in height can

be adjusted by changing the pressure applied.

59.3.3 Bending Pneumatic Actuator

A wearable waist power assist device using a bending actuator as shown in

Fig. 59.4. The device, composed of bending pneumatic rubber artificial muscles

and a garment, can support waist movement by supplying the bending pneumatic

rubber artificial muscles with the desired pressure.

The structure of the actuator is very simple; moreover it can be produced within

1 h. The operating principle is as follows: when the McKibben artificial muscle is

pressurized, the muscle is expanded in the radial direction. The muscle is contracted

in the axial direction for about 25 % in length. Then the actuator bends in the axial

surface-anchoring direction.

Fig. 59.3 Overview of TPU balloon. (a) Overview (top view); (b) Initial state (side view);

(c) Pressurized state
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59.4 Wearable Power Assist Wear Device

This research focuses on developing a safe, lightweight, power assist device that

can be worn by people during lifting or static holding tasks to prevent LBP. In

consideration of their flexibility, light weight, and large force to weight ratio, two

types of pneumatic actuators were employed in assisting low back movement for

their safety and comfort. The biomechanical model of the human spine was

analyzed, and to understand the main causes of LBP: when the human is bending

forward and lifting a load. The erector spinae muscles have a small lever arm,

causing the spine to bear a large amount of force, several times the body weight. By

taking into account the biomechanic structure of the human spine, this device can

provide support in two ways. Actuator A acts as an external muscle power generator

to reduce the force requirement for the erector spinae muscles. Actuator B acts as a

moment arm for the contractile force generated by actuator A, and increases the

effective torque. The device shown in Fig. 59.5 can be worn directly on the body

like normal clothing. Because there is no rigid exoskeleton frame structure, it is

lightweight and user friendly.

59.5 Static Holding Test

For the power assist wear proposed in this study, the elongation-type pneumatic

rubber artificial muscle can be seen as a spring with a variable stiffness. Compared

with exoskeleton-type power assist devices, this device has the advantage of

maintaining a static posture during bending forward. During the experiment, the

subject was told to stand on a force plate, bend forward, and maintain the static

posture while holding a load (7 kg) in both hands. The subject maintained this

position for 30 s. The force plate recorded the movement of the COG. The system

Fig. 59.4 Wearable waist power assist
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default sampling frequency was 60 Hz and 1,800 coordinate values in the X-axis
and the Y-axis were obtained respectively during the experiment. In order to

evaluate the movement of the COG, the collected data was analyzed according to

the following equations:

ΔLi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xiþ1 � Xið Þ2 þ Yiþ1 � Yið Þ2

q
ð59:1Þ

LNG ¼
Xn
i¼1

ΔLi ð59:2Þ

LNGX ¼
Xn
i¼1

��� Xiþ1 � Xið Þ
��� ð59:3Þ

LNGY ¼
Xn
i¼1

��� Yiþ1 � Yið Þ
��� ð59:4Þ

VXiþ1 ¼ Xiþ1 � Xið Þ=T ð59:5Þ

VYiþ1 ¼ Yiþ1 � Yið Þ=T ð59:6Þ

where the ΔLi is the moving length of the COG in one sampling period, LNG is the

length moved in 30 s, and n is the total number of samples (n¼ 1,800). LNGX

and LNGY are related to lengths moved in the direction of the X-axis and the Y-axis.
VXi+1 and VYi+1 are the related moving velocities in the direction of the X-axis and
the Y-axis. Here T is the sampling period (T¼ 1/60 s). The moving lengths of the

Fig. 59.5 Wearable power assist wear device
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COG were calculated and shown in Table 59.1. Related data are shown in Fig. 59.6,

The top two figures show the moving trajectory of the COG and the last two figures

show the velocity distribution of the COG.

59.6 Conclusion

In this study, A power assist wear for low back support, a device using new types of

pneumatic actuators are proposed. Compared to that of McKibben-type pneumatic

rubber artificial muscle, the contraction rate of elongation-type pneumatic rubber

artificial muscle is larger. As it does not use an exoskeleton structure, the device can

be worn on the human body just like normal clothing. It can provide assistance

force for the low back, reducing the possibility of LBP, and the assistance power of

the device can be adjusted by changing the pressure of the compressed air. The

effectiveness of the device has been verified through experiments.
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Chapter 60

Cost Model of Physical Activity Monitoring
Systems

Jen-Liang Cheng, Chien-Chih Chen, and Ling-Hsuan Chen

Abstract A physical activity (PA) monitoring system comprises a number of

wearable devices based on a certain measuring technique and a way to collect

and record data on the devices. Recent studies showed that the system is an

effective intervention tool to increase participants’ PA level. Given the trend of

physical inactivity among students, it is desired to widely deploy the system in

schools to decelerate the trend. Based on the need of school, health educators must

assess capability and cost of monitoring systems associated with various measuring

techniques. The assessment, however, is difficult due to the lack of cost model for a

PA monitoring system to be run in real setting. In this article, we propose the cost

model so that cost of a PA monitoring system can be estimated according to the

selected measuring technique. The model explains the infeasibility of pedometer-

or accelerometer-based PA program in population level and implies the preference

of an automated measurement system.

Keywords Physical activity (PA) promotion • School-based PA program •

Pedometer • Objective measurement • Population-level setting

60.1 Introduction

Regular, brisk exercise reduces the risk of coronary heart disease, diabetes, hyper-

tension, and bowel cancer. To assess the effectiveness of intervention strategy,

many physical activity programs used activity monitor, e.g., pedometer or acceler-

ometer, to objectively measure and monitor participants’ physical activity. Recent

researchers found that pedometer can increase individual’s incentive of PA engage-

ment. It is therefore strongly suggested as practical and accurate tools for measuring

and motivating program participant’s PA [1–4].
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Define a PA monitoring system a system that comprises a number of wearable

devices of a certain measuring technique and a way to collect and record activity

data on the devices. The use of system is proven to be effective in PA promotion.

For example, an investigation on 37 school-based projects summarized that:

(1) pedometers can facilitate increased PA among children and adolescents.

(2) interactive technologies can be particularly useful as an intervention tool

because of their ability to provide personalized, tailored feedback. (3) pedometer

provided an incentive to engage with other activities related to PA promotion; but

little evidence can prove the sustainability of the effect. However, there are

challenges in using the system, such as: (1) recording and collating the results,

sorting out lost and forgotten pedometers and collecting them in, etc., are extremely

time and energy consuming; (2) around 10–15 % of all pedometers were lost during

the course of the month; (3) the reset button could be pressed by mistake easily,

causing a reset to zero and de-motivation of the use of pedometers; (4) shaking

pedometers to create false results is easy [5]. These challenges indicate that one has

to pay the data collecting work, data checking works, and lost devices to ensure the

operation of the system. The costs of these works are often omitted by a short-term

program due to that its task is only to prove the effectiveness of its intervening

strategy.

Conventionally, a PA monitoring system is used as a measurement tool. Partic-

ipants were divided into several groups so that PA level of a group is sampled at a

time. The number of devices required need not to be the number of participants of

the program. When acting as an intervention tool, the system requires a quantity of

devices equal to the number of program participants. Furthermore, school-based PA

program in real setting has to be lasted for a long term to affect new students and

form active climate; the works to operate the system can become unmanageable. In

other words, school needs not only the budget to purchase a number of devices but

also the budget to operate the system. Estimating the budgets is difficult due to the

lack of previous reports. The uncertainty discourages the adoption of a monitoring

system.

The purpose of this article is to reveal cost to initiate and operate a PA

monitoring system and to propose a cost model so that the cost of PA monitoring

systems based on various measuring techniques can be estimated. Based on the

model, health educators may figure out what type of system is appropriate.

60.2 The Cost Model

Define a PA session as the period an individual has engaged a certain type of PA,

e.g., walking, sleeping, and studying, in a certain place. The PA session can be

described by the PA type, the space in which the PA is engaged, the duration of the

session, and the energy expended for the session. The energy expended is often

quantized by the number of METs (metabolic equivalents). One MET, which is

equal to 3.5 mL/kg per minute, is the resting oxygen consumption of a resting
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human being after dividing his body weight [6]. An instrument in the lab may

directly measure oxygen consumption of a PA session in a defined space of specific

PA type for a defined period to obtain accurate energy expenditure (EE). On the

other hand, a pedometer or an accelerometer can respectively measure a person’s

step count or acceleration without knowing the space, duration, and PA type of the

person’s PA session. They not only give the convenience in measuring a person’s

daily activity but also introduce uncertainty in the measurement result. The accu-

racy of the measurement result is thus limited.

To objectively measure PA of N participants, a PA program needs to purchase

N devices, to distribute the devices, and to periodically collect data on the devices.

Roughly speaking, the tasks can be divided into two stages: the initial stage and the

operating stage.

The cost of the system in the initial stage can be formulated as:

sþ d � N ð60:1Þ

The meaning of the parameters is listed as below:

s—cost for setting up a data server and for components other than the wearable

devices;

d—cost of a wearable device, which can range from a few to a few hundred US

dollars.

In the operating stage, participants’ cooperation in reporting data, uploading

data, replacing battery, and charging battery are often thought free. However, these

trifling tasks may weaken the sustainability of the program. Whether the tasks are

done by a program staff or by participants, they should be treated as cost of a

monitoring system. Thus, if the measurement service is to be delivered for Y years,

then the cost in operating stage, referred as operating cost, can be formulated as:

cþ r � d þ wþ bð Þ � N þ mþ uþ pð Þ � Y ð60:2Þ

where:

c—communication cost. This value is nonzero if a charged network is used to

transfer data.

r—probability that a device is lost or damaged per year.

w—cost of program staff’s and participants’ works for data collection. The works

are depicted by one of the rows in Table 60.1 according to the combination of the

system.

b—cost to replace or charge battery of a device.

m—cost to maintain data server and system components other than the measuring

devices.

u—cost of training course for data uploading.

P—cost to prepare new participants’ database.

60 Cost Model of Physical Activity Monitoring Systems 471



The value of w, m, u, and b depends on salary level and whether full-time or

part-time program staffs are recruited. Often, these costs are ignored in short-term

PA programs. Volunteering staffs and participant’s cooperating works in data

collection is often thought free. For a long-term program, they can become

significant and affect the sustainability of the program. For example, lack of time

is the major barrier for students to engage in exercise, data reporting or uploading

works may affect students’ volition to participate in the program. The works are

thus treated as part of the operating cost. Formula (60.2) reveals the cost to sustain

a system.

School’s health promotion program is often characterized by limited budget,

long period, and large population. The two expressions explain the infeasibility of

pedometer-based program in schools. Only a monitoring system of zeroed w and b,
which are multiplied by (Y�N ), can be sustained in population-level setting.

60.3 A Cost Comparison Among PA Monitoring Systems

In this section, monitoring system using Omron HJ-323U, Nike + FuelBand, dumb

pedometer, and passive RFID tags, are compared. Table 60.2 lists s, d,m, l, and b, of
the systems. Values of t and p are same among various systems and are not listed in

Table 60.2. Parameter c is nonzero when a mobile phone network is used. The cost

d of various devices is obtained from the Internet. Often, the device of mobile

communication capability is unaffordable for a population-level program.

Obtaining accurate operating cost, which consists of data collecting cost and

battery handling cost, can be complicated especially when the tasks are done by

volunteering participants and volunteering teachers. Most tasks in operating stage

can be eliminated by automatic system using passive RFID tags [7]. In Table 60.2,

the setup and maintenance cost of an automated system called AXMS is calculated

Table 60.1 Collecting data works in systems of various combinations

Name Device Other components

Program staff’s

works Participants’ works

C1 Pedometer None Recording the data Bring devices to a program

staff

C2 Pedometer A data server Reminding partici-

pants and checking

data validity

Self-reporting the data to the

server via the Internet

C3 Computer-

linked

pedometer

A data server Reminding

participants

Connecting the device to a

computer and executing data

uploading procedure

C4 Passive

RFID tags

Some RFID

readers and an

embedded

computer

None Engaging in exercise in

defined space
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based on our implementation experience. Though the system has higher initiating

cost, its operating cost is irrelevant to N. Thus using it in a population-level setting

can be feasible. However, the exercise type and space must be defined.

60.4 Conclusion

Role of activity trackers is shifting from a pure measurement device to an inter-

vention tool. To leverage it, school has to build a monitoring system consists of

them and a way to collect data. In a population-level setting, the cost is likely to

become unmanageable. Our contribution is to propose a cost model of the system so

that health educators may estimate the budget to build a system. The model explains

the difficulty in using autonomous measurement devices in population-level setting.

It also implies that a system for a population-level program is sustainable only when

it can automatically measure and record participants’ activity and uses batteryless

devices.

There is no perfect solution to PA measurement. It depends on the property of

the setting and the goal of the program that a health professional can choose a cost-

effective monitoring system based on the model.

Acknowledgment The authors thank the National Science Department for its support on this

study Grant NSC99-2410-H-320-019-MY2.

Table 60.2 A cost comparison among monitoring systems of different measuring devices

Product’s name

Dumb

pedometer Omron HJ-323U Nike + FuelBand AXMS

Technology Dumb

pedometer

Computer-linked

pedometer

Wireless

activity tracker

Passive RFID

s (server) (server) (server) 8,000

d 10 25 75 5

m (server) (server) (server) 1,000

la C1 or C2 C3 C3 C4

b Replacing Replacing/

charging

Charging X

Space defined Not in water

or a vehicle

Not in water

or a vehicle

Not in water Track or pool

Types of a PA

session to be

measured

Body motion

(walk is

preferred)

Body motion

(walk is

preferred)

Body acceleration

(walk is preferred)

Run, walk,

and swim

Result Step count/EE Step count/EE EE Time/type/EE

Accuracy Acceptable Acceptable Fair Fair in walk

and run
aCombination name in Table 60.1 is used. Value of l is calculated according to the works of the

corresponding combination
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Chapter 61

The BCI Control Applied to the Interactive
Autonomous Robot with the Function of Meal
Assistance

Shih-Chung Chen, Chih-Hung Hsu, Hsuan-Chia Kuo, and Ilham A.E. Zaeni

Abstract A brain–computer interface (BCI) system is proposed to control an

interactive autonomous robot with a function to assist with feeding meals. The

subject’s electroencephalogram (EEG), regarded as the control command, can be

utilized to combine with system integration technologies to establish a BCI control

robot system with an automatic feeding function. At present, the integrated tech-

nologies of the automatic feeding robot encompasses image recognition, voice

recognition, the robot’s mechanism design, the gripper, tactile sensor design, etc.

The automatic feeding robot can be controlled by steady state visual evoked

potential (SSVEP)-based BCI to use the gripper grasping a utensil to ladle food

to the subject’s mouth successfully. The signal processing algorithm adopted for the

SSVEP-based BCI is magnitude squared coherence (MSC). Ten subjects partici-

pated in the BCI test for choosing the food on the plate. The average of MSC values

for different visual stimulation frequencies were calculated and compared.

Keywords Brain–computer interface (BCI) • Electroencephalogram (EEG) •

Steady state visual evoked potential (SSVEP) • Magnitude squared coherence

(MSC)

61.1 Introduction

Due to the aging population in the world and the other complicated problems such

as the regional war, political conflict, economical decay, and many kinds of

accidents, the number of disabled people is increasing. More and more impaired

people will result in medical resource problems for the country and economic

problems for the family. Many disabled may lose their life goals, self respect, and

will to live because of losing self-reliance. The important motivation for this
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research is to enable the disabled to help themselves have new life goals and

improve their life quality by means of a BCI control robot system.

In recent years, many laboratories in different countries have begun to develop

brain–computer interface (BCI) systems that provide communication and control

capabilities to people with severe motor disabilities. There have been many

methods of BCI proposed by researchers, including p 300, motor imagery (event-

related (de) synchronization) and SSVEP. The advantages of SSVEP include high

information transfer rate and little user training. However these kinds of BCI’s

usually bring about annoying visual stimuli [1–3]. Recent SSVEP-based spelling

systems use a moving cursor to select the target letter which leads to the target

character [4]. Details on previous applications such as multiple movement com-

mands include cursor movement via SSVEP were reviewed by Cecotti [5]. The use

of LED and SSVEP was implemented in several ways, such as moving a cursor

location or selecting a certain target. In larger cases such as a QWERTY keyboard

spelling system, SSVEP requires the number of stimulating frequencies to be larger

than that of the displayed characters [6].

The topic of this research is related to the development of the steady state visual

evoked potential-based (SSVEP-based) BCI control automatic feeding robot. The

BCI control structure of the robot with the function of meal assistance is shown in

Fig. 61.1. Figure 61.2 shows a picture of the subject trying to choose the food on the

plate by SSVEP-based BCI. The SSVEP-based BCI is the most popular issue in

brain research [8]. It was used to control an automatic feeding robot to help the

severe disabled or people with nerve degeneration have meals by themselves.

Fig. 61.1 BCI control structure of the robot with the function of meal assistance
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BCI allows people to control the hardware operation by their own EEG acquired

by the EEG measuring instrument. There are different stimulation methods that can

be adopted in BCI applications and visual stimulation is the most popular making

the visual SSVEP the choice for this research.

61.2 Materials and Methods

61.2.1 Data Acquisition

Regarding the EEG acquisition, the amplifier NuAmps™ manufactured by

Neuroscan company adopted for the research includes 40 channels, 1,000 Hz

sampling rate, and 22 bit A/D resolution as shown in Fig. 61.3a. The allocation of

electrode follows the international rule of 10–20 electrode placements as shown in

Fig. 61.3b. The channel chosen is at the Oz position near the occipital lobe. The

electrode for detecting EEG is made of AgCl. The electrode must be injected into

conductive gel to increase conductivity before data acquisition procedure. The

reference and ground positions are at A1 and A2 near the backbones of two ears,

respectively.

61.2.2 Signal Processing

In general, the frequency range of EEG is low frequency, below 30 Hz. The

stimulation frequency adopted in the BCI control is between 6 and 10 Hz [9–10].

Therefore, the filtering bandwidth of the EEG amplifier NuAmp is set between

5 and 30 Hz to filter the noise or artefacts from the frequency range between 5 and

Fig. 61.2 The subject was

trying to choose the food

on the plate by SSVEP-

based BCI
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30 Hz. The signal is refined again by a software filter programmed in LabVIEW

language after the NuAmp hardware’s filtering. The LabVIEW software filter is a

second-order band pass filter for passing the signal whose frequency is between

5 and 11 Hz. It was used to reduce the effect of the noise or non-stimulation signal.

61.2.3 Feature Extraction

In order to understand the frequency response of EEG, the EEG signal processing is

started by calculating the EEG signal’s power spectrum using the fast Fourier

Transform (FFT) [7] formula as shown in (61.1). Here gn is the EEG after filtering

and Ψ d is the frequency response of the EEG after the FFT calculation in (61.1).

Ψ d ¼ 1

N

XN�1

n¼0

gnexp
j2πN nd, d 2 0, 1, . . . ,N � 1f g ð61:1Þ

Next, substitute Ψ d into (61.2) to calculate the power spectrum E

E ¼ lim
T!1

1

2T

ðT
�T

Ψ tð Þ2dt ð61:2Þ

Five different flickering block stimulations were chosen whose frequencies are 6, 7,

8, 9, and 10 Hz as visual stimulations to help the disabled subject select the different

foods on the plate. We can extract the frequency response features by observing the

power spectrum of EEG after the identification of the decision model.

a b

Fig. 61.3 EEG measurement instrument and electrode placements. (a) NuAmp EEG amplifier;

(b) 10–20 electrode placements
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61.2.4 Decision Model

There are two kinds of methods for identifying the threshold value after the

characteristic value is determined from the calculation result of the power spectrum

of EEG. One is the magnitude squared coherence (MSC) method and the other is

artificial threshold identification. The MSC method is used to calculate the coher-

ence of two different signals. The MSC method was used to evaluate the coherence

of the frequency response of the subject’s EEG and the SSVEP model.

Cxy fð Þ ¼ Pxy fð Þ�� ��2
Pxy fð ÞPxy fð Þ ð61:3Þ

where Pxy( f ) is the cross-spectral density between x and y, and Pxx( f ) and Pyy( f )
are the auto-spectral densities of two signals x and y at frequency f. The value of

Cxy( f ) represents the degree of correlation between x[n] and y[n] at a given

frequency f.
Finally, the threshold value is defined according to the coherence calculation

result. The other artificial threshold identification means that the EEG feature

recognition result will be identified as on or off according to (61.4). For an input

EEG signal, a power spectrum, E, is estimated and used to decide a selection, ŵ,
from the options of multilevel selection interface. The decision model is based on

posterior probability and defined as

ŵ ¼ argwi
max P wi

��E� � ð61:4Þ

If the amplitude of EEG frequency response exceeds the threshold value, then the

EEG recognition result should be regarded as “on” otherwise should be “off”.

61.3 Results

Four visual stimulations are offered with different flickering frequencies on the

screen of user interface to match four kinds of food on the plate. The subject can

look at one of four pictures or icons corresponding to four different options for four

different kinds of food on the plate to choose the food he/she likes. The subject’s

EEG can be recognized by BCI transfered to the command of the automatic feeding

robot after the procedure of signal processing, feature extraction, and decision

model in the experiment.

As shown in Figs. 61.4, 61.5, and 61.6, the food type desired by the subject can

be chosen through the procedure of EEG acquisition, power spectrum analysis, and

MSC analysis. Ten subjects participated in the BCI tests for the food choice

experiments. The result of the MSC analysis is shown in Table 61.1 and Fig. 61.7.
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Fig. 61.4 Visual stimulation

Fig. 61.5 Threshold decision and frequency response of EEG
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61.4 Conclusion

The detailed data in Table 61.1 and Fig. 61.7 can be used to further analyze the

MSC results of the ten subjects’ EEG (30 times each subject). The MSC values of

all five different flickering pictures with five different frequencies are distributed

among the range between 0.272 and 0.558. The averages of the MSC values

stimulated by the 6, 7, and 8 Hz flickering frequencies are bigger than the average

of MSC values stimulated by the 9 and 10 Hz flickering frequencies. Therefore, the

three frequencies of 6, 7, and 8 Hz should be the better choices to act as the visual

stimulations for the SSVEP-based BCI control automatic feeding robot. In the

future, the information transfer rate (ITR) will be further studied for the SSVEP-

based BCI control robot with the function of meal assistance.

Fig. 61.6 MSC value calculation

Table 61.1 The MSC values for ten normal subjects

Subject

MSC

6 Hz 7 Hz 8 Hz 9 Hz 10 Hz

1 0.392 0.386 0.375 0.297 0.295

2 0.338 0.345 0.443 0.346 0.329

3 0.398 0.417 0.412 0.321 0.303

4 0.347 0.414 0.365 0.336 0.272

5 0.361 0.394 0.407 0.324 0.314

6 0.341 0.374 0.361 0.274 0.323

7 0.403 0.441 0.558 0.362 0.359

8 0.392 0.412 0.453 0.393 0.372

9 0.349 0.366 0.341 0.283 0.277

10 0.291 0.387 0.358 0.312 0.294
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Chapter 62

Design of a Transparent Pipeline-Based
Multiplier

Ren-Der Chen and Xiang-Chih Kuo

Abstract This chapter implements an 8� 8 multiplier based on the transparent

pipeline architecture. A transparent pipeline can lower the power consumption by

reducing the number of clock pulses required for data latch controlling. The

efficiency of power saving is evaluated here by applying the multiplier to the

multiplication of two sparse matrices. It can be seen from the experimental results

that, when compared with the traditional synchronous multiplier using flip-flops as

storage elements, the improvement in power consumption is obvious only when the

sparsity of the matrix reaches a certain amount.

Keywords Transparent pipeline • Multiplier • Sparse matrix

62.1 Introduction

In modern VLSI design, clock power plays an important role in power dissipation.

Traditional clock-gating method is an efficient technique widely used in low-power

designs [1, 7]. Transparent pipelining is also a clock-gating solution for reducing

dynamic power dissipation by reducing the amount of clock pulses which are

redundant to the correct operation of a pipelined design [2–4]. In a traditional

pipeline, the latches of a pipeline are assumed to be opaque by default to avoid

data races between pipeline stages. But in a transparent pipeline, the internal latches

are kept transparent by default to allow data items that are sufficiently separated to

propagate through the pipeline without generating any clock pulses. Such separa-

tion often occurs in pipeline stalls of instruction execution caused by data depen-

dencies. Since data races between latch stages can be avoided by properly

separating data items in a transparent pipeline, a transparent latch needs to be

clocked only when a true data race occurs. The number of required clock pulses

can then be reduced by proper control of the gated-clock signals. Therefore, the
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clock power can be significantly reduced by relaxing the clocking requirements of

the latches in a pipeline.

A sparse matrix is a matrix in which most of the elements are zero. The fraction

of zero elements in a matrix is called the sparsity of the matrix. Large sparse

matrices often appear in scientific or engineering applications [5, 6]. The multipli-

cation of sparse matrix can be processed in a specific way to avoid the huge number

of trivial operations with zero elements. This chapter incorporates the concept of a

transparent pipeline into the design of a multiplier for the multiplication of sparse

matrices.

This chapter is organized as follows. Section 62.2 introduces the concept of a

transparent pipeline. Section 62.3 gives the multiplier architecture. Section 62.4

includes the experimental results and discussions, and finally Sect. 62.5 concludes

the chapter.

62.2 Transparent Pipelines

62.2.1 Behavior of a Transparent Pipeline

A transparent pipeline keeps its first and last latch stages opaque and its internal

latch stages transparent by default. Data races of two items propagating concur-

rently through the transparent pipeline can be avoided by forcing a latch stage

between them to enter an opaque mode [4]. However, data items that are suffi-

ciently separated in time can propagate through the pipeline without requiring the

latch stages to be clocked. By reducing the number of clock pulses generated in the

pipeline, saving of clock power consumption can be achieved.

Table 62.1 illustrates the behavior of a five-stage transparent pipeline with three

valid data items entering it separated by two clock cycles. The first stage S1 and last
stage S5, operating in the traditional opaque mode by default, form the input and

output environment of the pipeline, respectively. The internal three stages S2, S3,
and S4 are the transparent stages. It can be seen from Table 62.1 that only a total of

eight clock pulses are required for the three data items A, B, and C to propagate

through the whole pipeline, shown as the eight shadowed data items in Table 62.1.

Since the architecture is a five-stage pipeline, the latency for each data item is still

five clock cycles. Due to the transparent property, there is no need to latch the data

entering stages S2 and S3 for all the clock cycles. For example, when the valid data

item A is latched in the first cycle in stage S1, it will also propagate through stages

S2, S3, and S4 since these three stages are transparent by default. In the second

cycle, since there is no valid data item entering S1, the value of A can still be kept in

S1. Stage S2, which is transparent at this time, can get the valid data item

A supported by S1. Therefore, there is no need for S2 to latch data item A in this

cycle, i.e., no additional clock pulse is needed. For the traditional synchronous

counterpart, however, it takes a total of 15 clock pulses (three for each stage) to
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propagate the same number of data items through the pipeline. The number of clock

pulses for data latching can hence be reduced from 15 to 8 so that power saving can

be achieved by making a pipeline transparent.

62.2.2 Transparent Pipeline Architecture

Figure 62.1 illustrates the architecture of an eight-stage transparent pipeline with

six transparent stages. A transparent stage is always clock-gated in transparent

mode unless it has to separate two data items propagating concurrently through the

transparent segment of the pipeline. In other words, a transparent stage has to

switch from transparent mode to clocked mode if there is valid data at its input

and there is also valid data either at the input of any upstream transparent stage or at

the input of the outside environment. The detection of valid data for mode

switching can be implemented by observing both the valid bit feeding into the

current stage and the valid bit coming from the upstream pipeline stages by a look-

behind function.

Figure 62.2a illustrates a transparent clock generation (TCG) element that

supports transparent mode clock-gating. It contains one master and one slave

latch internally for generating the clock-gated signals lm and ls. When the trans-

parent stage is in transparent mode (gate_trans ¼ 0), both lm and ls are gated in a

logic-low state to make the corresponding data latches transparent. When the

transparent stage switches to clocked mode, a positive pulse will be generated on

lm and then, after half a clock cycle, another positive pulse will also be generated on

ls to latch data travelling through the transparent stages. Likewise, shown in

Table 62.1 An example illustrating the behavior of a five-stage transparent pipeline

Cycle Input
(Data, Valid)

Pipeline stages
Opaque Transparent Opaque

S1 S2 S3 S4 S5
0 (A, 1) (-, 0) (-, 0) (-, 0) (-, 0) (-, 0)
1 (-, 0) (A, 1) (A, 0) (A, 0) (A, 0) (-, 0)
2 (-, 0) (A, 0) (A, 1) (A, 0) (A, 0) (-, 0)
3 (B, 1) (A, 0) (A, 0) (A, 1) (A, 0) (-, 0)
4 (-, 0) (B, 1) (B, 0) (B, 0) (A, 1) (-, 0)
5 (-, 0) (B, 0) (B, 1) (B, 0) (B, 0) (A, 1)
6 (C, 1) (B, 0) (B, 0) (B, 1) (B, 0) (A, 0)
7 (-, 0) (C, 1) (C, 0) (C, 0) (B, 1) (A, 0)
8 (-, 0) (C, 0) (C, 1) (C, 0) (C, 0) (B, 1)
9 (-, 0) (C, 0) (C, 0) (C, 1) (C, 0) (B, 0)

10 (-, 0) (C, 0) (C, 0) (C, 0) (C, 1) (B, 0)
11 (-, 0) (C, 0) (C, 0) (C, 0) (C, 0) (C, 1)
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Fig. 62.2b is an opaque clock generation (OCG) element that supports opaque mode

clock-gating. When the opaque stage is in opaque mode, lm and ls are gated in

logic-high and -low states, respectively. When it switches to clocked mode, a

negative pulse will be generated on lm and, after half a clock cycle, another

negative pulse will also be generated on ls to latch the incoming data item.

62.3 Multiplier Architecture

Shown in Fig. 62.3 is a traditional multiplier architecture using flip-flops as storage

elements, i.e., A0–A8, P1–P8, and B0–B7. It is implemented as an eight-stage

pipeline with a product generated at each cycle. For a multiplicand ai to be

multiplied by a multiplier bi, registers Ai and Bi are responsible for storing the

values of ai and bi, respectively, along the pipeline. At each pipeline stage, a

corresponding bit of bi will determine the shift amount for ai, and the shifted ai or
zero is then added to the partial product, stored in register Pi. The Acc unit

accumulates the partial products generated at each cycle and keeps the outcome

of each multiplication.

To convert the traditional multiplier into a transparent pipeline-based architec-

ture, registers from A1 to A7 in Fig. 62.3 are replaced by the transparent stages in

Fig. 62.1 and the other registers A0, A8, P1–P8, and B0–B7 are replaced by the

lm ls

v_in

d_in

v0

OCG

Transparent stagesOpaque stage Opaque stage
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d_out
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Fig. 62.2 (a) Transparent clock generation (TCG) unit. (b) Opaque clock generation (OCG) unit

488 R.-D. Chen and X.-C. Kuo



opaque stages. The corresponding eight-stage multiplier based on the transparent

pipeline is given in Fig. 62.4. The main difference between a traditional architecture

in Fig. 62.3 and a transparent pipeline-based architecture in Fig. 62.4 is that each

data item has to be associated with a valid signal to indicate the validity of the

corresponding data. Besides that, each transparent stage uses an extra valid signal to

indicate the validity of data items in its upstream stages through a chain of OR gate

inside the transparent stages. Since there are two data items (A0 and B0) entering the

first pipeline stage, and three data items (Ai, Pi, and Bi, for i¼ 1–7) entering the

other seven pipeline stages, a two or three-input AND logic element is used to join

the valid signals of these data.

62.4 Experimental Results

The transparent pipeline-based multiplier for sparse matrix multiplication was

coded by the Verilog HDL and synthesized by Synopsys Design Vision with the

TSMC 180-nm cell library. A traditional pipeline-based design using ordinary flip-

flops as storage elements has also been implemented for comparison. Shown in

Table 62.2 is the comparison of circuit area and maximum working frequency,

obtained from synthesis. Due to the additional area overhead for control, the
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…

…
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A7 A8

+P7 P8
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Fig. 62.3 Traditional multiplier architecture using flip-flops as storage elements
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transparent pipeline-based multiplier uses 1.31 times more area than the traditional

pipeline-based design.

The total power consumption was measured by Synopsys PrimeTime PX. Since

the efficiency of power saving for sparse matrix multiplication depends majorly on

the sparsity of the matrix, various matrices of different sparsity have been evaluated

for power comparison. For 8� 8 matrix multiplication, since there are 64 elements

in a matrix, eight matrices with sparsity N/64 will be compared here, where N¼ 32,

36, 40, 44, 48, 52, 56, and 60. Another important factor that determines how power

consumption can be improved for a transparent-pipeline-based multiplier is the

continuity of zeros in a matrix. For a specific sparsity, two types of matrices with

different continuities will be compared. The first one is the best case where all the

zeros are continuous in the matrix, called the continuous zero matrix. The other one

is a matrix whose zeros are randomly distributed. In this case, ten randomly

generated matrix multiplications are adopted to find the average power

consumption.

Figure 62.5 shows the comparison of power consumption measured at 100 MHz

simulation frequency. In Fig. 62.5, latch_cont and latch_rand refer to the results of

the transparent pipeline-based multiplier evaluated by continuous zero and ran-

domly generated matrices, respectively. Likewise, the results of the traditional

Table 62.2 Comparisons of circuit area and maximum working frequency

Design Area (#gate count) Max. working freq. (MHz)

Traditional pipeline-based (FFs) 3,749 261.8

Transparent pipeline-based (latches) 4,922 240.4
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pipeline-based multiplier evaluated by continuous zero and randomly generated

matrices are denoted by FF_cont and FF_rand, respectively. In the continuous zero

case, the power consumption of the transparent architecture will be lower than that

of the traditional one only when the sparsity of the matrix is equal to or higher than

48/64. In the randomly distributed case, only when the sparsity is equal to or higher

than 52/64 will the power consumption of the transparent architecture be lower than

that of the traditional one. It can be seen that, the higher sparsity and the more

continuous zeros in a matrix, the more power can be saved by using the transparent

pipeline architecture.

62.5 Conclusions

In this chapter, a multiplier suitable for sparse matrix multiplication has been

implemented based on the concept of a transparent pipeline. In a transparent

pipeline architecture, the power consumption can be lowered by reducing the

amount of clock pulses required for data latching. For sparse matrix multiplication,

the efficiency of power saving is dependent on the matrix sparsity and how the zero

elements are distributed in the matrix. The experimental result has shown that this

efficiency is obvious only when the sparsity of the matrix reaches a certain amount.

How to improve the power-saving efficiency for matrices with lower sparsity will

be the future work.
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Chapter 63

An IP-Based Design to Achieve Power
Reduction

Chin-Fa Hsieh, Tsung-Han Tsai, and Chih-Hung Lai

Abstract In this chapter, an IP-based design for power reduction on a one--

dimension, lifting-based discrete wavelet transform (DWT) is presented. The

prototype architecture is coded in VerilogHDL and simulated using Quartus-II to

verify the function. Based on this prototype architecture, a low-power operator

(adder and subtractor) IP, which is designed based on a full-custom design meth-

odology, plays a role in replacing the main operations. The simulation result shows

that power consumption can be reduced by 16.31 %. The architecture can be used as

an independent IP core of a wavelet-based application.

Keywords IP • Discrete wavelet transform • VerilogHDL

63.1 Introduction

A wavelet-based video coding technique has recently gained much attention. The

wavelet transform can decompose the signals into different subbands preserving

both time and frequency properties and make it suitable for the analysis of signals.

Based on this technique, discrete wavelet transform (DWT) has been widely

applied in many different fields of audio and video signal processing, such as

medical images denoising [1], EMG signal denoising [2], electrocardiogram

(ECG) signal denoising [3], pattern recognition [4], and image coding [5]. In

general, DWT can be implemented by direct convolution and several VLSI DWT

architectures applying filtering and convolution technique have been proposed.

Up to now, several VLSI implementations have been proposed based on the

lifting scheme. An efficient power reduction solution has been proposed in [6–-

11]. Although these solutions reduce power consumption, it is only addressed on

the architecture level to slow the working frequency. That work did not advance

power reduction on the transistor level.
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This chapter proposes an efficient VLSI architecture of 1D DWT that integrates

a low-power operator IP. The architecture using the low-power operator IP is

designed in TSMC 0.18 μm technology.

63.2 Principal of Discrete Wavelet Transform

DWT can decompose the input samples in multiresolution. As shown in Fig. 63.1,

the implementation of the DWT is based on the filter banks, where G and H denote a

high-pass filter and a low-pass-filter, respectively. After each filtering, the number

of output samples is reduced by a factor of 2. The samples generated by the high-

pass filters are completely decomposed; meanwhile, the other samples generated by

the low-pass filters are applied to the next-level computation for further decompo-

sition. The lifting scheme is a new algorithm proposed for the implementation of

the wavelet transform. It can reduce the computational complexity of the DWT

involved with the convolution implementation. Furthermore, the extra memory

required to store the results of the convolution can also be reduced by in-place

computation of the wavelet coefficient with the lifting scheme.

The lifting scheme consists of three steps to decompose the samples: splitting,

predicting, and updating. Figure 63.2 illustrates the three steps associated with the
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Fig. 63.1 Three-level analysis DWT

Fig. 63.2 Lifting DWT module
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lifting scheme-based DWT for the one-dimensional signal. In the split step (S),

the input samples, l, are split into even and odd samples. In the predict (P), the

even samples are multiplied by the predict factor and then the results are added to

the odd samples to generate the detailed coefficients. In the update step (U), the

detailed coefficients computed by the predict step are multiplied by the update

factors and then the results are added to the even samples to get the coarse

coefficients.

63.3 Prototype Architecture

The DWT architecture using the Debuchies (5, 3) filter ((5, 3) DWT) is presented as

the design example. The main module of the proposed architecture for the (5, 3)

DWT is the predict module and the update module. The function of each part is

described as follows: The predict module is shown in Fig. 63.3. As mentioned in

Sect. 63.2, the predict module is used to compute the detailed coefficients. The

update module is shown in Fig. 63.4. As mentioned in Sect. 63.2, the update module

is used to compute the coarse coefficients.

The 1D1L prototype architecture is shown as Fig. 63.5. The main function of the

registers (D) is to temporarily hold the data to meet the timing plan. DFF2 and

Fig. 63.3 Predict module of (5, 3) filter

Fig. 63.4 Update module of (5, 3) filter
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DFF3 are used to temporarily store the data for computing the detailed coefficients.

DFF7 and DFF8 are used to temporarily store the data for computing the coarse

coefficients. Multiplexers can ensure that the correct sample joins the associated

computation according to the timing plan. In the architecture proposed in this

article, there are five multiplexes denoted as muxa, muxb, muxc, muxd, and

muxe. Under the timing control, the multiplexer will guide the samples to the

correct path to join the proper computation to get the high-passed or low-passed

coefficients. We use VerilogHDL to verify the function. Since the operators operate

at every clock cycle, they consume a significant amount of power. In order to reduce

power, operators are selected to be replaced by a low-power operator IP. The

Chinese abacus [12] can meet the goal of this work. So a full-custom method is

used to design an operator IP. The proposed 8-bit abacus adder architecture shown

in Fig. 63.6 is composed of the binary-to-abacus (BA) module, parallel addition

(PA) module, and Thermometric-to-Binary (TB) module.

63.4 Simulation Result

The proposed prototyping architecture has been designed using VerilogHDL to

complete an RTL circuit and is implemented in the FPGA on the real-time platform,

as shown in Fig. 63.7. Table 63.1 shows the performance comparisons of

prototyping and former architectures reviewed in the literature. Compared to that

reported in [6], our design also has the merits of not using external memory to store

the intermediate results and of just using a global clock to control the registers. The

critical path of our design only requires a single Ta, not two as described in

[6]. Because external memory is not used in the present work as it was in [7], the

extra memory controller for memory access is not required. As shown in Table 63.2,

the proposed architecture in this work can reduce power consumption by 16.31 %.

Fig. 63.5 1D1L prototype architecture
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Fig. 63.6 Block diagram of the proposed 8-bit Chinese abacus adder

Fig. 63.7 Real-time

platform
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63.5 Conclusion

This chapter presents an efficient low-power VLSI architecture for the implemen-

tation of a one-dimension, lifting-based discrete wavelet transform (DWT). The

RTL-based prototype design is simulated using Quartus-II and verified by a real-

time platform. An efficient low-power operator IP replaces the main operations in

the RTL code. The circuit is simulated in TSMC 0.18 μm single-poly, six-metal

CMOS process. Simulation results show a reduced power consumption of about

16.31 %. Designers should find it helpful to use IP blocks to implement a high

performance systems-on-chip (SoC).
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Chapter 64

Crystalline Indium-Doped Zinc Oxide Thin
Films Prepared by RF Magnetron Reactive
Sputtering

Chien-Chen Diao, Chia-Ching Wu, and Cheng-Fu Yang

Abstract The characteristic of indium-doped zinc oxide (IZO) thin films are

closely related with the composition of the target, the deposition technique, and

various process parameters such as the substrate temperature, the deposition

pressure, the distance from target to substrate, and so on. In this study, IZO

thin films have been deposited onto glass substrates with different deposition

pressures by using the radio frequency magnetron reactive sputtering method.

The structural, optical, and resistivity properties of IZO thin films were investi-

gated using a field emission scanning electron microscope (FE-SEM), X-ray

diffraction patterns (XRD), UV-visible spectroscopy, and Hall-effect analysis.

XRD analysis on IZO thin films showed that only the (002) diffraction peak was

observable, indicating that the IZO films showed a good c-axis orientation

perpendicular to the glass substrates. As the deposition pressure of IZO thin

films change from 5� 10�3 to 5� 10�2 Torr, the thickness decreased from

220 to 72 nm, the grain size increased from 74 to 23 nm, and the resistivity

increased from 2.03� 10�3 to 1.65� 10�1 Ω cm. The lowest resistivity value of

2.03� 10�3 Ω m was obtained for a deposition pressure of 5� 10�3 Torr.

Keywords Transparent conductive oxide • Indium-doped zinc oxide • RF

magnetron sputtering • Pressure
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64.1 Introduction

Transparent conductive oxide (TCO) thin films are of great importance due to their

applications in various electronic and optoelectronic devices, such as solar cells, gas

sensors, varistors, and diodes [1–5]. Good TCOs should have a wide optical band

gap (>3.5 eV), low electrical resistivity (<10�3 Ω cm), high optical transmittance

(>80 % in the visible region), and good etching properties. Impurity-doped indium

oxides, tin oxides, and zinc oxides are known to satisfy these conditions well

[6, 7]. Especially, impurity-doped indium oxide systems, such as tin-doped indium

oxide (ITO), have been widely used for numerous optoelectronic applications.

However, in order to have high electrical conductivity and high transmittance,

ITO thin films must be deposited and then annealed at high temperature

(>300 �C). This high temperature makes the ITO films rough due to the crystalli-

zation, which leads to significant deterioration of the device reliability [8, 9].

Zinc oxide (ZnO) is an n-type semiconductor with a large binding energy and a

wide bandgap. Doped ZnO thin films are promising alternatives to replace ITO thin

films as TCOs due to the former’s stable electrical and optical properties. The low

resistivity of ZnO-based thin films arises from the presence of oxygen vacancies

and zinc interstitials [10]. These properties can be improved by doping with

appropriate elements. For example, Group III elements such as In3+, Al3+, and

Ga3+ are used to improve and/or control the electrical conductivity [11–13].

Numerous thin film deposition techniques have been employed by different

workers e.g., chemical vapor deposition (CVD) [14], radio frequency magnetron

sputtering [15], pulsed laser deposition [16], and spray pyrolysis [17] for the

preparation of undoped and doped ZnO films. Indium-doped zinc oxide (IZO)

thin films can be deposited by using the RF magnetron sputtering technique

which has been widely used due to its advantageous features including the simple

apparatus, high deposition rates, and low deposition temperature.

In this work, IZO thin films of a fixed composition (ZnO¼ 98 mol% and

In2O2¼ 2 mol%) were deposited by radio frequency magnetron sputtering from

an oxide target mixed with ZnO and In2O3, the composition for which the lowest

resistivity was observed when processed at room temperature. The structural,

morphological, optical, and electrical characteristics of IZO thin films were char-

acterized by field emission scanning electron microscope (FE-SEM) images, X-ray

diffraction (XRD) patterns, UV-visible spectroscopy, and Hall measurements.

64.2 Experimental Procedures

Raw materials (ZnO and In2O2, 99.99 % in purity) were weighed according to the

composition formula ZnO¼ 98 mol% and In2O2¼ 2 mol% (IZO), and ball-milled

with deionized water for 1 h. After being dried and ground, the powder was calcined

at 800 �C for 2 h and ground again. The calcined powder was uniaxially pressed into
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a 2-in. plate in a steel die, and sintering was carried out at 1,250 to 1,450 �C in air

for 2 h. Substrates were 20 mm� 20 mm� 1 mm Corning 1,737 glass. The sub-

strates were cleaned with acetone, isopropyl alcohol, deionized (D.I.) water, and

dried under blown nitrogen gas, before IZO films were deposited on the glass

substrates. The working distance between the substrate and target was fixed at

10 cm. The base pressure was 5� 10�6 Torr and the working pressure was

maintained at 5� 10�3 Torr. The deposition temperature of IZO films was kept at

room temperature, the RF power was 100 W, and the deposition times varied from

30 to 90 min. The crystalline structures of IZO films were determined with an X-ray

diffractometer using CuKα radiation (K¼ 1.5418 Å). The surface morphology and

thickness of IZO films were measured using the FE-SEM. The mobility, carrier

concentration, and resistivity were obtained from Hall-effect measurements using

the Van der Pauw method. Optical transmittance was measured by a UV spectro-

photometer in the wavelength range of 200–1,100 nm.

64.3 Results and Discussion

The surface field emission scanning electronic micrograph (FE-SEM) images of the

IZO ceramics were investigated as a function of sintering temperature, and the

results are shown in Fig. 64.1. The grain growths were observed in the IZO

ceramics as the sintered temperature increased from 1,250 to 1,450 �C. As the

sintered temperature reached 1,450 �C, the micrograph shows a smooth surface on

IZO ceramic. It appears that the sintered temperature at 1,450 �C of IZO ceramic is

above the ideal values.

Fig. 64.1 Surface SEM images of the IZO ceramics as a function of sintered temperature.

(a) 1,250 �C, (b) 1,300 �C, (c) 1,350 �C, (d) 1,400 �C, and (e) 1,450 �C
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Figure 64.2 shows the XRD patterns of the IZO ceramics sintered at different

temperatures. The XRD patterns of the IZO ceramic show the characteristic peaks

of the ZnO (JCPDS no. 36-1451) ceramic. Only the hexagonal wurtzite structure is

found, no secondary or unknown phases are detectable. The crystalline intensities

of the characteristic peaks of IZO at 2θ values increase with the increasing sintered
temperature from 1,250 to 1,400 �C. The crystalline intensities of the characteristic
peaks of IZO slightly decrease as the sintered temperature at 1,450 �C. This result
caused by the sintered temperature at 1,450 �C is higher than the melt point of the

IZO ceramic. In this study, the optimum sintered temperature of the 2 in. IZO

ceramics target appeared to 1,400 �C.
Figure 64.3 shows the FE-SEM surface images of IZO thin films as a function of

deposition pressure. The FE-SEM surface images of the 5� 10�3, 1� 10�2, and

5� 10�2 Torr-deposited IZO thin films had similar morphologies. But the grain

size of IZO films slightly decreased as the deposition pressure changes from

5� 10�3 to 5� 10�2 Torr. The average grain sizes of the 5� 10�3, 1� 10�2, and

5� 10�2 Torr-deposited IZO thin films were about 74, 42, and 23 nm, respectively.

The cross-section FE-SEM images of IZO thin films with different deposition

pressure are shown in inset Fig. 64.4. The thickness of IZO thin films decreased

from 220 to 72 nm as the deposition pressure change from 5� 10�3 to
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Fig. 64.3 Surface SEM images of the IZO thin films as a function of deposition pressure
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504 C.-C. Diao et al.



5� 10�2 Torr. This result was caused by the mean free patch (MFP) becoming

shorter as the deposition pressure changed from 5� 10�3 to 5� 10�2 Torr. The

shorter MFP leads to fewer sputtered particles arriving at the substrate surface. In

addition, the crystallization IZO thin films reveal a preferential orientation growth

with the columnar structure, as shown in Fig. 64.4a, b.

XRD patterns of IZO thin films with different deposition pressures are shown in

Fig. 64.5. All patterns exhibit the (002) peaks of IZO crystallization preferential

orientation along the c-axis at diffraction angles (2θ) near 34.1�, with a hexagonal

structure; no characteristic peak of In2O3 phase was found. The intensity of the

characteristic peak of IZO thin films decreases as the deposition pressure changes

from 5� 10�3 to 5� 10�2 Torr.

In the Fig. 64.6, as deposition pressure changes from 5� 10�2 to 5� 10�3 Torr,

the full width at half maximum (FWHM) values decreased from 0.461 to 0.422. The

decrease in the FWHM value suggests the crystallization of IZO thin films increases

with deposition pressure change from 5� 10�2 to 5� 10�3 Torr. Comparing the

diffraction spectra shows that the 2θ value of the (002) peak shifted from 34.25� to
34.11� as the deposition pressure of IZO films changed from 5� 10�2 to

Fig. 64.4 Cross-section SEM images of the IZO thin films as a function of deposition pressure

(a) 5� 10�3 Torr, (b) 1� 10�2 Torr, and (c) 5� 10�2 Torr
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5� 10�3 Torr. This means that the lattice constant c increased with deposition

pressure change from 5� 10�2 to 5� 10�3 Torr. This result is caused by that the

ionic radius of In3+ (80 pm) is being larger than that of Zn2+ (74 pm), and the 2θ
value of the (002) peak is expected to shift downwards.

Figure 64.7 shows the mobility, carrier concentration, and resistivity of IZO thin

films as a function of deposition pressure. As the deposition pressure changes from

5� 10�3 to 5� 10�2 Torr, the mobility of IZO thin films decreases from 7.42 to

3.61 cm2/V s. This result is caused by the larger grain sizes and better crystal quality

of IZO thin films at the deposition pressure of 5� 10�3 Torr. Therefore, a reduced

grain boundary barrier is obtained, leading to an increase in carrier mobility. The

carrier concentration of IZO thin films slightly increased from 4.82� 1018 to

33 34 35 36 37

In
te

ns
ity

 (a
.u

.)

2q q (Degree)
(0

02
)

(c) 50 mtorr

(b) 10 mtorr

(a) 5 mtorr

Fig. 64.6 XRD patterns of

IZO thin films as a function

of deposition pressure: (a)
5� 10�3 Torr, (b)
1� 10�2 Torr, and

(c) 5� 10�2 Torr

0 10 20 30 40 50
2x1018

4x1018

6x1018

8x1018

1019

Pressure (mtorr)

C
ar

ri
er

 c
on

ce
nt

ra
tio

n 
(c

m
-3

) 

H
al

l m
ob

ili
ty

 (c
m

2 /V
-s

)

T
hi

ck
ne

ss
 (n

m
)

R
es

is
tiv

ity
 ( W

-c
m

) 

1

10

100

10-3

10-2

10-1

100

0

100

200

300

Fig. 64.7 Carrier concentration, resistivity, hall mobility, and thickness of the IZO thin films as a

function of deposition pressure

506 C.-C. Diao et al.



8.97� 1018 cm�3 as the deposition pressure changed from 5� 10�3 to

5� 10�2 Torr. The resistivity of IZO thin films increased from 2.03� 10�3

to 1.65� 10�1 Ω cm when the deposition pressure changed from 5� 10�3 to

5� 10�2 Torr.

The optical transmittance spectra of IZO thin films in the wavelength range of

200–1,100 nm are shown in Fig. 64.8. The average transmittance rate of the IZO

thin film is about 84 % in the 400–700 nm range for a deposition pressure of

5� 10�2 Torr, and the average transparency of IZO thin films slightly decreased as

the deposition pressure change to 5� 10�3 Torr. In the ultraviolet range, all the IZO

thin films showed a sharp absorption edge and exhibited a stronger shift phenom-

enon as the deposition pressure changed.

64.4 Conclusions

In this study, crystalline indium–zinc oxide (IZO) thin films were deposited on glass

substrates using the RF magnetron sputtering method. The (200) preferred orienta-

tion of IZO thin films increased as the deposition pressure changed from 5� 10�2 to

5� 10�3 Torr, which would cause better conductive properties in IZO thin films.

The resistivity of IZO thin films increased from 2.03� 10�3 to 1.65� 10�1Ω cm as

the deposition pressure changes from 5� 10�2 to 5� 10�3 Torr. The average

transmittance rates of IZO thin films in the wavelength range from 400 to 800 nm

were 84, 82, and 78 % as the deposition pressure changed from 5� 10�2 to

5� 10�3 Torr. These results suggest that the deposition pressure of IZO thin

films at 5� 10�3 Torr is better.
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Chapter 65

The Construction and Efficiency Validation
of an Educational Module of Pneumatics
Robotics Arm Controlled by Programmable
Logic Controller (PLC)

Pornpirom Fak-orn, Utjanapol Yomkurd, Natawat Punfong,

and Mana Thanaon

Abstract This chapter presents construction and efficiency validation of an edu-

cational module of pneumatics robotics arm controlled by programmable logic

controller (PLC). This module was a student project in bachelor of science in

technical education in electrical engineering, that also expected to be used in a

subject, PLC, of high vocational certificate or diploma (electrical power) curricu-

lum at Rajamangala University of Technology Lanna (RMUTL). The module

consists of three main systems, pneumatics, robotic arm, and PLC, integrated in

as a laboratory station. PLC Omron CPM2A model was selected to play as

controller here but not limited. Atleast there lab sheets were set and tested. The

verification and validation have been done in three topics, body, usage, and

experiment through 5 experts and 20 students in the second year of diploma. The

reports from all experts and all topics show the average t-score at 4.52 and the

average score from students at 4.535.

Keywords Pneumatics • Robotics arm • Programmable logic controller (PLC)

65.1 Introduction

To learn how does a programmable logic controller (PLC) work and make students

deeply understand, it needs to demonstrate correctly and let those students reach to

sufficient education material. Unfortunately, many vocational schools in Thailand

still lacks some educational modules in skill training, such as hydrolic system,

pneumatic system, and also PLC system because it is very expensive and inade-

quate for registered students. With the reasons, bachelor students in final year of
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RMUTL Tak have an idea to propose their project to construct an educational

module for diploma students studying in PLC subject applied to pneumatic robotics

arm. After the proposed educational module is built, it will be treated for verifica-

tion by some experts and registered diploma students.

This chapter consists of four topics, introduction, educational module, verifica-

tion, and conclusion as follows.

65.2 Educational Module

The proposed educational module mounted on a table, has size 70 cm�
55 cm� 60 cm shown in Fig. 65.1. The top side is install robotic arm, including

many sensors and actuators. Pneumatic panel is attached on the left hand side below

and the other right hand side is installed with the Omron PLC and its peripherals,

connectors and switches.

65.2.1 Robotic Arm

Robotic arm of SMC company [1] as shown in Fig. 65.2a stands on a sliding plate

which can be moveable in horizontal range along pneumatic cylinder. It also can

Fig. 65.1 Proposed educational module, robotic arm (above), pneumatic panel and PLC panel

(left and right)
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move up and down along vertical axis. The end of the arm connected with a

rotational gripper over 360� for picking an object, see detail of the gripper in

Fig. 65.2b.

65.2.2 Pneumatic Panel

Pneumatic panel shown in Fig. 65.3 is designed for learning mechanics of pneu-

matic system installed here. First cylinder from left hand side is to control hori-

zontal position (x-axis), second for vertical position (y-axis), third for z-axis, fourth
for gripper rotation and the last on the right hand side for gripping task.

65.2.3 PLC Panel

Omron PLC CPM2A-30CDR-A model used here has 18 inputs, 12 output, and AC

supply requirement. Software for PLC programming is CX-programmer [2].

65.2.4 Lab Sheets

Three laboratories were set for using the educational module, such as basic oper-

ation of pneumatic system, basic operation of robotic arm, and robotic arm control

by PLC.

Fig. 65.2 Robotic arm (a), gripper (b)
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65.3 Verification and Validation

Based on curriculum development and teaching strategy [3, 4], the verification and

validation have been investigated in three items, body, usage, and experiment

through 5 experts and 20 students in the second year of diploma shown in Fig. 65.4.

Fig. 65.3 Pneumatic panel

Fig. 65.4 Verification of the educational module by (a) experts and (b) students
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Five experts have been evaluated in the educational module and all results are

summarized in Table 65.1, the mean score is 4.52. We can interpret that it is

excellent. Range of score is illustrated in Appendix.

The students have been divided into two groups, treatment group and control

group, for comparison purpose. The obtained results show in Table 65.2, the mean

score of both items, body and usage, are over 4.5 satisfying excellent level.

65.4 Conclusion

This chapter presents construction and efficiency validation of an educational

module of pneumatics robotics arm controlled by PLC. This module was a student

project in bachelor of science in technical education in electrical engineering, that

also expected to be used in a subject, PLC, of high vocational certificate. The

module consists of three main systems, pneumatics, robotic arm and PLC, inte-

grated in as a laboratory station. There lab sheets were set and tested. The verifi-

cation and validation have been done in three topics, body, usage and experiment

through 5 experts and 20 students in the second year of diploma. The results are

ranked in excellent level and also meet the project objectives.

Acknowledgments The authors would like to thank all staff of department of electrical engi-

neering for their kind help and Rajamangala University of Technology Lanna Tak for partial

financial support.

Table 65.1 Verification

results from 5 experts via

t-test

Items Mean scores Standard deviation Meaning

Body 4.60 0.53 Excellent

Usage 4.60 0.40 Excellent

Experiment 4.35 0.79 Very good

Average 4.52 0.57 Excellent

Table 65.2 Verification

results from 20 students via

t-test

Items Mean scores Standard deviation Meaning

Body 4.58 0.57 Excellent

Usage 4.78 0.47 Excellent

Average 4.68 0.52 Excellent

65 The Construction and Efficiency Validation of an Educational Module. . . 513



Appendix: Range of Scores

Score 4.50–5.00 means “Excellent”

Score 3.50–4.49 means “Very good”

Score 2.50–3.49 means “Good”

Score 1.50–2.49 means “Fair”

Score 1.00–1.49 means “Poor”
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Chapter 66

GPU Computations on Hadoop Clusters
for Massive Data Processing

Wenbo Chen, Shungou Xu, Hai Jiang, Tien-Hsiung Weng,

Mario Donato Marino, Yi-Siang Chen, and Kuan-Ching Li

Abstract Hadoop is a well-designed approach for handling massive amount of

data. Comprised at the core of the Hadoop File System and MapReduce, it

schedules the processing by orchestrating the distributed servers, providing

redundancy and fault tolerance. In terms of performance, Hadoop is still behind

high performance capacity due to CPUs’ limited parallelism, though. GPU

accelerated computing involves the use of a GPU together with a CPU to

accelerate applications to data processing on GPU cluster toward higher effi-

ciency. However, GPU cluster has low level data storage capacity. In this

chapter, we exploit the hybrid model of GPU and Hadoop to make best use of

both capabilities, and the design and implementation of application using Hadoop

and CUDA is presented through two interfaces: Hadoop Streaming and Hadoop

Pipes. Experimental results on K-means algorithm are presented as well as their

performance results are discussed.
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66.1 Introduction

Hadoop is an outstanding open-source MapReduce framework for storing and

processing big data in a distributed fashion on large clusters of commodity hard-

ware. Hadoop splits a big task into small tasks and then distributed these small tasks

to the whole cluster computing nodes. It has a high performance distributed file

system with fault tolerance capabilities. But there is a kind of massive data

processing that can hardly be processed by current cloud computing technology

which has both data-intensive and computing-intensive traits since the computing

capacity of each of the computing node cannot meet our needs. GPU has evolved

into general-purpose computing [9]. Its computing capacity is far beyond CPU, this

makes it more popular to be used in general-purpose acceleration tasks. Thus, it is

necessary to migrate the intensive computing from CPU to GPU to bring up

computational power.

This chapter takes advantage of Hadoop and CUDA for Massive Data

Processing, and makes the following contributions:

1. Implementation of application using Hadoop and CUDA for heterogeneous

computing is presented.

2. Two methods of Hadoop using CUDA were proposed.

3. The performance and effectiveness of the two methods are compared and

analyzed via the experimental results.

The organization of this chapter is as follows. Section 66.2 reviews the related

works. Hadoop is written in Java and GPU code is essentially written in C/C++, this

brings us lots of difficulties porting it to GPU. To realize this, we proposed two

methods and used K-Means clustering algorithm as an example in Sect. 66.3. In

Sect. 66.4, we analyzed and compared our experimental results. Finally, the con-

clusion and future work are given in Sect. 66.5.

66.2 Related Work

These years, there are a lot of studies that have been done to port distributed

MapReduce to CPU–GPU architectures. In Map phase of MapReduce, the com-

puting is totally parallel among map functions. In Combine phase, there is also

partial parallelism.

It is likely to think that running the Map and Combine phases on GPUs will

improve the performances. MGMR [1, 2] is a version of MapReduce on multi-

GPUs environment, and PMGMR is an updated and pipelined version of MGMR

[3], which employs multiple GPUs and makes use of new features of GPU. Mars [4]

is the first framework for distributed MapReduce on CUDA, but it is restricted to

single node system.
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Hadoop implementation is independent of CUDA. However, recent studies

indicate that this framework is likely to incorporate CUDA interface elements to

explore its performance parallelization benefits [10]. In [5], it presented a novel

parallel implementation of RSA algorithm using JCUDA and Hadoop, where RSA

algorithm is encapsulated in JNI, and used JCUDA to implement for parallelization.

It is depicted in [6], a novel approach for processing very large files by using

Hadoop in handling file splitting and merging, and CUDA for accelerating the

computation of the FFT algorithm, in which JCUFFT and JTransforms were

applied. In [7], streaming, JCuda, JNI were mentioned, and the authors employ

JNI method at last. However, all previous works are specifically focused on image

processing discussion; do not approach the integration between GPU CUDA

interface and Hadoop.

66.3 Methods of Integrating GPU with Hadoop

In this section, we first introduce Streaming and Pipes in detail. The two methods

are tested in our experiment in order to integrate GPU with Hadoop by using

K-means algorithm. First, according to MapReduce model, we divided K-means

into two parts which correspond to Map phase and Reduce phase respectively.

Next, we accelerated one part on CUDA. Finally, we use the two methods to

integrate CUDA code with Java code in Hadoop.

66.3.1 K-Means in Hadoop

In Hadoop, we divided K-means into two parts: (a) Find nearest cluster for each

sample. This part corresponds to the Map stage of Hadoop. The output <key,

value> pair of map is <nearest cluster, sample>. (b) Update its centroids for

each cluster. This part is accelerated by GPU, and this part is corresponding to

the Reduce stage of Hadoop. Figure 66.1 shows the flow chart of K-means in

Hadoop.

66.3.2 Hadoop Interface Programming Methods

As known, the Hadoop framework is implemented in Java. While Hadoop provides

two mechanisms to support the use of other languages: Streaming and Pipes. These

two programming methods will be described in detail in this chapter later; they all

provide C/C++ MapReduce programming interfaces. So utilizing CUDA in

Hadoop is feasible. The Map and Reduce functions just act as proxies, the actual

calculating work is done on GPU.
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66.3.2.1 Streaming

Hadoop Streaming is a utility that allows users to create and run Map/Reduce jobs

with any executable or script as the mapper and/or the reducer. Mapper and reducer

are executables that read the input from stdin (line by line) and emit the output to

stdout [8]. Figure 66.2 is the flowchart of streaming MapReduce. When an execut-

able is specified for mappers, each mapper task will launch the executable in a

separate process. When the mapper task is running, its inputs are split into lines

which are fed to the standard input of the process. At the same time, mapper collects

the lines from the standard output of the process and converts them into <key,

value> pairs as mappers’ outputs.

66.3.2.2 Pipes

Hadoop Pipes provide a C/C++ library to support Hadoop programs in C/C++ only.

C/C++ application is launched as a subprocess of the Java task. C/C++ code

communicates with Java code through socket. In many ways, Hadoop Pipes are

similar to Hadoop streaming, the differences between them are the methods of

communication: one is standard input and output, the other is sockets. Hadoop

Pipes allow users to define five basic components: mapper, reducer, partitioner,

combiner, and recordReader. Figure 66.3 shows the design detail of mapper and

reducer component of Hadoop Pipes mechanism.

N

Y

Input split

Get the distances of a
sample to each

centroid

Choose the nearest
centroid

<centroid,
sample>

Collect the samples
belonging to the same

cluster

Update centroids of the
clusters

Converged?

Over

Output file

Map stage Reduce stage

Fig. 66.1 K-means flowchart in Hadoop

518 W. Chen et al.



66.4 Experimental Results

Experiments were performed on heterogeneous cluster of four servers (one master

and three slaves), whereas each slave has a different type of GPU cards ranging

from NVIDIA GeForce GTX 470, Tesla K20C, and Tesla K40C. All servers run

64-bit Ubuntu server 12.04 LTS, NVIDIA CUDA 6.0 and Hadoop-1.2.1. In our

InputSplit mapper stdin executable

stdoutmapper<key,value>reducer

stdin executable stdout reducer

<key,value>OutputFormat

Fig. 66.2 Hadoop streaming MapReduce
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data
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server

C/C++
client

Java
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Local diskLocal disk

Combiner &
Partition

Java
server

C/C++
client

Java
server

Reduce task

HDFS

Fig. 66.3 Hadoop pipes details
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experiments, we have tested five datasets whose sizes range from 2.365, 4.73,

7.095, 9.46, and 11.83 GB.

In Fig. 66.4, the y-axis denotes the elapsed time (minutes), and the x-axis denotes
the input datasets. Figure 66.4 shows that Pipes method outperforms the other two

whereas Java delivers the worst performance. The initial performance of Pipes is

48.4 % higher than Java. And Streaming’s is about 20 % higher. The speedups of

both Pipe and Streaming increase as the input datasets increase. In dataset 5, the

speedup of Pipes, Streaming is nearly 83 % higher, 32 % individually higher. Thus,

we have reason to believe that the speedup is larger if the input dataset is bigger.

With the increasing of the input data, the curve of Java has the fastest riser, the next

is Streaming and the last is Pipes, which indicates GPU has better advantage in

bigger data processing. There is another trend of the curves: the slope of these

curves is going smaller, that is, progressively decreasing, which means Hadoop is

adequate at handing big data. In our experiment, using GPU in Hadoop has some

extra costs, however it’s still worthy. Pipes’ implementation is higher than the

Streaming one, mainly due to the fact that Pipes’ one skips the stdin/stdout buffer.

66.5 Conclusions and Future Work

With the recent advent of GPU computing, it has given a step forward in computing

architecture by introducing a hybrid model where GPUs work in conjunction with

CPUs. In this research, we investigated the K-means algorithm over different

Fig. 66.4 The elapsed time
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methods in cluster of heterogeneous CPU–GPU environments. We presented two

ways to fuse GPU and Hadoop together to take the advantage of their merit fully.

Our preliminary results have shown good promises. Though, still more work to

be done to improve the overall performance, for instance, redesign the scheduling

algorithm of Hadoop, do performance tuning of Hadoop. There are two other ways

to combine CUDA and Java: JNI and JCuda. As future work, we can consider to

compare these two methods, as well as with other approaches.
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Chapter 67

A HHT-Based Music Synthesizer

I-Hao Hsiao, Chun-Tang Chao, and Chi-Jo Wang

Abstract Synthesizing musical sound plays an important role in modern music

composition. Composers nowadays can easily take advantage of powerful and user-

friendly personal computers to produce the desired musical sound with a goodmusic

synthesis method. In this chapter, the Hilbert-Huang Transform (HHT) time-

frequency analysis method is employed, in an attempt to implement a new efficient

music synthesizer. By applying the HHT technique, the original varying-pitchmusic

signals can be decomposed into several intrinsic mode functions (IMF) based on the

empirical mode decomposition (EMD). The instantaneous amplitude and frequency

of IMFs can be further obtained by Hilbert transform. By extracting the main

spectrum coefficients of the instantaneous amplitude and frequency of the IMFs,

the original musical signal can be reconstructed with little error. Experimental

results indicate the feasibility of the proposed method.

Keywords Music synthesis • Hilbert-Huang transform (HHT) • Empirical mode

decomposition (EMD) • Intrinsic mode function (IMF)

67.1 Introduction

For regular music synthesis methods, the two most popular methods may be the

wavetable music synthesis [1] and FM synthesis [2]. A good music synthesis allows

music creators to synthesize the sound signal accurately and quickly. However, the

two methods have been unable to provide satisfactory quality for high performance

applications.

In recent years, the trend for a musical-tone generator has been based on physical

modeling of sound production mechanisms [3]. The digital waveguide filter [4, 5]

can be applied to simulate a wide class of musical instruments. Figure 67.1 shows

the nonlinear predictive model of an instrument. The excitation unit (Exciter) is the

nonlinear part, responsible for generating an oscillatory signal source. And the
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resonance unit (Resonator) belongs to the linear filter part, responsible for modu-

lating out the sound signal.

Figure 67.2 shows a simple model-based structure implemented by IIR (infinite

impulse response) synthesis, consisting of a prediction filter and a delay line to

synthesize tones produced by instruments [6]. The design of the coefficients for the

IIR synthesizer is accomplished by using a neural network (NN)-based training

algorithm. A recurrent NN (RNN) is applied for the prediction filter design.

However, such kinds of design approaches can be time-consuming during the

training process.

Huang et al. [7] in 1998 developed a new method called Hilbert-Huang Trans-

form (HHT) for analyzing nonlinear and nonstationary data. The HHT should be

more powerful and suitable in timbre analysis when compared with traditional

Short-Time Fourier Transform (STFT). Through the understanding of the HHT

method, this chapter proposes a more efficient HHT-Based Music Synthesizer.

67.2 The HHT and EMD

The HHT was pioneered by Huang et al., for adaptively representing nonstationary

signals as sums of zero-mean amplitude modulation frequency modulation

components. The Fourier Transform views the signal as a combination of many

HLP
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RBF
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Nonlinear Predictor

Fig. 67.1 The nonlinear
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instrument

Synthetic output

wavetable

y1

w0,1

z–1 z–1 z–1

w0,2 w0,3 w0,N

y2
y3

yNy0

Fig. 67.2 The nonlinear predictive model of an instrument
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fixed-frequency and fixed-amplitude sinusoids. The HHT regards the signal as a

combination of many intrinsic mode functions (IMF), which have time-varying

frequency (instantaneous frequency) and time-varying amplitude (instantaneous

amplitude) [8]. Thus, the HHT provides a more powerful analysis and synthesis tool

for the pitch and timbre of amusic sound. In this section, theHHT andEMDare briefly

introduced.

There are two steps in the HHT: (1) For a given signal x(t), extract the IMFs

by means of empirical mode decomposition (EMD); and (2) apply the Hilbert

Transform on each IMF to get the corresponding instantaneous frequency and

amplitude. Step 1 is iteratively finished until the residue becomes a monotonic

function or a function with only one cycle from which no more IMFs can be

extracted. Equation (67.1) shows the decomposition of the x(t) into N-empirical

modes, where cj(t) is the jth IMF and rN(t) is the final residue.

x tð Þ ¼
XN
j¼1

c j tð Þ þ rN tð Þ ð67:1Þ

In Step 2, the Hilbert Transform is utilized to obtain an analytic complex

representation z(t) for each IMF c(t), as shown in (67.2), where d(t) is the Hilbert

Transform of c(t). The instantaneous amplitude and instantaneous phase are

denoted as a(t) and θ(t), respectively.

z tð Þ ¼ c tð Þ þ id tð Þ ¼ a tð Þeiθ tð Þ ð67:2Þ

Then the original signal x(t) can be represented as

x tð Þ ¼ Re
XN
j¼1

a j tð Þe
i

ð
ω j τð Þdτ

8><>:
9>=>; ð67:3Þ

where ω tð Þ ¼ dθ tð Þ
dt is the instantaneous frequency and Re denotes real part.

Equation (67.3) shows the difference between the HHT and the Discrete Fourier

Transform. In the HHT, each component is considered as time-varying amplitude

and time-varying frequency sinusoid. For brevity, the instantaneous frequency

and the instantaneous amplitude will be referred to as “IF” and “IA” in the

following text. For each IMF, its corresponding “IF” and “IA” can be calculated.

On the contrary, the IMF can be reconstructed by its corresponding “IF” and “IA.”

In this chapter, the FFT will be applied to the “IF” and “IA,” instead of directly

applied to the IMF. Using this approach, less FFT coefficients are needed and will

yield better synthesis performance.
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67.3 Simulation Results

The simulation was implemented in the MATLAB environment. Different sound

signals, including piano, trumpet, violin, and bird chirps, are provided. Figure 67.3

shows the EMD analysis of trumpet music (pitch A4 or A440), including the

original signal, IMF1–IMF8, and the final residue.

For each IMF, the corresponding “IF” and “IA” can be obtained. Figure 67.4

shows the “IA” analysis for each IMF. In the proposed method, only the first four

IMFs (IMF1–IMF4) are considered and the latter IMFs (IMF5–IMF11) are omitted.

The FFT is applied to “IF” and “IA,” and 128 main coefficients for “IF” and “IA,”

respectively, are selected. Thus for the first four IMFs, all the 1,024 FFT coeffi-

cients are stored. The proposed synthesis method is compared with the original

sound with direct 1,024-point FFT analysis, to demonstrate its efficiency and

feasibility. Table 67.1 shows the synthesis error comparison under the same coef-

ficients number 1,024 for different instruments, where the error is measured by the

Euclidean distance defined in (67.4).

d x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

xi � yið Þ2
s

ð67:4Þ
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67.4 Conclusion

This chapter presents a music synthesizer based on the HHT. For some advanced

model-based approaches, the procedure may be tedious and time-consuming for

parameter learning. Since most practical music sounds are not stationary, especially

in the beginning of the timbre, the conventional Fourier Transform cannot be

expected to realistically synthesize the music sounds. The HHT is an advanced

signal-processing technique for analyzing nonlinear and nonstationary time series

data. The signal is first segregated into narrow band components, the IMFs, by

performing EMD. The Hilbert transform is then applied on each mode to obtain the

respective instantaneous frequency and the amplitude. By extracting the main FFT

coefficients of the instantaneous frequency and the amplitude for each IMF, the

original signal can be restored in a good performance. Simulation results show

the feasibility of the proposed synthesis method. Further improvement should be

developed for practical applications.
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Table 67.1 Synthesis error

comparison
Method

The proposed method Direct FFTSound

Piano 0.3407 0.8267

Trumpet 0.5202 0.8229

Violin 0.2152 0.8219

Bird chirps 0.0596 0.2952
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Chapter 68

Decentralized Robust Estimation
of Interconnected Systems with
State-Dependent Impulse Disturbances

Cheng-Fa Cheng and Shih-Jyun Lin

Abstract The problem of local observer synthesis for uncertain interconnected

systems subjected to nonlinear interaction functions, bounded uncertainties, and

state-dependent impulse disturbances is investigated. The observation scheme is

only based on certain functional properties of the uncertainty and interaction

bounds and sufficient conditions will be provided such that the observation error

of the uncertain state-jump interconnected system will be practically stable by the

proposed local observer scheme. Furthermore, within the derived lower bound of

the impulse interval, the boundedness of the observation errors of the uncertain

interconnected system with the equidistant impulse disturbance will be guaranteed

and the radius of the attraction ball can be measured. Finally, an example with

simulations is given to illustrate the application of our results.

Keywords Interconnected systems • Robust • Local observer • State-dependent

impulse disturbance • Practical stability

68.1 Introduction

The basic assumption in state feedback control is that all state variables are

available. However, in practical situations, the system states are not completely

available; therefore, it is necessary to estimate the system states frommeasurements

of some of its outputs. Ever since the pioneering work of [1], several researchers

have devoted to the observers design for reconstructing the system states in a

decentralized framework for interconnected systems [2–4]. It is clear that the

number of computations for an interconnected system will be prohibitive if the

centralized method is adopted. And perhaps even more important, the structure of
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an interconnected system is most naturally represented in decentralized form. Thus

a single observer is not feasible.

Impulse disturbance may arise from the sudden changes of the environment and

causes the systems to undergo rapid changes in the states at certain instants. The

problem of systems with impulse effect in the fields of the control theory, biology,

and electronics has already received great attention [5–7]. Sudden changes of the

environment make the systems suffer the impulse effect. How to overcome the

impulse effect of the impulse disturbances is another important topic.

In this chapter, a systematic constructive procedure for designing local observers

of uncertain interconnected jumping systems is attacked.Without precise knowledge

of the plant, the observer is only based on certain functional properties of the

uncertainty and interaction bounds and the practical stability of the observation errors

of the whole systems will be guaranteed by the proposed local observer schemes.

68.2 Problem Statement and Definitions

Let us consider an interconnected system S composed of N subsystems Si,
i ¼ 1, 2, . . . ,N. Each Si is modeled by the equation

_xi tð Þ ¼ Aixi tð Þ þ Bi ui tð Þ þ υi t, ui tð Þ, σi tð Þ, xi tð Þð Þð Þ þ gi t, σi tð Þ, x tð Þð Þ, t 6¼ τk ð68:1aÞ
xi t

þ
k

� � ¼ xi tkð Þ þ wi tk, xi tkð Þð Þ, t ¼ τk ð68:1bÞ
yi tð Þ ¼ Cixi tð Þ ð68:1cÞ

where Ai, Bi and Ci denote the nominal system matrix, input connection matrix, and

output matrix of appropriate dimensions, respectively; moreover Ai is not necessary

a Hurwitz matrix. gi(t, σi, x) is the interaction function is represented as

gi t; σi; xð Þ ¼ Big
0
i
t; σi; xð Þ þ Di � Bið Þg0

i
t; σi; xð Þ ð68:2Þ

where Di is chosen by the designer, σi(t) is the uncertain parameter, and

g
0
i t; σi; xð Þ�� �� �

XN

j¼1
ϖij xj tð Þ
�� ��. Whereas the function υi(t, ui, σi, xi) can be con-

sidered as input disturbances and satisfies

υi t; ui; σi; xið Þk k � ρi t, ui, yið Þ ð68:3Þ

Impulse disturbance wi(tk, xi(tk)) has the effect of suddenly changing the state of the
system at the instant tk and is bounded by

wi tk, xi tkð Þð Þk k � γik xi tkð Þk k ð68:4Þ

with γik � 0, where t0 < t1 < t2 < 	 	 	 < tk < 	 	 	, limk!1 tk ¼ 1, k 2 ℕ, and

ℕ denotes the set of natural numbers. Without loss of generality, assume both
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matrices Bi and Ci are of full rank and all pairs (Ai,Ci), i ¼ 1, 2, . . . ,N, are
observable.

In this chapter, the following nonlinear local observer scheme will be adopted

_̂xi tð Þ ¼ Aoix̂ i tð Þ þ P
�1

i CT
i F

T
i FiCiexiρ2i t, ui, yið Þ= ����FiCiexi����ρi t, ui, yið Þ þ η̂i

� �
� Giyi tð Þ þ Biui tð Þ þ 1=2

XN
j¼1

ϖij

�
‘1i þ ξ j

�
P
�1

i CT
i F

T
i FiCiexi tð Þ ð68:5Þ

with Fi ¼ BT
i PiC

T
i CiC

T
i

� ��1
, where Pi is a positive-definite symmetric matrix

satisfying

AT
oiPi þ PiAoi þ

XN
j¼1

Di � Bi

�� �� ‘2i þ ξ j

� �
ϖijP

2

i þ
XN
j¼1

ϖ ji 1=‘1 j þ Di � Bi

�� ��=‘2 j� �
I ¼ �Qi

ð68:6Þ

with Qi ¼ Q
T

i > 0, ‘1i > 0, ‘2i > 0 subject to I � CT
i CiC

T
i

� ��1
Ci

n o
PiBi ¼ 0.

68.3 Robust Local Observer Synthesis

For derivation convenience, some notations are denoted as

ρik ¼ 1þ aikð Þ þ 1þ 1=aikð Þ 1þ bikð ÞλM Pi

� �
=λm Pi

� �
γ2ik; hmax ¼ max tk � tk�1f g

where aik and bik are both positive constants for all i ¼ 1, 2, . . . ,N and k 2 ℕ.

Theorem 1 For the uncertain interconnected system (68.1a)–(68.1c) with impulse

disturbance (68.3), if there exists a positive symmetric matrix Pi such that (68.6)

holds then, by local observer (68.5), the observation error ex tð Þ will be practically

stable with respect to μ;
ffiffiffiffiffiffiffiffiffi
χ=ν1

p	 

for μ � ex t0ð Þk k and

χ ¼ ν2μ2
Y1
i¼1

ρie
�ν t�t0ð Þ þ ν4=ν

X1
j¼1

Y1
i¼ j

ρi e�ν t�t jð Þ � e�ν t�t j�1ð Þ	 

þ ν4=ν 1� e�ντmax

� �þX1
j¼1

Y1
i¼ j

ρi=ρj f je
�ν t�t jð Þ

ð68:7Þ

where ρk ¼ max
i

ρikf g, fk ¼
XN

i¼1
1þ 1=aikð Þ 1þ 1=bikð ÞλM Pi

� �
γ2ik x̂ i tkð Þ
��� ���2,

ν1 ¼ mini λm Pi

� �� �
, ν2 ¼ maxi λM Pi

� �� �
, ν3 :¼ mini λm Qi

� �� �
,
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ν4 ¼
XN

i¼1

�
2η̂i þ

XN

j¼1
1þ Di � Bik kð Þϖijξ j

�
, and ν ¼ ν3=ν2 for all i ¼ 1, 2,

. . . ,N and.

Proof Define a Lyapunov function V ¼
XN

i¼1
ex T
i tð ÞPiexi tð Þ withexi tð Þ ¼ xi tð Þ � x̂ i tð Þ. The derivative of the Lyapunov function evaluated along the

trajectories of the error equation yields

DþV tð Þ ¼
XN
i¼1

_ex T

i Piexi þ ex T
i Pi

_exin o
� �ν3

XN
i¼1

exi��� ���2 þ ν4 � �νV tð Þ þ ν4 ð68:8aÞ

for t 6¼ tk. For t ¼ tk, we have

V tþk
� � ¼

XN
i¼1

ex T
i tþk
� �

Piexi tþk� �
¼
XN
i¼1

exi tkð Þ þ wi tk ,xi tkð Þð Þ½ �T Pi exi tkð Þ þ wi tk, xi tkð Þð Þ½ �
� ρkV tkð Þ þ fk

ð68:8bÞ

It follows from Theorem 3.1 of [8] with g t;m;mð Þ ¼ �νmþ ν4 and ψ k mð Þ ¼ ρkm
þ f k that

m tð Þ � m t0ð Þ
Yk
i¼1

ρie
�δ0 t�t0ð Þ þ ν4=ν

Xk
j¼1

Yk
i¼ j

ρi e�ν t�t jð Þ � e�ν t�t j�1ð Þ	 

þ ν4=ν 1� e�ντmax

� �þXk
j¼1

Yk
i¼ j

ρi=ρj f je
�ν t�t jð Þ

for tk < t � tkþ1. Since ex t0ð Þk k � μ, we have

μν1 ex tð Þk k2 � ν2μ2
Yk
i¼1

ρie
�ν t�t0ð Þ þ ν4=ν

Xk
j¼1

Yk
i¼ j

ρi e�ν t�t jð Þ � e�ν t�t j�1ð Þ	 

þ ν4=ν 1� e�ντmax

� �þXk
j¼1

Yk
i¼ j

ρi=ρj fje
�ν t�t jð Þ

ð68:9Þ

and then (68.7) holds. The proof is completed.

Remark 1 Without impulse disturbance, it follows from [9] that ex tð Þ converges

exponentially with the degree ν3=2 toward the finial attractor

B 0;erð Þ :¼ ex tð Þ 2 Rn : ex tð Þk k � erf g with er > er* :¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ν4= ν1ν3ð Þp

and arbitrary ini-

tial conditions ex 0ð Þ.
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Remark 2 For the uncertain interconnected system (68.1a)–(68.1c) with

equidistant impulse interval h, if ln ρð Þ < νh then, by local observer (68.5),

the observation error ex tð Þ will attract into a ball B 0;erð Þ with

r > r* :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ν1

ν4
ν

1� e�νhð Þ ρ2e�νh

1� ρe�νh
þ f

1� ρe�νh
þ ν4

ν
1� e�νhð Þ

� �s
, where

ρ ¼ max
i

ρif g:

68.4 Illustrative Example

Consider the inverted pendulums which are coupled by the springs and subject to

three distinct input moments ui(t) [10]

S1 : _x1 tð Þ ¼ 0 1

g=l 0

" #
x1 tð Þ þ 0

1= τ1l
2

� �" #
u1 tð Þ þ υ1 tð Þð Þ þ 0 0

�k1a
2= τ1l

2
� �

0

" #
x1 tð Þ

þ 0 0

�k1a
2= τ1l

2
� �

0

" #
x2 tð Þ

ð68:10aÞ

y1 tð Þ ¼ 1 1½ �x1 tð Þ ð68:10bÞ

S2 : _x2 tð Þ ¼ 0 1

g=l 0

" #
x2 tð Þ þ 0

1= τ2l
2

� �" #
u2 tð Þ þ υ2 tð Þð Þ þ 0 0

�k1a
2= τ1l

2
� �

0

" #
x1 tð Þ

þ
0 0

� k1a
2

τ1l
2
� k2b

2

τ1l
2

0

24 35x2 tð Þ þ
0 0

� k2b
2

τ1l
2

0

24 35x3 tð Þ

ð68:10cÞ

y2 tð Þ ¼ 1 1½ �x2 tð Þ ð68:10dÞ

S3 : _x3 tð Þ ¼
0 1
g

l
0

" #
x3 tð Þ þ

0

1

τ3l
2

24 35 u3 tð Þ þ υ3 tð Þð Þ þ
0 0

� k2b
2

τ3l
2

0

24 35x3 tð Þ

þ
0 0

� k2b
2

τ3l
2

0

24 35x2 tð Þ

ð68:10eÞ
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y3 tð Þ ¼ 1 1½ �x3 tð Þ ð68:10fÞ

Letting g ¼ 9:8 ms�2ð Þ; l ¼ 1 mð Þ; τ1 ¼ 0:8 kgð Þ; τ2 ¼ 0:4 kgð Þ; τ3 ¼ 1:25 kgð Þ;
k1 ¼ 1 N m�1ð Þ, k2 ¼ 1:5 N m�1ð Þ and υ1 ¼ �0:5þ 0:3y1, υ2 ¼ 0:2 sin y2 � 0:4y2,
and υ3 ¼ 0:6þ y3, we have ρ1 ¼ 0:5þ 0:3 y1j j, ρ2 ¼ 0:2þ 0:4 y2j j, and

ρ3 ¼ 0:6þ y3j j. Choosing ‘11 ¼ ‘12 ¼ ‘13 ¼ 5 and G1 ¼ 0

�22:5

� 
,

G2 ¼ 0

�45

� 
, G3 ¼ 0

�22:5

� 
, yields F1 ¼ 0:625, F2 ¼ 1:25, F3 ¼ 0:4, and

P1 ¼ P2 ¼ P3 ¼ 2:5 0:5
0:5 0:5

� 
. It follows from Theorem 1 that the observation

error states ex tð Þ of the pendulum systems (68.10a)–(68.10f) will be bounded and

the time responses of the observation error states will be plotted in Fig. 68.1 with

wi tk, xi tkð Þð Þ ¼ ci �1ð Þk 1þ e�k
� �

sin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi tkð Þk kp� �

xi tkð Þ, c1 ¼ 0:05, c2 ¼ 0:05, and

c3 ¼ 0:06 and the impulse instant tk is chosen randomly between 0 and 0.5 s.
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Fig. 68.1 The trajectories of the inverted pendulums system (10) without state jumps (a) Cix̂ i tð Þj j;
(b) subsystem 1; (c) subsystem 2; (d) subsystem 3
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68.5 Conclusion

A design algorithm for local observers of uncertain interconnected systems with

nonlinear interaction functions, bounded uncertainties, and impulse disturbances

has been proposed. The observation scheme is only based on certain functional

properties of the uncertainty and interaction bounds and will make the estimation

errors of the considered systems be robustly practically stable. Furthermore, the

relation between the robust local observer design and the admissible intervals of the

impulse disturbances has been established. Finally, the observation error will attract

into a ball with finite radius once the equidistant impulse interval is greater than the

derived bound.
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Chapter 69

A Lean Analysis to Automate the Draw
Operations at a Tube Manufacturing
Company

Jun-Ing Ker, Chandra Mani Shrestha, and Yichuan Wang

Abstract The objective of this research is to conduct a lean analysis of the Draw

Cell operations at a manufacturer that fabricates stainless steel tubes and to imple-

ment Lean concepts for automation. Videotaping operations, interviewing opera-

tors, and studying the engineered layout of the operation were carried out to

understand the existing operations. Industrial engineering knowledge of Lean,

8 wastes, Kaizen, Single Minute Exchange of Die, and Value Stream Map were

applied to improve the setup of workstations and material handling procedures.

These principles helped make the current draw cell to operate more effectively and

economically without major renovations.

Keywords Tube drawing • Draw operation automation • Lean analysis • Kaizen •

Single Minute Exchange of Die

69.1 Introduction

The tube manufacturing company under study is located in north Louisiana in the

United States. The company is on the process to automate its Draw Cell. At present,

the Draw operation is the bottleneck for the plant. The company currently has many

manual machine systems where human workers operate machines to complete

given tasks. In these systems, operators control machines and inspect the quality

of products. Operators also setup the machines according to the customer require-

ments. Some machines wait for operators to start and finish the jobs, while in some

cases operators wait for machines to finish their jobs. Idles of operators and

machines are commonly seen in the plant.
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69.1.1 Drawing of Tubes

The tube drawing operation is an essential step in tube manufacturing. The tube

draw operation changes the tubes’ inner diameter (IDs), outer diameter (ODs), wall

thicknesses, and also improves the surface finish by refining the grain structure. Use

of die to change the shape of a tube is a common procedure in the tube drawing

process. Die is a sintered tungsten carbide insert encased in steel that contains

cobalt. Higher cobalt content provides more shock resistance while lower content

provides better wear resistance. There are various drawing methods like sinking,

rod drawing, floating plug drawing, tethered plug drawing, and fixed plug drawing

[1]. The company in this case study uses the rod drawing method to draw the tube.

The rod drawing process draws the tube over a hardened steel rod or bar that passes

through the die resulting in the reduction of the OD, ID, and the wall thickness.

Then, the reeling process slightly expands the diameter of the tube to extract

the bar.

69.1.2 Benefits of Automation

At present, the Draw Cell operation is not fully automated and most of the operation

is controlled and carried out by the operators. Mostly the production and quality

inspection are done by the decision of the operators. Only some portion of the

transportation of tube from workstations to workstations is automated. Thus, the

first step to initiate the automation of Draw Cell is to understand the detail operation

of the process by the engineers, managers, and maintenance staffs with the help of

operators in the Draw Cell.

As shown in Fig. 69.1, the operation of the Draw Cell requires four operators.

Operator 1 is responsible for controlling box 1 and loading bar into the tube.

Operator 2 performs the drawing of tube in die, reeling operation, and controlling

boxes 2 and 3. Operator 3 is responsible for controlling box 4 and the sink process.

Operator 4 controls control box 5 and cuts the tube end. As the tube passes each

workstation and operator, there are many value-added and non-value-added tasks

associated with the operations. A value-added task is an activity that adds value to

the product as the product is moved a step further towards the finished stage [2]. For

example: activities such as lubing the tube, running tube in the die, and obtaining

OD and ID of the tube are considered value-added tasks. Whereas there are many

necessary support tasks that must be performed in the process of operation but do

not directly further the completion of the workpiece. These tasks do not make any

money to the company and are known as non-value-added tasks [2]. For example,

dropping tub and bars to the v-roll machine, changing die, and performing an

inspection are considered non-value-added tasks. Any activity that does not add

value to the product is a waste because it only adds time and cost.
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At this study site, inventory is built in between the workstations. For example,

Operator 3 has to wait for 20–25 tubes from the reeling operation to start the sink

operation. This wait time maintains the heat of the tube. Similarly Operator 4 has to

wait 15–20 tubes to start cutting the tube before the tube cools down to certain

temperature. The operator decides the temperature of the tube by feeling with

hands. Some of the tasks done by the operators can be automated easily, for

example, cutting the tube by Operator 4 and loading the bar in the tube carried

out by Operator 1. There are some complicated tasks like setup of the machines and

inspections of the quality of tube are still done by operators manually. These tasks

can be automated only after a detail study of the process is done that would require a

joint effort of managers, engineers, and operators.

There are numerous tasks carried out by the operators in their day-to-day

operations which need to be understood and addressed in order to automate the

Draw Cell. For example, the temperature of the tube needs to be recorded before the

tube proceeds to the sink or cut operation. Once the exact temperature is obtained,

the process of automating the sink and cut operation would be easy. In this research,

the breakdown of the entire Draw Cell and study of each operation was done in

detail to better understand the existing process through Kaizen events.

69.1.3 Kaizen Events

Kaizen is one of the most successful Lean tools [3]. Kaizen is conducted to

empower frontline staff so that they may utilize their knowledge to create more

effective and efficient processes [1]. The operators in this plant have experience for

more than 10 years and have most control over the operations. The operators prefer

to work in the traditional manual operation mode, but the management wants to
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Operator & Inspector
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Fig. 69.1 Present state of the tube assembly line
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automate the process. Automation is essential because the company has to compete

with global market, reduce the operation cost and increase the productivity. Kaizen

events made the process transparent in many ways: The flowchart of the Draw Cell

was developed; the present-state work steps of operations and the noncyclic oper-

ations were listed; and the need of automation for particular workstations were

discussed. The main objective of these Kaizen events was to initiate the automation

and start reducing the operation cost. It also focused on cells design, equipment

modification, and sequence of operations. The events focused on yield, downtime,

and efficiency of the Draw Cell before and after automation. Before automation

could be carried out, the team decided to resolve the existing obstacles first. After

the existing problems were better understood, they were classified according to the

priorities. The events brought good breakdown of process using flow charts.

Although the operators have great experience they lack the concepts of lean,

resource management, and automation. On the other hand the management had

little knowledge about numerous problems encountered daily by operators. The

events helped to share, coordinate, and team up and acted as the first step towards

automation of the Draw Cell.

69.2 Problems

At present, Workstation 1 frequently encountered machine failure and misplace-

ment of the parts, making Operator 1 often to remain idle. If Operator 2 is busy or if

draw machine is down for some reason, Operator 1 will stay idle. Operator 1 can

pass a maximum of two bars and tubes from his workstation to the v-roll 2 and

3, then he has to wait for the machine or Operator 2 to complete the task. After

finishing the first order, if the second order does not arrive on the tube table,

Operator 2 would be idle. This is because Operator 2 has to wait for the bundle

tag to start his setup for the next order as the information needed for the setup is

recorded on the bundle tag on the tubes. Missing any parts like strippers, squeezer,

and other tools also cause operators to stop the operation as they try to find the parts.

All the manual works performed by the operator at this workstation need to be

minutely studied before one can find proper ways to automate the process. Manual

works need to be automated one after another. At this point it is very essential to

separate the work done by the operator and by machine. There are 12 tasks

associated at this workstation out of which 9 tasks are done manually, and only

3 are automated. Out of these 12 tasks, only 2 tasks are considered value-added. The

remaining ten manual jobs need to be automated to eliminate non-value-added

tasks.

At Workstation 2 the inspection task is conducted manually, and it is the

bottleneck station. This is the most important operation, which determines the ID,

OD, wall thickness, and length of the tube. In spite of two operations in one

workstation, there is only one operator assigned to perform these operations due

to a long setup time. The long setup time at Workstation 2 often causes Operator
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1 and Operator 3 to remain idle. Operator 1 has to wait for Operator 2 to take the

tube, whereas Operator 3 waits for Operator 2 to pass the tube to his workstation. So

if we break down the system and look at the beginning of a new job when setup is

done, Workstation 2 becomes the bottleneck station that prevents greater through-

put. It is also the rate-limiting step that determines the capacity of the process.

Identifying the bottleneck process allows one to improve the particular process and

increase the flow of whole value stream [4]. The long setup time is due to the

associated manual inspection like measuring OD, length, and wall thickness of the

tube the operator has to conduct.

Automation of the draw and reeling operations will decrease the setup time and

increase the tube flow through the process. There are 20 tasks associated with

Workstation 2 out of which 11 are done manually and only 7 tasks are value-added.

The entire inspection tasks are conducted manually in the draw and reeling oper-

ations, which is the root cause for the machine stoppage as he has to engage himself

in the inspection task.

The main problem of Workstation 3 is the inventory build up for the cooling of

tube. The operators have their own ways of estimation to determine the temperature

of tubes to sink. There is no any specified temperature recorded for the sink

operation, and the first tube that goes through the sink operation varies with size

of the tube, OD, wall thickness, and length. From the Kaizen events, operators

revealed that the use of fans under the incline tube holder 1 has shown better result,

and the front part of the tube gets colder faster than the back part of the tubes. The

operator pointed out that fans were installed only in the front part but not in the back

part of the tube holder rack. The hot tubes yield the bad quality surface in the tube,

which the operator has been inspecting with naked eyes. Another problem is as the

tubes come out of the sink operation they bend for some unknown reason. Even the

experienced operators are unable to figure out the root causes. Although there are

devices installed to hold the tubes, still the problem exists. There are 15 tasks in this

workstation, out of which 7 are automated and are considered value-added. Almost

half of the tasks need automation at this workstation.

There are problems at Workstation 4, and automation is only possible once these

problems are fixed. The tube has to cool down to certain temperature before it is

loaded in the v-roll for cutting operation. Hot tube does not contribute to producing

better edge quality of the tube. There are 13 tasks and only 4 tasks are automated

and only 6 tasks are value-added. The company purchased a new automated saw,

but there were some problems associated with the new saw. First, the operator has

to depend on the maintenance crew to change the saw. Moreover, the manual saw

operator can pass the end of first tube to the wash machine and begin cutting the

front end of the next tube. In contrast, the automated saw has to wait till the entire

tube passes through the tube wash in order for it to perform a cut at new tube. In

addition, those bent tubes produced from the sink operation need special attention

while cutting and passing through the tube wash. Sometimes the operator has to

hold the tube straight by hand until the operation is completed.
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69.3 Conclusions and Recommendations

The study aimed to automate the Draw operation to make it more effective and

economic, without major renovation. The automation of the draw cell can be

implemented in future by adding more modern machines. Changes in the tools

used and modernizing the process will help the company increase the productivity.

All the workstations in the Draw Cell involve the setup of the machine, counting of

the tubes, receiving bundle tag, and recording data manually. To better automate the

setup process, they need to apply the method of Single Minute Exchange of Die

(SMED) to reduce die changeover time to less than 10 min. The SMED enables the

ability of workstations to manufacture smaller lots, reduce the inventory, and

improve the customer responsiveness [5]. The SMED can be performed by having

an operator make external setup tasks while the tube is being processed in the

machine. The internal setup needs to be simplified by eliminating nonessential

operations.

The company needs to invest on developing a Visual Factory, which is also a

tool of Lean, where the data can flow through the computer system instead of

through the Bundle Tags. Once the order is received it has to be generated on the

computer system, and order data has to be visible to all operators, managers, or any

other staffs within the company. The system should also be able to track the present

status and new updates of the order. This would improve the communication and

eliminate the wait time operators are facing at present. It would also make the state

and condition of manufacturing processes easily accessible and very clear to

everyone.

For any major reoccurring problems, they need to perform root cause analyses,

or 8D analyses. For example, at present the plant has many problems without

solutions. Like, why the tube bends at sink operation? Why the surface of the

tube does not meet quality if processed at certain temperature? Therefore, methods

focusing on resolving the underlying problems instead of applying quick fixes

which only treats immediate symptoms of the problem must be found and

implemented.

Instead of developing full energy and resources to automation, the company can

follow the principles of Jidoka to achieve its ultimate goal. Jidoka is the design of

equipment to partially automate the manufacturing process. This is a much less

expensive approach and can utilize existing equipment instead of investing on new

costly equipments. After Jidoka, single operator can frequently monitor multiple

stations, reducing the labor cost. And many quality issues can be detected imme-

diately [5]. The future state Draw Cell needs to be developed so single operator can

control it with one main control unit as shown in the Fig. 69.2. The automated

system should be able to control all the operations and be able to inspect the quality

of the tubes. If any failure occurs, the system should be able to shutdown itself and

inform the operator about the issue.
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Chapter 70

Classification of the ECG Signal Using
Artificial Neural Network

Andrew Weems, Mike Harding, and Anthony Choi

Abstract Recording of electrocardiogram (ECG) signals and the correlation to

cardiovascular diseases are a major problem in today’s society. A common abnor-

mality is arrhythmia, which is unexpected variation in cardiac rhythm. The goal of

this study is to analyze these types of signals and find a more efficient way to

classify these signals. Currently, medical devices for detecting ECG signals are at

least 85 % accurate in analyzing the data. Neural networks have progressed quickly

over the past few years, and have the capability of recognizing many types of

variation in these signals. The pattern recognition power of Artificial Neural

Networks (ANNs) is a valuable tool when classifying ECG signals in cardiac

patients. Data obtained from the PhysioBank ATM was used to analyze the

structure of an ANN and the effect that it has on pattern recognition. The results

show that only one misclassification occurred resulting in an accuracy of 96 %.

Keywords Artificial neural network • ECG • MATLAB • Signal classification •

Cardiac abnormalities • Cardiac arrhythmias

70.1 Introduction

Cardiovascular diseases are the number one killer worldwide of heart-related

deaths, which encompass approximately one out of every three deaths. Most of

these are sudden cardiac deaths after myocardial infarction and 90 % are due to

cardiac arrhythmias. This type of effect is typically caused by the deficiency of

oxygen transported to the coronary artery. Coronary artery disease is due to

athermanous narrowing and occlusion of the coronary vessel. This, in turn, can

manifest as angina, silent ischemia, unstable angina, myocardial infarction, heart

failure, and sudden death. Some studies show that abnormal symptoms can arise
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before the sudden occurrence of a heart attack. If these symptoms can be detected

and diagnosed early, there would be time to prevent a heart attack or start treatment

[1, 2].

An ECG signal is one of the most frequently taken measures from the human

body. This simple and noninvasive measure of looking at the heart leads to the

determination of irregular function. A typical ECG contains specific areas of

interest that indicate each process occurring within the heart (Fig. 70.1). The

P-wave represents the atrial contraction. The largest signal, the QRS-complex, is

indicative of the ventricular contraction that sends blood throughout the body. The

magnitude of this signal is larger due to the increased electrical signal that is

provided to the larger muscular tissue. The T-wave represents the ventricular

recovery time and subsequent refilling of the atrium. As many abnormalities are

consistent with irregular ventricular function, the QRS-complex is arguably the

most frequently analyzed signal of the ECG. For many cardiovascular problems,

the duration and/or amplitude of this part of the signal reveals information for

classifying a specific type of cardiac arrhythmia. It may be possible to decrease the

occurrence frequency of severe cardiac conditions if monitoring systems were in

place as detectors for abnormal rhythms [3]. These abnormal rhythms are referred

to as cardiac arrhythmias and are caused by irregular firing patterns from the

sinoatrial node (SA) or other areas of signal origin [4]. The accuracy of artificial
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Fig. 70.1 A typical ECG

signal
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neural networks (ANNs) for the classification of specific signals of ECG have been

shown to be very accurate (within 99.0 % or greater) [3, 5, 6]. Just as a physician

determines abnormalities through visual inspection of these signals, ANNs mimic

this process through training of normal data and classifying areas of potential

abnormality occurrence. In an attempt to collect biological signal data, artifacts

may exist from sources unrelated to the area of interest. ECG artifacts that are

present can change these signals and result in incorrect signal analysis. Therefore, it

is important to identify potential sources of these artifacts and eliminate them as

much as possible. Without this complete removal, misdiagnosis is highly probable

[1–4, 7].

The heart is one of the most important organs in the body, as it is in control of the

blood transport system that delivers oxygen and nutrients to the body. This process

is controlled by the autonomous nervous system, which regulates the heart. If these

communication signals are not propagated appropriately or if muscular contraction

irregularities exist, it can have a devastating effect on the body [4]. The heart beat is

generated by the movement of the heart walls. The atria chambers of the heart are

the entry points for blood. These chambers prime the heart and then the ventricles

provide the pulsations of the muscle walls, which in turn, produce the flow rate of

the blood.

In order for sufficient cardiovascular function, the cardiovascular tissue must be

able to receive a propagated signal in order for contraction to occur. At rest, the

heart has a negative membrane potential, which will approach zero as ions cross-

cellular membranes to reach ionic equilibrium. When the equilibrium is reached,

muscular contraction occurs (depolarization). The entire region of cardiac muscle

undergoes this process at an orderly rate. The signal originates in the SA-node and

proceeds throughout length of the tissue. The signal is then propagated through the

atrium and then to the ventricles. As the signal travels, this produces a voltage

gradient that is detected between the electrodes (leads) that are attached to the chest

of the patient. For the basic ECG detection, only three of these leads are needed. As

more electrodes are added, many other types of cardiovascular signals can be

obtained, yielding many potential electrical viewpoints for cardiac observation.

As a result, diseases that affect only specific regions of the heart, such as myocardial

infarction, can be better identified [8–11].

Of the signal abnormalities analyzed, the first one discussed is myocardial

infarction. Myocardial infarction (or heart attack) is the interruption of blood flow

to portions of the heart, resulting in oxygen deprivation and eventual tissue death.

This normally occurs in the coronary arteries, which means that the blockage is

occurring on the surface of the heart itself. Many heart attacks (approximately a

quarter of patients) do not exhibit specific symptoms of a heart attack [8, 12–

15]. Myocardial infarctions can result in cardiac failure, but do not necessary imply

that the heart muscle has ceased to output blood and an electrical signal

[16, 17]. This case can result in a continuation of the ECG signal from patients

that are suffering from this condition.
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Cardiomyopathy, known as heart muscle death, is defined as the deterioration of

the heart muscle. This condition is a long-term onset condition, with the potential of

slight changes in the ECG signal over time [16, 17]. This potential change occurs

due to reduction in signal magnitudes resulting from muscular atrophy. In most

cases, this disease classification is reserved for conditions that lead to heart

failure [18].

Dysrhythmia is classified as any arrhythmia where there is abnormal electrical

activity of the heart. Many signal indicators of dysrhythmias exist including

irregular beat frequency, atrial fibrillation or flutter, and premature supraventricular

or ventricular ectopic beats. These arrhythmias can be life-threatening, while others

are only prevalent in palpitations [19].

Other signals that have been classified accurately with ANNs include arrhyth-

mias, bundle branch block, and carditis [3, 5, 9–12, 16–18, 20, 21]. These signals

are potential signs of future myocardial infarction. Bundle branch Block (BBB) is

in a class of heart problems called Intraventricular Conduction Defects (IVCD).

The two types of BBB are right and left. The right BBB carries nerve impulses that

cause contraction of the right ventricle and vice versa. BBB consists of a slow or

interrupted transmission of nerve impulses. Typically, the patient has little or no

symptoms unless BBB is severe. Left BBB is usually caused by other diseases like

myocardial infarction and arteriosclerosis, while right BBB usually occurs less

often from underlying heart disease. BBB is usually diagnosed by the length of

the QRS wave. This duration is typically greater than 110 ms.

Carditis, an inflammation of the heart or its surroundings, can be further

classified by the area that is affected. The three areas that could be affected by

this inflammation are the pericardium, cardiac muscle, and the endocardium. These

problems are called pericarditis, myocarditis, and endocarditis, respectively.

Symptoms of this irregularity in patients include night sweats, weight loss, fever,

and chest pain. Carditis is symptomatically very similar to myocardial infarction

pain; therefore, pericarditis can be misdiagnosed as an acute myocardial infarction

solely based on the clinical data. As a result of this misdiagnosis, further analysis

on the ECG signal is required by the diagnostician. A normal heart signal has a

width of 40–100 ms for the QRS pulse [22, 23]. The usage of neural networks to

detect these patterns in cardiac signals of diseased patients has been widely

recorded [24–26].

A problem for researchers interested in the various classification techniques of

ECG signals using ANNs presents itself in common academic literature searches.

Many published articles present a variety of approaches and network geometries

to obtain optimal pattern recognition results. The proposed network is to imple-

ment a MATLAB-based ANN that will resolve geometric and structural prob-

lems. The network is then trained using ECG signals that are unfiltered, to

maximize and display the power of pattern recognition applications in artificial

neural networks.
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70.2 Methods and Materials

The training data was obtained from the PTB Electrocardiogram database and from

the PhysioBank ATM database. A visual example of the data used can be seen in

Fig. 70.2. The network analyzed these signals for the patient and the ANN was used

through a variety of algorithms to train, validate, and test the validity of the chosen

network. Pattern recognition was confirmed by analysis of the data points and

similarities in other training data.

Network Structure: The neural network was assembled using the pattern recognition

toolbox in MATLAB software. The network used was the multilayer feed-forward

network with backpropagation, as shown in Fig. 70.3.

Preliminary research and testing showed that the optimal design for neural

network structure in classifying ECG signals includes input and output layers

with two internal hidden layers. The input layer consisted of an input neuron for

each input of the corresponding ECG signals from the dataset. The number of

neurons in the hidden layer was altered for optimization through trial-and-error.

The output layer consisted of six output neurons that correspond to each of the

specific conditions being examined. Previous literature research also recommended

six neurons in the hidden layer [12, 16]. It was later determined that only a single

input neuron would be used for network data acquisition.

Using the MATLAB toolbox nftool, the initial geometry was set to two hidden

layers with an adjusted neuron count from five to nine. Initially, the default network

conditions were used as to include the Tansig function for neuron function.

Fig. 70.2 Sample signal from the PTB database

Fig. 70.3 The assembled neural network, recommended from literature searches
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The chosen backpropagation learning algorithm featured the Levenberg-Marquadt

algorithm [9].

PhysioBank has the capability of taking the recorded patient files and converting

them into MATLAB compatible files. These files are read directly by the ANN in

the training, validation, and testing phase of the pattern recognition network. The

training data was compiled from PhysioBank’s ATM, under the file of the PTB

diagnostic ECG database and categorically classified to the six predetermined

outputs of interest. These categories of interest include myocardial infarction,

cardiomyopathy, bundle branch block, dysrhythmia, carditis, and normal healthy

signals. Table 70.1 indicates the conditions present in the dataset used for training

of the network and the number of signals for each desired output. This classification

of data was supplemented using the associated header files that indicate physician

diagnosis.

The majority of all of the signals are healthy, taken by a 14-lead ECG with a

sampling frequency of 1,000 Hz. Splicing the healthy signals surrounding the

disease markers in the ECG wave increased the number of healthy signals available

for training the network.

Additional testing of the network was performed on the selected design. This

data was taken from multiple sources, in order to check the network’s accuracy of

the signals. During this testing, it was observed that the symptoms of the abnor-

malities of interest persisted for a period of time prior to correction, either naturally

or by physician intervention.

70.3 Results

The mean squared error (MSE) of the network geometry analysis (Fig. 70.4)

corresponds to the number of neurons in the hidden layer for different network

geometry that were tested. As shown in Fig. 70.4, the MSE was minimized when

the hidden layer was composed of eight neurons.

Table 70.2 displays the percentage of the data used for training, validation, and

testing the network and the corresponding MSE for each category. As the table

shows, the MSE is the lowest when 70 % of the data is used to train the ANN.

The chosen network for the remainder of the experiment was the eight neuron/

hidden layer, with a validation set of 70 %, 15 %, and 15 % for training, validation,

and testing, respectively. The data was taken from the PhysioBank ATM, but not

Table 70.1 Categorical

distribution of data
Myocardial infarction 148

Cardiomyopathy/heart failure 18

Bundle branch block 15

Dysrhythmia 14

Carditis 14

Healthy controls 52
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from the PTB diagnostic ECG compilation. Table 70.3 shows the total accuracy for

each case using the chosen percentages for training, validation, and testing. The

testing results of the dataset are shown in Table 70.3, indicative of each categorical

type and associated accuracy for each type.

The network misclassified cases of myocardial infarction with cardiomyopathy.

The error in analyzing this signal was 11 % according to the confusion matrix,

shown in Fig. 70.5. Further tests and training were performed using additional data

obtained from the PhysioBank ATM. The error found with classifying the myocar-

dial infarction and cardiomyopathy signals was the only misclassification in the test

confusion matrix. The other ECG signals were classified correctly without any

problems.

Fig. 70.4 The mean

squared error of different

numbers of neurons tested

in the hidden layer

Table 70.2 Validation

of the network with

associated repetitions

and data ratios

Network validation (eight neurons per hidden layer)

Training repetitions Validation Testing MSE

60 25 % 15 % 9.1757� 10�1

60 20 % 20 % 5.8033� 10�1

70 15 15 2.6969� 10�1

75 15 15 6.7451� 10�1

80 10 % 10 % 7.6969� 10�1

90 5 5 9.0573� 10�1

Table 70.3 Classification

results
Type of signal Number of cases Accuracy

Healthy 52 99.1

Myocardial 148 86.4

Cardiomyopathy 18 90.1

Dysrhythmia 14 99.2

Bundle branch block 15 98.7

Carditis 14 98.9

Total 261 95.4

70 Classification of the ECG Signal Using Artificial Neural Network 551



70.4 Discussion

The geometry of the neural network was optimized using trial-and-error for the

testing data. This resulted in a four-layer neural network, with one input neuron,

eight neurons in each of the two hidden layers, and six output neurons. The network

functioned very well with the test data, as shown in the previous results. The overall

accuracy of the eight neuron network was 95.4 %. This value was then compared to

other training data approximations to ensure that the ideal network would be used in

the classification of future data. The accuracy of this network is consistent with

other networks recorded in literature of this type [3, 5, 9–12].

The issues with classification occurred most frequently for cardiomyopathy and

myocardial infarction. This may be due to some similarities between the ECG

waves of the two diseases. The T-wave of the cardiomyopathy patients is generally

flattened slightly, which can appear as a decreased signal wave. Most analysis

usually involves the QRS wave. When the ventricles are repolarizing, the signal is

not as strong and as a result, the signal is weaker. Also, myocardial infarction is

characterized by the decrease in the signal of T-wave. It may also slightly minimize

the QRS portion of the wave, resulting in symptoms that are similar to patients with

cardiomyopathy. In other cases, the waveform of the ECG may not be diseased at

all for myocardial infarction patients, even in the midst of an attack. Abdominal

Fig. 70.5 Test results of the neural network
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ultrasound is then required to confirm that the output of the heart is not correct,

despite the signal to the contrary. This indicates that future analysis to find a better

system that can differentiate these two abnormalities should be completed.

Although a limited dataset was used in the development of this network, only one

major misclassification of data occurred. Future work will include analyzing more

data from these two cardiac irregularities in order to better distinguish between the

two and achieve higher accuracy.

One technique that was not used for this experiment was filtering the quality of

the data that was presented to the neural network. In addition to not filtering the

data, the raw amount of data was not filtered from what would be taken directly

from a 14-lead ECG of a patient. Both of these factors may have added variation to

the data sets that the network was trying to learn. Future studies could filter the data

in order to decrease potential variation in the data to help the ANN achieve better

results. For cardiomyopathy, the onset of heart muscle death is normally a gradual

process. Therefore, the diagnosis of an oncoming myocardial infarction as cardio-

myopathy could have disastrous results for the patient in the immediate future.

For trained physicians, time is needed to definitively differentiate between the

two conditions. In future work, differing results could be obtained by lumping both

of these conditions into single category. This category could be labeled as an

immediate threat to patient condition. By providing a category with this label,

additional recommendations could be attached to such an output from the network.

An abdominal ultrasound, in conjunction with this NN output, could be used to

determine between the two categories with a potential increase in the accuracy of

the neural network. The other misclassifications of the neural network were signif-

icantly less frequent, and provided a similar ratio of correct diagnoses as physicians.

This was characteristic of signals that are different in amplitude and frequency (T,

QRS waves). Few minor changes could be made to optimize this network for future

implementation in clinical settings.

70.5 Conclusion

Artificial neural networks are a powerful tool that can be used to diagnose cardiac

patients with certain disorders. Signals that have distinct differences in the ECG

waveform are simple for an ANN to classify correctly. Signals that have similar

characteristics, or that do not display distinct characteristics, are more difficult for

the network to classify accurately. The proposed artificial neural network currently

exhibits minor confusion associated with the misclassification of cardiomyopathy

and myocardial infarction. Both of these abnormalities exhibit very different

symptoms and require different treatments, but have similar signals in the ECG

waveform. The network successfully classified other abnormalities with high accu-

racy. With the increase of future research and optimization, neural networks will

achieve higher accuracy and have the potential for integration of medical devices

such as pacemakers.
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Chapter 71

Integration Method of Composite Pattern
for Solving Structure Problems of Visitor
Pattern

Jaehak Uam, Jeonghoon Kwak, and Yunsick Sung

Abstract This paper proposes a method in which the Visitor pattern is used to

apply the Composite pattern for solving the structure problems of the scenario

generator, based on Bayesian probability. The traditional Visitor pattern is not ideal

for adding new member functions due to its structure problems. By applying the

Composite pattern, our approach provides flexibility to interfaces for adding and

deleting new member functions.

Keywords Internet of things • Scenario generator • Design pattern • Visitor

pattern • Composite pattern

71.1 Introduction

In the Internet of Things (IoT) environments, the abundance of sensors and devices

necessitates diverse scenarios for the validation of sensors and devices. Preparing

numerous scenarios for validation costs time and money. This can be resolved by

generating scenarios automatically [1–7].

There exists a research that generates scenarios automatically utilizing the

principles of Bayesian probability [8]. Through this approach, new scenarios are

generated by calculating and utilizing the Bayesian probability of measured and

predefined scenarios. The generation of new scenarios for diverse environments

require a scenario generator possessing a flexible structure. This needs Design
pattern [9] to be applied. The Structure pattern within the Design pattern will be

better suited to solve the structure problem for the scenario generator.

This chapter proposes a method that combines Visitor and Composite patterns to
solve the structure problem of Visitor pattern. The member functions of the Visitor

patterns are divided and contained into the classes based on Composite pattern

separately, which can increase the extension ability of the Visitor pattern.
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This chapter is structured as follows. Section 71.2 describes design pattern-

related research. In this section, the integration method applying Composite pattern

to solve the structure problem of Visitor Composite is proposed. Section 71.3

introduces the case study of the proposed method. Finally, Sect. 71.4 provides

conclusions.

71.2 Integration Method

In the proposed method, ConcreateLeafVisitors are new classes defined by binding

the related member functions instead of the Visitor. Thereafter, the new classes are

managed hierarchically, which can be handled by applying the Composite pattern.
The Composite pattern includes Component and Composite to manage multiple

Leaves hierarchically, where Composites include other Composites and Leafs. By

utilizing the Composite pattern, the ConcreateLeafVisitor can add and delete

member functions in a flexible manner. Therefore, the modification problem of

the Visitor can be solved whenever member functions are added. The proposed

pattern is defined as Composited Visitor pattern. Figure 71.1 shows the class

diagram of the proposed Composited Visitor pattern.
The Composite pattern is applied to the Visitor pattern as follows. First, the

LeafVisitors are managed by the Composite pattern. The Components of the

Composite pattern include Composites and LeafVisitors corresponding to the Leaf
of the Composite pattern and the Visitor of Visitor pattern. The Composite is an

abstract class and super class of the LeafVisitor and the Composite and is

Fig. 71.1 Class diagram of Composited Visitor pattern
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constructed hierarchically. Therefore, the LeafVisitor has the rolls of both the

Visitor and Leaf. VisitConcreteElement implements an abstract function which

contains a parameter as Element. Therefore, the subclasses derived from

LeafVisitor should define the body of the abstract function.

Thereafter, the member functions of the Visitor are labeled as Concrete-
LeafVisitor. The ConcreteLeafVisitor can be defined multiple times. In the case

of the Visitor pattern, all member functions are included in one Visitor, which is

tasked with the difficulty of expanding the Visitor. In the proposed method, because

the member functions are divided into the ConcreteLeafVisitors, more member

functions can be added and deleted without any modification of the Concrete-
LeafVisitor. The ConcreteLeafVisitor is implemented by deriving it from

LeafVisitor and overriding a VisitConcreteElement function.
Element is a super class of ConcreteElement. It defines an abstract function

Accept, which receives a Component as a parameter. ConcreateElement should
define the body of the abstract function Accept.

Finally, ConcreteElement is implemented by overriding the abstract function

Accept, which calls the function VisitorConcreteElement referencing all

ConcreateLeafVisitors registered through Component parameters.

Figure 71.2 shows the sequence diagram of creating Composited Visitor pattern.
Client creates Concreate Elements, Composite, and ConcreateLeafVisitors.

Fig. 71.2 Sequence diagram of creating Composited Visitor pattern
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Figure 71.3 shows the sequence of calling the member functions of the classes in

Composited Visitor pattern. Whenever Client calls the function Accept of

ConcreteElement, the ConcreateElement calls the function VisitConcreteElement
hierarchically.

71.3 Case Study

This section describes the case study of a scenario generator to which the proposed

method was applied. Whether the structure problem of the scenario generator can

be solved by applying Composited Visitor pattern was validated, as shown in

Fig. 71.4.

ScenarioGenerator is the main class of the scenario generator. After receiving

parameters required by the processes of the scenario generator from users, the

ScenarioGenerator managed all processes of the scenario generator. Abstract-
Component is a super class of all Handlers, which manages events. AbstractDa-
taWriter and AbstractGenericDecorator are derived from AbstractComponent.
These two classes are abstract classes, which possess subclasses and define the

abstract functions executed by the subclasses. The subclasses derived from

AbstractDataWriter are in charge of the role of recording generated scenarios.

The scenario generator includes one subclass of AbstractDataWriter and multiple

Fig. 71.3 Sequence diagram of Utilizing Composited Visitor pattern
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subclasses of AbstractGenericDecorators. Therefore, it can be concluded that the

structure of the scenario generator was reconstructed by applying the Decorator
pattern.

InformationHandler, DivisionCombinationHandler, ScenarioConvertHandler,
ScenarioDeconvertHandler, and AbstractDatasetReader handle the generating

roles of the scenario generator by dividing the entire process into multiple processes.

These classes implement the function Accept after inheriting from AbstractGener-
icDecorator. The scenario generator defines WriterVisitor, InformationVisitor,
DivisionVisitor, ConvertVisitor, DeconvertVisitor, and ReaderVisitor as Concrete-
LeafVisitor. These classes implement VisitConcreteElement through overriding

functions.

When the ExampleHandler is inserted into the scenario generator, no further

modification to the LeafVisitor is invoked, except adding the new ExampleVisitor
as ConreteLeafVisitor. As a result, when new member functions are added, no

modification of Visitor is invoked. When some of the ConreteLeafVisitors are not
needed, they can be deleted easily.

Fig. 71.4 The class diagram of Composited Visitor pattern with embedded classes
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71.4 Conclusions

This chapter proposed a Composited Visitor pattern to solve the structure

problem of a scenario generator. The previous scenario generator could not add

and delete member functions flexibly because the configuration required by the

scenario generating processes was handled by the Visitor. However, in the proposed
method, member functions could be added without any modification of the

ConcretedLeafVisitors.
In the case study, the modification invoked when additional ConcretedLeaf-

Visitors were inserted was described after the proposed Composited Visitor pattern
was applied to a scenario generator. The proposed Composited Visitor pattern could
reconstruct the scenario generator without any modification to LeafVisitors by

defining a newly added ConcreteVisitor and ConcreteElement. Owing to this

flexible structure, the scenario generator with Composited Visitor pattern can be

applied to diverse IoT environments.
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Chapter 72

A Circuit Design of Dimming T8 LED Tube
for High Power Factor Correction

Manh Tran Van, Wei-Sung Weng, Chun-Shan Liu, Shen-Yuar Chen,

and Wei-Ching Chuang

Abstract An advanced method to raise the power factor (PF) with fewer compo-

nents than the traditional PFC circuits is proposed. It also provides an efficient

solution to supply power for Light-Emitting Diodes (LEDs). The structure of driver

and control circuit for T8-LED tube is designed and verified as well.

Keywords Pulse-width modulation (PWM) • Flyback converter • Power factor

correction

72.1 Introduction

High-brightness light-emitting diodes (LED) have been regarded as the “green”

light source for next generation due to high efficiency, environmental friendliness,

long lifetime, etc. With the significant improvement in the performance of high-

brightness LEDs, they hold promise towards many applications, and might even be

considered for common use in daily lighting systems [1, 2]. However, how LEDs

can be driven with high efficiency, long lifetime, and low cost is still the key

challenge lying ahead.

Recently, control methods for dc–dc converters to drive LEDs efficiently with

constant current have been proposed [3]. When the LED drivers utilize the com-

mercial ac voltage source instead of a dc one, such as a lithium–ion battery, an ac–

dc power supply is required to convert the ac voltage to a regulated dc one for the

drivers. In daily lighting applications, the input power factor is an important index,

which needs to be higher than 0.9 for most commercial luminaries as required by

regulation standards such as the Energy Star [4]. So, the ac–dc power supply must

be designed to achieve power factor correction (PFC).
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In this chapter, a two-stage configuration to control the brightness of LED is

demonstrated. A completed prototype facilitates the measurement of some wave-

forms and necessary parameters of this circuit.

72.2 System Design and Experimental Implementations

The proposed LED dimming system for high PFC is depicted diagrammatically as

in Fig. 72.1. In the first stage, the Flyback converter, performing as an active PFC

circuit, is introduced to raise the power factor as high as possible by using the

controller L6561. The second stage is the boost converter to tune the brightness of

the T8 LED by applying the UC3845 controller with peak current mode control.

The Buck converter, converting 17 V DC to 3.5 V DC, supplies power to the MUC

as well.

The Flyback converter, Fig. 72.2, is based on Transition Mode (TM, i.e., on the

boundary between continuous and discontinuous inductor current mode) operating

at a frequency depending on both input voltage and output current. The L6561D

controller is incorporated into the Flyback converter, as shown in Fig. 72.2.

It is quite different from the conventional Flyback converter. The input capac-

itance is so small that the input voltage is very close to a rectified sinusoid. The

control loop has a narrow bandwidth so as to be little sensitive to the twice mains

frequency ripple appearing at the output. Figure 72.3 shows the internal circuit

block diagram of the L6561D.

Fig. 72.1 The schematic of a LED dimming system
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Fig. 72.2 Schematic of high power factor Flyback converter

Fig. 72.3 Internal block diagram of L6561D [5]
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To analyze how the Flyback converter with the L6561D raises the power factor,

a specific quantity, called reflected voltage VR, is defined by

VR ¼ n 	 Vout þ V fð Þ ð72:1Þ

where Vout is the output voltage of the converter, and Vf is the forward drop on the

output catch diode.

Then, the ratio between the line peak voltage Vpk and the reflected voltage VR,

will be indicated with KV,

KV ¼ V pk

VR

ð72:2Þ

If the sinusoidal line voltage is assumed, the power factor could be defined as:

PF ¼ Real input power

Apparent input power
ð72:3Þ

The theoretical prediction of the power factor could be obtained, and it depends

only on the KV value. Their relation is depicted in Fig. 72.4. For practical applica-

tion, PF could be approximated by

PF KVð Þ ¼ 1� 8:1� 10�3KV þ 3:4� 10�4K2
V ð72:4Þ

It is noted that the power factor approaches unity and much larger than 0.9,

which is feasible for the LED dimming circuits.

In the second stage, the boost converter and the buck converter, that follows the

Flyback converter, form the T8 LED dimming system. There are two popular

methods for dimming LEDs in switched-mode driver circuits: Pulse-Width Modu-

lation (PWM) dimming and analog dimming. The former, which is actual start and

restart of the LED current for short periods of time, is adopted in the proposed

system. The frequency of this start–restart cycle must be fast enough to avoid a

flickering effect, about 200 Hz or faster is usually acceptable. MCU generates the

Fig. 72.4 Theoretical

prediction of the PF for

Flyback converter with

L6561D controller
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PWM signal which has a duty cycle change in the range of 0–100 %. The PWM

signal is filtered and supplied to the UC3845 by R12 resistor. Figure 72.5 shows the

actual circuit diagram of the PWM dimming circuit. The schematic of the complete

circuit, generated from Altium software, is shown in Fig. 72.6.

A prototype circuit device that concludes the designed parameters and their

components is shown in Fig. 72.7, and the experimental results, measured by

using the power analyzer (PM 1000+, Agilent DSO—X 3024A) are listed in

Table 72.1.

Fig. 72.5 The PWM dimming circuit

Fig. 72.6 Schematic of the complete LED dimming system
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72.3 Conclusions

A single phase power factor correction circuit with a wide output voltage and

current range was demonstrated. The topologies of Flyback and Boost Converter

are completely built in order to supply power for T8 Tube LED. TheMCU dimming

circuit helps to control the duty cycle of the UC3845. Therefore the LED’s current

is controlled as well. The experimental results show the PFCs of the prototype

circuits reach 0.99 while the PWM is 100 %. High Power factor correction with the

Flyback converter performed by a L6561 driver is an important requirement in

some standards of the world. Active Power factor makes T8 Tube LED behave as a

resistive load so that the input current waveform is in phase with input voltage

waveform.

Fig. 72.7 The prototype of the T8 LED dimming circuit

Table 72.1 The experimental results

PWM (%) I load (A) PFC Pin (W) Vout (V) Pout (W) Efficiency (%)

20 0.3 0.892 9.46 20.99 6.297 67

30 0.5 0.92 15.7 21.5 10.75 68

40 0.75 0.974 21.4 22 16.5 77

50 0.95 0.976 26.2 22.3 21.85 81

60 1.15 0.985 32.32 22.78 26.197 81

70 1.35 0.989 37.6 22.9 30.915 82

100 1.6 0.99 43.57 23.316 37.3 85
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Chapter 73

Anti-ESD Improvement by the Bulk-FOX
Structure in HV nLDMOS Devices

Shen-Li Chen, Shawn Chang, Yu-Ting Huang, and Shun-Bao Chang

Abstract This work is focused on a 0.25 μm 60 V high-voltage nLDMOS devices

which will be integrated with a FOX structure in the bulk region, and evaluate the

impacts on its anti-ESD protection ability. It is found that as an FOX sturcture

adding, and as the FOX area ratio is increased, It2 value will be enhanced too. When

the FOX area ratio is about 83.5 %, It2 value has a maximum value ~6A. However,

as the FOX area ratio is increased, the Ron value will be declined. From the

experimental data, it is revealed that Vt1 (Vh) value decreased more than 16.9 %

(35.6 %), anti-ESD ability increased more than 170.2 %, and Ron decreased more

than 81.2 % as compared with the Ref. DUT.

Keywords Electrostatic discharge (ESD) • Field oxide (FOX) • Holding voltage

(Vh) • n-Channel lateral-diffused MOS (nLDMOS) • On-resistance (Ron) •

Secondary breakdown current (It2) • Trigger voltage (Vt1)

73.1 Introduction

High-voltage laterally diffused MOS transistors (LDMOS) are often used in a

power I/O driver circuits or a high-voltage (HV) electrostatic discharge protection

device, so how to design a high anti-ESD ability and high latch-up immunity are in

need during a high-voltage operating environment. In order to achieve the required

ESD ability, ESD protection devices are often designing with a large cell size area.

Usually, a designing by a parallel multi-finger structure is used to reduce the cell

across length. Thus, a typical multi-finger gate-grounded nMOS (GGnMOS) com-

ponent is widely used in the ESD protection circuits. However, many studies have

shown that a multi-finger structure of GGnMOS cannot uniformly turn-on in an

ESD bombardment [1–4]. Therefore, for a large cell area GGnMOS, a

sub-transistor of all the fingers uniformly turned-on is difficult especially in a
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high-voltage process, thus causing high-voltage circuits cannot have an excellent

anti-ESD capability.

Revealed from the past literatures, many nLDMOS techniques were to reorga-

nize the structure of LDMOS device, such as the embedded-type SCR structure [5–

9], or the source-side engineering of component studies [10, 11]. These efforts are

shown that an nLDMOS device has a serious uneven turned-on problem and the

holding voltage too low issues. Then, is there any other solutions? Therefore, a

systematic changing and modulation of the cell layout and structure of an nLDMOS

device will be proposed in this chapter. This method is focused on the anti-ESD

capability and latch-up immunity considerations; it is hoping to effectively improve

the high-voltage components reliability capabilities.

73.2 Device Structures of DUTs

Figures 73.1 and 73.2 are the cross-section and schematic layout of an HV

nLDMOS device, respectively. The bulk side does not integrate with any FOX

structure; we called it as the reference DUT. And, all the experimental test devices

were fabricated by a TSMC 0.25 μm 60 V BCD process. The channel length (L ) is
kept to be 2 μm, channel width of each finger (Wf) is 100 μm, finger numbersM¼ 6,

and the total channel width (Wtot) is kept at constancy, 600 μm. In this chapter, an

increasing the Rbulk value of nLDMOS at the source-side to bulk region will be

focused. Therefore, under the minimum design rule of an FOX region, the area of

an FOX (0.58 μm� 5.22 μm) was fixed to insert into the bulk region. The number of

these FOX blocks is from minimum one, then it is gradually increasing the number

of inserting blocks as 2, 3, 4, 5 (see Fig. 73.3) and finally the number of blocks is 17.

Here, with inserting the FOXs into bulk side is used to observe the impact on anti-

ESD protection ability.

N+N+P+

Poly

P-sub

H60NW
SH_P

HVPB

G D
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Fig. 73.1 Cross-section

diagram of an HV

nLDMOS device without

adding any FOX structures

in the bulk region (Ref.

DUT)
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Fig. 73.2 Layout scheme of an HV nLDMOS device without adding any FOX structures in the

bulk region (Ref. DUT)

B S D S B S D

Next finger

N+ implant:

P+ implant:

Fig. 73.3 Layout scheme of an HV nLDMOS as FOXs adding in the bulk region (# of bulk area

replaced by FOX’s in bulk region is 5)
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73.3 Testing Method and Measurement Equipment

A transmission-line-pulse (TLP) system for experimental testing is controlled by

the LabVIEW software. It managed the subsystem electrical machine such as the

ESD pulse generator, the high-frequency digital oscilloscope and the digital power

electric meter instruments to achieve the automatic measurement. This machine can

provide a continuous step-high square wave to device, and short raise time of the

continuous square wave can also simulate transient noise of ESD. This HBM-like

system has used the short square wave with 100 ns pulse widths and less 10 ns

rising/falling times to evaluate the voltage and current response of device. The

typical snapback I–V curve of an n-channel LDMOS device is shown in Fig. 73.4,

due to its snapback phenomenon is very obvious, then the triggering voltage (Vt1)

value is too high, the holding voltage (Vh) value is too low and then the secondary

breakdown current (It2) value (or called the anti-ESD capability) will be very small.

73.4 Experimental Results and Discussions

In this chapter, nLDMOS devices fabricated by a TSMC 0.25 μm 60 V process with

a bulk engineering is used to investigate the anti-ESD capability. When an IC

external port suffered an ESD transient, it hopes that these ESD protection devices

can promptly turn-on to protect the internal circuit, while it can be increasing the

resistance of bulk-side-to-source-region to let the parasitic BJT quickly turned-on.

Therefore, in this chapter, with increasing the source-side-to-bulk-side resistance

by adding the FOX blocks in the bulk region will be proposed to evaluate the ESD

protection response.

The testing results of device I–V snapback behaviors were shown in Fig. 73.5

and Table 73.1. After the bulk region adding FOX slot structures, Vt1 and Vh values

will decrease as the FOX ratio increased. Due to the Rbulk value will be increased as
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(Vt2, I t2)

Fig. 73.4 Typical

snapback I–V curve of an

nLDMOS device
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the FOX ratio increasing, it makes the Vt1 and Vh values decreased and shown in

Table 73.1. Mysteriously, the It2 value will increase as the FOX ratio increased and

shown in Table 73.1. Moreover, the Ron value will decrease as the FOX ratio

increased too. Due to easily happen the uniform turned-on behavior, overall the

on-resistance will slowly decrease shown in Table 73.1.
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Table 73.1 Snapback key parameters of nLDMOS DUTs as FOXs adding in the bulk side (σ was

averaged by three DUTs)

Sample type

(stripe number of FOX adding) Vt1 (V) Vh (V) It2 (A) Ron (Ohm)

FOX area

ratio (%)

0 (none adding) 133.684 27.632 2.208 11.42 0.0

1 125.745 21.561 3.479 5.99 5.2

2 124.91 20.689 4.070 5.39 10.4

3 123.684 20.399 4.139 4.57 15.7

4 122.32 20.252 4.392 5.63 20.9

5 122.49 19.852 4.395 3.44 26.1

6 121.865 20.245 4.550 3.94 31.3

7 122.384 19.647 4.625 3.47 36.5

8 122.177 21.659 4.789 3.09 41.8

9 120.665 19.413 5.457 2.98 47.0

10 121.018 20.845 4.945 3.21 52.2

11 120.497 19.109 5.008 3.06 57.4

12 118.438 18.774 5.445 2.63 62.6

13 119.427 19.125 5.159 2.45 67.9

14 118.69 18.788 5.140 2.53 73.1

15 119.247 19.724 4.921 3.25 78.3

16 117.472 18.746 5.966 2.15 83.5

17 116.747 17.778 4.889 3.24 88.7
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73.5 Conclusions

This chapter focuses on the anti-ESD robustness enhancement of nLDMOS devices

which fabricated by a 0.25 μm 60 V BCD process and added with FOX’s blocks in

the bulk region. By the bulk region adding FOX structures, and through the actual

samples testing, the It2 value will be increased as the ratio of FOX’s increasing. For
the 83.5 % adding ratio of FOX’s structure, the It2 has a highest value of about 6 A,
it means that it has a very good anti-ESD capability. Moreover, the Vt1 value will be

decreased as the ratio of FOX’s increasing too. As more FOX slots added in the bulk

region, the higher an Rbulk value, which will make the Vt1 decreased. Meanwhile,

the Ron value will be decreased as the FOX ratio is increasing. It is resulting in a

uniform turned-on phenomenon happened originally, then the value of Ron resis-

tance decreased slowly. In this work, as the FOX’s adding to the bulk region, which

can let the Vt1 (Vh) decreased more than 16.9 % (35.6 %), the capability of anti-ESD

increased more than 170.2 %, and Ron decreased more than 81.2 % as compared

with the Ref. DUT.
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Chapter 74

N+ Extended-Distribution Influences on Anti-
ESD Ability in the 60-V pLDMOS-SCR
(NPN-Arranged-Type)

Shen-Li Chen, Yu-Ting Huang, Shawn Chang, and Shun-Bao Chang

Abstract In order to effectively improve the reliability capability, a p-channel

lateral-diffused MOSFETs with an embedded SCR which is formed by implanting

N+ doses in the both sides of the drain end, and this structure called as the npn-
arranged-type of pLDMOS-SCR in this chapter (diffusion region of drain-side is

N+-P+-N+). Then, changing the layout manner of N+ implants in both sides of a

drain-side P+ region is investigated in this chapter by a 0.25-μm 60-V BCD process.

In this planning idea, the layout types of N+ region are continuously extended into

the drain-side. From the experimental results, due to all of their secondary break-

down current (It2) values are so good that reached above 7 A, it can be found that the
layout manner of continuous extended types in the drain-side have a little impact on

the ESD capability. However, the major repercussion is the Vh value will be

decreased about 10.8–49.5 %.

Keywords Electrical overstress (EOS) • Electrostatic discharge (ESD) • Latchup

(LU) • p-Channel lateral-diffused MOSFET (pLDMOS) • Secondary breakdown

current (It2) • Transmission-line pulse (TLP) • Trigger voltage (Vt1)

74.1 Introduction

Lateral-diffused MOSFET (LDMOS) devices are widely used in many applications

nowadays, such as communication modules, power electronic components, power

management circuits, automotive electronics, and LCD drivers [1–4], therefore its

importance is increased in the HV applications. Due to its high operating voltage, it

needs to have a good reliability. Then, expects extremely these devices have a good

ability in the anti-ESD (electrostatic discharge) and/or anti-EOS (electrical

overstress).
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Usually, an n-channel LDMOS device has a large cell area especially in the

high-voltage driver application; therefore it can be served as an ESD protection

component for its low on-resistance behavior. However, it has several obvious

shortcomings which including the Vt1 value is too high and the device with a multi-

finger structure can’t completely turn-on, then it will result in per unit length of the

ESD capacity is too low. On the other hand, a conventional SCR is also used in the

HV applications due to have a very strong ESD capacity per unit length, but it also

has some disadvantages especially the Vh value is very low. Then, there are some

studies brightening an idea to combine these two components [5–8]. An ESD

protection circuit in the power port, the nLDMOS device is easily prone to the

latchup happening, so using a pLDMOS will have some advantages; however the

pLDMOS has a higher Vh value than an nLDMOS, and its anti-ESD efficiency is

lower than an nLDMOS. In this chapter, the N+ implants used in the drain-side of a

pLDMOS to form a pLDMOS with an embedded SCR structure, so that these two

elements can be corporated their characteristics to achieve a high anti-ESD and a

high anti-latchup (LU) abilities. Meanwhile, the experimental test components of

pLDMOS and pLDMOS-SCR were fabricated by a TSMC 0.25-μm 60-V BCD

process. The channel length (L ) is kept to be 2-μm, channel width of each finger

(Wf) is 100-μm, finger numbers M¼ 6, and the total channel width (Wtot) is kept at

constancy, 600-μm.

74.2 Layout Design of HV Test Devices

74.2.1 pLDMOS-SCR (npn-Type) with a Drain-Side
N+ Continuously Extended

Figures 74.1 and 74.2 are the cross-section and schematic layout of a pLDMOS-

SCR, respectively. From this cross-section illustration, a pLDMOS is divided into

three zones in the drain-side, and then the N+ doses implanted into the first region

and third region to form parasitic SCR structures, which called the pLDMOS-SCR

npn-type structure. From Figs. 74.1 and 74.2, a reference DUT is defined as an

original embedded striped-type SCR structure of the pLDMOS device which was

not modulated in the drain-side. In the next step, the layout type of these N+ regions

from the original striped-type was changed to the N+ region continuously extended

toward the middle region of a P+ diffusion region by some fixed spacing intervals.

Then, the N+ diffusion (parasitic SCR) area of a pLDMOS will be increased, which

is used to verify whether its anti-ESD ability of a pLDMOS-SCR will be increased

or not?

The experimental groups of DUTs are shown in Table 74.1, where there are five

different planning parameters. The interval between two adjacent extended are kept

two contact spacing and the segment lengths of every N+ extension area inserting

into the middle P+ zone are kept to be 3, 11, 24, 63, 128 contact spacing.
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Meanwhile, for example, a DE3_2co layout device of the high-voltage pLDMOS-

SCR (npn-type) with an N+ continuously extended manner in the drain-side is

shown in Fig. 74.3. Therefore, the N+ to P+ area ratios of these samples are well

adjusted. Therefore, these DUTs will be compared with the reference DUT (a pure

pLDMOS-SCR (npn striped-type)). Eventually, from this planning, it hopes to find

an optimum ratio value for the best anti-ESD ability.

Poly Gate

N+ P+ N+ N+ P+STI STI STI STI

H60PW HVNW

H60NW

H60PWHVNW

H60NW

H60PW

P+N+
STISTIP+

STI

SH_N

NBL

P-Sub

Bulk Source Drain Bulk ringGate

SCR

Fig. 74.1 Cross-section diagram of an HV pLDMOS-SCR with the npn-striped-type (Ref. DUT)

Fig. 74.2 Schematic layout of an HV pLDMOS-SCR with the npn-striped-type (Ref. DUT)

Table 74.1 Device lists of

pLDMOS-SCR (npn) DUTs

with an N+ continuously

extended type

pLD_npn_DE3_2co

pLD_npn_DE11_2co

pLD_npn_DE24_2co

pLD_npn_DE63_2co

pLD_npn_DE128_2co
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74.3 Testing Method and Measurement Equipment

In Fig. 74.4, a transmission-line-pulse (TLP) system for experimental testing is

controlled by the LabVIEW software. It managed the subsystem electrical machine

such as the ESD pulse generator, the high-frequency digital oscilloscope, and the

digital power electric meter instruments to achieve the automatic measurement.

This machine can provide a continuous step-high square wave to device, and

short raise time of the continuous square wave can also simulate transient noise

of ESD. This HBM-like system has used the short square wave with 100 ns pulse

widths and less 10 ns rising/falling times to evaluate the voltage and current

response of device.

74.4 Experimental Results and Discussions

74.4.1 pLDMOS-SCR (npn-Type) with a Drain-Side N+

Continuously Extended

Snapback I–V curves of HV pLDMOS-SCR DUTs (npn-arranged) with a drain-side

N+ continuously extendedmanner are shown in Fig. 74.5. It can be found that all the It2
values of these DUTs are greater than 7 A (due to the electric power limitation of this

TLPmeasurement system, ameasurement will be stoppedwhen the internal current of

DUTs is more than 7 A). Meanwhile, the Vt1, Vh, and It2 distributions are shown in

B S D S B S D

Next finger

Fig. 74.3 Schematic layout of a pLDMOS-SCR DUT with a P+ continuously extended

(DE3_2co) type
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Figs. 74.6 and 74.7a. And, the breakdown-voltage distribution by using a Keithley

2410 SMU is shown in Fig. 74.7b (under the Vg¼Vs¼VDD bias condition).

Here, the N+ continuously extended type in drain-side makes the parasitic SCR

(N+) area expansion. In other words that strengthens the contribution of the parasitic

SCR. So, the capability of anti-ESD which we originally predict will significantly

Fig. 74.4 A TLP

measurement system

Fig. 74.5 Snapback I–V
curves and leakage currents

of pLDMOS-SCR DUTs

(npn) N+ drain-side

continuously extended

manner in the drain-side
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increase. Then, the It2 values of these DUTs have a good capability that is more than

7 A. And, the Vt1 and Vh values will be decreased. In the same meaning that

performance is mainly based on the parasitic SCR. The testing results also showed

that Vh values have the tendency decreased slightly.

74.5 Conclusions

From this chapter, it can be found that the cathode region of an embedded parasitic

SCR (N+) implanted location and ratio percentage of a pLDMOS in the drain-side

by the npn-arranged-type doesn’t have a strong impact on the anti-ESD ability, in

other words, all of its It2 values can be reached over 7 A. However, the Vt1 and Vh

values are decreased as the percentage of embedded SCRs in the drain-side

Fig. 74.6 Relationship

diagrams of Vt1 and Vh

values of pLDMOS-SCR

DUTs (npn) N+ drain-side

continuously extended

manner in the drain-side

Fig. 74.7 Relationship diagrams of (a) It2, and (b) breakdown-voltage values of pLDMOS-SCR

DUTs (npn-arranged) N+ drain-side continuously extended manner in the drain-side
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increased. Eventually, the performance of a pLDMOS-SCR device is mainly based

on the parasitic SCR if the area ratio of an embedded parasitic SCR (N+ area)

increased. Then, in the N+ continuously extended manner in the drain-side of

pLDMOS-SCR devices, the major impact is Vh values will be decreased about

10.8–49.5 %.
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Chapter 75

WristEye: An Elderly Computer Learning
Assistant System with Wrist-Wearable
Devices

Wan-Jung Chang, Yi-You Hou, Rung-Shiang Cheng, and Ming-Che Chen

Abstract This chapter develops a computer learning assistant system with

wrist-wearable devices for the elderly, designated as WristEye, which can be

used to analyze the computer learning attitudes, reactions, and behaviors of elderly

individuals whilst in computer learning classes. WristEye is equipped with a

kinematic sensor to effectively detect the changes in the orientation and vertical

acceleration of the elderly wrist and to determine the corresponding operations in

the learning computer, i.e., moving the mouse, hitting the keyboard, idle, and

swinging the mouse. Furthermore, a remote backend server receives the detected

signal from the wearable unit via a Wireless Sensor Network (WSN) and then

identifies the corresponding computer learning effectiveness. The experimental

results show that WristEye has a classification accuracy to recognize computer

learning status of elderly individuals.
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75.1 Introduction

Due to rising life expectancies as a result of advancements in medical science and

the continuing aging of the baby boomers born in the middle of the last century, the

elderly populations of many countries around the world have increased significantly

in recent years. For example in Japan, the percentage of the population greater than

65 years of age was 15.1 % in 1996, and increased to 21.8 % in 2008 [1, 2]. More-

over, many countries in the world are currently planning and developing various

e-government projects (e.g., e-Japan in Japan, A Framework for Global EC in

American, UK Online in E England, e-Korea in Korea, etc.) to turning them into

the advanced Information Technology (IT) nationals [3]. These two worldwide

demographic shifts have many significant social implications, not least of which

includes an additional burden on the computer learning services for elderly

populations.

The computer learning effects of the elderly is limited by some factors, such as

educational background, the knowledge of digital information, small texts on the

monitor, unacquainted with keyboard and mouse, web page operation, and so on

[4, 5]. These factors always cause elderly people to feel barriers and be disap-

pointed in learning how to operate computers. Such phenomenon of leading the

elderly to decrease their computer learning interest and desire is called “Computer

Phobia” [6].

To resolve the Computer Phobia issue, the current study develops a sophisticated

elderly computer learning assistant system with wrist-wearable devices, designated

as WristEye, which employs a kinematic sensor for the continuous monitoring and

reporting of an individual’s computer learning status over a Wireless Sensor

Network (WSN). Utilizing an accelerometer and a gyroscope, the kinematic sensor

measures the changes in the orientation and acceleration of the wrist and then

communicates this data to a Micro Controller Unit (MCU), where the signal is

processed by a wrist recognition algorithm to determine the corresponding activi-

ties in learning computer, i.e., moving the mouse, hitting the keyboard, idle, and

swinging the mouse. Furthermore, a remote backend server receives the detected

signal from the MCU via a Wireless Sensor Network (WSN) and then identifies the

corresponding computer learning effectiveness. Significantly, WristEye systems

not only detect each occurrence of the computer learning status, but also records

the approximate amount of time spent in performing each computer learning

activity, and therefore enables a rough estimate to be made of the computer learning

effectiveness of the individual. Through the use of WristEye, abnormal computer

learning activities of elderly individuals can be immediately detected and appro-

priate actions from the instructor are followed. As a result, the proposed WristEye

system is expected to be of great use to the e-learning class infrastructure vendors in

implementing an elderly e-learning system.

Section 75.2 introduces the proposed WristEye system comprising the sensor

unit hardware, the signal processing scheme, and the wrist recognition algorithm.
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Section 75.3 presents the results of a series of experimental trials designed to

evaluate the performance of the WristEye. Finally, Sect. 75.4 draws brief

conclusions.

75.2 WristEye System

75.2.1 Overall WristEye Structure

The objective in the present study is to realize the real-time recognition of computer

learning activities utilizing a small, wireless, low-power kinematic device. The

system hardware of WristEye system comprises just two parts, namely a wearable

unit and the backend server. The wearable unit is attached to the subject’s wrist and

consists of a data acquisition board and a kinematic sensor. Whereas the ambulatory

systems presented in [7–9] utilize a single triaxial accelerometer for motion sensing

purposes, the kinematic sensor in WristEye makes use of information of two axes

from an accelerometer and information of single axis from a gyroscope in order to

increase the reliability of the movement information provided to the recognition

algorithm. Figure 75.1a presents a schematic illustration of the system architecture.

The wearable unit performs an initial preprocessing of the signals produced by the

gyroscope and accelerometer to determine the wrist orientation and vertical accel-

eration, respectively, and then transmits this information to MCU which processes

the information using a wrist recognition algorithm to classify the corresponding

computer learning activities. The wearable unit transmits the recognition informa-

tion via a wireless transceiver module to the backend server through the wireless

base station attached to the server. The server then processes the information to

classify the computer learning effectiveness of elderly individuals.

Fig. 75.1 (a) Schematic of system architecture. (b) Photograph showing full-size view of wireless

transceiver and sensor device
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75.2.2 Wearable Unit Hardware

Figure 75.1b presents a full-size photograph of the wearable unit within the

WristEye system. The data acquisition board includes an Atmel Atmega 128 L

microcontroller, 4 KB of RAM, various ICs, and a wireless transceiver module,

while the kinematic sensor comprises an IDG300 gyroscope [8] and an ADXL330

accelerometer [9]. The sensor unit has two main functions, namely to detect

changes in the posture and movements of the wearer, and to merge the data signals

of the accelerometer and gyroscope, respectively, prior to their transmission to the

base station. The sensor unit is equipped with a low-voltage, low-power consump-

tion ZigBee-compliant transceiver module (CC2420, Chipcon, TI) to facilitate its

WSN communication ability with the base station.

75.2.3 Wrist Recognition Algorithm

Upon receiving the wrist orientation and vertical acceleration from kinematic

sensor, the MCU utilizes a wrist recognition algorithm to identify the corresponding

computer learning activities. The algorithm commences by applying vertical wrist

acceleration threshold value to determine whether the wrist posture of the subject

falls into a “moving mouse” category or a “hitting keyboard” category. For exam-

ple, when changing from a “moving mouse” to a “hitting keyboard” computer

learning active, the vertical of the wrist posture exceeds the vertical threshold since

the elderly invariably hit the keyboard in alphabets-by-alphabets manner, i.e., use

only one hand to key-in a word in alphabets-by-alphabets. Consequently, the

corresponding wrist motion is classified as a “hitting keyboard.” Conversely,

when moving the mouse, the wrist tends to be in a relatively horizontal position,

and thus the vertical acceleration is less than the critical vertical value and the

corresponding wrist motion is classified as a “moving mouse.”

To further distinguish the wrist motion of the commands for moving the mouse,

hitting the keyboard, idle, and swinging the mouse, the vertical wrist acceleration is

closely examined. Figure 75.2a illustrates the measurement signals obtained from

the kinematic sensor for the wrist vertical acceleration as a subject wares a unit (see

Fig. 75.2b) and executes a simple computer learning course, namely Google
Search, including the following execution steps:

– Step 1: Move the mouse until the mouse pointer is located at the icon of web
explore (e.g., Chrome, Explore, etc.) and then click the icon. Move the mouse
until the mouse pointer is located at the search textbox and then click the mouse.

– Step 2: Hit the keyboard to insert the search key word in the search textbox in an
alphabet-by-alphabet manner.

– Step 3:Move the mouse to the location of search target and then click the mouse.
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The acceleration profile associated with the moving mouse activity has a lower

vertical acceleration than that of hitting the keyboard. Thus, the wrist recognition

algorithm developed in this study exploits characteristics of the acceleration pro-

files to distinguish the four motions. Figure 75.3 illustrates the details of the posture

recognition algorithm in flowchart form.

75.3 Experimental Results

The performance of the WristEye system was evaluated by performing a series of

trials using a total of 30 elderly people with various computer abilities. During the

trials, the 30 elderly people were further divided into ten groups and each group was

organized by three different kinds of computer abilities of the elderly students:

– Class A: The elderly student has various experiences in using computers.
– Class B: The elderly student only has little experiences in using computers.
– Class B: The elderly student has no experiences in using computers.

Each trial of a group performed a Google Search computer learning course as

described in Sect. 75.2.3. The performance of the proposed WristEye system was

quantified by comparing the actual computer abilities of the elderly people with that

Fig. 75.2 (a) Wrist vertical acceleration when performing Google Search learning course. (b)
Photograph showing wear of a wearable unit on the wrist

Fig. 75.3 Decision-tree

manner

75 WristEye: An Elderly Computer Learning Assistant System with Wrist. . . 591



identified by the wrist recognition algorithm (see Fig. 75.4). Table 75.1 summarizes

the overall experimental results of the average time for each kind of elderly student

who successfully perform each step of the Google Search computer learning

course. The recognition results show that Class A participants spend on average

less time for successfully performing each step of the Google Search computer

learning course than Class B and Class C participants. This result reflects the actual

computer abilities of participants and therefore demonstrates that the proposed

WristEye achieves recognition accuracies compared with the actual computer

abilities of participants.

75.4 Conclusions

This study has developed a MEMS-based monitor, called WristEye, for identifying

the wrist motions of elderly individuals while in computer learning classes. The

proposed WristEye applies a kinematic sensor to derive more accurate vertical

acceleration signals of the monitoring target for recognition of the wrist posture by

employing a posture recognition algorithm. These recognition results are then

forwarded wirelessly in real time to a backend server for further processing via a

Fig. 75.4 Graphical user interface of PC-based monitoring system

Table 75.1 Experimental results of the average time(s) for each kind of elderly students who

successfully perform each step of Google Search computer learning course

Abilities wrist motion Class A (s) Class B (s) Class C (s)

Time of moving mouse (Step 1) 4.5
 0.23 4.3
 0.1 8.2
 0.25

Time of hitting keyboard (Step 2) 6.2
 0.3.1 10.8
 0.2 18.3
 1

Time of moving mouse (Step 3) 2.7
 0.17 3.2
 0.11 7.8
 0.16
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Zigbee WSN. Upon receipt of the signals, the backend server extracts the

corresponding wrist motion (i.e., “moving the mouse,” “hitting the keyboard,”

“idle,” and “swinging the mouse”). The experimental results have confirmed that

WristEye system is capable of identifying a variety of common daily activities of

computer learning for elderly individuals in real time with an excellent accuracy.

Therefore, it may be considered as a suitable solution for the emerging elderly

e-learning paradigm aimed at computer learning institutes located in communities.
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Chapter 76

A Study of Ultrafast Laser-Based X-Ray
Sources for In-Line Phase-Contrast
Biomedical Imaging

Mario do Nascimento and Jengnan Juang

Abstract Ever since the Coolidge tube was created in 1913, the same design has

been used for X-ray imaging devices. As modern medicine advances, the Coolidge

tube is reaching its limited full potential. For this reason, this research analyzes two

of the modern alternatives for X-ray imaging: laser-based X-ray sources and phase-

contrast imaging. According to this study, lasers are able to provide significantly

better focal spot sizes, much better temporal resolution, and a high repetition rate.

As for integrating phase-contrast imaging, this research depicts how phase-contrast

imaging is overwhelmingly more sensitive to elements found in soft tissue and

refraction is far more likely to occur than absorption, which has the potential to

decrease exposure time. Although these technologies have been found to be more

advantageous than the current technologies, there are still essential improvements

and research that need to be accomplished before clinical use.

Keywords Laser X-rays • Phase-contrast imaging • Biomedical imaging

76.1 Introduction

Ever since X-ray radiation was discovered by Wilhelm Roentgen in 1895 [1], X-ray

imaging has increasingly become a major tool in medical diagnostics. As medicine

progressed, so did X-ray imaging technology. However, as the present-day medi-

cine converges with technology more than ever before, the conventional X-ray tube

has reached its limited potential and new technologies have become necessary in

order for X-ray imaging to follow modern medical advancements.
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As research evolved, several technologies drew the attention of scientific com-

munities as a viable modern alternative to the conventional X-ray tube. This study

addresses the necessary background information in order to understand the tech-

nology that, according to this study, is the most feasible technology to be incorpo-

rated into medical clinics in the future. This technology is based on the modern

category of lasers called ultrafast lasers, which combine the advantages of a

coherent light source and an ultra short laser pulse. In addition to the X-ray source

technology, this study also elaborates on a modern method of generating images

from X-rays: phase-contrast imaging. This method uses the property of refraction

from X-rays, instead of absorption, in order to create an image. Using this alternate

property can provide a much better depiction of soft tissues in the image and also

decrease radiation exposure [2].

76.2 Advancing Methods and Technologies

76.2.1 Laser-Based X-Ray Sources

When ultrafast laser pulses are focused onto a solid target made of a material with a

high nuclear charge Z, intense X-ray radiation of picoseconds in duration and with

keV of energy is emitted. An experimental setting of how this system would be

organized is shown in Fig. 76.1 [3]. Collisionally pumped laser-based X-rays,

which is what this study reviews, works by heating the target material very quickly

with ultrafast lasers, which creates a thin line of plasma on the surface of the target.

This extreme heating puts the atoms of the target material in the pumped level,

which consequently releases electrons from the atoms in the target, which in turn

Parabolic
mirror

Image
plate

X-ray
detector

High Z target

Femtosecond
terawatt

laser pulses

Aperture

Multichannel analyser

Fig. 76.1 Experimental

setting for an ultrafast laser

X-ray source using a

rotating metal target [3]

596 M. do Nascimento and J. Juang



collide with other ions on the target [4]. This collision takes the ions back to their

rest level and releases X-ray radiation. This process is also called laser-produced

plasma-based X-ray sources.

76.2.2 Phase-Contrast Imaging Through Laser-Based
X-Ray Sources

76.2.2.1 Phase-Contrast Imaging

Phase-contrast is an imaging method that relies on the refraction that the X-ray

beam suffers when it impinges on a material. This particular method is called the

phase-contrast method because the angular deviation is directly proportional to the

gradient of the phase of the refracted beam. There are three general categories

through which phase-contrast imaging may be performed: free-space propagation,

interferometry-based techniques, and analyzer systems. However, all of the differ-

ent approaches have the same goal: determine the angular deviation of the X-ray

beam [5].

Although there are three different types of techniques for acquiring the phase-

contrast image, this study is going to focus on the free-space propagation types of

imaging, also called in-line phase-contrast or in-line holography. Using the con-

ventional absorption method, the image detector is placed immediately after the

sample image, so the X-rays travel a minimal distance before reaching the detector,

as shown in Fig. 76.2a. Using the phase-contrast method, however, X-rays are

transmitted through the sample object at multiple angles and then propagated over a

certain distance until the X-rays reach the detector, as shown in Fig. 76.2b [2].

Therefore, variations in the X-ray refractive index and the thickness within the

sample object will change the X-ray wavefront once it passes through the sample

object. This change of the X-ray wavefront provides the conventional attenuation

image an edge enhancement at the interfaces within the sample object that have

different refractive indices. Phase-contrast imaging can yield much more improved

contrast than convention attenuation techniques. This reason can be explained by

the refractive index that characterizes the optical properties of tissues, and it can be

expressed by the complex equation

n ¼ 1� δ� iβ ð76:1Þ

where δ is the decrement of the real part of the refractive index, which charac-

terizes the phase-shift, and β is the imaginary part, which characterizes the

absorption property for the tissue. In a conventional X-ray image, the real part of

the refractive index is not commonly realized [2]. However, as shown in Fig. 76.3,

at large photon energies [5] and for soft tissues composed of light elements, the real

part δ plays a more significant role than the imaginary part [2].
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76.3 Results and Discussion

76.3.1 X-Ray Tubes and Their Limitations

Even over 100 years after its creation [1], the X-ray tube is still the common device

to be utilized for X-ray imaging throughout the globe. However, the Coolidge tube

design seems to have encountered roadblocks that it is not able to overcome,

therefore hindering improvements in medical imaging.

In mammography, for instance, microfocal X-ray tubes have been experimented

in order to effectively depict microcalcifications within breast tissue. Yet, these

X-ray tubes have the limitation of focal spots of approximately 100 μm, which is

not concentrated enough to clearly depict microcalcifications that are around

30 μm. This lack of resolution leads to longer exposure times and consequently

possible motion blur. For this reason and for the limited heat load, microfocal X-ray

tubes have been deemed as not successful in diagnostic mammography [6].

Fig. 76.2 It is shown the conventional attenuation-based X-ray imaging system (a); and the

in-line phase-contrast imaging system (b), with the first wavefront (W1), the second wavefront

(W2), the distance between the X-ray source (R1), the sample object (Object), and the distance

between the object and the detector (R2) [2]

δ

β

10–4

10–8

10–10

10–6

5 10 15 20 25

Photon energy [keV]

Fig. 76.3 The imaginary

and real parts of the

refractive index as a

function of photon energy.

As it can be clearly seen in

the graph, the real part (δ) is
theoretically always higher

than the imaginary part (β)
from 5 to 25 keV [5]
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In dual-energy subtraction angiography (DESA), conventional X-ray tubes

suffer from motion, loss of sharpness, and artifacts when the initial image (before

the contrast) is subtracted from the final image. X-ray tubes also show low sensi-

tivity to iodine, a commonly used contrast. Furthermore, conventional tubes have

spatial resolutions that interfere with the quantization of stenosis, which makes it

challenging to depict collateral vessels when diagnosing coronary artery

disease [6].

76.3.2 Advantages of Laser-Based Sources

Coming from the invention of the Chirped Pulse Amplification (CPA) technology,

ultrafast laser-produced-plasma (LPP) X-ray sources have rather small focal spot

sizes due to the extremely short laser pulse duration which freezes hydrodynamic

motion in the plasma. That means that, in a mammography using laser-based X-ray

sources, the laser target surface is parallel to the tray and yields an effective focal

spot size which will not change more than 5 % across the mammogram cassette.

Consequently, every part of a breast, with any thickness, can be depicted with an

appropriate spatial resolution [6].

In DESA, extremely short pulses of laser sources eliminate most of the motion-

related loss of sharpness and artifacts. Additionally, it is significantly more sensi-

tive to iodine, which in turn allows less invasive angiography that uses less volume

of contrast agent, which may lead to a reduction of the risk of renal failure [6].

Two recent experimental research studies regarding laser-based X-ray imaging

have been using ultrafast Ti-Sapphire laser sources with peak and average power on

the terawatts and watts, respectively [7, 8]. The X-ray radiation is produced by Kα
emission and bremsstrahlung emission using a variety of target materials (Cu, Mo,

Ag, Sn, La, and W). It is deduced that, by integrating the spectrum lines shown in

Fig. 76.4, around 50 % of the total X-ray emission is caused by Kα emissions. After

several enhancement methods, the most recent experiment was able to yield an

effective X-ray source with a spot size of 10 μm [7], which would be an excellent

resolution for mammography, where microcalcifications are commonly approxi-

mately 30 μm in diameter [6].

As seen in Table 76.1, laser-based X-ray sources have several advantages over

conventional, broadly used X-ray sources. Smaller focus spot size leads to reduc-

tion in patient exposure times and higher spatial resolution leads to better depiction

of details, which is extremely significant for medical diagnosis. Furthermore, higher

iodine sensitivity can improve the image contrast when using iodine-based contrast

agents. The only disadvantage of laser-based sources nowadays is their current

complexity, yet further research has the potential to simplify and miniaturize these

systems.
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76.3.3 Advantages of Phase-Contrast Imaging

Several characteristics native to the phase-contrast imaging method have been

found to be advantageous to medical imaging. The refraction properties of X-ray

radiation are particularly sensitive to light elements such as oxygen, nitrogen,

carbon, and hydrogen, which are found commonly in soft tissue. For that reason,

this method is especially more beneficial for medical procedures that require high

contrast for soft tissues, such as mammography and angiography, than conventional

attenuation-based X-ray imaging. Also, X-ray phase shifting has a probability of

occurring about 1,000 times greater than the probability for X-ray attenuation,

which results in phase-contrast imaging being able to depict details that conven-

tional X-ray methods would not [9]. Moreover, radiation exposure can be reduced

since large levels of noise could then be tolerated without losing too much image

detail [2].

A phase-contrast research [10] performed using conventional X-ray tubes has

additionally shown that phase-contrast imaging has the potential to better depict

pathologies, since it depicts tumor masses with better accuracy and detail. That

ability, if in conjunction with the laser-based X-ray sources can improve the

diagnosis of tumors and other pathologies with much greater accuracy and clarity.

Fig. 76.4 The graph on the left depicts the laser intensity using a Mo target for a Ti:Sapphire

laser-based X-ray. The graph on the right shows the laser intensity using an Ag target instead. The

first peak in both graphs is the high-intensity Kα emission [7]

Table 76.1 Comparison between laser-based and conventional X-ray sources

Focal spot

size (μm)

Spatial resolution

(lp/mm)

Iodine

sensitivity

Soft tissue

sensitivity Complexity

Laser-based �30 �20 High Low High

Conventional >300 <13 Low Low Low

600 M. do Nascimento and J. Juang



The shorter exposure time and better contrast of laser-based sources, combined with

the higher exposure of soft tissues of phase-contrast methods, have shown the

potential to dramatically improve early cancer diagnostics.

76.4 Conclusions

Ultrafast laser sources have been found to be the most feasible and applicable

replacement of conventional X-ray tubes. They provide enough average power for

clinical applications, which can shorten the patient exposure time. They have

extremely small focal sizes, which enable the imaging to depict even the smaller

microcalcifications in mammography [6].

As for phase-contrast imaging, it uses a different X-ray property in order to

generate an image [5]. This technique has been found to be more advantageous

because it can provide information about soft tissue in a much higher degree, since

X-rays can be refracted differently even when they go through distinct soft

tissues [9].

Although major improvements have been made in the phase-contrast imaging

techniques and in ultrafast laser technology, commercial and clinical uses are still

not entirely practical. The research depicted in this chapter had the purpose of

communicating the potential of such technologies, but with no intention to provide

practical conclusions [7, 8].
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Chapter 77

PC-USB-Based Real-Time Control Systems
Using Quadratic Optimal Control Method

Dershyang Ker

Abstract The goal of this chapter is to implement the quadratic optimal control

algorithm in PC-USB-Based real-time control systems by using mathematic model

blocks in VisSim/USB software package environment and a USB-based module.

PC is used as a controller to apply quadratic optimal control algorithm in PC-USB-

Based real-time control systems. First, a design example based on the quadratic

optimal control algorithm is given. The theoretical state feedback controller can be

obtained. An alternative approach using VisSim’s OptimizePro to automatically

calculate optimal state feedback controller has been verified to be a very powerful

method to avoid tedious theoretical design. Second, the model of the real control

system, FB-33 control system, can be set up in VisSim. The quadratic optimal

controller can be easily obtained without the theoretical design. Finally, the

VisSim/USB is used to implement the quadratic optimal control and USB-Based

module to control the FB-33 servo control system. The satisfied results are shown in

this chapter.

Keywords PC-USB-based real-time control system • Quadratic optimal control •

USB-based module

77.1 Introduction

Depending on the popularity and development of USB-Based Interface, the demand

of market is rapidly growing. The PC system of popularity use is found that is lack

of the mathematical calculation functions. This makes modern and constant pro-

gress control algorithms to be unable to really apply in industrial control. The

related fields of domestic and abroad, implementing modern control algorithms in

USB-Based real-time control systems, still have many problems to be needed to

overcome.
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This chapter uses VisSim as a system developing environment to design and

develop advanced modern control algorithms by mathematic model blocks. VisSim

is a Windows-based program for the modeling, design, and simulation of complex

control systems without writing a line of code [1–5]. It combines an intuitive drag-

and-drop block diagram interface with a powerful mathematical engine. The visual

block diagram interface offers a simple method for constructing, modifying, and

maintaining complex control system models. Furthermore, VisSim offers unprec-

edented ease-of-use and consequently a shorter learning curve than competitive

systems.

In designing optimal control systems, It is desired to select a control vector such

that a given performance index is minimized [6–16]. It can be proved that a

quadratic performance index will yield linear control law. Setting up a simulation

in VisSim is simple. Connect the controller to the mathematical model and to a plot

block. VisSim/Optimize can determine optimal values for design variables subject

to the given performance indexes starting from initial guess values [2]. VisSim/

Optimize can automatically calculate optimal control vector that gives minimal

performance indexes. It allows user-specified cost functions that can consider

controller behavior, such as steady-state error, overshoot, and rise and settling

times. Finally, the optimal control vector and USB-Based module are used to

control the FB-33 servo control system [13].

77.2 Quadratic Optimal Control

The control system is shown in Fig. 77.1. The optimal control problems [8] are

based on quadratic performance indexes that, given the system equations

_x ¼ Axþ Bu ð77:1Þ

In designing control systems, it is desired to determine the optimal feedback gain

matrix K of the optimal control vector

uðtÞ ¼ �KxðtÞ ð77:2Þ

So as to minimize the performance index

J ¼
ð1
0

Lðx, uÞdt ¼
ð1
0

ðxTQxþ uTRuÞdt ¼
ð1
0

xTðQþ KTRKÞx dt ð77:3Þ

where Q is a positive-definite Hermitian or real symmetric matrix and R is also a

positive-definite Hermitian or real symmetric matrix.

From Fig. 77.2, it can be found that the state equation for the plant is
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A ¼ 0 1

0 0


B ¼ 0

1


Q ¼ 1 0

0 μ

���
ð77:4Þ

Let us assume that

xTðQþ KTRKÞx ¼ �d

dt
ðxTPxÞ ð77:5Þ

where P is a positive-definite Hermitian or symmetric matrix. Therefore

xTðQþ KTRKÞx ¼ �xT½ðA� BKÞTPþ PðA� BKÞ�x ð77:6Þ

Comparing both sides of this last equation, it can be obtained

ðQþ KTRKÞ ¼ �½ðA� BKÞTPþ PðA� BKÞ� ð77:7Þ

Using the second method of Liapunov, if A�BK is a stable matrix, there exists

P that satisfies (77.7).

Hence to evaluate the performance index J as

J ¼
ð1
0

xTðQþ KTRKÞxdt ¼ �xTPx

�����
1

0

¼ �xTð1ÞPxð1Þ þ xTð0ÞPxð0Þ ð77:8Þ

It can be obtained that Xð1Þ tends to zero because all eigenvalues of A�BK have

negative real parts. Then, the value of J can be given by

u

x  =  Ax  + Bu

–K

xFig. 77.1 Optimal control

system

Plant

u x2 x1

– K

Ú Ú

Fig. 77.2 Example control

system
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J ¼ xTð0þÞPxð0þÞ ð77:9Þ

Since R has been assumed to be a positive-definite Hermitian or real symmetric

matrix, it can be written to R ¼ TTT. The (77.7) will become

ðAT � KTBTÞPþ PðA� BKÞ ¼ �ðQþ KTTTTKÞ ð77:10Þ

This can be rewritten as

ATPþ PAþ ½TK � ðTTÞ�1BTP�T½TK � ðTTÞ�1BTP� � PBR�1BTPþ Q ¼ 0

ð77:11Þ

To minimize J with respect to K, this yields

K ¼ T�1ðTTÞ�1BTP ¼ R�1BTP ð77:12Þ

Equation (77.12) gives the optimal matrix K. The P matrix in (77.12) must satisfy

the reduced matrix Ricatti equation as

ATPþ PA� PBR�1BTPþ Q ¼ 0 ð77:13Þ

Noting that the matrix A is real and matrix Q is real symmetric, matrix P is the real

symmetric matrix in (77.13). Solving (77.13) for the Pij, then obtains

P ¼ p11 p12
p21 p22


¼

ffiffiffiffiffiffiffiffiffiffiffi
μþ 2

p
1

1
ffiffiffiffiffiffiffiffiffiffiffi
μþ 2

p
��

ð77:14Þ

Substituting (77.14) to (77.12), the optimal feedback gain matrix K can be

written as

K ¼ R�1BTP ¼ ½1� 0 1


p11 p12
p21 p22


¼ 1

ffiffiffiffiffiffiffiffiffiffiffi
μþ 1

p ����
ð77:15Þ

Then, the optimal control signal is

uðtÞ ¼ �KxðtÞ ¼ �x1 �
ffiffiffiffiffiffiffiffiffiffiffi
μþ 2

p
x2 ð77:16Þ

Therefore, the block diagram of this optimal control system is shown in Fig. 77.3.
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77.3 Verifying Quadratic Optimal Control
with VisSim/Optimize

To verify the quadratic optimal control law described above, it can be easily done

using VisSim/OptimizePro. It is convenient to use VisSim/OptimizePro for opti-

mization problems on VisSim simulations and models because VisSim/Optimize

was designed and implemented to take advantage of the VisSim environment. It is

convenient to use all of the features of VisSim to create the cost function. VisSim

dialog box makes it easy to set upper and lower bounds on design variables. The

Optimization Properties dialog box is used to select an optimization run.

The control system shown in Fig. 77.2 has a feedback gain matrix with two

parameters. Following the quadratic optimal control law, this feedback gain matrix

K can be also optimized using VisSim/OptimizePro shown in Fig. 77.4. The state

feedback controller has two variables k1 and k2. The cost function is computed by

integrating the quadratic function L(x,u) with μ¼ 1.5 in (77.15). The plant is

produced with two integrator blocks.

Once the initial conditions of the plant and initial values of k1 and k2 are set, a

simulation run produces the results in Fig. 77.4. The final value of the cost function

is 1.87092. The final values of k1 and k2 are 0.999954 and 1.87079, respectively. It

can be seen that the errors between the simulation results and the theoretical values,

k1¼ 1 and k2¼ 1.870829 with μ¼ 1.5 in (77.15), are less than 0.0001 %.

77.4 PC-USB-Based Quadratic Optimal Control
in Control Systems

Implementing Quadratic Optimal Control algorithm to the mathematical model of

FB-33 system using VisSim/OptimizePro.

The FB-33 Feedback control system shown in Fig. 77.5, the apparatus of

automatic control laboratory, is a typical second-order system [8, 9]. The objective

of this system is to control the position of the mechanical load in accordance with

the reference position. The open-loop transfer function of the FB-33 control system

obtained by the author [15, 16] can be written as

Plant

u X2 X1

Ú Ú

m + 2
–

–

–

Fig. 77.3 Optimal control

of the plant shown in

Fig. 77.2
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ΘðsÞ
EðsÞ ¼

kAkθ
sðτsþ 1Þ ¼

10� 4:36

ð1þ 0:5 sÞs ð77:17Þ

where θ is the angular displacement of the motor shaft, ω is the angular velocity of

the motor shaft, τ is the time constant of the motor, kA is the gain of the amplifier, km
is the gain of the motor, kpt is the coefficient of the potentiometer, ktacho is the

coefficient of the tachometer, kθ ¼ kmkpt ¼ 4:36, and kω ¼ kmktacho ¼ 0:87.

After the mathematical model is obtained, it is easy to build the mathematical

mode of the FB-33 control system by simply selecting and connecting predefined

function blocks in VisSim. It is convenient to use VisSim/OptimizePro [2] for

optimization problems on VisSim simulations. The quadratic optimal control sim-

ulation can be set up in VisSim as shown in Fig. 77.6. After 26 simulation runs, the

final value of the cost function is almost zero. The final values of k1 and k2 are 1.52
and 4.47, respectively.
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Fig. 77.4 The optimal feedback controller tuning diagram with VisSim/Optimize

Fig. 77.5 Block diagram of FB-33 closed-loop control system with kA¼ 10, kθ ¼ kmkpt ¼ 4:36,
and kω ¼ kmktacho ¼ 0:87
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77.4.1 Real-Time Hardware-in-the-loop

Once the quadratic optimal control design is complete, the controller performance

with the FB-33 control system can be tested. VisSim/Real-Time is a VisSim option

that provides the capability to couple a VisSim system model directly with a real-

world hardware. Hardware-in-the-loop (HIL) systems can be configured and exe-

cuted by interfacing VisSim controller mode with the FB-33 control system.

With VisSim/Real-Time, the PC can be used as online servo controller for the

FB-33 control system through a high-speed data acquisition module (RT-DAC/

USB). The A/D conversion time of the RT-DAC/USB board is equal to 5.4 μs. The
RT-DAC/USB interface module connected with the PC offers a high sampling rate

for A/D and D/A channels larger than the bandwidth of the FB-33 servomotor.

Figure 77.7 shows a PC-based real-time control diagram and the actual step

response of the FB-33 control system with quadratic optimal controller.

77.5 Concluding Remarks

1. This chapter has presented an approach using VisSim to design the quadratic

optimal controller. This approach is a very powerful method to avoid tedious

theoretical design.

2. VisSim is a Windows-based software package for the modeling, design, and

simulation of complex control systems without writing a line of code. It offers

unprecedented ease-of-use and consequently a short learning curve.

3. The PC-USB-based real-time control system using the quadratic optimal control

algorithm and data acquisition system to control the real-world have been

developed in this chapter.
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4. Directions for future work include studying time-optimal controller, dead-beat

controller, fuzzy controller, and adaptive control algorithm, and designing

various interfacing capabilities for the design of USB-based in-the-loop control

systems.
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Chapter 78

A Bibliometric Analysis on Data Mining
Using Bradford’s Law

Jiann-Min Yang, Shu-Feng Tseng, and Yu-Ling Won

Abstract The subject-specific Bibliometric Analysis on Data Mining complies

with the Bradford’s Law to show the 1:n:n2 relationship and the zone distribution

of research journals. The overall count of articles in each zone is about the same.

The top three author countries contribute to more than 50 % of total journal articles.

However, big differences in productivity exist among them. Most of the high

ranking author organizations are academic institutions and many of them belong

to the top three author countries. The total article count grows year by year except a

sudden drop in 2007 but grows again in 2008 and afterwards. The top three research

areas are quite stable. There are some variations in other research areas. Some drop

down the article counts and some others grow gradually.

Keywords Data mining • Bradford’s law • Bibliometric analysis

78.1 Introduction

Data Mining is evolved from disciplines of Database, Statistics, and Artificial

Intelligence, etc. [1]. Various data analysis technologies are integrated into this

subject to support forecasting and decision making. Data Mining has been an

important subject in either academic research or practical application. How is the

distribution of the subject-specific journals and articles revealed in the literature?

What are the most popular author countries, organizations, and research areas?

These are research questions to be addressed in this chapter.

In Bibliometrics, Bradford’s Law has been addressed the most and has

far-reaching impact. Most bibliometric laws delineate some relationships among

journals and articles in the literature. This chapter adopts Bradford’s Law to

examine the literature and observe the compliance of the addressed relationships
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as described in the Bradford’s Law. The core journals are then identified for the

Data Mining subject. Further analyses with respect to author affiliated country,

organization, and research area in the recent 10 years, 2004–2013 are also

presented.

78.2 Literature Review

78.2.1 Data Mining

Based on Technology Review published by MIT in 2001/1–2, Data Mining would

be one of the top ten new technologies changing the world [2]. Data Mining models

include predictive models and descriptive models [1]. Predictive models are used to

predict future occurrences based on the pattern recognized from the past data.

Descriptive models, although not predicting future occurrences, are used to exhibit

the analysis patterns for users to make decision by referencing the recognized

patterns..

78.2.2 Bradford’s Law

With journals aligned by the sequence of decreasing article count for each,

Bradford’s Law [3] delineates the 1:n:n2 relationship and the zone distribution of

research journals. The overall count of articles in each zone is about the same. The

journals falling into the first zone is called core journals. Total number of articles in

each zone is about the same. The figure of n is close to 5.

Bradford Distribution is a semi-log graph which visualizes data with an expo-

nential relationship. This semi-log graph is a lin-log graph which uses a logarithmic

scale on the x-axis and a linear scale on the y-axis. The later part of the distribution
exhibits a close-linear relationship, as shown in Fig. 78.1.

Suppose ox1 ¼ r, x1x2 ¼ x2x3 ¼ s,
and log values of α, β, γ correspond to ox1 , ox2 , ox3 ,
then logα¼ r, logβ¼ r+ s, logγ¼ r + 2 s.
Let 10S¼ n, then α:β:γ¼ 1:n:n2.

Tsay [4] describes the distribution as similar to a comet. The journals falling into

ox1 zone belong to “core journals.” The detritus part of the comet belongs to

“border journals” containing small amount of subject-specific articles occasionally.
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78.3 Bibliometric Analysis

Articles with keyword of “Data Mining” or “Knowledge Discovery from SCI

(Science Citation Index Expanded) and SSCI (Social Sciences Citation Index)

and AHCI (Arts & Humanities Citation Index) [5] during 1983–2013 were col-

lected for analysis. The total count of these subject-specific articles is 16,689. The

subject is named as “Data Mining.”

The collected literature data were analyzed based on Bradford’s Law to observe

the compliance the addressed distribution for the subject-specific journal and article

counts. Furthermore, analyses of article counts by author country, organization, and

research area were also conducted to observe various aspects of the literature

distribution for the recent 10 years.

78.3.1 Initial Bibliometric Data

Based on the databases of SCI/SSCI/AHCI databases, the term of “Data Mining” is

coined in 1983 by Lovell [6]. Only two articles mention this term in 1985 [7,

8]. More articles address related issues after 1991 [9–12]. After 1997, the article

count grows faster to more than 100 per year. After 2005, the article count grows

further up to more than 1,000 per year. The count comes down a little bit in 2007

and grows again afterwards.

X: log of accumulated journal count

Y: accumulated article count

Fig. 78.1 Bradford

distribution. X: log of

accumulated journal count

Y: accumulated article

count [Source: Bradford,
S. C.: Sources of

Information on Specific

Subjects. Engineering.

137, 85–86 (1934)]
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78.3.2 Bradford’s Law Analysis

The literature distribution in the subject of Data Mining is summarized in

Table 78.1. Using the Bradford literal description, the article counts can be divided

into three zones, as shown in Table 78.2. The first zone contains 25 journals with

high article count (�71) for each. The second zone contains 255 journals with less

article count (11–70) for each. The third zone contains 3,271 journals with low

article count (1–10) for each.

As shown in Table 78.2, the overall article counts in three zones are about the

same, near to 5,563 which is one-third of the accumulated total 16,689. The ratio of

journal counts in three zones is 25:255:3,271, close to 22:268:3,274 or 1:12.2:12.22.

Therefore, n¼ 12.2. Although the figure of n is not exactly the same as 5 in

Bradford’s Law, the distribution of journal counts 1:n:n2 is quite similar to the

literal description in Bradford’s Law. Let’s draw a lin-log graph using the Table 78.1

data, as shown in Fig. 78.2.

As shown in Fig. 78.2, the later part of the distribution exhibits a close-linear

relationship, similar to Bradford’s graphic description.

Table 78.1 Data mining literature distribution (1983–2013)

Journal count Article count Accumulated journal count Accumulated article count

1 968 1 968

1 884 2 1,852

1 752 3 2,604

1 393 4 2,997

12 101–300 16 4,753

9 71–100 25 5,514

7 61–70 32 5,973

8 51–60 40 6,407

13 41–50 53 6,987

24 31–40 77 7,803

46 21–30 123 8,959

157 11–20 280 11,243

3,271 1–10 3,551 16,689

Table 78.2 Distribution zone of data mining literature (1983–2013)

Journal

count

Article

count

Accumulated

journal count

Journal

article count

Accumulated

article count

Log of accumulated

journal count

25 71–968 25 5,514 5,514 1,398

255 11–70 280 5,729 11,243 2,447

3,271 1–10 3,551 5,446 16,689 3,550
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Corresponding to the Journal Article Counts in Table 78.2, oy1 ¼ 5, 514,

y1y2 ¼ 5, 729, and y2y3 ¼ 5, 446 are similar in three zones. Besides, α¼ 25,

β¼ 280, and γ¼ 3,551 correspond to the Accumulated Journal Counts in

Table 78.2.

Suppose ox1 ¼ r, x1x2 ¼ s1, x2x3 ¼ s2,
and Log values of α, β, γ correspond to ox1 , ox2 , ox3 ,
then, logα¼ r, logβ¼ r+ s1, logγ¼ r + s1 + s2.
Therefore r¼ 1.398, s1¼ 2.447� 1.398¼ 1.049, s2¼ 3.550� 2.447¼ 1.103.

According to the Bradford’s graphic description, s1 should be equal to s2.
In our data analysis, s1¼ 1.049 is close to s2¼ 1.103 with a bias of

5 %¼ (1.103� 1.049)/(0.5� (1.103 + 1.049)).

Let 10S¼ n, then α:β:γ¼ 25:280:3,551,

which is close to 25:300:3,600¼ 1:12:122¼ 1:n:n2.

This is similar to what described in Bradford’s graphic description, α:β:γ¼ 1:n:
n2 but n¼ 12 not 5. ox1 represents zone 1 containing the core journals. Therefore,

the journals having subject-specific articles equal to or greater than 71 belong to the

“core journals.”

78.3.3 Aggregation Analysis

The Data Mining literature is analyzed by author country, organization, and

research area for the recent 10 years, 2004–2013.

Table 78.3 shows the first five ranks with respect to Author Country. The overall

article count of the top three ranks is 6,608, occupying more than half (53 %) of the

total. There are big differences among the top three, compared to the small differences

for the ranks 3, 4, and 5. Table 78.4 shows the top three ranks in Author Organization.

Their article counts are 438 together, occupying only 3.51 % of the total.

As shown in Fig. 78.3, the total article count in Data Mining has been growing up

till 2013. There is only a short fall down in 2007 and grows up again in the next

Fig. 78.2 Lin-log graph of

data mining literature

during 1983–2013
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year. The reason may be due to the withdrawals of LECTURE NOTES IN COM-

PUTER SCIENCE (LNCS) and LECTURE NOTES IN ARTIFICIAL INTELLI-

GENCE (LNAI) from SCI. The article count reduces 300–400 every year. This may

be the cause of drop in 2007. However, the continuous growth brings the count back

to later increase again.

As shown in Fig. 78.4, the article counts of COMPUTER SCIENCE ARTIFI-

CIAL INTELLIGENCE, COMPUTER SCIENCE INFORMATION SYSTEMS,

and COMPUTER SCIENCE THEORY METHODS drop dramatically. They are

the top three ranks before the sudden drop in 2007. Especially, COMPUTER

SCIENCE THEORY METHODS drops to rank 6–9 and never comes back to the

original higher rank again. There may be some development obstacles in these

research areas. On the other hand, the article count of ENGINEERING

Table 78.3 Top ranking author countries for 2004–2013

Rank Author country Article count Article percentage (%)

1 USA 3,959 31.71

2 People’s Republic of China 1,672 13.39

3 Taiwan 977 7.83

4 England 785 6.29

5 Germany 687 5.50

Table 78.4 Top ranking author organizations for 2004–2013

Rank Author organization Article count Article percentage (%)

1 Chinese Acad Sci 214 1.71

2 Univ Illinois 124 0.99

3 Natl Cent Univ 100 0.80

4 Natl Chiao Tung Univ 99 0.79

5 Univ Iowa 98 0.79
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ELECTRICAL ELECTRONIC has a big growth in 2009 and remains as high as

rank three in 2013. Another worth noting journal is MULTIDISCIPLINARY

SCIENCES. The rank is not high but has been growing up stably, indicating that

Data Mining has been a growing- up subject in cross-domain research.

78.4 Conclusion and Future Research

This chapter analyzes the Data Mining literature during 1983–2013 in SCI/SSCI/

AHCI databases to observe the compliance of the Bradford’s Law. Further aggre-

gation analyses are based on various aspects of author country, organization, and

research area for the recent 10 years.

The research is concluded as follows.

1. The subject-specific Bibliometric Analysis in Data Mining complies with the

Bradford’s Law to show the 1:n:n2 relationship and the zone distribution of

research journals. The overall count of articles in each zone is about the same.

2. The top three author countries contribute to more than 50 % of total journal

articles. However, big differences in productivity exist among them.
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3. Most of the high ranking author organizations are academic institutions and

many of them belong to the top three author countries.

4. The total article count grows year by year except a sudden drop in 2007 but

grows again in 2008 and afterwards. This reflects that the subject of Data Mining

continues to be important and the article publication is not yet saturated.

The issues of data mining may evolve into issues of big data applications.

However, the total article count of Big Data in SCI/SSCI/AHCI databases is still

low. The big data issues can be anticipated to become important and grow faster in

the coming years. The research approach presented in this chapter can be applied or

extended for the “Big Data” subject to observe the evolution process. Also, in the

top ranking countries, the abundant research expertise can be used to apply the

important multidisciplinary knowledge to enhance the productivity and quality of

business services.
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