
Chapter 6
Network-Based Unsupervised Learning

Abstract In this chapter, we present representative state-of-the-art unsupervised
learning techniques that rely on networked environments to conduct the learning
process. In a typical unsupervised task, no external knowledge is presented to the
algorithm. As such, the learning process is guided by the provided data, since no
prior knowledge about the existing groups is supplied. For network-based methods,
the learning procedure is performed by navigating in networks that are constructed
from the input data set according to some similarity criterion. As networks naturally
embody topological information of data relationships, network-based methods take
advantage over algorithms that make use of raw, vector-based data. Moreover,
network-based methods can be conceived as a general solution for unsupervised
learning tasks even for data sets that are not represented by networks. In this case, we
can apply network formation techniques on that data set to generate a network from
the input data. Once the network is constructed, all of the network-based techniques
described in this chapter can effectively be employed.

6.1 Introduction

In this chapter, we shift our attention to network-based unsupervised methods.
The data representation as networks enables us to systematically investigate the
topology and function of data relationships using well-understood graph-theoretical
concepts that can be employed to uncover structural and dynamical properties of the
underlying constructed network.

One of the main tasks of unsupervised learning is data clustering. In essence,
data clustering can be considered as a community detection problem once a
network is constructed from the original data set. In this transformation, each
vertex corresponds to a data item and connections are established according to a
certain similarity measure. The clusters in a community detection task are often
denominated communities. A community is defined as a subgraph whose vertices
are densely connected within itself, but sparsely connected with the remainder of the
network. Figure 6.1 illustrates typical processes in data clustering and in community
detection. In the former, unstructured or raw data are received by a data clustering
procedure that finds similar groups in accordance with a similarity criterion. In the
latter, the community detection procedure uncovers communities in the network.
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Unstructured data

Network data

Fig. 6.1 Similarities between data clustering and community detection tasks. The dotted hori-
zontal line represents the frontier of unstructured data and networked data. A network formation
method interfaces between unstructured and networked data. Note that each of the data items is
represented by a vertex in the networked domain

Topological information of the data, such as direct or indirect neighborhoods, can
be readily employed by the community detection method. Observe that the network
formation method serves as interface between unstructured and networked data.

Network-based methods are specially useful when we deal with clusters of arbi-
trary shape, proximity, orientation, and varying densities [36]. Since in unsupervised
learning methods we usually do not know how the clusters are shaped nor how many
of them exist, network-based methods stand as good candidates for tasks related
to data clustering. Consider that we use as input the data set depicted in Fig. 6.2a
in the schematic shown in Fig. 6.1. For the data clustering method in unstructured
data, we choose the well-known K-Means procedure with a number of clusters
calibrated to 2. For the community detection task in networked data, we use the
Chameleon technique [36], which is a network-based unsupervised learning method
that we discuss in this chapter. We employ the k-nearest neighbor technique with
k D 7 as the network formation technique that interfaces between unstructured
and networked data. The clustering result for the K-Means technique is displayed
in Fig. 6.2b, while the outcome of Chameleon is portrayed in Fig. 6.2c. While K-
Means has difficulty in clustering arbitrary-shaped clusters due to its strong bias on
circular-shaped items, network-based methods can provide robust results as they are
guided by the network topology in the learning process. This is because network-
based methods use the network topology to derive its decisions, in a way that we do
not need assumptions about the data distribution nor about the number of clusters or
communities. Consequently, we prevent the insertion of wrong biases over the data
distributions that can severely hamper the quality of the learning process.
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Fig. 6.2 Comparison of
vector- and network-based
methods in data clustering
and community detection
tasks, respectively. We use the
K-Means algorithm with
K = 2 in Fig. 6.2b. In
Fig. 6.2c, we first construct
the network from the
unstructured data in Fig. 6.2a
using k D 7 and then apply
the Chameleon. (a) Initial
state (vector-based data);
(b) Results for vector-based
learning method; (c) Results
for network-based learning
method
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6.2 Community Detection

In this section, we introduce the main concepts of community detection, as well as
a brief description of the related state-of-the-art techniques. In addition, we present
some broadly accepted community detection benchmarks.

6.2.1 Relevant Concepts and Motivations

Complex networks are found in fields as diverse as the Internet, the World Wide
Web, food webs, and biological and social organizations [7]. Even though the main
features of complex networks have been properly described at the microscale level,
such as strict-local properties of network vertices, and also at the macroscale level,
such as global properties of the entire network, some of the characteristics lying at
a mesoscale level are still elusive.

Nonetheless, modern science related to networks brought a substantial advance
in understanding complex networks. One of the features evident and prominent in
complex networks is the presence of mesoscale structures called communities. These
communities can carry functional, relational, or even social common concepts.
Though the formal definition of a community is controversial in the literature, the
essence of a community is straightforward: each community is defined as a subgraph
whose vertices are densely interconnected, and, at the same time, these vertices
have few links with the remainder of the network. Figure 6.3 portrays a network
in which four well-defined communities can be observed, because the quantity
of edges between members of the same community is perceptively larger than
the number of edges connecting different communities. The community detection
task in complex networks has become an important topic in graphs and data
mining [16, 22, 57]. In graph theory, community detection corresponds to the graph
partitioning problem, which is an NP-complete problem [22].

The study of community detection is very important for understanding various
phenomena in complex networks [32]. Modular structure introduces important
heterogeneities in complex networks. Each module, for example, can have different
local statistics [55]; some modules may have many connections, while other
modules may be sparse. When there is large variation among communities, global
values of statistical measures can be misleading. The presence of modular structure
may also alter the way in which dynamical processes (e.g. spreading processes and
synchronization [3]) unfold on the network. In biological networks, communities
correspond to functional modules in which module members function coherently
to perform essential cellular tasks. Both metabolic networks [69] and protein
phosphorylation networks [35], for instance, have modular structures.

A promising computational approach to discovering functions of genes and
proteins is to identify functional modules in biological networks. Since modules
are sets of genes or proteins that perform biological processes together, it is
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Fig. 6.3 A network that presents four well-defined communities. The different vertices’ colors or
formats denote the communities to which each of them belong

possible to classify proteins with unknown functions by determining to what module
they belong [63]. Correct identification of functional modules has also important
biotechnological and drug design applications. In many cases, the deletion of a
certain function may be necessary and this can be achieved by removing the entire
functional module.

Several distinct ways of detecting modules in complex networks have been
proposed [22]. One popular approach considers communities as sets of adjacent
motifs [63], other methods are inspired by information theory [71], message
passing [26], or Bayesian principles [34, 58]. A widely used class of algorithms
is based on the optimization of a quantity called modularity [57].

Another important aspect related to community structure is of the hierarchical
organization displayed by most networked systems in the real world [22]. Real
networks are usually composed of communities including smaller communities,
which in turn include even smaller communities, and so on. The human body offers a
paradigmatic example of hierarchical organization: it is composed by organs, organs
are composed by tissues, tissues by cells, etc. Another example is represented by
business firms, which are characterized by a pyramidal organization, going from the
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workers to the president, with intermediate levels corresponding to work groups,
departments and management. Other example is the network formed by all human
acquaintances. While at a local scale we expect to find many communities formed
by families and friends, on a larger scale, the expected communities turn into
cities, regions, followed by countries, and, finally, probably continental areas. The
generation and evolution of systems organized in interrelated stable subsystems are
much quicker than unstructured systems. One evidence corroborating this fact is
that it is much easier to assemble the smallest sub-parts of a structured system
first and then use them as building blocks to build up larger structures, until the
entire system is assembled. In view of these examples, it is clear that the study of
community presence in networks plays an important role in understanding natural
concepts encountered in various branches of science.

Another interesting topic is of overlapping communities. We have seen that
the identification of modules and their boundaries enables us to classify vertices
according to their structural positions in those modules. So, vertices with a central
position in their clusters, i.e., which share large numbers of edges with other
group partners, may have important functions of control and stability within the
group. Notwithstanding, vertices lying at the boundaries between these modules
also play an important role of mediation and lead the relationships and exchanges
between different communities. These kinds of vertices are termed as overlapping
vertices [22].

Formally, overlapping vertices are defined as those vertices that are members of
more than one community or class at the same time [63]. For example, in a network
of semantic association concepts [38], the term “brilliant” may be a member of
several classes, such as the one representing the concepts related to “light,” to
“astronomy,” “color,” and so on [63]. In a social network, each person naturally
belongs to the company where he/she works and also to the group representing the
members of his/her family. Given this scenario, the discovery of overlapping vertices
and communities is important for data analysis in general.

6.2.2 Mathematical Formalization and Fundamental
Assumptions

Unsupervised learning methods are guided exclusively by the intrinsic structure of
the data items throughout the learning process, i.e., without any sort of external
knowledge. Consider that X D fx1; x2; : : : ; xNg is a data set, where N D jX j is
the total number of data items involved in the learning process. Techniques that are
members of the network-based unsupervised learning paradigm always accept as
input a network. In this respect, we can face the following scenarios:
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• The items in the data set are already in the network format, i.e., the vertex set
V coincides with the set of data items X and the set of edges E is given.
In this case, no preprocessing is needed. Well-known examples that already are in
the form of networks include: WWW, Internet, transport and financial networks.
Data sets of this type are inherent candidates to serve as input to network-based
unsupervised learning methods.

• The items in the data set are presented in a raw, vector-based format. Normally,
X D V , but we can also use compacted or expanded sets of X to build
up V . The edge set E is unknown and must be estimated using a network
construction technique. Normally, the set of edges is constructed according to
some similarity criteria that are imposed by the network construction process.
Figure 6.1 illustrates this process. In Chap. 4, we have presented several manners
to deal with this problem. Here, we assume that there exists such a function of
network formation technique that simply transforms the vector-based format to a
network.

Suppose the network G D hV ;E i is obtained from the input data items.
Then, the unsupervised learning problem is now posed in a network-based form.
Recall that data clustering turns into a community detection task when the network
structure of the data distribution is well-conditioned.

Though intuitive at first sight, the problem of community detection is actually
not well defined. The main elements that make up the community detection task
per se, that is, the concepts of community and partition, are not rigorously defined.
In view of that, one must accept some degree of arbitrariness or common sense [22].
In fact, some ambiguities are hidden and there are often many equally legitimate
ways of resolving them. It is not surprising, thus, that there are plenty of recipes
in the literature and that people do not even try to ground the problem on shared
definitions.

One point that is at least common sense in the literature is of the identification
of the structural constraint for the existence of communities. In this regard, the
existence of structural and well-defined communities is only possible when graphs
are sparse. Sparseness arises when the number of edges E is of the order of the
number of vertices V in non-weighted graphs, i.e. E D O.V/. If E � V , the
distribution of edges among the vertices is too homogeneous for communities to
make sense. In this case, the problem turns into something rather different, close
to data clustering, as the network structure does not convey relevant information
to identify the community structures. The main difference between a community
detection and data clustering task is that, while communities in graphs are related,
explicitly or implicitly, to the concept of edge density (inside versus outside the
community), in data clustering communities are sets of points which are “close” to
each other, with respect to a measure of distance or similarity, defined for each pair
of points [22].
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6.2.3 Overview of the State-of-the-Art Techniques

Given that the task of accurately solving a problem of community detection
is NP-complete, many efforts have been expended towards the development
of approximate and efficient solutions. Some of these solutions include the
spectral method [54], the betweenness-based technique [57], modularity greedy
optimization [52], detection of communities based on the Potts model [70],
synchronization [3], information theory [24], and random walks [92]. A thorough
review on this topic is presented in [22].

Regarding the techniques which aim at detecting overlapping vertices and
communities, various methods have been proposed in the literature [19, 43, 59, 63,
77, 79, 90]. In the research in [90], the authors combine the idea of the modularity
function Q, spectral relaxation, and fuzzy C-Means clustering in order to build a
new modularity function based on a generalized Newman and Girvan’s Q function,
which is an approximate mapping of the network vertices into the Euclidean space.
In the study in [63], the community structure is uncovered by means of a k-clique
percolation and the overlaps among communities are guaranteed by the fact that one
vertex can participate in more than one clique. However, the k-clique percolation
method gives rise to an incomplete cover of the network, i.e., some vertices may not
belong to any community. In addition, the hierarchical structure may not be revealed
for a given k. In contrast, the investigation in [43] introduces an algorithm that
concomitantly finds both overlapping communities and the hierarchical structure
based on a fitness function and a resolution parameter. In turn, the research
in [19] proposes a method to recognize the overlapping community structure by
partitioning a graph built from the original network. A perceptive drawback of the
majority of these techniques resides in the fact that the detection of the overlapping
characteristics of the input network is performed as a separated or dedicated process
apart from the standard community detection technique. In this way, additional
computational time is required. As a result, the whole process may have high
computational complexity.

6.2.4 Community Detection Benchmarks

In this section, we introduce two community detection benchmarks, which are
frequently used for comparing different competing techniques.

Benchmark of Girvan and Newman [28] This benchmark uses an agglomerative
method that groups V initially isolated vertices into M communities. This is
managed by creating links between two vertices with probability pin, if they
belong to the same community, or with probability pout, if they belong to distinct
communities. The values of pin and pout can be arbitrarily chosen to control the
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number of intracommunity and intercommunity links, zin and zout, respectively,
for an arbitrary average network degree Nk. On the basis of these parameters, we
are able to define the fraction of intracommunity links zin=Nk and, likewise, the
fraction of intercommunity links zout=Nk. The quantity zout=Nk defines the mixture of
the communities, i.e., as zout=Nk increases, the communities become more mixed and
harder to be identified.

The benchmark works by varying the mixture of communities, i.e., zout=Nk, for
a fixed network comprising V vertices and M communities. For each run, the
community detection accuracy is registered. After all of the runs have been properly
performed, a curve is plotted in a two-dimensional graph. This curve serves the
purpose of comparing the community detection performance of a control algorithm
in relation to competing techniques.

Benchmark of Lancichinatti et al. [42] The Girvan-Newman’s benchmark in its
original form suffers from several drawbacks, among which we can highlight:

• Each community has necessarily a random network topology. Therefore, the
vertices have similar degrees and therefore have trivial link relationships; and

• Communities are forced to be of the same size.

Motivated by the fact that real-world networks are characterized by heteroge-
neous distributions of vertex degree, whose tails often decay as power laws, the
benchmark of Lancichinatti et al. generates artificial networks with properties that
overcome the size homogeneity of communities and the random network topology
of the Girvan-Newman’s benchmark.

The constructed networks assume that both degree and community size distribu-
tions follow a power law function, with exponents � and ˇ, respectively. Typical
values of real-world networks are: 2 � � � 3 and 1 � ˇ � 2. Moreover, a mixing
parameter � is employed to interconnect communities in the following manner: each
vertex shares a fraction 1 � � of its links with other vertices of the same community
and a fraction � with vertices of other communities.

The benchmark process consists in varying the mixing parameter � and evalu-
ating the normalized mutual information index, which is a similarity measure of
partitions borrowed from the information theory [16] that measures the mutual
dependence of different random variables.

6.3 Representative Network-Based Unsupervised
Learning Techniques

In the following, we present representative techniques that are members of the
network-based unsupervised learning.
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6.3.1 Betweenness

A natural strategy to identify communities in a network is to detect and subsequently
remove those edges that connect vertices of different communities, so that the com-
munities eventually get disconnected from each other. In this case, the number of
network components represents the number of communities. This is the philosophy
of divisive algorithms. The crucial point resides in finding useful properties of
intercommunity edges that could allow for their identification.

The most popular algorithm is that proposed by Girvan and Newman [28, 57].
In the edge removal process, the algorithm selects edges according to the values of
edge centrality, estimating the importance of edges according to some property or
process running on the network. The steps of the algorithm are:

1. Computation of the centrality for all of the edges;
2. Removal of the edge with the largest centrality: in case of ties with other edges,

one of them is picked at random;
3. Recalculation of centralities on the modified network (network without that

removed edge);
4. Iteration of the cycle from Step 2.

Girvan and Newman focused on the concept of betweenness, which is a
variable expressing the frequency of the participation of edges to a process. They
considered three alternative definitions: geodesic edge betweenness, random-walk
edge betweenness and current-flow edge betweenness. In the following we shall
refer to them as edge betweenness, random-walk betweenness and current-flow
betweenness, respectively.

The betweenness of an edge is the number of shortest paths between all of the
vertex pairs that run along that edge. It is an extension to edges of the popular
concept of site betweenness, introduced by Freeman in 1977 [25] and expresses the
importance of edges in processes like information spreading, where information
usually flows through shortest paths. It is intuitive that intercommunity edges
have large values of edge betweenness, because many shortest paths connecting
vertices of different communities pass through them. As in the calculation of vertex
betweenness, if there are two or more geodesic paths with the same endpoints that
run through an edge, the contribution of each of them to the betweenness of the
edge must be divided by the multiplicity of the paths, as one assumes that the
signal/information propagates equally along each geodesic path.

In random-walk betweenness, one could imagine that signals flow across random
rather than geodesic paths. In this case, the betweenness of an edge is given by
the frequency of passages of a random walker across that edge. A random walker
moving from a vertex follows each adjacent edge with equal probability. The
algorithm works by first choosing a pair of vertices at random, say s 2 V and t 2 V .
The walker starts at s and keeps moving until it finally reaches t, where it stops. We
then compute the probability that each edge in the network is crossed by that random
walker. We perform this process for every given pair of network vertices s and t and
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take the average values. In this process, it is meaningful to compute the net crossing
probability, which is proportional to the number of times the walk crossed an edge
in one direction. In this way one neglects back and forth passages that are accidents
of the random walk and tell us nothing about the centrality of that edge.

In current-flow betweenness, the network is considered as a resistor network,
with edges having unit resistance. If a voltage difference is applied between any two
vertices, each edge carries some amount of current, that can be calculated by solving
Kirchoff’s equations. The procedure is repeated for all of the possible vertex pairs:
the current-flow betweenness of an edge is the average value of the current carried
by the edge. It is possible to show that this measure is equivalent to random-walk
betweenness, as the voltage differences and the random walks net flows across the
edges satisfy the same equations [53].

In practical applications, the Girvan-Newman algorithm with edge betweenness
gives better results than adopting the other centrality measures and is also much
faster to compute than current-flow or random walk betweenness [51]. Nevertheless,
the algorithm is still quite slow and is not applicable to large-scale graphs. In the
original version of the Girvan-Newman algorithm [28], the authors had to deal with
the entire hierarchy of partitions, as they had no procedure to say which partition
is the best. In a successive refinement [57], they incorporate the process of selecting
the best partition into the algorithm by employing the largest value of modularity.

Chen and Yuan [10] pointed out that considering all of the possible shortest
paths in the evaluation of the edge betweenness may lead to unbalanced partitions,
with communities of very different sizes. In order to overcome that problem, they
proposed to count only non-redundant paths, i.e. those paths whose endpoints are
all different from each other: the resulting betweenness yields better results than
standard edge betweenness for mixed clusters on the benchmark graphs of Girvan
and Newman.

6.3.2 Modularity Maximization

The scientific community considers the modularity algorithm as a seminal work in
community detection. This class of algorithms relies on the fact that maximizing
modularity is a good strategy for obtaining well-established communities. Before
we discuss some representative methods that maximize modularity, we first recap
the concept of network modularity, which has already been introduced in Defini-
tion 2.50.

The modularity measure quantifies how good a particular division of a network
is [13, 55] and is designed to measure the strength of division of a network
into modules (also called groups, clusters or communities). Generally, it ranges
from 0 to 1. When the modularity is near 0, it means that the network does not
present community structure, suggesting that the links are disposed at random in
the network. As the modularity grows, the community structure gets more and
more defined, that is, the mixture between communities gets smaller and therefore
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the fraction of links inside communities is larger than that between different
communities. Mathematically, the network modularity is given by:

Q D 1

2E

X

i;j2V

�
Aij � kikj

2E

�
1ŒciDcj�; (6.1)

in which E represents the total number of edges in the network; Aij indicates
the edge weight linking i to j; ki stands for the degree of the vertex i; ci is the
community of vertex i; and 1ŒciDcj� indicates the Kronecker’s Delta or the indicator
function, which produces 1 if ci D cj and 0, otherwise. Essentially, the modularity
captures how well the network structure fits to a given set of communities. In the
computation, random chances are canceled out by subtracting the edge quantity that
is expected within a community from an equivalent random network.

Modularity has been used to compare the quality of the partitions obtained
by different methods, but has also been used as an objective function to be
optimized [52]. Unfortunately, exact modularity optimization is a problem that
is computationally hard [6] and so approximation algorithms are necessary when
dealing with large networks.

The first proposed method to perform modularity optimization was done by
Clauset et al. [13]. Since then, several other versions have been proposed [6, 11, 31,
66, 83]. The greedy algorithm proposed by Clauset et al. may produce modularity
values that are significantly lower than what can be found by using, for instance,
simulated annealing [31]. Moreover, the method proposed in [13] has a tendency
to produce super-communities that contain a large fraction of the vertices, even
on synthetic networks that have no significant community structure. This artefact
also has the disadvantage to slow down the algorithm considerably and makes it
inapplicable to networks of more than a million vertices. The Louvain method [6]
is the fastest modularity optimization algorithm proposed so far. In addition, the
mechanism underlying the Louvain algorithm circumvents the undesired effect of
unbalanced communities encountered in Clauset et al. by introducing tricks in order
to balance the size of the communities being merged, thereby speeding up the
running time and making it possible to deal with networks that have a few million
vertices.

In the following, we first discuss the traditional modularity optimization method
proposed by Clauset et al. [13] and then the Louvain method [6].

6.3.2.1 Clauset et al. Algorithm

At each time step of the modularity maximization, the algorithm of Clauset
et al. [13] chooses to merge two communities that lead to the largest increase in
the modularity Q, i.e., it finds the largest modularity increment �Q. In the initial
step, the increment in the network modularity if communities i and j are joined is:
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�Qij D
(

1
2E � kikj

.2E/2 ; if i and j are connected.

0; otherwise.
(6.2)

Two communities, say i and j, are merged, in such a way that their merge causes
the largest increment (or the least decrement) of the modularity at a particular step.
The algorithm is agglomerative and each vertex represents a community in the initial
configuration. If one wants to stop the merges when the network configuration
reaches its maximum modularity, one can use the stop criterion as follows: once
a negative increment is encountered in this greedy process, the maximum global
value associated to the modularity has been reached and subsequent merges will
only monotonically decrease the modularity of the network. Therefore, by looking
at the signal of �Qij at each iteration, it is sufficient to know when to stop merging.
In addition, no restrictions on the communities to be merged are specified by the
original model.

A major advantage of the modularity greedy algorithm is that no model selection
is required, as no parameters need to be adjusted. Moreover, we have a nice stopping
criterion for the algorithm due to the behavior of the modularity curve.

A drawback of the original modularity algorithm is in its resolution limit. Several
studies have shown that it is unable to detect very small communities [23, 39, 41].
Roughly speaking, the modularity compares the number of edges inside a commu-
nity with the expected number of edges that one would find in the community if
the network were a random network with the same number of vertices, each of
which with the same degree, but with edges randomly reattached. This random
null model implicitly assumes that each vertex can get attached to any other vertex
of the network. Such assumption is however unreasonable if the network is very
large, as the horizon of a vertex includes a small part of the network, ignoring
most of it. Moreover, this null model implies that the expected number of edges
between two groups of vertices decreases if the size of the network increases.
So, if a network is large enough, the expected number of edges between two
groups of vertices in the modularity’s null model may be smaller than one. If this
happens, a single edge between the two communities would be interpreted by
modularity as a sign of a strong correlation between these two communities, and the
modularity optimization procedure would lead to the merge of them, independently
of the communities’ features. So, even weakly interconnected complete graphs,
which have the highest possible density of internal edges, and represent the best
identifiable communities, would be merged by the modularity optimization process
if the network is sufficiently large. For this reason, optimizing modularity in large
networks would fail to identify small communities, even when they are well defined.
This bias is inevitable for methods like modularity optimization, which rely on a
global null model.
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6.3.2.2 Louvain Algorithm

The Louvain algorithm [6] is divided into two phases that are repeated iteratively.
Assume that we start with a weighted network of V vertices. First, we assign a
different community to each vertex. So, in this initial partition, there are as many
communities as there are vertices. Then, for each vertex i, we consider the neighbors
j of i and we evaluate the gain of modularity that would take place by removing
i from its community and by placing it in the community of j. Vertex i is then
placed in the community for which this gain is maximum, but only if this gain is
positive. If no positive gain is possible, vertex i stays in its original community.
This process is applied repeatedly and sequentially for all of the vertices until no
further improvement can be achieved. When the equilibrium is reached, the first
phase of the Louvain algorithm is then complete. Note that a vertex may be, and
often is, considered several times in this community flipping process. This first
phase stops when a local maximum of the modularity is attained, i.e., when no
individual move can improve the modularity. One should also observe that the
output of the algorithm depends on the order in which the vertices are processed.
Preliminary results on several test cases seem to indicate that the ordering of the
vertices does not have a significant influence on the achieved maximum modularity.
However, the ordering can influence the computation time. The problem of choosing
an order is thus worth studying since it could give good heuristics to enhancing the
computation time.

Part of the efficiency of the algorithm results from the fact that the gain in
modularity �Q obtained by moving an isolated vertex i into a community m can
easily be computed by:

�Q D
"

˙in C si;in

2E
�
�

˙tot C si

2E

�2
#

�
"

˙in

2E
�
�

˙tot

2E

�2

�
� si

2E

�2

#
; (6.3)

in which ˙in is the sum of link weights inside community m, ˙tot is the sum of
link weights incident to vertices in community m, si is the sum of the link weights
incident to vertex i (in-strength), si;in is the sum of link weights from i to vertices in
community m, and E is the sum of link weights in the network. A similar expression
is used to evaluate the change of modularity when i is removed from its community.
In practice, one therefore evaluates the modularity change by removing i from its
community and then by moving it into a neighboring community.

The second phase of the algorithm consists in building a new network whose
vertices are now the communities found during the first phase. To do so, the weights
of the links between the new vertices are given by the sum of the link weights
vertices in the corresponding two communities [4]. Links between vertices of the
same community lead to self-loops for this community in the new network. Once
this second phase is completed, it is then possible to reapply the first phase of
the algorithm to the resulting weighted network and to iterate.
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This simple algorithm has several advantages. First, the procedure is intuitive
and easy to implement, and the outcome is unsupervised. Moreover, the algorithm is
extremely fast, i.e., computer simulations on large ad-hoc modular networks suggest
that its complexity is linear on typical and sparse data. This is due to the fact that the
possible gains in modularity are easy to compute with the above formula and that
the number of communities decreases drastically just after a few passes so that most
of the running time is concentrated on the first iterations. The so-called resolution
limit problem of modularity is also circumvented due to the intrinsic multi-level
nature of the algorithm.

6.3.3 Spectral Bisection Method

Spectral graph theory is concerned with graph properties such as its characteristic
polynomial, eigenvalues, and eigenvectors of matrices associated to the adjacency
matrix or the Laplacian matrix of the graph. We define the spectrum of a finite graph
G as the spectrum of the adjacency matrix A, that is, its set of eigenvalues and
their multiplicities together with the set of orthonormal eigenvectors. The Laplace
spectrum of a finite undirected graph without loops is the spectrum of the Laplace
matrix L.

An undirected network with real-valued edges, for example, has a symmetric
adjacency matrix and therefore has real eigenvalues. The set of all of these
eigenvalues and the corresponding complete set of orthonormal eigenvectors make
up the graph spectrum. While the adjacency matrix depends on the vertex labeling
or ordering, its spectrum is graph invariant. The spectral bisection method is one
type of algorithm that falls into this category.

Spectral methods for graph partitioning have been known to be robust but
computationally expensive.

The use of spectral methods to compute cuts in graphs was first considered by
Donath and Hoffman [18] who first suggested using the eigenvectors of adjacency
matrices of graphs to find partitions. Fiedler [12] associated the second smallest
eigenvalue of the Laplacian matrix with its connectivity and suggested partitioning
the graph by splitting vertices according to their values in the corresponding
eigenvector. Thus, the eigenvector corresponding to the second smallest eigenvalue
(i.e., the algebraic connectivity) of the Laplacian matrix of a graph G is termed
as the Fiedler vector, while the corresponding eigenvalue, the Fiedler value. Since
then, spectral methods for computing and analyzing graph properties have received
increasing attention by the community [2, 37, 56, 91].

In one of these spectral methods [54], the spectral bisection method defines the
cut size R of a graph partition into two groups as:

R D 1

2

X

i;j2V
Aij1Œci¤cj�; (6.4)
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in which the indicator function makes sure that only those edges crossing different
communities are considered in the computation of the cut size R.

Consider the index vector s, whose component si is C1 if vertex i is in one group
and �1 if it is in the other group:

si D
� C1; if vertex i belongs to group 1.

�1; if vertex i belongs to group 2.
(6.5)

Then, R can be rewritten as:

R D 1

4

X

i;j2V
.1 � sisj/Aij: (6.6)

As the degree of vertex i is ki D P
j2V Aij, then we have

P
i;j2V Aij D P

i2V ki DP
i2V s2

i ki D P
i;j2V sisjki1ŒiDj�.

Then, R can be rewritten as:

R D 1

4

X

i;j2V
sisj.ki1ŒiDj� � Aij/: (6.7)

In matrix form, we have:

R D 1

4
sTLs; (6.8)

in which sT is the transpose of s and L D ki1ŒiDj� � Aij is the Laplacian matrix.
Let us write s as a linear combination of the orthonormal eigenvectors vi of the

Laplacian:

s D
X

i2V
aivi; (6.9)

in which ai D vT
i s. The normalization implies sTs D V and

P
i2V a2

i D V , where V
is the number of network vertices. Then, we have:

R D
X

i2V
aiv

T
i L
X

j2V
aivi D

X

i;j2V
aiaj�j1ŒiDj� D

X

i2V
a2

i �i; (6.10)

in which �i is the eigenvalue of L corresponding to the eigenvector vi and we have
made use of vT

i vj D 1ŒiDj�.
Assume that the eigenvalues are labeled in increasing order �1 � �2 � : : : � �V .

The task of minimizing R can then be equivalently equated as the task of choosing
nonnegative quantities a2

i , in a way to place larger weights to the components that
correspond to the smallest eigenvalues in the sum of R.
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The sum of every row (and column) of the Laplacian matrix is zero:
P

j2V Lij DP
j2V .ki1ŒiDj� � Aij/ D P

j2V ki � ki D 0. Thus, the vector .1; 1; : : : ; 1/ is always
an eigenvector of the Laplacian with eigenvalue zero. The Laplacian is symmetric
and hence its eigenvalues are all squares of real vectors, i.e., all eigenvalues of the
Laplacian are nonnegative, i.e., 0 D �1 � �2 � : : : � �V .

Since the eigenvectors are orthogonal, a good approximate solution can be
obtained by choosing s to be as close to parallel with v2 as possible, i.e., minimizing:

jvT
2 sj D j

X

i2V
v

.2/
i sij �

X

i2V
jv.2/

i j: (6.11)

A simple choice for defining the clusters (C1 or �1) is:

si D
(

C1; if v
.2/
i � 0:

�1; if v
.2/
i < 0:

(6.12)

6.3.4 Community Detection Using Particle Competition

This technique is proposed in [68]. The evolution of this model is very similar
to various natural and social processes, such as resource competition, territory
exploration by animals, election campaigns, etc. In this model, particles explore a
network by combining roles of random and deterministic moving. The investigation
of the behavior of this technique reveals that the introduction of a certain level
of randomness can yield a big gain in the learning process. This phenomenon
is analogous to stochastic resonance in which the performance of a nonlinear
deterministic system can be largely enhanced by a certain level of noise. The study
shows that learning techniques consisting of only deterministic rules are insufficient.
This is because the number of rules required to completely describe even a very
specific environment can be prohibitively high. In a dynamical environment, the
situation gets worse because the system should keep acquiring new knowledge over
time. In this way, a certain level of randomness or chaos is essential for the learning
process. The random term models the “I don’t know” state and serves as a novelty
finder. It can also help learning agents, like particles in this model, in escaping from
traps in the physical or learning spaces.

The technique relies on the competition of several particles in a networked
environment to identify communities. These particles navigate in the network with
the purpose of dominating new vertices, while also trying to defend their previous
dominated territory. In the long run, the subsets of vertices that each particle
dominates represent the communities.

Two dynamical variables for the j-th particle, denoted by �j, are maintained:

• �v
j .t/: it represents the vertex that particle �j is visiting at time t.
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• �!
j .t/ 2 Œ!min; !max�: it indicates the exploration potential of particle �j at time t,

where !min and !max are scalars that define the minimum and maximum potential
that each particle can reach in the learning process, respectively.

The update rules that govern the movement and the exploration potentials of the
particles are given by:

�!
j .t C 1/ D

8
<̂

:̂

�!
j .t/ if v

�
i .t/ D 0

�!
j .t/ C .!max � �!

j .t//�� if v
�
i .t/ D �j ¤ 0

�!
j .t/ � .�!

j .t/ � !min/�� if v
�
i .t/ ¤ �j ¤ 0

; (6.13)

in which �� controls the exploration level variation that each particle gains or loses,
depending on the nature of the vertex that it visits. Specifically, if it visits an already
dominated vertex, then the particle’s exploration level is strengthened; otherwise,
it is decremented. The location of particle �j at t C 1, �v

j .t C 1/, is determined by
sampling from a mixture of deterministic and random walk distributions.

Each vertex vi in the network is represented by three scalar variables:

• v
�
i .t/: it defines the proprietary particle of the vertex vi at time t.

• v!
i .t/: it indicates the level of domination imposed by proprietary particle v

�
i .t/

on vertex vi at time t.
• v

�
i .t/: it symbolizes whether or not vertex vi is being visited by any of the

particles at time t.

With the help of these variables, the dynamical behaviors of the quantities related
to the vertices in the network are governed by the following set of equations:

v
�
i .t C 1/ D

�
�j if v

�
i .t/ D 1 and v!

i .t/ D !min

v
�
i .t/ otherwise

; (6.14)

v!
i .t C 1/ D

8
<

:

v!
i .t/ if v

�
i .t/ D 0

maxf!min; v!
i .t/ � �vg if v

�
i .t/ D 1 and v

�
i .t/ ¤ �j

�!
j .t C 1/ if v

�
i .t/ D 1 and v

�
i .t/ D �j

; (6.15)

in which �v denotes the exploration level fraction lost by a vertex, if a rival particle
visits it.

The detection algorithm begins by putting K particles into random vertices.
At the beginning of the dynamical process, each particle �j and each vertex vi

have their potentials set to �!
j .0/ D !min and v!

i .t/ D !min, respectively. At each
iteration, each particle travels to a neighboring vertex, in accordance with a
movement policy that consists in a combination of deterministic and random walks.
In the former, the particle randomly visits the neighbors of the currently visited
vertex. In the latter, the particle prefers to visit vertices that are already being
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dominated by the same particle. In the following, we illustrate cases that can be
faced when a particle j, �j, is on the process of choosing the next vertex to visit:

• If the visited vertex vi still does not belong to any particles, then initially v
�
i .t/ D

0. In this case, such vertex starts to be dominated by the visiting particle, i.e.,
v

�
i .t/ D �j. The particle’s potential �!

j .t/ is not altered and the vertex’s potential
receives the particle’s potential: v!

i .t/ D �!
j .t/;

• If the visited vertex is dominated by the same particle, the visiting particle’s
potential is incremented and vi receives the new potential of that particle: v!

i .t/ D
�!

j .t/;
• If the visited vertex belongs to a rival particle, then the particle’s and the vertex’s

potentials are weakened. If the particle’s potential �!
j .t/ reaches a value lower

than !min, then this particle is reset to a new randomly chosen vertex. If the
potential of the vertex v!

j .t/ reaches a value lower than !min, then the vertex
becomes no longer owned by the previous particle, i.e., it regresses to the free,
non-dominated state: v!

j .t/ D 0.

Thus, the vertex’s level of domination increases if it is visited by the same particle
that dominates it at the present moment. In contrast, during the visit of a rival
particle, the domination level imposed by the current dominating particle on that
vertex is weakened. If this domination is not strong enough, the proprietary particle
loses its domination over that vertex. In the long run, it is expected that each particle
will dominate a community in the network.

The model proposed in [68] has two noticeable features: (1) high community
detection rates and (2) low computational complexity. However, in its original
form, only a procedure of particle competition is introduced, without any formal
definitions. This precludes any further analyses or predictions on the model’s
behavior. In Chap. 9, we show a rigorous model for particle competition that is
governed by a stochastic competitive dynamical system. That same model is also
adapted to a semi-supervised learning environment in Chap. 10, where we also
investigate the relevant problem of imperfect learning.

6.3.5 Chameleon

This is a well-known method in the network-based community for data cluster-
ing [36]. In general, existing clustering algorithms use static models of the clusters
and do not use information about the nature of individual clusters as they are
merged or divided. Furthermore, while some schemes ignore the information about
the aggregate interconnectivity of data items in two clusters, other schemes ignore
information about the closeness of two clusters as defined by the similarity of the
closest items across two clusters. By only considering either interconnectivity or
closeness, these algorithms can easily select and merge the wrong pair of clusters.

Chameleon is an agglomerative hierarchical clustering algorithm that employs
both interconnectivity and closeness features in identifying the most similar pairs
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of clusters. It is designed to overcome the major limitation of learning methods that
assume a static, user-supplied interconnectivity model. Such models are inflexible
and can easily lead to incorrect merge decisions when the model under- or
overestimates the interconnectivity of the data set or when different clusters exhibit
different interconnectivity characteristics. For that, Chameleon uses a combined
approach to model the degree of interconnectivity and closeness between each pair
of clusters. This approach considers the internal and adaptive characteristics of the
clusters themselves. Thus, it does not depend on a static, user-supplied model and
can automatically adapt to the internal characteristics of the merged clusters.

Given a vector-based data set, Chameleon first constructs a network using the
k-nearest neighbors method, that is, each data sample is represented by a vertex and
it is connected to the other k most similar data samples using a similarity metric.
Then, Chameleon finds the initial partition of the network using an algorithm that
partitions the network into several communities in a way to minimize the edge cut.
Since each edge in the k-nearest neighbor graph represents the similarity among
data points, a partitioning that minimizes the edge cut effectively minimizes the
relationship (affinity) among data points across the partitions. After finding sub-
clusters, Chameleon switches to an algorithm that repeatedly combines these small
subclusters, using the cluster similarity measures, which determine the similarity
between pairs of clusters by looking at their Relative Interconnectivity (RI) and
Relative Closeness (RC). The definitions of these two internal indices are given in
the following.

• Relative interconnectivity. Relative interconnectivity between clusters Ci and
Cj, denoted as RI.Ci; Cj/, is defined as the absolute interconnectivity between
Ci and Cj normalized with respect to the internal interconnectivity of the two
clusters Ci and Cj. The absolute interconnectivity between a pair of clusters Ci

and Cj, symbolized as EC.Ci; Cj/, is defined as the sum of the weight of the edges
that connect vertices in Ci to vertices in Cj. This is essentially the edge-cut of the
cluster containing both Ci and Cj such that the cluster is broken into Ci and Cj.
The internal interconnectivity of a cluster Ci can be easily captured by the size of
its min-cut bisector EC.Ci/, which is the weighted sum of edges that partition the
graph into two roughly equal parts. Thus, the relative interconnectivity between
Ci and Cj is:

RI.Ci; Cj/ D jEC.Ci; Cj/j
jEC.Ci/jCjEC.Ci/j

2

: (6.16)

• Relative closeness. The closeness of clusters of Ci and Cj, RC.Ci; Cj/, is the
average weight of the edges that connect vertices in Ci to those in Cj. It provides
a good measure of the affinity between the data items along the interface layer of
the two clusters. At the same time, this measure is tolerant to outliers and noise.
To get a cluster’s internal closeness, we take the average of the edge weights
across a min-cut bisection that splits the cluster into two roughly equal parts. The
relative closeness between a pair of clusters is the absolute closeness normalized
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with respect to the internal closeness of the two clusters:

RC.Ci; Cj/ D
NSEC.Ci; Cj/

jCij
jCijCjCjj NSEC.Ci/ C jCjj

jCijCjCjj NSEC.Cj/
; (6.17)

where NSEC.Ci/ and NSEC.Cj/ are the average weights of the edges that belong in the
min-cut bisector of clusters Ci and Cj, and NSEC.Ci; Cj/ is the average weight of
the edges that connect vertices in Ci and Cj. Terms jCij and jCjj are the number of
data points in each cluster. This equation also normalizes the absolute closeness
of the two clusters by the weighted average of the internal closeness of Ci and Cj.
This feature discourages merges of small sparse clusters into large dense clusters.

Chameleon selects pairs to merge for which both RI and RC are high. That is,
it selects clusters that are well interconnected as well as close together. The merge
scheme implemented in Chameleon uses a function to combine the relative inter-
connectivity and relative closeness. For this purpose, Chameleon selects the pair of
clusters that maximizes

RI.Ci; Cj/ � RC.Ci; Cj/
˛; (6.18)

where ˛ is a user-specified parameter. If ˛ > 1, then Chameleon gives a higher
importance to the relative closeness, and when ˛ < 1, it gives a higher importance
to the relative interconnectivity.

The algorithm is well suited for applications in which the volume of the available
data is large. For large V , the worst-case time complexity of the algorithm is
O.V.log2 V C M//, where M is the number of clusters formed after completion
of the first phase of the algorithm.

The good performance of the Chameleon is recognized when applied to low-
dimensional spaces. However, the performance of Chameleon in high-dimensional
spaces is still not thoroughly clarified [87]. The time complexity of the Chameleon
algorithm in high-dimensional spaces is O.V2/.

6.3.6 Community Detection by Space Transformation
and Swarm Dynamics

We describe the technique introduced in [17, 61], which is based on collective
dynamics. Much interest has been spent in the study of collective motion of
biological entities, like schools of fish, flocks of birds, herds of hoof animals or
swarms of insects. Swarm behavior is a collective behavior exhibited by animals
of similar size that aggregate together, perhaps milling about the same spot or
perhaps moving en masse or migrating in some direction. The swarm approach
seeks methods consisting of a large number of simple and locally interacting agents
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that collectively present macroscopically complex organizations [29, 81]. Swarm
behavior techniques have been successfully applied to solve various optimization
problems [14].

The community detection algorithm using space transformation and swarm
dynamics uses collective dynamics in a networked environment and consists of two
serial steps. In the first step, the method determines how data items are represented
as a network. In the second step, it detects clusters or communities by partitioning
that constructed network using rules built on neighborhood agreements. This is a
divisive hierarchical algorithm, in which we initially consider the entire network as
a large cluster and we split it into smaller clusters, until each vertex corresponds
to a cluster. Due to its hierarchical nature, we can illustrate the algorithm’s result
using a dendrogram, a special kind of tree where each vertex represents a cluster.
A horizontal cut on the dendrogram represents a partition of the data set.

We summarize these two steps in the following:

1. Network formation: In this step, a weighted complete network is constructed
using the input data set, in which each vertex represents a data sample. Then,
a non-weighted network is generated using the k-NN method, i.e., each vertex
is connected to its k most similar vertices. The similarity is determined by
calculating the Euclidean distance between pairs of data samples.1

2. Angle’s updating rule: After the network is constructed, the algorithm organizes
the vertices on a circle. The displacement of vertices is conducted in a random
manner. Thus, each vertex vi has an initial angle �i.t D 0/ that is randomly
chosen over the range Œ0; 2	/. While the angle’s updating rule approximates
vertices that belong to the same cluster, it also separates vertices that belong
to different clusters. At each time step t, the method updates the angle of each
vertex according to the angles of its neighbors. We define the angle’s updating
rule by the following equation:

�i.t C 1/ D �i.t/ C 
i.t/
h P

j2N .vi/
Aij�j.t/P

j2N .vi/
Aij

� �i.t/
i

; (6.19)

in which N .vi/ is the set of neighbors of vertex vi, 
i.t/ is the moving rate of vi

at time step t, and Aij is the weight that represents the influence of neighbor vj

on vi.
The edge weight Aij aims at approximating vertices that belong to the same

cluster. It is composed of two parts: CN.vi; vj/ and SN.vi; vj/. Mathematically,
Aij is expressed as:

Aij D CN.vi; vj/ � SN.vi; vj/: (6.20)

The idea of the term CN.vi; vj/ is to model physical proximity between vi

and vj. As such, it gives more importance to vertex vj the closer vi and vj are. This

1See Chap. 4 for a thorough review on network formation methods and similarity functions.
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kind of behavior can effectively be captured by modeling CN.vi; vj/ according
to the following rule:

CN.vi; vj/ D e�˛d.vi;vj/; (6.21)

in which parameter ˛ controls for the penalization decay rate of the Euclidean
distance d.vi; vj/ from vi to vj. The algorithm can change the relative importance
of a neighbor by adjusting ˛. The angle’s updating rule can also be applied
to non-weighted networks. In this case, CN.vi; vj/ D 1 for all of the pairs of
neighbors vi and vj.

In contrast to that, the term SN.vi; vj/ models the topology similarity between
vi and vj. The hypothesis is: whenever two vertices belong to the same cluster,
they are likely to share a large number of common neighbors. With that in mind,
we can write SN.vi; vj/ as follows:

SN.vi; vj/ D c.vi; vj/

jN .i/j ; (6.22)

in which c.vi; vj/ is the number of common neighbors shared by vi and vj and
jN .i/j is the number of neighbors of i. In this way, SN.vi; vj/ yields large values
for vertices that share a large portion of common neighbors, regardless of the
physical distance. Conversely, if they share only a small fraction of common
neighbors, SN.vi; vj/ outputs small values.

Intuitively, the term CN.vi; vj/ forces angles of neighbor vertices to approx-
imate to that of vi and SN.vi; vj/ stops such an approximation between pairs
of vertices that possibly belong to different clusters. However, these two mech-
anisms still cannot eliminate interference between different groups, which may
cause the angles of all of the network vertices to approach each other. To mitigate
this problem, one solution is to reduce the moving rate 
i.t/ in (6.19) as a function
of how quickly the angles change as follows:


i.t/ D exp �
�

ˇ

�.vi/

�
; (6.23)

in which �.vi/ is the standard deviation of the angle distribution and ˇ is a user-
defined parameter to scale the updating process of 
i.t/ as a function of �.vi/.

The moving rate parameter 
i.t/ decreases as the standard deviation �.vi/

among angles decreases. At the beginning, each angle takes a random value. In
this way, the standard deviation of the angles distribution �.vi/ is expected to
be high in such a way that 
i.t/ assumes large values, say 
i.t/ � 1. In this
situation, angles of neighboring vertices approximate freely to form angle bands.
As time progresses, �.vi/ and consequently 
i.t/ assume smaller values. When

i.t/ reaches a very small value, say 
i.t/ � 0, all of the angles remain steady
and a stable state is reached.
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To illustrate the algorithm, we use a random clustered network with three
unbalanced communities. We inspect the evolution of the angle’s update process
in Fig. 6.4. In this case, the algorithm identifies three communities in the network as
there are three perceptive angle bands in the time series.

Now, we see the performance of the method in a real-world data set, which is
a social network describing the associations (interactions) among dolphins [46].
This network has 62 vertices and 159 edges without weights. It presents two well-
known communities, formed by 21 and 41 elements, respectively. Inspecting how
the vertices’ angles are updated in Fig. 6.5, it is possible to identify two distinct
groups or communities of angles. In Fig. 6.6, we see the same simulation results
but through a dendrogram perspective, where the color of each vertex indicates the
community to which it originally belongs.
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Fig. 6.4 Evolution of the angle’s updating process. In the first iterations, the vertices’ angles
are disordered due to the random arrangements. After some iterations, they converge to stable
subgroups. Reproduced from [62] with permission from the author
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Fig. 6.5 Evolution of the angle’s updating process for the social network presented in [46]. Two
communities can be clearly identified by inspecting the time series. Reproduced from [62] with
permission from the author
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Fig. 6.6 Dendrogram showing the community detection results for the social network presented
in [46]. The dendrogram reveals the division of data into two original communities, indicated by
41 green elements and 21 red elements. Reproduced from [62] with permission from the author

6.3.7 Synchronization Methods

Physicists have given increasing attention to the dynamics of a diversity of complex
systems. In special, several studies have investigated the paradigmatic analysis
of large populations of coupled oscillators [40, 64, 78, 85]. The emergence of
synchronization patterns in these systems is closely related to the underlying
topology of interactions. In this section, we discuss methods that rely on dynamical
processes towards synchronization. In this respect, these models show different
patterns over time that are intrinsically connected to the hierarchical organization
of communities in complex networks. The ubiquity of synchronization phenomena
in the real world makes this approach interesting from a physical and biological
perspectives [3].

One of the most successful attempts to understanding synchronization phenom-
ena comes from Kuramoto [40], who analyzed a model of phase oscillators coupled
by the sine of their phase differences. The model is rich enough to display a large
variety of synchronization patterns and sufficiently flexible to be adapted to many
different contexts [1].

The Kuramoto model consists of V coupled phase oscillators, in which the phase
of the i-th unit, denoted by �i.t/, evolves in time according to the following dynamic:

d�i

dt
D !i C

X

j2V
Aij sin.�j � �i/; (6.24)

for i 2 V . The term !i stands for the natural frequency of the i-th oscillator and
Aij describes the coupling between units. The coupling weights are extracted from a
network, in which each vertex is an oscillator and edge weights denote the coupling
strength between different oscillators.

In particular, some works have shown that highly interconnected sets of oscil-
lators synchronize more easily that those with sparse connections [48, 60]. This
scenario suggests that, for a complex network with nontrivial connectivity patterns,
starting from random initial conditions, those highly interconnected units forming
local clusters will synchronize first. Then, in a sequential process, larger and larger
spatial structures will do the same until we reach a final state in which the entire
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Fig. 6.7 States assumed by the population of coupled oscillators. (a) Random initial configuration;
(b) Intermediate state (four communities); (c) Final global synchronization state

population has the same phase. This process is expected to occur at different
time scales whenever clear community structures exist. Thus, the dynamical route
towards the global attractor reveals different topological structures, presumably
those which represent communities.

For an artificial random clustered network with four communities, Figs. 6.7a–c
show, respectively, the initial configuration of the oscillators, the formation of four
synchronized communities of oscillators, and the global synchronization state.

Li et al. [44] has shown that communities are delineated by interface or overlap-
ping vertices [63], in which the oscillating frequency is intermediate among different
modules, in such a way that synchronization techniques cannot clearly group
these interface vertices into a single community. From this reported shortcoming,
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Wu et al. [86] has developed an alternative method that is capable of detecting
these overlapping vertices. Contrasting to the result of Arenas et al. [3], in which
the stable state is necessarily reached only by a global synchronization, in the
research of Wu et al. [86], the synchronization may occur within modules. Thus,
after the method synchronizes the oscillators between different communities, we
can understand the phases that are in the valley between different modules to be
the overlapping vertices. In order to do so, besides the global coupling supplied
by the traditional Kuramoto model, another type of coupling, which is negative,
between oscillators that are not connected is applied. The network dynamic can be
mathematically expressed as:

d�i

dt
D !i C Kp

V

X

j2V
Aij sin.�j � �i/ � Kn

V

X

j2V
.1 � Aij/ sin.�j � �i/: (6.25)

In this adapted format, the phases of the interconnected oscillators i and j are
modeled by a positive coupling (with coupling strength Kp) in accordance with the
original expression in (6.24). Thus, their phases evolve together. Non-connected
vertices in the network, in contrast, tend to have opposite phases, on account
of the negative coupling forced by Kn. In summary, after reaching the dynamic
equilibrium, oscillators that make up the same community in the network will
indicate similar phase values. Opposed to that, oscillators that represent overlapping
vertices will have their phases in-between different modules [44].

6.3.8 Finding Overlapping Communities

The community structure is a fundamental property of most real-world networks,
i.e., it is commonly observed that groups of vertices are densely interconnected.
It would be oversimplifying, however, if we assumed that communities are well-
defined partitions over the entire network. This is a strong assumption that may not
be fulfilled in many cases. First, it is very natural for a vertex to participate in more
than one community at a time; i.e., communities often overlap. Second, some ver-
tices might not participate in any community; i.e., we might have outliers [33]. An
outlier is not necessarily solitary, and it might have some negligible connection with
some communities. Finally, some vertices of a community might be special in the
sense that they are linked with almost all of the others. In the literature, these vertices
are known as hubs, leaders, or centers. Since many real-world networks are huge,
the analysis usually starts from the identification of the underlying communities
possibly with overlapping characteristics. Needless to say, the community structure
will greatly benefit from the simultaneous detection of hubs and outliers [9].

We can easily find overlapping communities in real-world networks. A person,
for instance, can be member of a social network, of his/her family community, and
also of his/her institutional community. In community detection or network-based
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data clustering, the detection of overlapping communities is specially interesting for
fuzzy clustering.

In this section, we present some popular overlapping community detection
techniques.

6.3.8.1 Clique Percolation

The most popular community detection with overlapping vertices is the Clique
Percolation Method (CPM) [63]. CPM relies on the assumptions that communities
consist of overlapping sets of fully connected subgraphs and that it is unlikely the
existence of cliques in intercommunity edges. The general idea of the method is
to detect communities by searching for adjacent cliques. It begins by identifying
network cliques of size k, termed as k-cliques. Once these have been identified, a
new collapsed graph is constructed in such a way that each vertex represents each
of these k-cliques. Two vertices in the collapsed graph are connected if the k-cliques
that represent them share k � 1 members. In this case, we say that these two k-
cliques are adjacent. The union of adjacent k-cliques is called k-clique chain. Finally,
a k-clique community is the largest connected subgraph obtained by the union of a
k-clique and of all k-cliques that are connected to it.

Since a vertex can be in multiple k-cliques simultaneously, the identification of
overlapping communities is possible. CPM is suitable for networks with densely
connected parts. Empirically, small values of k (typically between 3 and 6) often
give good results [30, 42, 63].

CPM has been extended to weighted, directed, and bipartite graphs. For weighted
graphs, in principle, one can follow the standard procedure of thresholding the
edge weights, and of applying the method on the resulting graph, treating them
as non-weighted. Farkas et al. [20] has proposed to threshold the weight of cliques,
defined as the geometric mean of the weights of all edges of the clique. The value
of the threshold is chosen slightly above the critical value at which a giant k-clique
community emerges, in order to get the richest possible variety of clusters.

CPM has a notable drawback in that it assumes that the network has a large
number of cliques [22]. As such, CPM may fail to give meaningful covers for
graphs with few cliques, like technological networks and some social networks.
In contrast, if the network presents many cliques, the method may deliver trivial
community structure, like a cover consisting of the entire network as a single giant
cluster. A more fundamental issue is the fact that the method does not look for
actual communities, consistent with the shared notion of dense subgraphs, but for
subgraphs “containing” many cliques, which may be quite different objects than
communities. (For instance, they could be “chains” of cliques with low internal
edge density.) Another problem is that there are considerable fractions of vertices
in real networks that are left out of the communities, like leaves or singletons. One
could think of some postprocessing procedure to include them in the communities,
but for that it is necessary to introduce a new criterion, outside the framework that
inspired the method. Furthermore, besides empirical work, it is not clear a priori
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which values of k one has to choose to identify meaningful structures. Finally, the
criterion to choose the threshold for weighted networks and the definition of directed
k-cliques are also rather arbitrary.

6.3.8.2 Bayesian Nonnegative Matrix Factorization Algorithm

This method has been described in various works [9, 21, 67, 75]. It relies on a
centrality matrix of vertices and a degree matrix of communities. The importance of
a vertex to a community is represented by its centrality. The centrality matrix, hence,
carries the vertices’ importance in each community. An element of the degree matrix
of communities, which is diagonal, indicates the degree of the community, and is
equivalent to the summation of the expected degree of all vertices of that community.
The algorithm then learns these two quantities by the multiplicative updating rule
using a nonnegative matrix factorization style. These matrices enable us to rank each
vertex’s centrality in each community, and use the community degree as a cutting off
criterion. Since the communities are retrieved independently, when we are working
on a new community, we do not need to care whether or not its vertices belong to
previously identified communities. The overlapping communities are thus handled
naturally. The importance of a hub in a community ensures that it gets ranked at the
top of the community. After all of the communities have been decided, those vertices
that have not been included in any of them are declared as outliers. In summary, this
algorithm is capable of identifying overlapping communities as well as detecting
hubs and outliers simultaneously.

Mathematically, Bayesian nonnegative matrix factorization is an adaptation
of the nonnegative matrix factorization technique used in machine learning for
dimensionality reduction and feature extraction [89]. This technique factorizes
the matrix V 2 R

V�VC into two matrices W 2 R
V�MC and H 2 R

M�VC , whose
elements are nonnegative, such that A � WH. Within the context of community
detection, A is the adjacency matrix of the network, V is the number of vertices
and M is the pre-defined number of communities. Each element of the i-th line
or the j-th column of matrix W is the statistical dependence between a vertex i
to community j. Due to matrix multiplication, the traditional nonnegative matrix
factorization procedure is inefficient with respect to time and memory restrictions.
In [9], a hybrid optimization algorithm that relies on a Bayesian optimization
process is proposed. In essence, this algorithm optimizes an objective function
expressed in terms of the above-mentioned matrices and user-supplied parameters
ˇ 2 R

M D Œˇ1; : : : ˇM�, which represent the importance of communities on the
interactions of the adjacency matrix. The algorithm involves consecutive updates
of W, H, and ˇ until these parameters achieve convergence or until a maximum
number of iterations is processed. Matrices W, H and the user-supplied parameters
ˇ are calculated as follows:

H D
�

H
WT1 C BH

�
�
�

WT

�
V

WH

��
; (6.26)
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W D
�

W
1HT C WB

�
�
��

V
WH

�
HT

�
; (6.27)

ˇi D V C a � 1

1
2

�P
i W2

ik CP
j W2

ij

�
C b

; (6.28)

in which a and b are fixed parameters of a Gamma distribution and matrices W, H
are initialized with random values. Finally, the columns of W (or lines H) containing
elements with only zero values are removed and the number of communities is given
by the number of columns of W (or the number of lines of H) obtained after the
removal.

6.3.8.3 Fuzzy Partition Algorithm

The fuzzy partition algorithm is introduced in [49]. The procedure runs as a con-
strained optimization problem. In that study, the expression “overlapping vertices” is
conceived as “bridges” in the context of social networks, in which it is very common
to find individuals that are members of multiple communities at the same time. In
a social network context, “bridges” then can be defined as those vertices that cross
structural holes between discrete groups of people [8]. It is therefore important to
define a quantity that measures the commitment of a vertex to several communities
in order to obtain a more realistic view of these networks.

The intuitive meaning of a bridge vertex may differ in different types of networks
that exist beyond sociometrics. In protein interaction networks, proteins with
multiple roles can be seen as bridge vertices. In cortical networks containing brain
areas responsible for different modalities, the cortical areas that assume integrative
roles and that provide higher level processing of sensory signals are the bridges
vertices. In word-association networks, words with multiple meanings are likely to
be bridges.

The overlapping condition is modeled via a fuzzy partition algorithm. A conve-
nient representation of a given partition is the partition matrix U D Œuik�, where i
indexes for the fuzzy membership across clusters k, for the data items. In this way,
matrix U has V columns and M rows, where M is the number of subsets or clusters.
We observe that uik D 1 if and only if vertex k belongs to the i-th subset in the
partition; otherwise, it is zero. For a complete partitioning algorithm,

PM
iD1 uik D 1,

8k 2 f1; : : : ; Vg must hold. The size of community i can then be calculated asPV
kD1 uik, and for any meaningful partition, we can assume that 0 <

PV
kD1 uik < V .

These partitions are traditionally called hard or crisp partitions, because a vertex can
belong to one and only one of the detected communities.

The generalization of the hard partition follows by allowing uik to attain any real
value from the interval Œ0; 1�. The constraints imposed on the partition matrix remain
the same.
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It should be observed that a meaningful partition should group vertices that are
somehow similar to each other in the same community. It is reasonable to assume
that an edge between vertex v1 and v2 implies the similarity of v1 and v2, and
likewise, the absence of an edge implies dissimilarity. Define s.U; i; j/ as a similarity
function that respects the following restrictions:

• s.U; i; j/ 2 Œ0; 1�;
• s.U; i; j/ is continuous and differentiable 8uij; i 2 f1; : : : ; cg; j 2 f1; : : : ; Ng;
• s.U; i; j/ increases as i and j are more similar. Therefore, s.U; i; j/ assumes

its maximum value, s.U; i; j/ D 1, when i and j are as similar as possible.
Conversely, s.U; i; j/ D 0 when i and j are totally dissimilar.

As a shorthand, consider that sij D s.U; i; j/. Suppose we have a prior assumption
about the actual similarity of vertices i and j, denoted by Qsij. Define the fitness of a
given partition U of the graph by quantifying how precisely it approximates the
prescribed similarity values to sij:

DG.U/ D
VX

iD1

VX

jD1

wij.Qsij � sij/
2; (6.29)

in which wij are optional weights. Say that W D 	
wij


, S.U/ D 	

sij


, and QS.U/ D	Qsij



. From now on, we assume that QS D A, the adjacency matrix of the graph, which

is in accordance with our assumption that the similarity of connected vertex pairs
should be close to 1 and the similarity of disconnected vertex pairs should be close
to zero. Consider that the similarity function sij is given as follows:

sij D
VX

iD1

MX

kD1

ukiukj D UTU: (6.30)

The community detection problem in this framework boils down to the opti-
mization of DG.U/ defined in accordance with (6.29). We note that the goal is to
find a matrix U such that it minimizes DG.U/. The number of clusters c, the weight
matrix W and the desired similarity matrix S, which is often the adjacency matrix of
the network, are supplied by the user. This is a nonlinear constrained optimization
problem. Although there exists a set of necessary conditions that restrict the set
of possible matrices U worth evaluating [73], the computationally most feasible
approach to optimize DG.U/ is to use a gradient-based iterative optimization method
(e.g., simulated annealing).
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Consider the following objective function:

DG.U/ D
VX

iD1

VX

jD1

wij.Qsij � sij/
2 C

VX

iD1

�i

 
MX

kD1

uki � 1

!
; (6.31)

in which � D Œ�1; : : : ; �N � are Lagrangian multipliers that simply force the total
membership degree for each vertex to be 1 (complete partitioning).

Now we need to find S to minimize DG.U/ satisfying the above constraints. The
partial derivative of DG.U/, with respect to ukl is therefore:

@DG.U/

@ukl
D 2

VX

iD1

.eil C eli/

�
1

M
� uki

�
; (6.32)

in which eij D wij.Qsij � sij/.
The simplest gradient-based algorithm for finding a local minimum of DG is then

the following:

1. Start from an arbitrary random partition U.0/ and let t D 0.
2. Calculate the gradient vector of DG according to (6.32) and the current U.t/.

3. If maxk;l

ˇ̌
ˇ @DG.U/

@ukl

ˇ̌
ˇ < �, stop the iteration and declare U.t/ a solution.

4. Otherwise, calculate the next partition in the iteration with the following
equation:

u.tC1/
ij D u.t/

ij C ˛.t/ @DG.U/

@uij
; (6.33)

in which ˛.t/ is a small step size constant chosen appropriately.
5. Increase t and continue from step 2.

6.3.9 Network Embedding and Dimension Reduction

Dimension reduction is an important pre-processing in data analysis and machine
learning. It can be considered as a procedure to produce a compact low-dimensional
encoding of a given high-dimensional data set [47, 74, 84]. Dimension reduction is
specially interesting when we deal with data sets that have many more variables
than data samples. For example, microarray data sets usually are composed by
thousands of variables (genes) in dozens of samples. The most famous dimension
reduction technique is the Principal Component Analysis (PCA) that dates back to
Karl Pearson in 1901 [65]. The basic idea is to find a new coordinate system via a
linear or a nonlinear transformation in which the input data can be expressed with
many less variables without a significant loss. Isomap [80] was originally proposed
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as a generalization of multidimensional scaling [15]. An alternative method known
as Locally Linear Embedding (LLE) [72] was developed that solved a consecutive
pair of linear least square optimizations. The kernel method, including graph kernel
method, has also been proposed for nonlinear dimension reduction by performing
linear operations on kernel mapping functions. Graph kernel methods for data
analysis and machine learning are an active research topic and are not covered in
this book. The interested readers may refer to [5, 27, 45, 50, 76, 82]. In this book,
we just present one technique on this topic. In [88], a graph embedding method has
been proposed and is briefly reviewed in the following paragraph.

Consider that it is given a data set X D fx1; x2; : : : ; xVg. Each data sample
is described by P attributes, that is, a feature vector xi D .xi1; xi2; : : : ; xiP/T .
Consider X as the matrix whose columns denote each data item in X . The goal
of the technique is to perform dimensionality reduction in the data items’ feature
vectors to a smaller number P0 of projected attributes. For example, the feature
dimension P of images is usually very high, and transforming the data from the
original high-dimensional space to a low-dimensional space can alleviate the curse
of dimensionality problem. To accomplish that, a technique should find a mapping
function F that transforms each feature vector x 2 R

P into the desired low-
dimensional representation y, so that y D F.x/, y 2 R

P0

. By using an underlying
network to find such function F, the dimensionality reduction process can be viewed
as a graph-preserving criterion of the following form:

Y� D arg minY

X

i;j2V
i¤j

Aijkyi � yjk2

D arg minY YTLY; (6.34)

constrained to YTBY D d. In this formulation, d is a constant vector, A is the
adjacency matrix of the network, B is the constraint matrix, and L is the Laplacian
matrix. Recall that the Laplacian matrix can be found via the following operation:

L D D � A; (6.35)

in which:

Dii D
X

j2V
j¤i

Aij; (6.36)

8i 2 V .
The constraint matrix B can be viewed as the adjacency matrix of a penalty

network AP, so that B D LP D DP � AP. The penalty network conveys information
about which vertices should not be linked together, that is, which instances should
be far apart after the dimensionality reduction process. The similarity preservation
property from the graph-preserving criterion has a twofold explanation. For larger



176 6 Network-Based Unsupervised Learning

similarity between samples xi and xj, the distance between yi and yj should be
smaller to minimize the objective function. Likewise, smaller similarity between
xi and xj should lead to larger distances between yi and yj for minimization. Assume
that the low-dimensional attribute space can be found by using a linear projection
such as Y D XTw, where w is the projection vector. The objective function in (6.34)
becomes:

w� D arg minw

X

i;j2V
i¤j

AijkwTxi � wTxjk2

D arg minw wTXTLXw; (6.37)

constrained to wTXTLXw D d. By using the Marginal Fisher Criterion and the
penalty network constraint, Eq. (6.35) becomes:

w� D arg minw
wTXTLXw

wTXLPXTw
; (6.38)

which can be solved by the generalized eigenvalue problem by using the equation
XLXTw D �XLPXTw.

6.4 Chapter Remarks

Clustering is the unsupervised grouping of patterns, such as observations, data
items, or feature vectors. The clustering task has been addressed in many contexts
and by researchers in many disciplines; this diversity reflects its broad appeal and
usefulness as one of the steps in exploratory data analysis. Intuitively, patterns
within the same cluster are more similar to each other than they are to a pattern
belonging to a different cluster. Clustering is useful in several exploratory tasks,
such as in data mining, document retrieval, image segmentation, and pattern clas-
sification. Often, there is little prior information (e.g., statistical models) available
about the data, and the learning algorithm must make as few assumptions about
the data as possible. It is under these restrictions that clustering methodology is
particularly appropriate for the exploration of interrelationships among the data
points.

In this chapter, we have focused on data clustering in a networked environment,
which is often termed as community detection. The study of community detection is
very important for understanding various phenomena in complex networks. Modular
structure introduces important heterogeneities in complex networks. Each module,
for example, can have different local statistics; some modules may have many
connections, while other modules may be sparse. When there is large variation
among communities, global values of statistical measures can be misleading. The
presence of modular structure may also alter the way in which dynamical processes
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unfold on the network. In biological networks, communities correspond to func-
tional modules in which module members function coherently to perform essential
cellular tasks. Hence, the development of efficient community detection methods
stands as an important topic in the agenda for the complex network and machine
learning communities. Due to that importance, this chapter has dedicated a great
part of it to the study of several representative community detection algorithms.
For each of them, we have explained the main idea behind the community detection
mechanism and also the potentialities and shortcomings of the methods. Community
detection benchmarks have also been explored.

The topic of detection of overlapping communities has also been discussed.
We can easily find overlapping communities in real-world networks. A person, for
instance, can belong to a social network, in his/her family community, and also
in his/her institutional community. In network-based unsupervised learning, the
detection of overlapping communities is especially interesting for fuzzy clustering.
Some representative methods have also been explored.
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