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Abstract 

The paper illustrates a procedure for developing a pre­
dictive model using simple correlation weights between 
the criterion variable and the set of predictor vari­
ables. Next, this predictive model is compared with 
a standard multiple regression model via replication 
analysis. 

Multiple regression techniques periodically are sub­
ject to condemnation as well as periods of greatpraise. 
Cooley and Lohnes (l) cite a study that concludes that 
"convent lonal Least-squares regression should be dropped 
from the appJiL·d statistician's repertiore in favor of 
prediction-crlll•rlon simple correlation weights for 
Hample sizes lesH than 200." They also imply that if 
u researelwr wanLH hls multiple regression fi.ndings to 
be taken seriously it would be best to judge their 
validity mdng replication samples. 

The purpose of this paper is to first illustrate the 
procedure for developing a predictive model using sim­
ple correlation weights between the criterion variable 
and the set of predictor variables. The next step is 
to compare this predictive model with a standard 
multiple regression model via replication analysis. A 
unique fNtturc of this paper is the size of the norming 
sample, 1729 complete cases. This extremely large 
norming sample allows the author to present some inter­
esting findings which may have broad application. 

The Data Base 

The norming sample was composed from 2,315 real estate 
transactions which took place during an eight year 
time span from 191i9 to 197(i throughout a city of approx­
imately 100,000 pop11latlon. The test samp.le was com­
poHed from IO'i rca I est at(' l ranHnctlonH whleh took 
plnee ln l97f>. 'I'll(• bn·akdowll or the lltnl~ ,;erl.l·s data 
by year and subdivision appear in 'l'abh• l. 

Year 

1969 
1970 
1971 
1972 
1973 
1974 
1975 
197(i 

TABLE I 

BREAKDOWN OF DATA BASE, 
NUMRF.R OF OBSERVATIONS BY YEA!{ 

Norming 
Sample 

30 
206 
272 
293 
373 
350 
369 
422 

2,315 

-----·-·--- ------ ------ --------

Test 
Sample 

105 
-lOS 

200 

The test sample was from the most recent time period 
since the purpose of developing a predictive model is, 
of course, to forecast the selling prices of homes in 
the future. 

The following independent variables were considered as 
dummy variables in the initial norming equations; the 
existence of central air conditioning, of a built-in 
dishwasher, of a disposal, of a crawl space, of a slab, 
and of more than one story. Also considered as a 
dummy variable was the type of exterior construction, 
brick or wood. Independent variables considered other 
than the preceding dummy variables were as follows: 
,;quare footage of lot size, ap;e of house when sold, 
number of bathrooms, number of bedrooms, total number 
of rooms minus the number of bathrooms and bedrooms 
(to remove a possible source of multicolinearity), 
square footage of livable area minus 144 square feet 
for each bedroom (an estimate of the average size) and 
40 square feet for each bathroom (again to remove a 
possible source of multicolinearity), the number of 
fireplaces, and the annual heating cost. A subjective 
variable indicating the quality of landscaping was 
included. Finally, time and time squared were included 
as independent variables. The variable time was the 
month the sale was made. The base month (the month the 
first sale was made in the data base) was numbered one. 
The dependent variable was the price at which the house 
was sold. 

The decision was made to include those independent var~ 
ables in the norming equations which did not exhibit 
obvious linear relationships with the other independent 
variables, and that were found significant, meaningful 
and interpretable in a multiple regression run. 

The Multiple Regression Norming Equation 

The norming equation developed from multiple regression 
procedures is as follows: 

Y = 16507.41 + 6.028X1 - 236.54X2 + 5711.39X3 + 

18.909X4 - 2807.18Xs + 3083.3SX6 + 3158.84X7 + 2923.66Xg 

+ 50. 712X9 
(1) 

The number of complete cases was 1,709 from the 2,315 
cases used in the norming sample. Note that the value 
of the coefficient of multiple correlation is equal to 
. 84 as shown in Table II. 

The next step was to place the values of the indepen­
dent variables of the test sample into the norming 
equation deriving estimates for the dependent variable 
(the actual selling price for the house). Then a sim­
ple regression was run between the actual selling price 
and the estimated selling price. The results are shown 
in Table III. 



'l'ABLE 11 

REGRESS ION OUTPUT ASSOCIATED WITH EQUATION ONE 

··---------------·---·-
Multiple H .839 

R Square .704 

Adjusted R Square .703 

Standard Error 7002.190 

Beta Standard Error 
Variable Value of b value F value 

Sq. ft. living space X .295 .328 336.97 
1 

Age of the house X -.380 9.534 615.48 
2 

Cent ru.l al r t:t~nd!ti\ln1.ng X .216 400. '•59 203.41 
3 

Heating cost X .157 2.096 81.42 
4 

Quality of landscaping X -.158 260.420 116.20 
5 

Existence of fireplace X .119 373.996 67.97 
6 

More than one story X .104 455.318 48.13 
7 

Exterior construction X .095 442.538 43.65 
8 

Month house was sold X .091 9.878 26.36 
9 

-----· 

TABLE III 

CORRELATION OUTPUT ASSOCIATED WITH ESTIMATES GENERATED USING NORMING EQUATION ONE 
IN CONJUNTION WITH THE TEST DATA, CORRELATED rHTH THE VALUES OF 

'fHE DEPENDENT VARIABLE OF THE TEST DATA 

Multiple R . 883 

R Square .779 

Adjusted R Square .776 

Standard Error 8076.623 

Standard Error 
Variable b value Beta value of b value F value 

Estimated selling price 
using norming equation 1 1.324 .883 .082 260.984 

Constant- 6492.904 

201 



It must he l'mph<H·d.zed t:ltnt this method or cstlmatlnf\ 

the valut· of llll' coeff lcl<•Jlt or mttltlple correlallon 

does nol <'llp!Ltllzt• on cltanct·. S!nc<• the n•grc-sslon 

coefficients ust·d in conjuncllon wltlt the set of inde­

pendent variables of tit<' tc•st sample were derived from 

the norn1ing sample, capitalization on chance will not 

be a probh•m when the derived estimntes are correlated 

with the actual value. 

the numer Lc va 1 ul' of the coe f ricient of multiple cor­

relation is unustJa] Jn that it is grenter than that of 

the norml.ng samples. There is no reduction in correla­

tion. The fact that the norming s<Jillple was extremely 

large increases the probability of this occurrence. 

Individuals using this equation for prediction pur­

poses could reasonably expect the amount of shared 

variance to be eq1u1l to .78. 

The Simple Correlation Values Used As 
Weight:; In The Nnrming Equation 

The HlmpJe correlations found in the norming sample 

between tilt• dependpnl variable and the set or indepen­

dt•nt varl ables used In the multiple regression norming 

equation were tlw weights u:;ed ln the second norming 

equation. 

Yf ry.l zl + ry.2 z2 + ry.3 z3 ------ ry.-9 z9 

Yf .556Z1 - .504Z 2 + .547z3 + .440z 4 - .41JZ 5 + 

.176z6 + .189Z 7 + .J48z8 + .251Zg (2) 

The values in the test sample were standardized by us­

ing the means and standard deviations found in the 

test sample. Then estimates of Yf were derived by 

placing the values of the independent variables from 

the test sample in equation (2). 

The next step was to derive values that could be used 

as predicted values for the selling prices for the 

1976 test sample observations. This was accomplished 

by first standardizing the value of Y • Then the 

standnrulzeu values of Yr were altereS :;o Lhat they 

had the mean anu slundard uPvlation of the dependent 

variable of the normlng sample. The mean and standard 

deviation of the ,Jependent variable of the norming 

sample was used because the mean and standard devia­

tion of the test sample would not be available in a 

real world situation. Finally, a simple correlation 

was run between the actual values of the dependent 

variable of the 1976 test observations and these pre­

dicted values. The multiple correlation coefficient 

was .872. The results are shown in Table TV. 

TABLE IV 

CORRELATION OUTPUT ASSOCIATED lHTH ESTIMATES GENERATED 
USING NORMING EQUATION TWO IN CONJUNCTION tJITll THE 

TEST DATA, CORRELATED WITH THE VALUES OF TilE DEPENDEHT 
VARIABLE OF THE TEST DATA 

R . 872 
.761 
.758 R Square 

Error 8401.664 

Variable 

Estimated selling 
price using norm-

b 
Value 

ing equation (2) 1.160 

Beta Standard Error F 
Value of b value Value 

.872 .076 235.566 

nstant- 491.305 ____________________ _] 

202 

Conclusions 

Tlw amount of sharPd variance between the norming equa­

tion estimate~ and the actual values had a decrease of 

only 2 percentage points when the estimates were de­

rived using simple correlation weights versus multip~ 

correlation weight. Initially, it looks as if simple 

correlation weights fare rather well, when they are 

used for prediction purposes. But it must be realized 

that this particular set of independent variables did 

not suffer from serious multicolinearity problems. 

When the "independent" variables have no correlation 

among themselves then the standardized multiple regre~­

sion equation weights become nothing more than the 

simple correlation values between the dependent vari­

able and the specific independent variable. Thus, 

when the set of independent variables have little 

multicolinearity among themselves, one might as well 

use the simple correlation values as predictor weights; 

the multiple regression weights (which are certainly 

more difficult to interpret) will yield the same re­

sults. When the set of independent variables suffer 

from multicolinearity, one should distinguish between 

two cases, small sample size versus large sample slz<·. 

When the sample size is small, the argument for simple 

correlation weights Is strong due to their relative 

stability as compared to multiple regression weights 

which are influenced by the stability of the estimates 

of covariance among variables. However, when the 

sample size is large, the increase in the stability of 

the regression coefficients will generally yield more 

reliable estimates. 

One, however, could always develop two predictive mo­

dels; the first based upon simple correlation weights, 

the second based upon multiple regression weights. 

Then comparisons could be made using a split sample 

design to determine the more reliable model. 
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