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Preface

As data and knowledge volume keep increasing while global means for information
dissemination continue to diversify, new methods, modeling paradigms, and structures
are needed to efficiently mount scalability requirements. In the recent years, we have
seen the proliferation of the use of heterogeneous distributed systems, ranging from
simple Networks of Workstations, to highly complex grid computing environments.
Such computational paradigms have been preferred due to their reduced costs and
inherent scalability, which pose many challenges to scalable systems and applications
in terms of information access, storage, and retrieval. Grid computing, P2P technology,
data and knowledge bases, distributed information retrieval technology, and net-
working technology should all converge to address the scalability concern. Further-
more, with the advent of emerging computing architectures (e.g., SMTs, GPUs, and
Multicores) the importance of designing techniques explicitly targeting these systems is
becoming more and more important. The 5th International Conference on Scalable
Information Systems will focus on a wide array of scalability issues and investigate
new approaches to tackle problems arising from the ever-growing size and complexity
of information of all kinds.

Particularly, in the era of big data, the scalability of information systems has been
the most important issue. The aim of this conference is to provide an internationally
respected forum for scientific research in the computer-based methods of collective
intelligence and their applications in (but not limited to) such fields as Scalable Pro-
cessing (and Architecture) for Big Data and Scalable Systems and Conceptual
Modeling.

December 2014 Jason J. Jung
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Scalable Similarity Search for Big Data

Challenges and Research Objectives

Pavel Zezula(B)

Masaryk University, Brno, Czech Republic
zezula@fi.muni.cz

Abstract. Analysis of contemporaryBigDatacollections require aneffec-
tive and efficient content-based access to data which is usually unstruc-
tured. This first implies a necessity to uncover descriptive knowledge of
complex and heterogeneous objects to make them findable. Second, multi-
modal search structures are needed to efficiently execute complex similar-
ity queries possibly in outsourced environments while preserving privacy.
Four specific research objectives to tackle the challenges are outlined and
discussed. It is believed that a relevant solution of these problems is neces-
sary for a scalable similarity search operating on Big Data.

Keywords: Big data · Scalability · Information retrieval · Similarity
search · Findability · Data outsourcing · Data privacy · Information
extraction

1 The Big Data Problem

Many organizations today are increasingly not able to process or analyze data
produced by numerous sources. Such situation has given rise to existence of the
Big Data problem. In practice, organizations have potential access to a wealth of
information, but they do not know how to get value out of it. This is especially
true when the prevalently semi-structured or unstructured data is only stored
in its raw form. According to [25], the typical characteristic is that the volume
of data available to organizations today is on sharp rise, while the percentage of
data they can analyze or otherwise selectively use is on decline. In general, it is
the volume, variety and velocity of current data which together define the Big
Data phenomenon.

Unlike traditional databases, optimized for fast access and summarization of
structured data and well defined queries, Big Data is believed to serve as a raw
material for the creation of new knowledge. The big data analytics is a process of
examining large amounts of data of a variety of types to uncover hidden patterns,
unknown correlations and other useful information [6]. To allow this, the data
needs to be primarily accessed using the similarity of the data content. The
white paper [1] of a community of leading researchers across the United States
analyzed the problem from the technical point of view. Specifically, they see the
heterogeneity, scale, timeliness, complexity, and privacy aspects of Big Data as
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Jung et al. (Eds.): INFOSCALE 2014, LNICST 139, pp. 3–12, 2015.
DOI: 10.1007/978-3-319-16868-5 1



4 P. Zezula

the main obstacles of the process that can create value from data. They believe
that the problem starts right away during data acquisition, when the massive
amounts of data produced require making decisions about what data to keep
and what to discard, and how to store the kept data reliably along with proper
search enabling meta-data.

Typical examples of the current data are blogs and tweets, which are weakly
structured texts, while the more bulky images and video data are only struc-
tured for storage and display, but totally unstructured according to semantic
content. As it is the content which makes retrieval possible, its extraction into
a searchable form is the major challenge. Furthermore, it is necessary to specify
how the similarity of data should be evaluated. Contemporary content surro-
gates (features, descriptors) are only comparable according to specific forms of
similarity, which is from the user point of view subjective and context depen-
dent. Accordingly, scalable and secure data analysis, organization, retrieval, and
modeling are other foundational technological challenges of Big Data, in general.

Future data processing tools will have to manage the similarity paradigm for
searching. Though other alternatives exists, in the following, we will assume the
metric space model of similarity [23], which has already proved useful mainly for
its high extensibility that allows covering a large range of applications by a single
search system implementation. The underlying property of any future search
related technology is the scalability. Then, there are two principle directions in
which the future research effort should follow:

– First, it is necessary to concentrate on the problem of data findability, which
is a general concept that covers technologies for effective and efficient data
content acquisition, recording, information extraction and cleaning, as well as
the data annotation, integration, and categorization.

– The second direction concerns similarity searching, which is not entirely a new
problem, and the future emphasis should be put on efficiency of multi-aspect
similarity and on privacy of search in outsourced data environments.

The seemingly independent sub-problems of findability and searching are actu-
ally strictly complementary. No search is possible without content-revealing fea-
tures produced by findability processes on raw data objects. At the same time,
unorganized multiple features of objects have little value without multimodal,
scalable and secure search mechanisms. These problems are not only timely, but
also foundational as they require rethinking of current data processing approaches
in fundamental ways. The expectation is to move current search capabilities form
processing of small collections to much larger dimensions, from precise to approxi-
mate similarity searching, and from using customized infrastructures and services
to outsourced processing in secure cloud-like environments. These problems and
their relationships are sketched in Fig. 1.

2 Similarity Searching

The ability to perceive similarity is one of the most fundamental aspects of human
cognition.Besides being crucial for recognition, classification, and learning, it plays
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Fig. 1. Similarity search computing services.

an important role in scientific discovery and creativity. In recent years, similarity
and analogy have received increasing attention from cognitive scientists [14]. Suc-
cessful learning mostly depends on the ability to identify the most relevant bodies
of knowledge that already exist in memory, so that this knowledge can be used as
the starting point for learning something new.

As any kind of fact can nowadays become a digital part of the networked
media – whatever we see, say, measure, observe, test, or otherwise experience, is
or at least can be in digital form – computers must provide access to required
data through operations based on similarity (proximity, resemblance, psycholog-
ical distance, etc.), because “it is the similarity that is in the world revealing”
[21]. There are many application areas that inherently require similarity data
management, e.g. multimedia retrieval, processing of biometric data, medical
information systems, biology (chemical-)data processing, geographic systems,
electronic commerce, forensics, etc. To uncover hidden knowledge in Big Data,
similarity access is indispensable.

In the digital world, similarity is determined by stimuli (features, descriptors,
properties, etc.) extracted from raw objects and by the way we pursue processes
of assessing similarity of related objects, i.e. a sequence of operations from a
specific data-processing algebra. We can calibrate the stimuli and operations
from two different points of view: (1) effectiveness concerns the way similarity
is defined, including quality assessment of the results, and (2) efficiency regards
the processing speed, costs, or the amount of effort needed to get the results –
for convenience, see again Fig. 1.
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The effectiveness of similarity search necessarily depends on a specific appli-
cation and data domain. The key tasks are thus the selection of appropriate simi-
larity model and, typically, extraction of convenient feature descriptors obtained
from the raw data. In practice, groups of domain experts develop application-
specific similarity models and descriptors. For instance, in the domain of images,
there exists a wide portfolio of features, ranging from various global descriptors
(colors, texture, shapes) and local descriptors (e.g. popular SIFTs) to many
domain specific characteristics, such as the face descriptors, and many others.
From the application point of view, it is important to select and extract suitable
descriptors and effectively combine several types of them.

As far as the efficiency of similarity data management is concerned, it would
be very time-consuming and expensive to develop a specialized management
system for each of the many application areas and a practically endless list of
different similarity criteria applicable on current scale of digital data. Therefore,
a lot of research effort has been invested in the last decade into a generic index-
ing and searching approach that adopts the metric space as its data similarity
model [23]. This research stream seeks new efficient ways to locate user-relevant
information in collections of objects where the relationships are quantified using
pair-wise distance (dissimilarity) measures between stimuli of individual objects.
So far, many fundamental principles, indexing and searching techniques, imple-
mentation paradigms, and analytic tools were developed. Similarity searching in
very large data collections is inherently an infrastructure-demanding and time-
consuming task, thus many approximate approaches [24] as well as parallel and
distributed indexes [18] were also developed. There are also pioneering works that
transfer the computationally intensive tasks to new massively parallel hardware
infrastructures like GPUs [12]. However, the Big Data problem introduces quali-
tatively new challenges, in particular the need to process enormous data volumes
with respect to multiple complementary views on the complex data similarity.

In summary, though numerous indexing structures has been proposed and
used in practice [23], the similarity searching is not ready for Big Data process-
ing. The choice of the most suitable descriptors and the process of their efficient
extraction have always been underestimated. Existing retrieval algorithms are
able to efficiently process only a single form of similarity and the desired combi-
nation of different modalities is typically applied as a posteriori time-consuming
process. The data privacy issues which naturally arise in outsourced environ-
ments have been considered only marginally in the context of similarity search-
ing. All such deficiencies are even more significant considering the Big Data and
form new challenges for research.

3 Challenges and Research Objectives

Seemingly, the Big Data analytics could be done with software tools that are
commonly used in advanced analytics disciplines such as predictive analytics
and data mining. However, the unstructured data used in Big Data analytics
typically do not fit in traditional data warehouses – these tools are often not
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able to handle the processing demands posed by such data. Current technologies
associated with Big Data analytics are therefore based on NoSQL databases and
MapReduce-like systems that form the core of an open-source software toolkit for
processing large structured data sets across distributed systems. However, new
technologies are needed to deal with massive swaths of unstructured, mostly
multimedia, data. So the principle two challenges are to:

Challenge 1: bring up descriptive knowledge or content of raw data to increase
findability of complex (unstructured) digital data,

Challenge 2: apply such knowledge for efficient multimodal and secure similar-
ity searching in outsourced infrastructure environments.

Accordingly, the principle research directions are: (1) Processing Raw Data
for Findability and (2) Hybrid similarity search index structures. In the following,
we discuss both of them in more details.

3.1 Processing Raw Data for Object Findability

Indexing and retrieval of multimedia data requires the raw data preprocessed
and represented in some structured way. There are two kinds of problems to be
considered: what to extract and how to extract. As a large portion of the data
currently produced is of no interest (redundant, noisy, or otherwise irrelevant),
it can be filtered out and thus compressed by orders of magnitude. However, a big
challenge is to find such filters that would not discard useful information; these
filters could also serve for profile-specific classification of the data. In a wider
context, the objective is to propose theories and techniques that would enable
(semi-)automatic feature selection/extraction and classification of unstructured
objects stored in heterogeneous Big Data collections. This would allow to auto-
mate the arduous task that now has to be done by highly-qualified experts
whenever a new collection is to be uploaded to a similarity management system.
To achieve this, huge volumes of data have to be processed and complex com-
putational tasks applied which inherently needs sophisticated techniques able to
exploit massive cloud-like infrastructures nowadays available. The following two
specific objectives concern effectiveness and efficiency of the problem.

Objective 1: Effectives of Findability in Heterogeneous Big Data Col-
lections. After two decades of development, the similarity search technologies
only hesitantly find their places in mainstream database management systems.
This is mainly because the similarity management does not provide such com-
fort to end users as, for example, relational databases or web search engines
do. The crucial limitation of applicability of current similarity-based systems is
the inevitable participation of domain-specific data analysis able to produce a
particular similarity model effective for a given data – it also determines the
feature extraction processes necessary for retrieval. The role of a domain expert
is extremely important and conditions the success of the whole thing. Even if
we resort to just image data, we find out that many sub-domains exist, ranging
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from some more general to a very narrow one. Let us mention a few examples.
The architectural images (e.g., pictures of a city) are usually matched locally and
the SIFT descriptors work very well here [5], but for general photography the
SIFT-like approaches completely fail. In this case, the feature signatures or color
descriptors defined by the MPEG7 standard [15] serve better, provided that the
distribution of color patches in images is relevant for the user. For cartoons or
sketches the shape-based MPEG7 descriptors could be successfully applied [19],
while for pictures capturing social events the face descriptor is quite useful (e.g.,
in the Facebook galleries).

The task of finding an appropriate similarity model becomes even more com-
plex for highly specific domains, e.g. in medical or industrial imagery [3]. In the
context of Big Data repositories hosted on cloud infrastructures, where the vol-
umes, heterogeneity and velocity of data uploaded are simply “big”, the problem
of domain specificity of content gets critical. Without suitable data models, the
stored data become not findable, unless an army of domain experts is employed
to do the analysis in a manual way. The goal of this task is therefore to establish a
framework of algorithms for automatic determination of various domain-specific
similarity models. In general, the framework would assume an extensible reposi-
tory of profile-specific filters that would allow to classify collections or individual
objects and select suitable similarity/feature extraction model. Such framework
should completely bypass the need for a human domain expert. A simplified anal-
ogy can be found in the pattern matching tasks, where a positive response to a
particular pattern results in classifying an object by the class associated with the
pattern. However, in context of similarity models, the “pattern matching idea”
is much more complicated as the framework must cope with additional issues,
such as the very large volumes of data, large heterogeneity of data (e.g., mixed
social and architectural pictures), user preferences, social-networking context,
privacy (encrypted data), and many others.

Objective 2: Scalable Content Extraction in Big Data Collections. In
order to increase findability of objects a user-specified workload must be applied
on every piece of the data. The workload can be of various natures, ranging
from feature extraction from complex data to exhaustive information search-
ing or filtering. We can consider the data as a continuously transmitted stream
delivered to the processing infrastructure. Specific examples include: extraction
of visual descriptors from a large collection of images stored on a disk; classifica-
tion (annotation) of images for a specific social network user; event detection in
a video stream produced by a surveillance camera; re-ranking of outputs from a
text search by different similarity metrics, etc.

According to [16], current tools and systems for distributed processing are
typically designed either for (1) batch processing of a large data volume that
is already stored in a distributed hardware infrastructure (Hadoop-like systems
based on the MapReduce processing model), or for (2) parallel and distributed
processing of a given complex computational task (systems like Storm or S4).
Neither of these approaches is fully sufficient for our problem, since the desired
system must cover both these tasks at the same time. Moreover, we need to deal
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with scenarios when a large bulk of data, stored at one point, must be processed
efficiently and stored in a distributed way for further processing; also, results
from a stream data processing may need to be merged with previous batch
processing results. The intention of this objective is to formalize the described
problem and develop a system based on an improved version of the recently
proposed lambda architecture [16].

The resulting solution should be able to efficiently process huge heterogeneous
data-sets, effectively combining the batch and stream data processing and sup-
porting all the above-mentioned scenarios. The system should be distributed but
based on commodity hardware to minimize infrastructure costs. It should allow
processing heterogeneous data sources by user-defined computational tasks, thus
providing support for the demanding processes with the objective to increase
data findability of Big Data collections. Possibilities of applying massively par-
allel accelerators such as GPUs or Intel Xeon Phi cards in addition to distributed
processing should also be considered. These accelerators can be used to offload
computationally expensive tasks from regular CPUs thus increase the overall
throughput of the system.

3.2 Hybrid Similarity Search Index Structures

It is obvious that a single type of similarity view of complex objects is typically
not sufficient for answering different user requests and the situation is getting
worse with the increasing size of searched collections. Multiple search criteria
usually improve the situation, but complex (combined) similarity search is not
very scalable, that is, not projecting well into the space of big data. Specifically,
when each similarity measure is indexed by an independent search structure
and the Fagin’s A0 Algorithm or the Threshold Algorithm [7] are applied as a
post-processing step, there is no general upper-bound on access costs.

In order to avoid the costly posteriori combination of index search outcomes,
we need a hybrid structure able to index and search multiple similarity types at
one time. Basically, the similarity search indexes are based on one of the follow-
ing implementation principles. The first applies the inverted file paradigm – enor-
mously successful for the cosine similarity in vector-space models for text-based
searching [2]. The second approach applies multidimensional or metric search
structures [20], which are applicable for lower-dimensional spatial queries or gen-
eric metric distances. The desired multimodal retrieval structure should embrace
both of these principles and allow to conveniently use the inverted file or met-
ric partitioning strategies. Application of such approach would support execution
of queries such as: text search constrained by specific geographic locations (e.g.
pizza restaurants close to the current GPS location); image similarity search by
visual feature descriptors combined with “topic closeness” characterized by key-
words attached to each image; visual image search realized by global descriptors
(color, texture, shapes) containing a specific detail determined by a set of visual
words originating from local SIFT descriptors (e.g. a picture of a football match
with the IBM logo advertisement).

Another important problem in the area of indexing structures is to study a
secure similarity search in outsourced environments. With the growing volume
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of data, a natural trend is to outsource the data to other parties that would
professionally manage the data and provide the similarity search as a service.
However, this principle fundamentally assumes that the data is provided to the
third-party shared repositories not fully controlled by the data owner. But, in
many cases, the outsourced data may be sensitive (e.g. medical data), confi-
dential, or otherwise valuable (e.g. data collected from a scientific research) and
thus the privacy of data is of high importance. Hence, besides providing effective
and efficient searching, the future outsourced searching [10,11] should also meet
data owner’s privacy requirements not only by standard access permissions, but,
equally important, by securing the content of the indexed data in a potentially
hostile third-party environment. The requirement for encrypted data searched
in a multi-modal way results in the following two research objectives.

Objective 3: Multimodal Similarity Searching. In just a few years, geo-
graphic web search with spatial-keyword queries has emerged from a niche
service to one of the most popular applications. Geo-textual queries are being
supported in Google Maps where points of interest can be retrieved, Foursquare
where geo-tagged documents can be determined, and Twitter where tweets can
be extracted. Spatial-keyword querying is also receiving increasing interest in
the research community where a range of techniques have been proposed for its
efficient processing [4]. Geo-textual indices usually combine a spatial index and
a text index structure. According to the spatial index they utilize, we can distin-
guish R-tree based indices, Grid-based indices, and Space-filling curve indices.
The text indices are primarily based on the inverted file principle. Some geo-
textual indices loosely combine a spatial and a textual index while other indices
integrate them tightly, resulting in a hybrid index structure.

The similarity search should capitalize on this experience and generalize the
idea of geo-textual indices. In fact, the geographic (spatial) dimension could be
substituted by an arbitrary metric-space model of similarity, whereas the tex-
tual dimension would be extended to support any data and similarity measure
for which the inverted file indexing is applicable – e.g. text words, visual words,
motion words, etc. The proposed solution would significantly extend the orig-
inal geographic web search to many, primarily multimedia, new applications,
considering the geographic web search as its special case.

Objective 4: Privacy-Preserving Searching. In the context of traditional
databases, mostly relational, a lot of attention has recently been focused on the
so-called symmetric searchable encryption schemes that can form basic building
blocks of privacy-preserving outsourced storages. Such schemes allow data own-
ers to encrypt the data in such a way that it is possible to perform selective data
retrieval (search) over these encrypted collections [8,9]. Development of encrypted
and searchable schemes for generic similarity search is a new and inherently more
complicated task with a few very recent pioneering works [10,11,13,22]. Trying to
capture the problem in its full complexity requires to focus on the development of
technologies and protocols necessary for a client-server similarity-search system
with the following properties:
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Usability: The solution should be applicable on generic data model, such as the
metric space, and should inherently be dynamic, i.e. efficiently supporting
both the search and update operations.

Security: Data is stored on the server side in an encrypted form, so that any
adversary including the 3rd party cloud provider can learn as little infor-
mation about the outsourced data as possible. The resistance of the scheme
should be evaluated in context of standard attack scenarios [17].

Efficiency: The schemes have to be applicable on large data collections and their
efficiency should be considered in context of the client-server architecture,
i.e. shifting computational burden to the server side with a minimum com-
munication costs. The update operations should also be efficient.

Current state of the research does not provide solutions for such complex require-
ments, which opens a large research area with a high practical potential.

4 Conclusions

Similarity search has already proved useful mainly for the text based retrieval,
even on the level of the web scale. However, in order to deal with the variety,
volume, and the speed of Big Data, several challenging problems are to be solved.
In this paper, we have identified four specific objectives, contributing to the
solution of two basic similarity management challenges, i.e. the findability and
search. Naturally, all possible proposals will have to undergo serious prove of
concept verifications by implementing prototypes and testing their properties on
representative data-sets, varying the workload as well as power of computational
infrastructure. Experience learned from experiments will be vital for a possible
future application. To this aim, large and representative data collections are
needed – serious benchmark platforms need to be developed.
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Abstract. Social networking services have been playing an important role of
communicating with customers. Particularly, firms seek to deploy Twitter for the
benefit of their business because it has rapidly become an information vehicle
for consumers who are disseminating information on products and services.
Thus, this study examines how information shared by firms is diffused and what
the important factors in understanding information dissemination are. Specially,
this study classifies the types of tweets posted by a firm (@olleh_mobile) and
then to investigate the effect of these types of tweets on diffusion. By using
content analysis, this study defined two categories (‘Information providing’ and
‘Advertisement’ type) and eight subordinate concepts (News, Usage, Preview,
Notice, Sale, Benefit, Event, Service public relations). These results indicate that
the differences are significant for all three types of information content. It shows
that firms can spread information more quickly by providing the ‘Information
and advertisement’ type rather than the ‘Advertisement’ type.

Keywords: Information contents � Information diffusion � Information types �
Twitter � Content-based analytics

1 Introduction

Social media and communications technology have become important drivers for new
types of communication and have made users better able to share information (Smith
2010). New communication channels and mechanisms like Facebook, Twitter and
Wikis, allow the creation and exchange of content that has been created by users
and provide collaborative structures where user interaction is proactively encouraged
(Kaplan and Haenlein 2010). New media and communication platforms make it easier
to spread information very quickly and make one person able to communicate with
hundreds or thousands of others.

One well known social media channel, Twitter, is a short message service. It has
attracted advertising and marketing interest from firms to improve brand trust and
loyalty for customers (Sledgianowski and Kulviwat 2009). Twitter allows firms to
engage in timely and direct end-user contact at relatively low cost and higher levels of
efficiency than can be achieved with more traditional communication tools (Kaplan and
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Haenlein 2010). Therefore firms cannot ignore the importance of Twitter because it has
rapidly become an information vehicle for consumers who are disseminating infor-
mation on products and services (Fischer and Reuber 2011).

As a growing number of firms seek to deploy Twitter for the benefit of their
business, the current study extends investigations that consider how companies use
Twitter to facilitate dialogic communication with their consumers (Greer and Ferguson
2011; Jansen et al. 2009; Li and Rao 2010). Even though there are various discussions
about how information can be disseminated on Twitter, most research topics on Twitter
are related to personal, social or public news (Cha et al. 2010; Li and Rao 2010). This
scope of this study is the type of determinants influencing information diffusion for
firms which use Twitter. Thus, in spite of the growth of Twitter, the business viability
of Twitter remains in question. Also, managers within firms are still uncertain as to how
Twitter can be used in marketing and which types of message exert the most influence
or get reposted by users (Kim et al. 2012).

Therefore, this study examines how information shared by firms is diffused and
what the important factors in understanding information dissemination are. More
specifically, this study poses the research questions: (1) What types of information are
provided by a firm using Twitter? (2) How does the diffusion of information that is
posted by a firm differ by different types of information? Through these questions, this
study will suggest content that is appropriate for diffusion and the relationship between
patterns of tweets and diffusion on Twitter. It is expected that there can be a significant
impact derived from analysis of information diffusion to guide firms Twitter use.

The remainder of this study is structured as follows. In the next section, we present
the theoretical background and develop the research framework. This is followed by a
description of the methods employed, including the data, variable operationalization,
and analysis techniques. Finally, this study presents results, and ends with a discussion
of limitations and theoretical and practical implications of the findings.

2 Theoretical Background

2.1 Understanding Twitter

Twitter is an online social networking and micro-blogging service. It is a social net-
working service because users have a profile page and connect to other users by
following them (Thelwall et al. 2011). Also, Twitter offers a micro-blogging service by
allowing its users to send messages- called “tweets” – to their followers while visiting
other users’ accounts (Savage 2011). Tweets are text-based posts of up to 140 char-
acters in length. On Twitter, users can post original tweets under their Twitter accounts
and can “Retweet”, which means posting another user’s tweet. When a person chooses
to follow someone, they receive their tweets (Fischer and Reuber 2011). The purpose
of retweeting is to diffuse information to followers, and this diffusion seems to be
extremely rapid (Thelwall et al. 2011). Therefore, retweeting is the key mechanism for
information diffusion in Twitter.
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2.2 Previous Research of Twitter Usage by Business

Many firms use Twitter as a marketing tool. Twitter is useful to disseminate infor-
mation or messages related to their products or service to customers. A number of firms
use Twitter to disseminate information to stakeholders (Jansen et al. 2009). Also,
Twitter gives business an opportunity to track what consumers are saying about their
products and allow consumers to post instant opinions about a certain brand even
though not have any previous relationship (Savage 2011). According to a recent report,
103 Chief Marketing Officers responded to the question asking which platform would
figure into their marketing plans the most in the coming months. 40.8 % responded
Twitter, followed by 26.2 % saying Facebook, 16.5 % saying LinkedIn, and 8.7 %
responding “Other”. For example, Dell Outlet used Twitter to reach consumers and
found out that consumers were interested in communicating via Twitter.

Research of business usage of Twitter is at a very early stage of development
(Barnes and BöHringer 2011). Zhang and Watts (2008), Jansen et al. (2009), and
Berinato (2010) showed how to use Twitter for promotion and branding in firms. In
these studies, Twitter is described as a tool to create communication with consumers.
While previous work on Twitter has been extensive, it has generally focused only on
single perspectives or factors for using Twitter.

2.3 The Diffusion of Innovations Theory

Diffusion theory has been studied in a variety of contexts and from many perspectives.
The Rogers model provides a reasonably comprehensive view of innovation diffusion
(Brancheau and Wetherbe 1990). Since the publication of Rogers’s widely referenced
work, the diffusion model’s focus on the individual adoption process and emphasis on
communication behavior have been extended to technology and information adoption
(Bajwa et al. 2008; Chatman 1986).

Rogers (1983) defines diffusion to be “the process by which an innovation is
communicated through certain channels over time among the members of a social
systems”. So diffusion is a special type of communication in which the messages are
about new ideas (Rogers 2003). Innovation, as an idea or object, is a key factor in
diffusion theory. The characteristics of innovation are one important explanation of
diffusion. Rogers and Shoemaker (1971) identify the most important innovation char-
acteristics that influence the adoption of an innovation as trialability, relative advantage,
compatibility, observability, and complexity. Previous studies have considered inno-
vation or information characteristics such as usefulness, accuracy, and source or cred-
ibility (Cheung et al. 2008). These characteristics influence the diffusion of innovations
or information about new ideas.

Thus, the diffusion approach helps to understand how individuals behave as they
consider the adoption of an innovation. Moreover, it is a useful theory to know the
diffusion process in online communities. The characteristics of information or messages
in social networking may play a special role in diffusion (Zhao and Rosson 2009).
However, research on diffusion has concentrated primarily on innovation and its
characteristics (Chatman 1986). Research perspectives are limited to understanding the
diffusion patterns of information.
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3 Research Model and Hypotheses

Based on classical diffusion of innovation theory, this study developed a research
model as shown in Fig. 1. Consistent with this purpose of this study, information
content in tweets provided by firms are classified into three types. The model examines
the effect of patterns of information content on three attributes of information diffusion
(scale, speed and duration).

Information characteristics influence a user’s decision to spread information.
Individual perceptions of the attributes of information can affect its rate of adoption
(Rogers 1983; Rogers 2003), Chatman (1986) suggests that the phenomenon of dif-
fusion can shift from information characteristics or contents. For example, information
about a job can be circulated quickly because this type of information is time-sensitive.
Most studies focus on characteristics of innovation and information such as usefulness,
message relevance, accuracy, comprehensiveness (Cheung et al. 2008). It measures
how users perceive these characteristics as related to its value, and in relationship to
their past experience (Rogers 2003).

Even on Twitter, the types of information tweets suggest is important to diffusion.
Tweets can be categorized based on many types of content. Java et al. (2007) identify
tweets’ contents with reference to information sharing, information seeking, and rela-
tionships. Naaman et al. (2010) suggest nine content categories including information
sharing, opinion, complaint, self-promotion etc. The characteristics of messages shared
on Twitter may play a special role in sharing or delivering information (Zhao and
Rosson 2009). Consequently, information diffusion will depend on the type of content.

Information Content Information Diffusion

Scale of 
Information 
Diffusion 

Speed of 
Information 
Diffusion 

Duration of 
Information 
Diffusion 

‘Information 
Providing’

Type 

‘Advertisement’
Type 

‘Information and
Advertisement’

Type 

Fig. 1. The conceptual research model
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Hypothesis 1
The content of information will have a significant effect on information diffusion.

Hypothesis 1a
The content of information will have a significant effect on the scale of information
diffusion.

Hypothesis 1b
The content of information will have a significant effect on the speed of information
diffusion.

Hypothesis 1c
The content of information will have a significant effect on the duration of infor-
mation diffusion.

4 Research Methodology

This study was conducted to test the proposed model for information diffusion on
Twitter. The research model was applied to the content and type of information in
tweets created by a firm. A content analysis of tweets was performed using coding
messages. Then a cluster and non-parametric ANOVA analysis was conducted to
determine the types of information content that influence diffusion.

4.1 Data Collection

As the study’s objectives are first to classify the types of tweets posted by a firm and then
to investigate the effect of these types of tweets on diffusion, an in-depth perspective
such as that offered by the Twitter experiences of a particular firm was deemed
appropriate. In order to collect a realistic Twitter dataset, this study used a commercial
system (called TweetScope). This system can manage tweet streams from multi-user
accounts simultaneously in real-time. Using TwitterScope, 1006 tweets posted by the
@olleh_mobile account, from March 16th, 2012 to October 11th, 2012 were down-
loaded. The Olleh_mobile business has been actively interested in Twitter to promote
the brand. It has 116,376 followers, 496 followings and 105,414 tweets. Olleh_mobile
has posted a total of 104,824 tweets and 25 tweets daily on average. The data includes
the content of tweets, tweet time, and the number of retweets (RTs). Also, this data
contains information on users who repost tweets, user ID, times of users’ RT, the number
of followers, followings, and total tweets. Excluded were mention tweets because these
are not delivered automatically to followers. This study analyzed 1006 tweets.

4.2 Measure

4.2.1 Dependent Variables: Information Diffusion
In Rogers (1983) model, diffusion was defined as how many people use or adopt new
ideas, or technology and measured the cumulative number of adopters. Previous studies
measured diffusion by means of dependent variables such as binary adoption/non-
adoption, time of adoption, and frequency of use (Fichman 1992).
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Similarly, on Twitter, diffusion means how much or far tweet propagates
throughout the community of users or followers. Diffusion is generally measured as the
number of retweets – these are posted tweets sent to followers on Twitter. Yang and
Counts (2010) developed three dimensions of diffusion: speed, scale and range. In this
study, information diffusion is measured by three dimensions, as shown in Table 1.

4.2.2 Independent Variables: Information Contents
4.2.2.1 Coding Framework and Procedure
This study used content analysis by first conceptualizing the content of tweetsto
characterize the rationale for tweets posted by a firm on Twitter. Recently, as research
about social media has increased, much of it focuses on the purpose of information or
communication and also on new communication behaviors (Herring et al. 2004;
Papacharissi 2004). This research uses content analysis. This analysis was conducted to
identify and quantify structural factors or properties of websites, blogs and social
network sites (Ha and E.L. James 1998; Lin and Pena 2011).

Content analysis is considered to be a qualitative research method. It is effective in
examining both theoretical definitions and empirical measurements. This analysis
provides researchers with opportunities to unobtrusively study the values, sentiments,
intentions and ideologies of sources generally inaccessible to researchers (Morris
1994). The goal of content analysis is to create objective criteria for transforming
written text contained in highly reliable data (Simmons et al. 2011). It classifies content
analysis methods into three types: (1) human-scored schema, (2) individual word count
systems, and (3) computerized systems using artificial intelligence. Content analysis
may provide an effective tool for gaining access to desired study information.

In this study, to analyze the content of tweets, two coders independently looked
through downloaded tweets and classified the purpose of tweets based on previous
studies and theories. Then the study compared and contrasted each classification
deduced by coders.

In this step, while two coders agree on representations for three types of content and
different types of subordinate categories, while also agreeing on the elimination of
inappropriate concepts. Finally, tweets provided by a firm were classified into two
categories (information providing and advertisement) and eight subordinate content

Table 1. Dependent variables definitions

Variables Definition Measure Reference

The scale
of RTs

How many times a
tweet is reposted by
users

The number of RTs Cheung
et al.
(2008)

Yang and
Counts
(2010)

The speed
of RTs

How fast a tweet is
reposted by users

Total RTs (n)/Starting time of
RT – Ending time of RT (hour)

The
duration
of RTs

How long a tweet is
reposted by users

The gap between Starting time of
RT and Ending time of RT (hour)
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groupings (News, Usage, Review, Notice, Sale, Benefit, Event, Service PR) as shown
below in Table 2.

Two coders received training and analyzed the tweets according to the predeter-
mined categories. Each coder had the chance to practice the procedure with a few
examples before the actual coding started. A tweet could be classified into more than one
category. For example, a tweet that provides information could also express adver-
tisement. Overall intercoder reliability, as measured by their performance on the total set
of tweets, was assessed by using Cohen’s kappa. Cohen’s kappa is a more rigorous
means of assessing reliability than using other statistics such as an exact percent
agreement because it accounts for chance when measuring the level of agreement
between two coders (Boettger and Palmer 2010). For this study the kappa test identified
an overall agreement of above 80 %, indicating an acceptable level of consistency
between coders.

4.3 Types of Information in Firm’s Twitter Messages

A few researches looked at objectives of social media by using content analysis.
Fullwood et al. (2009) categorize the purpose of blogs into categories diary, adver-
tising, providing information, sharing media, emotional outlet, and reporting. Naaman
et al. (2010) developed a content-based categorization of messages posted by Twitter
users. They suggested nine message categories: information sharing, self promotion,
opinion, statements, and questions to followers, presence maintenance, and anecdotes.
Furthermore, Java et al. (2007) identified four user objectives on Twitter, daily chatter,
conversations, sharing information and reporting news.

Based on the knowledge gained from these studies, this study defined two cate-
gories and eight subordinate concepts. First, the ‘Information providing’ type contains
data, information or knowledge concerning a firm’s activities, service usage, notice and
review. Second, ‘Advertisement’ type suggests the price or brand name for users to
purchase or use a product or service. Also this type contains the messages which make

Table 2. The level of agreement in information content

Constructs Variables The level of
agreement

N

Information
contents

Information
providing

News 86 % 58
Usage 93 % 336
Review 97 % 225
Notice 84 % 145

Advertisement Sale 85 % 29
Benefit 89 % 199
Event 92 % 159
Service public
relations

92 % 46
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users participate in events related to the product. Table 3 shows examples of each type
of information content.

4.4 Analysis and Results

4.4.1 The Description of Information Contents
The intent was to examine whether olleh_mobile employed different tweets across the
diffusion of tweets. This study considered two super-ordinate categories and eight sub-
concepts. Of 886 tweets created by the olleh_mobile firm, “Information providing”
tweets were about 64 % and “Advertisement” tweets were about 36 %. Results related
to the four categories were 1) “Information providing” (News 5 %, Usage 28 %,
Review 19 %, Notice 12 %) and the other four categories were in 2) “Advertisement”
(Sale 2 %, Benefit 17 %, Event 13 %, PR 4 %). The results show that theolleh_mobile
firm usually uses Twitter for informing customers about how to use products and
services, and review of products and services.

Using the above characterization of tweet contents, this study determined whether
differences in content appeared across the diffusion dimensions. Table 4 represents the
results analysis of information diffusion according to information contents. The scale of
RTs in “Information providing” type was news (6.52), usage (6.10), review (6.50) and
notice (7.80). The speed of RTs in “Information providing” type was news (2.58),
usage (19.20), review (16.20) and notice (15.60). The duration of RTs in “Information
providing” type was news (30.50), usage (29.50), review (7.90) and notice (40.10).
Also, the scale of RTs in “Advertisement” type was sale (4.80), benefit (18.40), event

Table 3. Examples of each type of information content

Variables Definition Keywords

Information
providing

News Reporting current activities
about a firm

Current, partnership,
interview

Usage Information on how to use
service

Procedure, pay method,
explain

Review Evaluating service or product
improvements

Compare, review,
postscript

Notice Introducing new products and
giving announcements of a
play, concert or special
happening

Announce, launch,
release

Advertisement Sale Suggesting price of products Purchase, price
Benefit Suggesting use and benefit

information about products
Discount, free,
low price,
compensation

Event Leading consumers to
participate in events

Participation, event

Public
relations

Publicity concerning services
or events

Event recommendations
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(21.50), and service PR (7.10). The speed of RTs in “Advertisement” type was sale
(1.20), benefit (3.00), event (1.02), and service PR (1.56). The duration of RTs in
“Advertisement” type was sale (13.20), benefit (62.10), event (74.40), and service PR
(31.98).

Findings indicated that Event and Benefit variables had the highest score occurring
on the scale of RTs (21.50, 18.40) and duration of RTs (74.40, 62.10). The Usage
variable had the highest score with respect to the speed of RTs. These results suggest
that the advertisement type of tweets is more spread-out and the information type of
tweets is shared most quickly. In addition, the result relating to the duration of RTs
suggests that tweets or content do not last long. They remained an average of two days
on Twitter.

4.5 The Impact of Information Contents on Diffusion

The first goal of this model was to evaluate whether there is a difference between
information content related to information diffusion. Hypothesis H1 says that “The
content types of information will have a significant effect on three types of information
diffusion”. To examine this hypothesis, this study examined groupings across types of
tweets by using cluster analysis which is typically utilized to examine patterns in
various categories (Segars and Grover 1999).

This analysis separates data into groups that are represented by clusters, which can
be meaningful, useful, or both. The clusters are constructed to be as internally
homogenous as possible while also being as externally heterogeneous as possible.
Numerous clustering algorithms have been used for the analysis of quantitative and
qualitative data, and interested readers are encouraged to read the review of data clus-
tering (Miaskiewicz and Monarchi 2008). Although several clustering algorithms exist,
Ward’s minimum variance criterion was chosen for this analysis (Punj and Stewart
1983). The clustering criterion of this technique is minimization of total within-group
sums of squares (Segars and Grover 1999).

The result of this analysis shows a three-cluster solution. Three clusters that
emerged from the analysis were identified “Advertisement” (Benefit and Event),

Table 4. Information diffusion of information content

Constructs Variables Scale Speed Duration N

Information
content

Information
providing

News 6.52 2.58 30.50 58
Usage 6.10 19.20 29.50 336
Review 6.50 16.20 7.90 225
Notice 7.80 15.60 40.10 145

Advertisement Sale 4.80 1.20 13.20 29
Benefit 18.40 3.00 62.10 199
Event 21.50 1.02 74.40 159
Service
PR

7.10 1.56 31.98 46
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Table 5. Description of information content clusters (means and standard deviation)

Variables Cluster 1
(N = 189)
“AD type”

Cluster 2
(N = 323)
“IF type”

Cluster 3
(N = 374)
“IF_AD type”

Mean S.D. Mean S.D. Mean S.D.

Scale of RTs 19.28 29.43 4.01 5.06 5.96 6.56
Speed of RTs 1.16 2.45 19.70 171.14 15.76 125.32
Duration of RTs 66.50 133.87 27.02 97.37 13.80 53.43

Fig. 2. The scale of information diffusion in three clusters

Fig. 3. The speed of information diffusion in three clusters
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“Information providing” (Usage) and “Information and Advertisement” (Sale, Service
PR, News, Review, Notice) as shown the Table 5.

The 189 tweets identified as “Advertisement” type are characterized by average
scores on the scale of RTs, speed of RTs and duration of RTs. These results indicate
that the scale (M = 19.28) and duration (M = 66.50) of RTs in this cluster are higher
than other clusters. Also, the “Information” type cluster includes 323 tweets. This type
has allow scale of RTs (M = 4.01). However, the speed of RTs (M = 19.70) is the
highest score among three types of tweets. The cluster labeled “Information and
Advertisement” consists of 374 tweets that show the lowest duration of RTs
(M = 13.80). These results show that the “Advertisement” type is more associated with
the scale and duration of RTs and “Information providing” type is more linked to the
speed of RTs. Figures 2, 3 and 4 show the result of information diffusion according to
information clusters.

After clusters of information contents were identified, a non-parametric test, the
Kruskal-Wallis test was employed to explore the existence of diffusion differences.
Within this study, differences between clusters are examined across the three dimen-
sions of information diffusion. The Kruskal Wallis one-way analysis of variance by
ranks does not assume a normal distribution, the analogous one-way analysis of var-
iance. It is advantageous in statistical analysis to use ranks. The only assumptions
underlying the use of ranks made are that the observations are all independent, that all
those within a given sample come from a single population, and that the C populations
are of approximately the same form (Kruskal and Wallis 1957). The test statistics are
described by the following equation

Fig. 4. The duration of information diffusion in three clusters
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where k indicates the number of samples, and ni and Ri mean the numbers of the
observations and ranks in the ith sample, respectively.

Table 6 describes the summary statistics and correlation. Tables 7 and 8 suggest
that the three-cluster solution represents meaningful differences in information content
across the sampled firm. Table 8 outlines the results of the Kruskal-Wallis test for
differences in information content across each dimension of information diffusion.
These results indicate that the differences are significant for all three types of infor-
mation content (Scale of RTs p < .001, Speed of RTs p < .001 and Duration of RTs
p < .001). These findings provide support for hypothesis H1.

Table 6. Summary statistics and correlation matrix

Mean S.D 1 2 3 4 5 6
1. Scale of
RTs

8.90 15.69 1.000

2. Duration
of RTs

29.86 97.45 .710** 1.000

3. Speed of
RTs

14.08 131.62 .511** .129** 1.000

4. IF_AD 1.09 1.45 −.218** −.062 −.175** 1.000
5. IF 0.84 0.99 .040 −.169** .219** −.647** 1.000
6. AD 0.21 0.41 .208** .277** –.059 −.394** −.445** 1.000

Table 7. Rank of Kruskal-Wallis test

Cluster N Mean rank

Scale of RTs Advertisement 189 545.10
Information providing 374 455.56
Information_Advertisement 323 370.09
Total 886

Duration of RTs Advertisement 189 578.56
Information providing 374 393.34
Information_Advertisement 323 422.56
Total 886

Speed of RTs Advertisement 189 415.51
Information providing 374 508.58
Information_Advertisement 323 384.52
Total 886
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5 Conclusions

This study proposed an integrated research model based on diffusion of innovations
and two-step flow theory. It classified information content and examined the effect
of information content on diffusion of information. This study includes a number of
theoretical implications. Previous studies focused on the characteristics of information
within limited scopes (Rogers 1983; Rogers 2003). This study arrives at another per-
spective on information characteristics -information related to actual intentions or
contents. Our results demonstrate that information content has a significant effect on
information diffusion. When the type of information is “Information Providing”,
information diffusion is fast. In the ‘Advertisement’ type, the scale of diffusion is
higher and the duration is longer than for the ‘Information providing’ type. In other
words, the patterns of information diffusion vary according to information content. For
a given dataset of content created by a firm, Twitter information delivery to users
occurs according to a wide variety of diffusion characteristics.

Our findings have important implications for business management. Our research
provides useful guidelines in terms of understanding information content on Twitter.
The knowledge that the ‘Information providing’ type typically associates with the
speed of diffusion and the ‘Advertisement’ type associated with the scale and duration
of diffusion provides business with helpful advice. It specifies not only how to quickly
spread information but also how to make sure that users continue to repost tweets based
on specific attributes of tweet contents. It shows that firms can spread information more
quickly by providing the ‘Information and advertisement’ type rather than the
‘Advertisement’ type.

This study has performed a careful analysis of the impact of information contents
and user characteristics on information diffusion. However, as with any empirical
study, it has limitations. One issue arises from the tweets sample used and data col-
lected because we choose a particular firm, olleh_Mobile. The impact of information
contents for improving information diffusion are likely to differ among various firms. It
is recommended that samples from a broad range of industries be used in future
research. Thus, it is important to study how diffusion happens differently across specific
industries.
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Table 8. Result of Kruskal-Wallis test

Scale of RTs Speed of RTs Duration of RTs

Chi Square 57.769 44.173 70.054
DF 2 2 2
P value .000 .000 .000

Note. **p < .05 ***p < .01
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Multi-modal Similarity Retrieval
with a Shared Distributed Data Store
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Abstract. We propose a generic system architecture for large-scale sim-
ilarity search in various types of digital data. The architecture combines
contemporary highly-scalable distributed data stores with recent efficient
similarity indexes and also with other types of search indexes. The system
is designed to provide several types of queries – distance-based similar-
ity queries, term-based queries, attribute queries, and advanced queries
combining several search aspects (modalities). The first part of this work
is devoted to the generic architecture and to description of a similarity
index PPP-Codes that is suitable for our system. In the second part,
we describe a specific instance of this architecture that manages a 106
million image collection providing content-based visual search, keyword
search, attribute-based access, and their combinations.

Keywords: Similarity search ·Multi-modal search ·BigData ·Scalability

1 Introduction and Motivation

The nature and volume of data has changed dramatically in recent years, which
makes permanent pressure on data management and retrieval methods. The
phenomenon of Big Data requires highly scalable techniques to provide efficient
access to a large variety of data types that are often semi-structured or unstruc-
tured. For these kinds of data, it is often essential that the access methods are
based on mutual similarity of the data objects because it corresponds to the
human perception of the data or because exact matching would be too restric-
tive (various multimedia, biomedical or sensor data, etc.).

Should an access method be widely applicable, it must adopt a broad model
of data; we primarily focus on generic distance-based similarity modeled by a
data domain accompanied by a distance function to assess dissimilarity between
each pair of objects from that domain [21]. The research field that adopts this
data model covers many nontrivial tasks that have been subject of research for
many years leading to a number of interesting results. Objective of this work
is to build on these results to design a universal distributed data management
and retrieval system that should (1) be highly scalable in terms of data volume
and query throughput, (2) provide similarity data access based on generic data
models, and (3) that should also allow traditional attribute- or key-based access
and efficient combination of the conventional and similarity search.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Jung et al. (Eds.): INFOSCALE 2014, LNICST 139, pp. 28–37, 2015.
DOI: 10.1007/978-3-319-16868-5 3
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A number of distributed structures for generic similarity search were pro-
posed during the last decade [5,13,14,17]. The general basis of these techniques
is to partition and organize the data collection according to similarity relation-
ships of the data items; given a query point, the index can access selectively the
query-relevant data partitions and refine them. In practice, data objects often
have multiple fields (attributes, features, descriptors, annotations) and thus dif-
ferent access patterns (and their combinations) are very important (multi-modal
search). A general disadvantage of partitioning and distributing data according
to one similarity-based modality is an inefficient access by other modalities – via
object ID, attributes, or other types of similarity; the primary similarity-based
partitioning is typically dynamic which complicates building efficient indexes
on other modalities. An available solution is to keep the data replicated and
organized separately for each modality but this naturally causes consistency and
efficiency issues and combined multi-aspect search is relatively difficult.

The fundamental feature of the generic architecture proposed in this paper
(Sect. 2) is that the data objects are stored only once in a central distributed
key-value store and they are directly accessible by object ID. Various (similarity)
indexes are built “around” this central store and they process incoming queries,
typically generating a candidate set of IDs that is then post-processed in the
central store in a distributed way. The post processing can be either simple
refinement of the candidate set, re-ranking with the aid of a different modality,
or, for instance, filtering by given attributes. We assume that the search indexes
manage only metadata and are capable of managing large collections; recently, a
few similarity indexes were proposed that are well suited for our needs because
they generate a very small set of candidate objects identified by their IDs [1,19].

This architecture is generic and very flexible allowing many access pat-
terns and their combinations; we mention a few general options and describe
in detail an instance of this architecture that enables large-scale multi-aspect
image retrieval (Sect. 3). Scalability of the system is mainly assured by the cen-
tral distributed store, which can be any mature key-value store which provides
efficient data distribution, replication and dynamic adaptation of HW resources.
Also, this store can manage data from different collections, each having own
search indexes; this approach results in an effective resource utilization and is
suitable for running the application as a service.

2 Similarity Retrieval on Big Data

In this section, we better specify the problem and the data model, then we
describe the generic distributed architecture for Big Data similarity retrieval,
and finally we sketch the principles of the similarity index PPP-Codes.

2.1 Distance-Based Similarity Search

The key feature of the proposed system is generic similarity search. We assume
data model based on mutual object distances, specifically, D is a domain of data
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and δ is a total distance (dissimilarity) function δ : D × D −→ R
+
0 ; we further

assume that this domain and distance satisfy postulates of identity, symmetry,
and many specific search techniques assume also triangle inequality [21]. A sim-
ilarity index IX organizes a subset of the data domain X ⊆ D so that it can be
searched efficiently using the Query-by-example paradigm; we mainly focus on
the nearest neighbors query k-NN(q), which returns k objects from X with the
smallest distances to given q ∈ D: δ(q, x), x ∈ X (ties broken arbitrarily).

The field of distance-based similarity search has been studied for almost two
decades now [9,10,21]. The problem in its generality is very difficult and for large
data collections it is necessary to assume approximate search, which means that
the search result may be an approximation of the precise k-NN answer defined
above. A number of authors have turned their attention in this direction [20].
A typical general behavior of an approximate distance-based index IX is that,
given a query k-NN(q), IX determines a set of candidate objects CX ⊆ X and
this set is refined by explicit evaluation of δ(q, c), c ∈ CX . Typically, accessing
and processing of this candidate set is hidden “inside” the index, e.g. [12,16].

Recently, there emerged a few indexes that can determine a relatively very
small set of candidate objects identified by their IDs and these objects are to be
retrieved from an external storage and checked one by one [1,19]; see Fig. 1 for a
schema of this process. In this work, we exploit this type of indexes, specifically,
we use the PPP-Index [19] briefly described in Sect. 2.4.

similarity 
index  I

X candidate set C
X

X

k-NN(q)

refined answer

data storage

1

calculate (q,c), c C
X

2
3

Fig. 1. Schema of basic similarity search using index IX .

2.2 Generic Architecture for Big Data Similarity Retrieval

A similarity index as described in the previous section is an important building
block but a fully-fledged system for Big Data similarity management requires
more than that. First, the real data are typically not simple objects from one
similarity domain (D, δ) but are rather compound. We model this in a standard
way by assuming that each object x is composed of several fields (descriptors,
attributes), each field being from data domain Dfield ; we use notation x.field ∈
Dfield . Every object has a unique identifier x.ID and we can represent the whole
object in JSON format as in the following example:

x1 = {"ID": "image_1",
"keywords": "summer, beach, ocean, sun, sand",
"color_histogram_descriptor": [25, 36, 0, 127, 69,... ],
"shape_descriptor": [0.35, 1.24, 0.1, 0.45, 2.0,... ],
"author": "David Novak",
"date": 20140327 }
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key-value store (ID-object) on the whole dataset X
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Fig. 2. Schema of Generic Architecture for Big Data similarity retrieval.

In general, different objects can have different fields. We assume that if domain
Dfield is to be explored via similarity, it has a corresponding distance function
δfield ; other fields may be used for a different type of data access (attributed-
based, keyword-based) or can be used for filtering.

Further, the overall indexed set X can be partitioned into several collections
X = X1 ∪ X2 ∪ · · · ∪ Xs. Then, similarity index IfieldXi

can process query k-
NN(q.field), q.field ∈ Dfield that returns the k objects from Xi that are the most
similar according to distance δfield(q.field , x.field), x ∈ Xi.

At this point, we can describe the proposed architecture – see Fig. 2 for the
general schema. The core of the system is a (typically distributed) key-value
store indexing the whole dataset X according to the object IDs. We assume
usage of any structure based on the idea of Amazon Dynamo [11] such as Riak1,
project Voldemort2, or Infinispan3. Various search indexes are connected to this
core component, each built on a sub-collection Xi (or on several sub-collections);
these indexes can be both similarity and other types (inverted files for keywords
search, B+-tree for attribute fields). In general, we assume that, given a query
k-NN(q.field), index IfieldXi

generates candidate set CXi
composed of object IDs

from Xi (step 1 in Fig. 2); this candidate set is processed in a distributed way
using the key-value core – the query is sent to those nodes (workers) that store
part of CXi

, the candidate set is processed there (step 2), and partial answers
are returned and merged (step 3).

Some contemporary key-value or document stores provide custom (distrib-
uted) attribute or full-text indexes to speedup selective access to the data (e.g.,
Riak, MongoDB4); these features can incorporated in our architecture. We can

1 http://basho.com/riak/.
2 http://www.project-voldemort.com.
3 http://www.jboss.org/infinispan/.
4 http://www.mongodb.org.

http://basho.com/riak/
http://www.project-voldemort.com
http://www.jboss.org/infinispan/
http://www.mongodb.org
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see our proposal as a way to exploit the strengths of the horizontally-scalable
NoSQL databases also for similarity data management. Namely, the distributed
core of the system should provide balanced data sharding (by consistent hashing
on object IDs [11]), optionally data replication (for fault tolerance or for higher
query traffic), and dynamic adaptation of HW resources (adding new worker
nodes if the data volume or query traffic grow). We assume that individual
indexes can cope with large data collections and searching within the indexes
can be speeded up by parallel processing or, potentially, it can be another distrib-
uted structure like M-Chord [18]; the demanding process of candidate refinement
is parallelized by the distributed store. This all should lead to a very good scala-
bility of the system both in terms of stored data and search query traffic. Specific
types of indexes convenient for this task are mentioned below.

2.3 Search and Update Queries

The general system architecture was designed not only for processing standard
k-NN(q.field) similarity queries as mentioned above; let us describe how the
system can support other variants of search and update queries.

ID-object query. All search queries that work on the query-by-example prin-
ciple, like the k-NN(q.field), require having the example at hand (q.field). In
real systems, the query object q is often from within the dataset X and is thus
specified only by q.ID; in this case, the core key-value store of our system can
be directly used to retrieve object q and initiate the similarity search with q.field .

k-NN query with filtering. The system can directly process query k-NN(q.field)
where the answer objects must match some additional attribute filter. The fil-
tering can be easily applied during the candidate set refinement because it is
realized on the whole compound data objects stored in the central data store.

Fusion query. Individual object fields naturally provide different search modal-
ities (aspects). For many data types, e.g. multimedia, the multimodal search
seems to be necessary to achieve satisfactory results [2]; our system inherently
allows so-called late fusion approach, where the candidate set is identified by one
modality, let say by q.field , but the final ranking of the result can be realized
using a combination of several modalities [2]. Another useful search mode is to
process a query, display it to the user, and allow them to initiate re-ranking of
the result by a different (combined) modality; this can be realized in our system
efficiently in a distributed manner similarly as candidate set refinement.

Updates. Insert/delete operations must be realized on search indexes on corre-
sponding sub-collection Xi and the compound object x is inserted/delete into/
from the central store according to x.ID. Any updates on the stored data (adding/
removal/modification of individual fields) are realized directly in the central store
(the data is stored only once) and, if need be, the search index on the particular
field is updated.
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2.4 PPP-Codes Similarity Index

The key to efficiency of similarity search realized by the proposed system is the
index that determines a candidate set of objects close to given query q. Recently,
we have proposed a technique called PPP-Codes [19] that is well suited for this
purpose. Let us briefly describe this technique; to simplify the notation, we use
the problem formulation from Sect. 2.1 with a simple search domain (D, δ).

The basic task of a distance-based search technique is to partition the indexed
collection X ⊆ D only with the aid of the black-box pair-wise distance δ : D ×
D −→ R. Majority of the distance-based approaches use pivots – objects selected
from X (or from D) that form certain anchors for data collection partitioning
and search space pruning [21]. The PPP-Codes use a static set of pivots and
apply recursive Voronoi partitioning of the data space [16,19]; such partitioning
is sketched in Fig. 3 (left) for four pivots. The thick solid lines depict borders
between standard Voronoi cells (points x ∈ D for which pivot pi is the closest
one) and the dashed lines further partition each cell using the other pivots. This
principle is used in several techniques [8,12,16] and it is usually formalized as
pivot permutations (PPs) – each recursive Voronoi cell is identified by the indexes
of the closest pivots, for instance, cell C4,1 contains all points for which pivot p4
is the closest one and p1 the second closest. These vectors of indexes are pivot
permutation prefixes (PPPs) and are the base of the PPP-Codes technique.

Given such partitioning, another task is to identify cells relevant to given
query q ∈ D. This is done based on the query-pivot distances (depicted in Fig. 3,
left); in complex data spaces, it is not easy to decide which cells are the closest
ones from the query point and thus a relatively large number of objects x ∈ X
must be accessed and refined by evaluation of distance δ(q, x). This level of
complexity is caused by the fact that the data partitions typically span relatively
large areas of the space and thus the candidate sets are either large or imprecise.
The key idea of the PPP-Codes is to use several independent partitionings of
the data space; given a query, each partitioning generates a ranked candidate
set and the PPP-Codes index has a way to effectively and efficiently aggregate

p4

C3,2

C2,1

C4,3

4,1C

C3,4

1,3C

p3

p21,4C
p1 C1,2

q C2,3C3,1

ψq
1: {x  y1 y2} {y3 y4 y5}  {y6} ...

ψq
2: {y3 y2} {y1 y4 y6 y7} {x  y8} ...

ψq
3: {x} {y3 y4 y5}  {y2 y6} ...

ψq
4: {y1 y2} {y3 y4 y5}  {y8}  {y6} ...

ψq
5: {y1 y2 } {y4 y5} {y3} {x y7} ...

objects with the rank '1'

Ψ0.5 (q, x) = percentile0.5{1, 1, 3, 4, ?} = 3 

rank '2'
rank '3'

Fig. 3. Left: Example of second level Voronoi Partitioning using four pivots. Right:
Rank aggregation by percentile of candidate ranks of individual objects.
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these rankings. This aggregation is exemplified in Fig. 3 (right); each of five space
partitionings generates a candidate ranking of indexed objects ψj

q , j ∈ {1, . . . , 5}
and the final aggregated rank of each object is a certain percentile of its candidate
ranks. In Fig. 3 (right), the median (0.5-percentile) of the five ranks of object x
is 3 and thus the final rank Ψ0.5(q, x) = 3.

The PPP-Codes propose an indexing structure and an algorithm to efficiently
compute individual candidate ranks and their aggregation [19]. The aggregation
is able to significantly shrink the candidate set while preserving its accuracy;
the exact numbers are data dependent, but, for instance, to achieve 90 % recall
on 10-NN queries, an average candidate set size is about 0.01% of the dataset
(measured on three diverse datasets) [19]. This result is about two orders of
magnitude smaller than results from a single pivot space partitioning [12,16,19].

3 Specific System: Large-Scale Image Management

Let us now instantiate the general system architecture and describe a specific
application system that can be built with this generic idea. The system should
efficiently manage large collections of digital images and provide various types
of access to this data with a primary focus on content-based similarity search.

The CoPhIR dataset [3,7] is a benchmark in large-scale visual image retrieval.
It contains rich metadata for 106 million images downloaded from Flickr5, espe-
cially it has five content descriptors suitable for global visual similarity compar-
ison of the images. An image record can be represented as follows:

{ "ID": "002561195",
"title": "My wife & daughter on Gold Coast beach",
"tags": "summer, beach, ocean, sun, sand, Australia",
"mpeg7_scalable_color": [25, 36, 0, 127, 69, ...],
"mpeg7_color_layout": [[25, 41, 53, 20, 12, 4], [32, ...]],
"mpeg7_color_structure": [0, 0, 1, 255, 32, 4, 0, ...],
"mpeg7_edge_histogram": [5, 1, 2, 3, 7, 7, 3, 6, ...],
"mpeg7_homogeneous_texture": [[232], [201], [198, 180,...]],
"GPS_coordinates": [45.50382, -73.59921],
"flickr_user": "david_novak" }

Individual fields are used for different data access as described below. But first,
let us describe the overall architecture of the image retrieval system. The core
of the system is an distributed ID-object store implemented using Infinispan6,
which is a Java-based project that provides API for executing operations on
those nodes that manage certain subsets of keys, which is exactly what we need
for post-processing of the candidate sets from the search indexes (see Sect. 2.2).
The schema of the system is sketched in Fig. 4.

Each worker node of the distributed structure is composed of two layers: One
participates in the core ID-object store and the other contains search index(es).
In the figure, the specific indexes are magnified and they are described below.
5 http://www.flickr.com.
6 http://www.jboss.org/infinispan/.

http://www.flickr.com
http://www.jboss.org/infinispan/
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Fig. 4. Schema of distributed system for large-scale image retrieval on CoPhIR.

Visual Similarity Index. The CoPhIR objects contain fields with five MPEG-7
global visual descriptors [15] exploited for content-based visual similarity search
in our system; the first three descriptors capture the color characteristics of
the image and the other two are texture descriptors. There is a similarity mea-
sure recommended for each of the descriptor [3,15] and we build a single search
index on a combination of these descriptors; this combination is realized as a
weighted sum of distances between corresponding descriptors from query and
data objects [3,4]. We use the PPP-Codes index (Sect. 2.4) to build a similarity
search index on such combination – it is denoted as Impeg7 in Fig. 4. As men-
tioned in Sect. 2.3, the index generates a candidate set of image IDs and, during
its refinement, it can be further filtered and/or re-ranked by a combination with
other search modality (e.g. annotations).

Annotation Search. The CoPhIR dataset contains several text-annotation fields
(title, tags, comments); we have built a Lucene7 index on the titles and tags (the
comments are a bit messy and provided only for 12 % of the images [7]). This
Lucene index Itags,title is used for (1) standard annotation-based search on the
images and for (2) search that combines text and visual search in the following
way: given a text search result, the user can issue a query that re-ranks this
result with respect to visual similarity from given selected example image. This
re-ranking is done in a distributed manner on the Infinispan nodes.

GPS Location Search. About 8 % of the CoPhIR images contain information
about their GPS location [7]. We have built the PPP-Codes index IGPS on the
geographic distance for this subset of images. Again, the GPS location informa-
tion can be also used during processing of candidate sets from other modalities.

Flickr Users. In order to demonstrate the universality of our approach, we have
built also a standard B+-tree on the flickr user attribute; the leaf nodes of
the tree contain object IDs that can be further processed by the Infinispan store.
7 http://lucene.apache.org/.

http://lucene.apache.org/
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Practical Experience

The whole system is implemented using Java with the aid of implementation
framework for similarity search MESSIF [6]. The system is very flexible in terms
of hardware infrastructure it can run on, ranging from a simulation on a single
node to a large cluster for massive query load. Efficiency of the similarity search
naturally depends on the HW infrastructure and on the precision of the approx-
imate search which affects the candidate set size; the level of approximation in
PPP-Codes can be tuned with respect to actual load of the system.

Detailed evaluation of the search performance is out of scope of this work
but let us mention a single setting: the system was running on a single server
with 8-core Intel Xeon @ 2.0 GHz with 12 GB of main memory and SATA SSD
disk (measured transfer rate up to 400 MB/s with random accesses); the data
occupied over 100 GB. Focusing on the MPEG7 visual search, the PPP-Codes
index Impeg7 occupied 4.6 GB having five pivot spaces each with 512 pivots [19];
to achieve 85 % recall on 10-NN search, candidate set of 5000 objects (out of 106
million) must be refined. With this settings, average response times are about
750 ms and the system can resolve about three queries per second.

4 Conclusions

An efficient generic similarity search on the big scale is one of long-term goals
in the area of data management since it would be very beneficial for many
information retrieval tasks. We have described a flexible architecture that can
combine latest similarity search techniques with contemporary highly scalable
data stores. The core of the system is a distributed key-value store that orga-
nizes objects from one or more data collections based on object IDs. To this core,
various search indexes can be connected with a focus on similarity search. Given
a query, the index produces a candidate set of object IDs, which is refined in a
distributed manner by the core data store. The data objects can have various
fields of different types and also the search queries can be variable, especially,
(1) similarity queries by example on a single search modality, (2) the basic simi-
larity search enriched by filtering or post-ranking with the aid of other modality,
(3) results of one search query can be re-ranked by completely different criteria.

We have built a specific system that manages the CoPhIR collection of 106
million images [7]. The system uses the Infinispan as the core distributed key-
value store and our PPP-Codes index [19] for visual similarity search and for
geographic distance search; further, we use Lucene for search on annotations
and B+-tree on attribute data. The similarity search is very efficient, achieving
response times about 750 ms and throughput about three queries per second on
a single standard machine and scaling up with stronger HW infrastructure.

Acknowledgments. This work was supported by Czech Research Foundation project
P103/12/G084.
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Abstract. There is significant interest in the data mining and network
management communities to efficiently analyse huge amount of network
traffic, given the amount of network traffic generated even in small net-
works. Summarization is a primary data mining task for generating a
concise yet informative summary of the given data and it is a research
challenge to create summary from network traffic data. Existing summa-
rization techniques are based on clustering and frequent itemset mining
which lacks the ability to create summary for further data mining tasks
such as anomaly detection. Additionally, for complex and high dimen-
sional network traffic dataset, there is often no single clustering solution
that explains the structure of the given data. In this paper, we inves-
tigate the use of multiview clustering to create meaningful summary
from network traffic data in an efficient manner. We develop a mathe-
matically sound approach to select the summary size using a sampling
technique. The main contribution of this paper is to propose a summa-
rization technique for use in anomaly detection. Additionally, we also
propose a new metric to evaluate summary based on the presence of nor-
mal and anomalous data instances. We validate our proposed approach
using the benchmark network traffic dataset.

Keywords: Scalable data mining · Network traffic summarization ·
Multiview clustering

1 Introduction

Summarization is considered as a key knowledge discovery approach that produces
a concise, yet informative version of the original dataset [3]. Clustering, which
groups together similar data instances, is often used for summarization [4–7].
Among the large pool of clustering algorithms [8], k-means [9] clustering has
been widely used since it is easy to implement and understand. The resulting
cluster centroids are considered the summary of the original data. However, k-
means introduces several problems in terms of summarizing a dataset. First,
the k-means algorithm generates a centroid calculating the mean of the data
instances within a cluster, which may not be an actual member of the dataset.
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Fig. 1. Run time complexity

A summary produced using these centroids might be misleading. Another impor-
tant problem for summarization using unsupervised techniques on unlabelled
data is that the number of clusters is generally unknown. Importantly, tra-
ditional clustering techniques focus on producing only a single solution, even
though multiple alternate clustering may exist. It is thus difficult for the user
to validate whether the given solution is in fact appropriate, particularly if the
dataset is large and high dimensional (such as network traffic), or if the user
has limited knowledge about the clustering algorithm being used. In this case,
it is highly desirable to provide another, alternative clustering solution, which
is able to extract more information about the underlying pattern from different
dimensions of the dataset.

Figure 1 shows the run time complexity of basic k-means [9] clustering algo-
rithm on different sizes of data. It is clearly visible that, as data size increases the
run time complexity also increases. As a result, knowledge discovery from large
datasets becomes very inefficient. Consequently, summarization is a necessary
step before performing data mining (such as anomaly detection from network
traffic), which can expedite the process of knowledge discovery.

Rest of the paper contains the related works in Sect. 2, Multiview clustering
and its relevance to complex data analysis is discussed in Sect. 3. We discuss
our proposed approach in Sect. 4 and experimental results in Sect. 5. Section 6
concludes the paper.

2 Related Works

In this Section, we briefly review the existing clustering based summarization
approaches. Although, there are different approaches of data summarization, the
clustering based summarization approaches fall within the scope of this paper.
Ha-Thuc et al. [5] proposed a quality-threshold data summarization method
modifying the k-means algorithm. The number of cluster is determined using
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Fig. 2. Two alternative clusterings of the same dataset, each with 3 clusters. Point
shapes show cluster membership, adapted from [1].

the characteristics of dataset and a threshold. The algorithm partitions a dataset
until the distortion or sum of squared error (SSE) is less than a given threshold.
It starts by finding the cluster centroids as k-means but next steps are executed
only if the SSE is above the given threshold and the existing cluster is split.
New centroid is introduced which is closer to the larger cluster centroid. This
process is repeated until all the clusters SSE exceeds the given threshold as
input. They did not explain the method to choose the threshold and how the
characteristics of datasets are analysed. Patrick et al. [6] proposed a distributed
clustering framework, where the dataset is partitioned between several sites and
output is mixture of gaussian models. Each distributed dataset is summarized
using k-means algorithm and sent to a central site for global clustering. Prodip
et al. [7] proposed an approach for clustering large datasets by randomly divid-
ing the original data into disjoint subsets. The k-means algorithm is applied to
summarize the dataset as well as to form ensemble using the centroids. Wagstaff
et al. [4] presented a semi-supervised summarization approach for hyperspectral
images. Hyperspectral images produce very large image in which each pixel is
recorded at hundreds or thousands of different wavelengths. The ability to auto-
matically generate summaries of these dataset enables important applications
such as quickly browsing through a large image repository. However, this tech-
nique uses pre-specified knowledge to seed the initial centre for clustering which
is not directly applicable in different domains.

3 Multiview Clustering

Exploratory data analysis aims to identify and generate multiple views of the
structure within a dataset. Conventional clustering techniques [8], however, are
designed to only provide a single grouping or clustering of a dataset. Data clus-
tering is challenging, because there is no universal definition of it. Labelled data
is generally not available that may help in the understanding of the underly-
ing structure of the data, moreover, there is no unique similarity measure for
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differentiating clusters. Consequently, it is evident that there is no single clus-
tering solution that explains the structure of a given dataset, especially if it is
large (such as network traffic) and represented in a high dimensional space. This
challenge has given rise to the recently emerging area of multiview clustering
analysis [2], where goal is to explore different partitions, in order to describe dif-
ferent grouping aspects for a given dataset. For example, consider the data given
in Fig. 2 and assume the number of clusters to be uncovered is 3. It is clear that
both of the clustering solutions found in two Figs. 2a and 2b are equally valid
and logical, since they fit the data well and have the same clustering quality. It
would be difficult to justify keeping only the first clustering, while omitting the
second. We can also identify similar examples in real life applications. For exam-
ple, in network traffic analysis, one can cluster traffic instances by their basic
attributes; or content attributes, both clustering solutions are equally important
and each could be used to provide a different interpretation of the data. In this
paper, we study the application of multiview clustering on summarization of
large and high dimensional data.

3.1 Theoretical Background

Multiview clustering problem can be formulated using the information theoretic
concepts. For example, if we are given a dataset X with N points, such as X
= (x1, x2, ....., xN ), the task is to find a set of alternative clustering solution,
C = (c1, c2...), where the clustering quality in terms of objective function will
be high and simultaneously the clustering solutions will be highly dissimilar
to one another i.e. mutual information I( c1; c2) is close to zero and c1 �= c2.
Entropy is an important information theoretic measure to reflect uncertainty of
information. For example, for a random variable R with probability distribution
p(r), the entropy can be defined using Eq. (1).

H(R) = −
∫

p(r) log p(r)dr (1)

For a pair of random variable (R,S ) their joint entropy can be estimated using
Eq. (2).

H(R,S) = −
∫ ∫

p(r, s) log p(r, s)drds (2)

Now, mutual information can be defined as the relative entropy between the
joint distribution p(r,s) and the product of two marginal distributions p(r)p(s)
as given in Eq. (3).

I(R,S) =
∫ ∫

p(r, s) log
p(r, s)

p(r)p(s)
drds (3)

3.2 Network Traffic as Complex Data

Network traffic can be considered as complex data where the straightforward
data mining applications may not be effective. Data comes from more than
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one process. Each entry in the dataset is usually not only the outcome of a
single characteristic; but also the combination different process. The relationship
among the attributes is not always significant. Moreover, network traffic dataset
contains mixed attributes and thus the relationship among the attributes is quite
insignificant.

4 Proposed Multiview Clustering Based Network Traffic
Summary

In this Section, we describe our proposed method for network traffic summa-
rization. At first we discuss about the necessity of sampling and the statistical
approach to calculate the summary size. Then we explain our algorithm and the
metric we propose for network traffic summarization.

4.1 Sampling Methods

The rationale behind integrating the sampling methods for summarization is
based on the need to represent actual data instances in the summary unlike
other existing methods discussed in Sect. 2 that may have average or some other
representative of the data in the summary. Sampling is a popular choice for
reduction of input data in data mining and machine learning techniques.

For the network traffic summarization purpose, systematic sampling is advan-
tageous over the simple random sampling and stratified sampling because it
involves choosing the data instances to be sampled at equal intervals. However,
it can suffer from periodicity of the data but we address the issue by using clus-
tering. We think of choosing the samples from the clusters produced from the
original dataset. Since, the clustering process groups together the similar data
instances, the systematic sampling scheme will encompass the total cluster and
be able to represent the cluster well. Additionally, this technique results better
when the sample size is known and we plan to calculate the sample size of the
produced cluster using statistical formula (discussed in next Sect. 4.2).

4.2 Sample Size Calculation

Sample size determination is a very important issue because large sample size
is a wastage of time and resource; on the other hand smaller sample may lead
to wrong results [12]. In this scenario, sample mean and the original dataset
mean is different and this difference is considered as an error. The margin of
error E is the maximum difference between the sample mean and the original
dataset mean. According to Walpole et al. [12] view point, this error E, can be
defined using the following Eq. (4). Where, zα/2 is the critical value; σ is the
dataset standard deviation and n is the sample size. After rearranging Eq. (4),
the sample size (summary size) can be calculated (5)

E = zα/2 ∗ σ√
n

(4)
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n =
[zα/2 ∗ σ

E

]2
(5)

4.3 Multiview Clustering Based Network Traffic Summarization

In this Section, we describe our proposed algorithm for creating summary using
the aforementioned data mining and statistical theories.

MCNTS (Multiview Clustering based Network Traffic Summarization)

Input: D, Dataset.
Output: S, the summary of D.
Method:
Begin
1. Multiview Clustering(D) = C1, C2, ....Ck

2. for each clustering solution Ci, i = 1:k
3. Calculate the summary size (5)
4. Si = Representative Sample of Ci

5. end
6. S = Union i=1....k {Si}
End

In the MCNTS algorithm, our proposed framework for network traffic sum-
marization is presented. At first, we apply k-means clustering on the network
traffic dataset [13] which has four different attribute types. For multiview clus-
tering, we apply k-means clustering on each of the attribute types of the dataset
assuming that, the dataset contains only normal and attack traffic. So, the
number of clusters in the dataset is considered as two. Next, from each of the
clustering solution, we calculate the sample/summary size using the statistical
theories discussed in previous Sect. 4.2. Once the summary size of the cluster is
calculated, we take representative sample from the cluster having original data
instances using systematic sampling. The representative sample has the mini-
mum difference between the cluster centroid and mean of the selected sample.
Finally, we merge all the representative samples from all the clustering solutions
produced to create the final summary. Our proposed approach overcomes the
problems with the existing summarization techniques where the sample size and
the representation of original data in the summary are the main constraints.
Additionally, the summary produced by our approach can be used as an input
to anomaly detection techniques.

4.4 New Summarization Metric: Adaptability

Adaptability =a1/A + n1/N + a2/A + n2/N + .... + as/A + ns/N

= (a1 + a2 + .... + as)/A + (n1 + n2 + .... + ns)/N
(6)
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Our aim is to create summaries that can be useful for anomaly detection and
such summary may contain two types of data instances, one belonging to normal
behaviour and the other belonging to attacks. In addition to existing summa-
rization metrics, such as conciseness, information loss, in this paper we propose
a new metric Adaptability ; that reflects the amount of normal and attack data
instances present in the summary. Adaptability can be defined as follows (6),
where s represent the number of individual summary elements Si and a Sum-
mary S =

∑s
i=1(Si). Here a is the number of anomalous data in summary and A

is the number of anomalous data in the original dataset, n/N represents the pro-
portion of normal data in summary with respect to original data. Consequently,
higher values of adaptability index refer to a summary’s suitability as an input
to anomaly detection technique.

5 Experimental Analysis

For our experimental analysis, we used a variant of benchmark KDD cup 1999
dataset. NSL-KDD dataset [13] is a short form KDD cup 1999 which is derived
from DARPA 1998 data from Licoln Laboratory at MIT. KDD 1999 is the most
widely utilized dataset for the evaluation of the anomaly detection methods on
network traffic. NSL-KDD is a dataset suggested to solve some of the inherent
problems of the KDD 1999 dataset as mentioned in [11].

5.1 Summarization Metrics

The summarization metrics discussed here were recently proposed and used
specifically for network traffic summarization (For more details, please see [10]).
Conciseness defines how compact a summary is with respect to the original
dataset. It is the ratio of input dataset size and the summarized set size or ratio
of the number of elements in the both sets (original and summarized). Infor-
mation Loss is a general metric used to describe the amount of information
lost from the original dataset as a result of the summarization. Loss is defined
as the sum of all the ratios of attributes not present by attributes represented in
the summary. Interestingness is a new summarization metric, which focused
on the objective measures of interestingness with applicability to summariza-
tion, emphasizing on diversity. Intelligibility is used to measure how much
meaningful a summary is based on the attributes present on the summary.

5.2 Discussion on Experimental Results

Table 1 displays the clustering solutions over different views (on different attri-
bute types). It is clearly visible that, the multiview clustering (k-means on dif-
ferent attribute types of the given dataset) produces different clustering results.
Figure 3 displays the data distribution of multiview clustering solutions. For each
of the attribute type of network traffic, the clustering solution reflects a different
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Fig. 3. Data distribution of multiview clustering solutions

data assignment. For example, the basic attributes clustering shows that, clus-
ter 1 contains almost no normal traffic instances, whereas the content attributes
clustering yields 70 % normal traffic instances in cluster 1. This scenario is also
visible in case of the anomalous traffic instances, each of the attribute types yield
different clustering solutions. Table 2 contains the clustering solution of regular
k-means algorithm, which means clustering on the dataset considering all the
attributes types together and that is why the Tables 1 and 2 is different.

Table 1. Multiview Clustering Results

Dataset Basic Host Time Content

Cluster-1 32.47 % 55.57 % 24.76 % 39.48 %

Cluster-2 67.53 % 44.43 % 75.24 % 60.52 %

In Table 3, we show the comparison with two other approaches. Regular clus-
tering based approach performs basic k-means and creates two clusters because
underlying data has normal and attack data instances. Once the clustering is
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Table 2. Regular Clustering Results

Dataset Number of instances

Cluster-1 35.06 %

Cluster-2 64.94 %

Table 3. Experimental results of the MCNTS algorithm

Technique Conciseness Information loss Interestingness Adaptability

MCNTS 47.62 0.90 0.04 4.35

Regular clustering 169.07 0.94 0.003 1.17

RANDOM 169.07 0.94 0.003 1.17

done, the summary size is calculated according to the methodology discussed in
Sect. 4.2. We applied the sampling technique on regular clustering to compare
with our proposed approach. Another approach is based on random scenario,
which chooses summary data instances randomly to see whether our proposed
technique is actually better than the existing ones. It is clearly stated in Table 3,
that our approach has less information loss and significantly better adaptabil-
ity than the other approaches. The proposed method also resulted in inferior
conciseness, because of the merging of summaries from four different clustering
solutions, whereas, the other approaches consider only one clustering solution.
Since, all the attributes are present in the summary, intelligibility is equal in all
case and interestingness also suggests that our approach is better. The regular
clustering approach and random approach results are similar, because both the
approaches were clustered in same way, however, the adaptability is expected to
differ but due to the random selection, it reflects similar results.

6 Conclusion

In this paper, we addressed two major drawbacks of the existing clustering based
summarization techniques. Summary size estimation and representing original
data instances in the summary without losing any attribute are the key focus of
this paper. Additionally, instead of using regular clustering algorithm for sum-
marization, we use multiview clustering which is theoretically sound and more
informative in nature for summarization. Our proposed algorithm uses sampling
method pick original data instances to be added in the summary and statis-
tical measure is used to calculate the sample size. Experimental analysis used
the state-of-the-art evaluation metrics for summarization and we also proposed
a new metric for summarization. In future, we will focus on real-time network
traffic summarization.
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Abstract. Network traffic analysis is a process to infer patterns in com-
munication. Reliance on computer network and increasing connectivity
of these networks makes it a challenging task for the network managers to
understand the nature of the traffic that is carried in their network. How-
ever, it is an important data analysis task, given the amount of network
traffic generated. Summarization is a key data mining concept, which is
considered as a solution for creating concise yet accurate summary of
network traffic. In this paper, we propose a new definition of summary
for network traffic which outperforms the existing state-of-the-art sum-
marization techniques. Our approach is based on clustering algorithm
which reduces the information loss incurred by the existing techniques.
By analysing the traffic summarization results using most up to date
evaluation metrics, we demonstrate that our approach achieves better
summaries than others on benchmark KDD cup 1999 dataset and also
on real life network traffic including simulated attacks.

Keywords: Data summarization · Network traffic analysis · Clustering

1 Introduction

It is expected that each year internet traffic doubles. One of the open challenges
for network and data professionals is analysing this huge amount of data in
order to obtain knowledge. Computer network traffic is produced at a very fast
rate and makes it a difficult task to monitor a network in real time [2]. Different
application like Email, FTP, HTTP, P2P generate a huge amount of data, which
cannot be analysed in real time [3]. One promising solution of this problem can
be a summary, which can be analysed faster and contain similar knowledge. To
address the problem mentioned above, network traffic analysis can be performed
on summarized dataset and yet can achieve higher efficiency. So, summarization
is a possible step to support real time monitoring and reduce time complexity
in network traffic analysis.

Summarization is considered as a key knowledge discovery approach that
produces a concise, yet informative version of the original dataset [4]. Cluster-
ing, which groups together similar data instances, is often used for semantic
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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summarization [8,9]. Among the large pool of clustering algorithms, k-means [6]
clustering has been widely used for summarization since it is easy to imple-
ment and simple in nature. The resulting cluster centroids are considered as the
summary of the original data. However, k-means introduces several problems in
terms of summarizing a dataset. First, k-means algorithm generates a centroid
by calculating the mean of the data instances within a cluster, which may not
be an actual member of the dataset. Summary produced using these centroids
might be misleading (explained in Sect. 2). Another important problem for sum-
marization using unsupervised techniques on unlabelled data is that the number
of clusters is generally unknown. According to frequent itemset based approach,
a summary is created using feature-wise intersection of all transactions, in this
scenario, all the network traffic instances [1,7]. However, this technique incurs
significant information loss when traffic instances have fewer identical values. For
normal traffic instances, it is very likely that, traffic attributes will have differ-
ent values for different types of networking activities. In this scenario, creating
summary based on feature-wise intersection will fail to create any meaningful
summary.

Consequently, we need an efficient network traffic summarization technique
so that, the summary more closely resembles the original network traffic. The
fundamental requirement of a summary is that, every data item should be rep-
resented. Our contributions in this paper are as follows:

– We investigate the adaptation of clustering and feature-wise intersection app-
roaches to create summary.

– We address the problem of summarizing network traffic containing categorical
attributes.

The rest of this paper is organized as follows: Sect. 2 contains related works
and the problem statement followed by Sect. 3 where the proposed approach is
articulated. Section 4 includes the evaluation results along with brief description
on the summarization metrics. We conclude our paper stating the future research
directions in Sect. 5.

2 Related Works and Problem Statement

In this Section, we discuss how summary is created using clustering techniques
and feature-wise intersection. Then, we formulate the problem statement.

2.1 Centroid Based Summarization (CBD)

According to this approach, ‘Once the dataset is clustered, the cluster centroids
are used to form the summary of the original dataset ’.

The basic k-means algorithm has been widely used for this type summa-
rization [8,9]. However, we give an example here to demonstrate that, k-means
algorithm fails to provide a meaningful and informative summary.
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Table 1. Cluster of sample network traffic instancesa

Pr Svc Fg sB dB c sC sDHR dHC dHSC dHSSPR dHSDHR dHSR

tcp http SF 224 1680 3 21 0.1 239 255 0 0.01 0

tcp http SF 232 1713 9 9 0 255 255 0 0 0

tcp http SF 222 1471 6 12 0.17 6 255 0.17 0.02 0

tcp http SF 204 569 9 9 0 9 255 0.11 0.03 0

tcp http SF 335 2415 9 29 0.07 9 255 0.11 0.04 0

tcp http SF 231 3105 7 8 0.25 104 255 0.01 0.02 0.01

tcp http SF 204 313 39 39 0 39 255 0.03 0.02 0

tcp http SF 202 1761 4 4 0 49 255 0.02 0.02 0

tcp http SF 224 1818 14 14 0 59 255 0.02 0.02 0

tcp http SF 207 626 24 24 0 69 255 0.01 0.02 0
athe attribute names are abridged for formatting.

Table 2. Summary of the dataset in Table 1 according to Centroid based
Summarization

Pr Svc Fg sB dB c sC sDHR dHC dHSC dHSSPR dHSDHR dHSR

∗ ∗ ∗ 228.5 1547.1 12.4 16.9 0.059 83.8 255 0.048 0.02 0.001

We considered a sample of network traffic data from KDD cup 1999 dataset
[11] as a cluster and when the centroid is calculated it is seen that the summary
produced does not represent the original data well. Table 2 displays the summary
of the dataset of Table 1. Here the summary is the mean or the average of the data
instances which is not an actual member of the cluster and only two attributes
out of thirteen are present from the original dataset which reflects significant
information loss. Additionally, the categorical data cannot be handled properly
using the centroid based technique i.e., the mean of protocol attribute values
TCP, ICMP, UDP cannot be calculated like the count attribute values which
are numerical. Also the number of clusters needs to be provided as an input of
the algorithm and without having previous knowledge on the dataset, finding
the optimal number of cluster is hardly possible.

2.2 Feature-Wise Intersection Based Summarization (FIBS)

Here we discuss about the feature-wise intersection used to define a summary
[1,7]. The most recent paper on network traffic monitoring [1], which is an exten-
sion of [7], characterized a summary as a compressed version of a set of given
network traffic. According to Chandola et al. [7], ‘A summary S of a set of data
instances T, is a set of individual summaries S1, S2, .....Sl such that (i) each Sj

represents a subset of T and (ii)every data instance Ti ∈ T is represented by
at least one Sj ∈ S. An individual summary will be treated as a feature-wise
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intersection of all the data instances covered by it, i.e., if Sj covers T1, T2, ....., Tk,
then Sj =

⋂k
i=1 Ti.’

Table 3 displays the summary based on FIBS of the dataset in Table 1. Here
it is visible that, only four out of thirteen attributes are present and might not
help a network manager as the summary lacks meaningful information. However,
Chandola et al. [7] stated that, clustering based approach can produce good
summary because it can capture the frequent modes of behaviour. And performs
poorly when the dataset contains outlying data instances. Interestingly, it is very
likely that network traffic datasets will have outliers [10]. Also, the normal data
instances might have different values (see Table 1) and in this case, feature-wise
intersection resulted in a meaningless summary (Table 3).

Table 3. Summary of the dataset in Table 1 according to Feature-wise Intersection
based Summarization

Pr Svc Fg sB dB c sC sDHR dHC dHSC dHSSPR dHSDHR dHSR

tcp http SF ∗ ∗ ∗ ∗ ∗ ∗ 255 ∗ ∗ ∗

Table 4. Summary of the dataset in Table 1 according to proposed summary definition

Pr Svc Fg sB dB c sC sDHR dHC dHSC dHSSPR dHSDHR dHSR

tcp http SF 223 1696.5 9 13 0 54 255 0.02 0.02 0

3 Proposed Approach

In this section, we discuss our proposed methodology. At first we define summary
for network traffic and then explain our algorithm.

3.1 Definition of a Summary for Network Traffic

Proposed Summary Definition: ‘A summary S of a set of network traf-
fic instances N, is a set of individual summaries S1, S2, ....., Si, .., Sn such that
(i) the individual summaries are the actual members of N and (ii) each Si rep-
resents a group of similar data instances’

As it was seen in Sect. 2, according to the Centroid based (CBD) technique,
the produced summary rarely represent the original data, and in some extent, the
summary produced using centroids of k-means algorithm might be incorrect. In
the summary of network traffic instances, when actual instances are represented,
it is more meaningful to the analysts. For example, Table 2 displays the summary
of the network traffic instances of Table 1, here only dHSC (dstHostSrvCount)
presents the actual member of the original data instances in the summary. Rest
of the attributes would hardly make any sense to the analyst or there might be
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another intermediate step to infer this summary to a meaningful format which
will cause more computational complexity, since the underlying assumption is
that, the summary is meaningful when the actual data instances are present in
the summary and each individual summary should represent a group of data
instances. In this paper, we incorporate k-medoid algorithm to address the sum-
marization problem. This algorithm is a variant of k-means but selects an actual
member of the dataset to represent a group. For network traffic analysis, differ-
ent types of clustering techniques [4] are used but the incorporation of k-medoid
for summarization process has not been used in the literature for network traffic
summarization to the best of our knowledge [5]. Table 4 displays the summary
according to our proposed approach. Next, we describe our proposed algorithm
for network traffic summarization.

Algorithm 1. NTS(Network Traffic Summarization) Algorithm

Input: D, Dataset
k, size of the summary

Output: S’, the final summary of D
Method:
1. Begin
2. Preprocess(D) = D’
3. k-medoid(D’,k) = C1, C2, ....., Ck

4. for each cluster, i = 1:k
5. S(i) = centroid(Ci)
6. end
7. S = Union i=1....k {S(i)}
8. S’ = Postprocess(S)
9. End

Algorithm 2. Preprocess(D)

Input: D, Dataset
Output: D’, Identical attributes of D
Method:
1. Begin
2. [row,column] = size(D)
3. for all column, find the attribute types
4. for i=1:column
5. if iscategorical(column(i)) = true
6. for i=1:row
7. Convert the N unique categorical values to integer as 0 to N-1
8. end
9. end
10. Categorical attributes = column(i)
11. D’ = D
12. End
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Algorithm 3. Postprocess(S)

Input: S, The Summary
Output: S’, The final summary of D
Method:
1. Begin
2. [row,column] = size(S)
3. Categorical attributes = column(i)
4. Replace the integer values to categorical as in Preprocess Step
5. Final Summary = S’
6. End

3.2 NTS(Network Traffic Summarization) Algorithm

The summary definition proposed in the previous Sect. 3.1 cannot handle cate-
gorical data. Here in this Section, we propose a summarization technique which
can handle mixed data types, as shown in Algorithm 1. The Network Traffic
Summarization (NTS) algorithm takes the dataset and the size of the expected
summary as input parameters. The network manager/analyst decides the size of
the expected summary based on the network; however, in future we will inves-
tigate to find out the summary automatically without any user specified input
of summary size. The algorithm starts by pre-processing the input dataset. The
pre-processing method is given in Algorithm 2. Pre-processing the data is nec-
essary when data consists of different attribute types, network traffic instances
consist of different data types, for example KDD cup 1999 has three types of
data, e.g. the categorical values such as protocol (TCP,UDP,ICMP) are mapped
to integer values between 0 and N-1, where N is the number of unique categori-
cal values, in this case N = 3 and mapped as TCP=0, UDP=1, ICMP=2. The
mapping of categorical data to integer has also been used in learning classifier
systems and widely accepted to reduce the complexity of computation [13]. Once
the pre-processing is done, k-medoid clustering is applied with the given input of
expected summary size as the number of clusters to be formed. Then, the cluster
centroids are collectively called a summary. Next, the produced summary needs
to be post processed, since we changed the categorical attributes to integer val-
ues. In the post processing step, we replace the integer values we changed earlier
in the pre-processing step with the corresponding categorical values and thus
the final summary is produced. Next, we discuss the experimental analysis in
Sect. 4.

4 Evaluation Results

In this section, we briefly describe few summarization metrics proposed in a
recent paper [1]. Then we validate our proposed approach with benchmark KDD
Cup 1999 dataset [11], which has been widely used in existing approaches [12].
We also used a real life network traffic dataset which includes simulated attacks
[13]. The dataset contains fully labelled TCP data including attacks identified
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using snort rule base and available from [14]. We compare our proposed summa-
rization technique with the feature-wise intersection based summarization tech-
nique proposed in [1,7]. We conducted our experiments on a MAC OS Mavericks
with core i7 processor and 8 GB DDR3 RAM.

4.1 Summarization Metrics

The summarization metrics discussed here have been recently proposed and used
specifically for network traffic summarization (For more details, please see [1]).
Conciseness defines how compact a summary is with respect to the original
dataset. It is the ratio of summarized set size and the input dataset size or ratio
of the number of elements in the both sets (original and summarized). Infor-
mation Loss is a general metric used to describe the amount of information
lost from the original dataset as a result of the summarization. Loss is defined as
the sum of the proportion of attribute values not represented in the summary.
Interestingness emphasizes on diversity. Intelligibility is used to measure
how meaningful a summary is based on the attributes present in the summary.

4.2 Experimental Results

Summarization size is considered as a constraint in summarization algorithms.
Summary size, which defines conciseness is an important metric and has influence
on the other metrics. When the summary is nil it has maximum information loss
and when conciseness is nil, the summary contains the whole dataset has no
information loss. So, the information loss and conciseness are orthogonal. In our
experiments, we used five different summary sizes to evaluate summarization
results. Although, the summary size is decided by the network manager/analyst
based on the network, in future we will explore to find the optimal summary
size without user input. Tables 5 and 6 displays the summarization results based
on the metrics discussed above. It is not surprising that, the conciseness and
interestingness remain same for both the approaches. As stated earlier, summary
size defines conciseness and we used the same summary size for both approaches.

Table 5. Results on KDD Cup dataset

Summary size Conciseness Information loss Interestingness Intelligibility

FIBS NTS FIBS NTS FIBS NTS FIBS NTS

10 200 200 0.97 0.91 0.15 0.15 0.22 1.0

20 100 100 0.96 0.89 0.06 0.06 0.25 1.0

30 66.67 66.67 0.96 0.88 0.04 0.04 0.27 1.0

40 50 50 0.94 0.85 0.03 0.03 0.29 1.0

50 40 40 0.92 0.81 0.04 0.04 0.32 1.0

∗FIBS = Feature-wise Intersection based Summarization, NTS = Network
Traffic Summarization.
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Table 6. Results on labelled TCP dataset

Summary size Conciseness Information loss Interestingness Intelligibility

FIBS NTS FIBS NTS FIBS NTS FIBS NTS

10 257.5 257.5 0.99 0.97 0.13 0.13 0.18 1.0

20 128.75 128.75 0.99 0.97 0.05 0.05 0.18 1.0

30 85.83 85.83 0.99 0.96 0.04 0.04 0.19 1.0

40 64.375 64.375 0.98 0.94 0.03 0.03 0.20 1.0

50 51.5 51.5 0.98 0.93 0.02 0.02 0.21 1.0

Fig. 1. Information loss on KDD cup
dataset

Fig. 2. Information loss on TCP
dataset

Fig. 3. Intelligibility on KDD cup
dataset

Fig. 4. Intelligibility on TCP dataset

Also, interestingness remains the same, because interestingness considers number
of tuples in a summary and total number of input data points both of which are
identical for the two approaches.

Figures 1 and 2 show the information loss of the proposed approach and the
feature-wise intersection based approach. In both the cases, it is visible that, our
proposed approach has lower information loss than the other approach, which
reflects the strength of our technique based on the k-medoid clustering algorithm.
Figures 3 and 4 display the intelligibility and it is found that our proposed app-
roach outperforms feature-wise intersection based approach, since the proposed
NTS algorithm represents the original data instances in the summary.
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5 Conclusion

In this paper, we proposed a new definition for clustering based network traffic
summary which outperforms the existing feature-wise intersection based sum-
mary. We presented an algorithm which has the ability to handle categorical
data in the summarization process. We experimented with widely used KDD
cup dataset and also real life network traffic including simulated attacks. We
used the most recently proposed summarization metrics to evaluate our results.
We also propose a metric to evaluate summaries when other metric values are
identical. In future, we will investigate frequent itemset based summarization
process and will focus on real-time network traffic summarization along with
finding the optimal summary size without user input.
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Abstract. Due to the advancement of information technology and its
incorporation in various health applications, a huge amount of medical
data is being produced continuously. Consequently, efficient techniques
are required to analyse such large datasets and extract meaningful infor-
mation as well as knowledge. Disease diagnosis is an important appli-
cation domain of data mining techniques and can be resembled with
the anomaly detection which is one of the primary tasks of data mining
research. In past decades, heart disease caused the maximum death all
over the world. As a result, heart disease diagnosis is a challenge for both
data mining and health care communities. In this paper, co-clustering is
introduced as a powerful data analysis tool to diagnose heart disease and
extract the underlying data pattern of the datasets. The performance of
the proposed method is evaluated using Cleveland Clinic Foundation
Heart Disease dataset against other existing clustering based anomaly
detection techniques. Experimental results reflect not only better accu-
racy but also meaningful information about the dataset which is helpful
for further analysis of heart disease diagnosis.

Keywords: Scalable data mining · Co-clustering · Heart disease
diagnosis

1 Introduction

According to World Health Organization, heart disease is the leading cause of
death around the world in past decades [1,16]. Since, the mortality rate of heart
disease patients are increasing every year, data mining community is interested
in extracting useful knowledge from the huge amount of patients data available.
Medical and healthcare domain has attracted significant interest from data min-
ing and machine learning research community. In this domain, the data mining
techniques try to solve the problems which are most significant because of human
lives involvement. Application of different data mining techniques are already in
practise for several diseases like cancer, diabetics and heart disease [4].

Anomaly detection is an important aspect of data mining, where the main
objective is to identify anomalous or unusual data from a given dataset. Anomaly
detection is interesting because it involves automatically discovering interesting
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Jung et al. (Eds.): INFOSCALE 2014, LNICST 139, pp. 61–70, 2015.
DOI: 10.1007/978-3-319-16868-5 6
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and rare patterns from datasets. Anomaly detection has been widely studied
in statistics and machine learning, also known as outlier detection, deviation
detection, novelty detection, and exception mining [3]. In the scope of this paper,
anomaly can be considered as sick people as well as having heart disease. Cluster-
ing, which groups together similar data instances is a type of anomaly detection
schemes and has been applied to solve different problems [2].

In this paper, we introduce a set of emerging data mining and machine learn-
ing algorithms to solve the problem of identifying abnormal instances from heart
disease datasets as well as identifying sick people along with extracting useful
knowledge. We propose to use co-clustering, which finds subsets of rows in the
data that are correlated with a subset of its columns [8,9]. Co-clustering is unlike
the regular clustering which only performs one way clustering such as k-means [5].
Co-clustering can be considered as simultaneous clustering of both row and col-
umn instances. In this paper, we utilize the co-clustering algorithms to solve the
heart disease diagnosis problem as well as finding the underlying data pattern.

The roadmap of this paper is organized as follows: Sect. 2 provides a discus-
sion on clustering based anomaly detection techniques followed by co-clustering
in Sect. 3. Section 4 contains brief description of the dataset used in this paper
and experimental results in detail. We conclude our paper stating the future
research directions in Sect. 5.

2 Anomaly Detection Techniques and Related Works

In this section, we highlight few clustering based as well as distance based anom-
aly detection techniques. We compare our proposed method with the techniques
discussed in this section.

Knorr et al [10] presented the algorithms to detect distance-based outliers.
They consider a data point O in a dataset T, a DB(p;D)-outlier, if at least a
fraction p of the data points in T lies greater than distance D from O. Their
index-based algorithm executes a range search with radius D for each data point.
If the number of data points in its D-neighborhood exceeds a threshold, the search
stops and that data point is declared as a non-outlier, otherwise it is an outlier.
This concept is further extended my Ramaswamy et al [11] where the anomaly
score is based on the k-nearest neighbor implementation.

Breunig et al [12] proposed an idea to assign each object a degree of being
outlier. This degree is called Local Outlier Factor (LOF). LOF depends on how
isolated the object is with respect to the surrounding neighbourhood. The local
outlier factor of an object p is caclualted using the following Eq. (1)

LOFMinPts(p) =

∑
oεNMinPts(p)

lrdMinPts(o)
lrdMinPts(p)

|NMinPts(p)| (1)

This outlier factor of object p calculates the degree to which p can be called
as outlier. Outlier factor is the average of the ratio of the local reachability den-
sity of p and those of ps MinPts-nearest neighbours. The author also described
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mathematically the LOF for objects deep in a cluster along with general bounds
(upper, lower, and tight). The impact of MinPts to calculate LOF is also elab-
orated with necessary examples. Their approach can intelligently choose the
range of k ; the LOF approach has lower computational complexity than the
depth-based approaches for large dimensionality.

He et al [13] proposed a definition for cluster based local anomalies. According
to their definition, all the data points in a certain cluster are considered as
anomalies rather than a single point, as shown in Fig. 1. The clusters C1 and C3
are considered as anomalous. They used some numeric parameters, i.e. α, β to
identify Small Cluster (SC) and Large Cluster (LC). The clustering technique
depends on these parameters but it is not clear how the values can be determined
for various datasets. They used the SQUEEZER algorithm to cluster data, as it
achieves both high quality of clustering and can handle high dimensional data.
Then the FindCBLOF algorithm determines outlier factor of each individual
record in dataset. CBLOF(t) for each record t is calculated following Eq. (2):

CBLOF (t) =

⎧⎪⎪⎨
⎪⎪⎩

|Ci| ∗ min(d(t, Cj)) where t ∈ Ci, Ci ∈ SC
and Cj ∈ LC for j = 1 to b

|Ci| ∗ (d(t, Ci)) where t ∈ Ci

and Ci ∈ LC

(2)

Amer et al [14] introduced Local Density Cluster-Based Outlier Factor (LDC-
OF) which can be considered as a variant of CBLOF [13]. The LDCOF score (6)
is calculated as the distance to the nearest large cluster divided by the average
distance to the cluster center of the elements in that large cluster. LDCOF score
will be A when p ∈ Ci ∈ SC where Cj ∈ LC and B when p ∈Ci ∈LC

distanceavg(C) =
∑

i∈C d(i, C)
|C| (3)

Fig. 1. Anomalous clusters C1,C3; adapted from [13]
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A =
min(d(p,Cj))

distanceavg(Cj)
(4)

B =
d(p,Ci)

distanceavg(Ci)
(5)

LDCOF (p) = A | B; (6)

3 Co-clustering

Co-clustering can be simply considered as a simultaneous clustering of both
rows and columns. Co-clustering can produce a set of c column clusters of the
original columns C and a set of r row clusters of original row instances R [6].
Unlike other clustering algorithms, co-clustering also defines a clustering crite-
rion and then optimizes it. In a nutshell, co-clustering finds out the subsets of
rows and columns simultaneously of a data matrix using a specified criterion.
From the summarization point of view, co-clustering provides significant ben-
efits. The following Fig. 2 shows the original dataset D and the summary of
sD. The original data has four attributes and these are of two categories. The
original row instances of the dataset contain two types of data as normal and
anomalous. So, the motivation behind using co-clustering is that, co-clustering
can be able to produce clusters to represent the underlying data pattern in a
concise form yet without losing any information of the original data.

Next, we discuss the basics of co-clustering algorithms within the scope of
this paper. We will mainly focus on block co-clustering and information theoretic
co-clustering [9].

3.1 Block Co-clustering

Govaert and Nadif et al. [7] proposed a probabilistic framework for model based
co-clustering. The backbone of their proposed block co-clustering is latent block
model. This model is based on the conditional independence and independent
latent variables. For a given matrix x of two dimensions as row R and column
C, the existence of partition z on R and partition w on C is assumed in a way
that the univariate random variables xrc are conditionally independent knowing
z and w with a parameterized pdf f(xrc;αkl), when the row r belongs to the
cluster k and column c belong to the cluster l. Thus the conditional pdf of x,
knowing z and w can be termed as follows

∏
r,c

f(xr,c;αzrwc
) =

∏
r,c,k,l

{f(xrc;αkl)}zrkwcl (7)

The latent variables as z1, ....., zn, w1, ..., wd are considered to be independent
as follows

p(z, w) = p(z)p(w), p(z) =
∏
r

p(zr) and p(w) =
∏
c

p(wc) (8)
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Fig. 2. Co-clustering and summarization

Consequently, the parameters of latent block model become θ = (π, ρ, α).
Where π = (π1, ....., πg) and ρ = (ρ1, ....., ρm) and (πk = P (zrk=1, k = 1, ...., g)),
(ρl = P (wcl=1, l = 1, ....,m)) are the mixing proportions. And αkl is the parame-
ter of the distribution of block k,l. Now, if Z and W are denoted as the possible
labels z for R and c for C, the pdf of original data x can be represented as
follows

f(x; θ) =
∑

(z,w)∈Z×W

p(z, w)f(x|z, w; θ)

=
∑

(z,w)∈Z×W

∏
r,k

πzrk

k

∏
c,l

ρwcl

l

∏
r,c,k,l

{f(xrc;αkl)}zrkwcl
(9)

To derive the maximum likelihood estimate of θ, two types of expectation
maximization approach can be used such as variational EM and classification
EM. For a latent block model, R is a distribution on Z×W and R = P(z,w|x,θ).
Here, we discuss only classification EM approach, where the objective is to max-
imize the classification log-likelihood (10).

Lc(z, w; θ) =
∑
r,k

zrklogπk +
∑
c,l

wcllogρl +
∑

r,c,k,l

zrkwclf(xrc, αkl) (10)

The corresponding latent block classification EM algorithm is presented in
the Algorithm below.

3.2 Information Theoretic Co-clustering

Banerjee et al. [9] proposed information theoretic co-clustering based on Bregman
Divergence. It tries to minimize the information loss in the approximation of
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Algorithm: Latent Block Classification Expectation Maximization (LBCEM)

Input: x,g,m.
Initialization: z,w, πk = zk

n
, ρl =

wl
d

, αkl = arg maxαkl
∑

r,c zrkwcllog f(xrc, αkl)

repeat

repeat
Step 1: zr = argmaxk(

∑
c,l wcllog f(xrc, αkl) + log πk)

Step 2: πk = zk
n

, αkl = arg maxαkl
∑

r,c zrkwcllog f(xrc, αkl)

until convergence
repeat

Step 3: wc = argmaxl(
∑

r,k zrklog f(xrc, αkl) + log ρl)

Step 4: ρl =
w̃l
d

, αkl = argmaxαkl
∑

r,c zrkwcllog f(xrc, αkl)

until convergence
until convergence
return π, ρ, α, z, w

a data matrix X, in terms of a predefined bregman divergence function. For
a given co-clustering (R,C) and a matrix approximation scheme M, a class of
random variables which store the characteristics of data matrix X is defined. The
objective function tries to minimize the information loss on the approximation
of X̃ for a co-clustering R,C. The Bregman information of X can be defined as
follows

Iφ(X) = E

[
log

(
X

E[X]

)]
(11)

Here, the matrix approximation scheme is defined by the expected value and
the bregman divergence dφ for an optimal co-clustering as follows

(R∗, C∗) = arg min E[dφ(X, X̃)] (12)

Here, dφ, can be considered in two ways as follows.

I − Divergence :dφ(x1, x2) = x1log(
x1

x2
) − (x1 − x2) (13)

EuclideanDistance : : dφ(x1, x2) = (x1 − x2)2 (14)

4 Experimental Analysis

In this section, we apply two different co-clustering algorithm discussed earlier
for the disease diagnosis. At first, we give a brief description of the dataset used
and then we discuss the experimental results in Sect. 4.2.

4.1 Heart Disease Dataset

The datset used in this paper is available in UCI Machine Learning Repository
[15]. The dataset contains 76 attributes; however for experimental purpose only
13 of them are used. Instances with missing values are removed from the dataset.
Table 1 contains short description on the dataset [16].
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Table 1. Cleveland heart disease dataset attributes

Name Data Type Description

Age Continuous Age in years

Sex Discrete Male/Female

Cp Discrete Chest pain type

Trestbps Continuous Resting blood pressure

Chol Continuous Serum cholesterol in mg/dl

Fbs Discrete Fasting blood sugar

Restecg Discrete Resting electrocardiographic results

Thalach Continuous Maximum heart rate achieved

Exang Discrete Exercise induced angina

Old Peak ST Continuous Depression induced by exercise relative to rest

Slope Discrete The slope of peak exercise segment

Ca Discrete Number of major vessels colored by
fluroscopy that ranged between 0 and 3

Thal Discrete Normal, Fixed defect, Reversible defect

Table 2. Standard confusion metrics for evaluation of co-clustering algorithm

Actual Diagnosis Healthy Sick

Healthy TN FP

Sick FN TP

4.2 Result Analysis

We applied co-clustering techniques with the input (Row=2, Column=2 ). Since,
our aim to identify the sick people and healthy people and it is expected that two
cluster will reflect the underlying data pattern. For the columns, we also wanted
to identify, which attributes contribute more for identifying sick people as well as
anomalous instances. Once we have the co-clustering results, we analyse the clus-
ters produced to calculate the accuracy of the underlying data pattern accuracy
as well whether the co-clustering is able to detect sick people accurately (Table 2).

We measure the accuracy of our approach using the standard confusion met-
rics. The metrics are listed as True Positive (TP), False Positive (FP), True
Negative (TN), False negative (FN). Table 4 displays the confusion metrics.

– TP = Sick people correctly identified as sick.
– FP = Healthy people incorrectly identified as sick.
– TN = Healthy people correctly identified as healthy.
– FN = Sick people incorrectly identified as healthy.

The accuracy is computed using Eq. (15)

Accuracy =
TP + TN

TP + TN + FP + FN
(15)
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Table 3. Performance evaluation on Heart Disease Dataset [15]

Techniques Accuracy on Heart Disease Data [15]

KNN 58%

LOF 52%

CBLOF 43%

LDCOF 49%

Block Co-clustering 71%

Information Theoretic Co-clustering 76%

Table 4. Information Theoretic Co-clustering on Heart Disease Dataset [15]

Actual Diagnosis Healthy Sick

Fbs, Exang, Old Peak Age, Sex, Cp, Trestbps, Chol,

ST, Ca, Thal Restecg, Thlach, Slope

Cluster-1 120 32

Cluster-2 40 105

Fig. 3. Performance of different techniques for heart disease diagnosis

The results were compared against KNN [11], LOF [12], CBLOF [13], LDCOF [14]
techniques. Table 3 displays the accuracy comparison results and it is clear that,
the application of co-clustering for heart disease diagnosis outperforms the exist-
ing anomaly detection techniques. Among the co-clustering techniques, informa-
tion theoretic co-clustering performs better than the block co-clustering.

Table 4 shows the co-clustering results of the information theoretic co-
clustering in detail. It is also clear that, there are few attributes which con-
tribute more to represent the sick/abnormal instances. So, further emphasis can
be given by the health care professionals to diagnose more precisely in future.
Figure 3 graphically represent the accuracy comparison of the various techniques.
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5 Conclusion

In this paper, we have raised the issue of handling huge amount of medical data
and extracting useful knowledge from the data. Apart from the regular anomaly
detection techniques, we have incorporated the co-clustering techniques, which
are emerging set of algorithms in data mining and machine learning. Experi-
mental results show that, the information theoretic co-clustering can diagnose
the heart disease data better than the other clustering based anomaly detection
techniques as well as the block co-clustering. In future, we will focus on creating
concise yet informative summary from the medical datasets to help healthcare
professionals to enhance the treatment facilities.
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Abstract. The paper seeks to investigate the use of scalable machine learning
techniques to address anomaly detection problem in a large Wi-Fi network. This
was in the efforts of achieving a highly scalable preemptive monitoring tool for
wireless networks. The Neural Networks, Bayesian Networks and Artificial
Immune Systems were used for this experiment. Using a set of data extracted
from a live network of Wi-Fi hotspots managed by an ISP; we integrated
algorithms into a data collection system to detect anomalous performance over
several test case scenarios. The results are revealed and discussed in terms of
both anomaly performance and statistical significance.

Keywords: Performance monitoring � Neural networks � Artificial immune
systems � Bayesian networks � Anomaly performance detection � Multilayer
perceptron � Naive bayes � AIRS2

1 Introduction

Wireless Fidelity (Wi-Fi) is a wireless networking technology that uses radio waves to
provide high-speed wireless internet connections. Wi-Fi is based on the IEEE 802.11
standards and builds upon a fast, easy and inexpensive networking approach [1] where
Access Points (APs) are used to broadcast signals to Wi-Fi-capable client devices
(laptops and Smartphone devices) within their range, and connect to the Internet.

Performance monitoring is an important task upon which large Wi-Fi network
deployment depends. As traditionally implemented, performance monitoring is based
on a reactive network approach where the operating system software only warns the
network administrators when a problem occurs. This approach leads to both the halting
of important network processes and the hampering of critical business processes of the
organization.

Pre-emptive network monitoring provides the potential to prevent the occurrence of
faults by analyzing the status of the network components to create a fail-safe network
status or allow a smooth migration from a faulty to fail-safe network status. Wi-Fi
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technology has become so popular and this lead to large scale deployment of thousands
of hotspots networks. These hotspots generate huge amounts of monitoring data, thus
there is a call for efficient data handling methods that would analyze data and recognize
anomalous hidden patterns and implement fault tolerance mechanism. While statistical
analysis methods have been deployed in many cases to address this issue, soft com-
puting methods borrowed from the human immune system are emerging as powerful
tools used in anomaly detection and security monitoring systems.

1.1 Related Work

There has been work done in the field of anomaly detection, and in this paper, three soft
computing methods were identified, viz. Artificial Neural Networks, Artificial Immune
Systems and Bayesian Networks. With Artificial Neural Network (ANN), the work has
focused on employing ANN for anomaly detection on network traffic data [2–4].
Artificial Immune Systems (AIS) was used for intrusion detection, and detection of
computer viruses [5–7].Bayesian Networks were also used for anomaly detection for
disease outbreak [4] and also in detecting and analyzing anomaly behavior in network-
based FTP services [8].

The three machine learning techniques have gained success in anomaly detection
and in this paper; we would like to employ them on a large network of Wi-Fi hotspots
for intrusion detection. The work done in this paper furthers the work by authors in
[9–11] and the efforts to find out which method works best for large data networks, and
how each methods performs under network intrusion for the test cases set out in this
paper.

1. Which method performs better for monitoring a large Wi-Fi network?
2. How do these methods perform under different test cases and network thresholds?

The remainder of the paper is organized as follows: in Sect. 2, the machine learning
techniques used in this article are briefly described. Section 3 will describe the research
and experiment design. Section 4 will reveal and discuss the experiment results while
Sect. 5 brings the article to a conclusion.

2 Algorithms

Artificial Neural Networks - ANN’s are mathematical or computational models that get
their inspiration from biological neural systems. In this paper the neural network
model, Multilayer Perceptron (MLP) was used to conduct experiments. The MLP is a
feed forward neural network model in which vertices are arranged in layers. MLP have
one or more layer(s) of hidden nodes, which are not directly connected to the input and
output nodes [12]. For the purpose of this experiment we employed Weka’s Multilayer
Perceptron implementation.

Bayesian Networks - Bayesian Networks can be described briefly as acyclic
directed graph (DAG) which defines a factorisation of a joint probability distribution
over the variables that are represented by the nodes of the DAG, where the factorisation
is given by the direct links of the DAG [13]. The NaiveBayes algorithm was used for
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the experiments. It makes a strong assumption that all attributes of the examples are
independent of each other given the context of the class. The Weka’s NaiveBayes
implements this probabilistic Naïve Bayes classifier [14].

Artificial Immune Systems - The AIS takes inspiration from the robust and pow-
erful capabilities of the Human Immune System’s (HIS) capabilities to distinguish
between self and non-self [7]. The Algorithm employed in this paper’s experiments is
the Weka’s Artificial Immune Recognition System (AIRS) learning algorithm [15]. The
AIRS is a supervised AIS learning algorithm that has shown significant success on a
broad range of classification problems [5–7].

3 The Research Design

The section that follows will describe the methods and techniques used to carry out the
research presented in this paper.

3.1 The Wi-Fi Network

The experiment network connected more than 400 hotspots around the Cape Town
area, with more than 615 Cisco WRT54GL gateway devices connected to the network.
For data collection and monitoring, a Syslog daemon program was installed on each
gateway device, and was left to run 2–3 months collecting monitoring data at every
hour’s interval.

3.2 Network Performance Monitoring

The network was monitored based on three performance metrics. This includes:

• Uptime and Downtime (%) - This metric measures the availability, stability and
reliability of the communication device when used in the network.

• Load Average (%) - Measures the “congestion rate” for the device based on the
number of users connected to the device.

• Radio Noise (in dB) - Wi-Fi uses the shared 2.4 GHz spectrum band and the
proliferation of devices using the spectrum leads to congestion and noisy Wi-Fi
devices.

• Standard deviation - To detect aberrant behavior in performance, statistical confi-
dence bands were used to measure deviations in a time series. A deviation depends
on the Delta (δ) parameter whose sensible values were taken between 0 and 3.

• Encoding and Selection - Three levels of performance were used to describe per-
formance. A 3-bit encoded nominal value was used to describe performance. This
type of encoding was also used by authors in [11].

3.3 Performance Evaluation Techniques

The effectiveness of the methods is evaluated based on their ability to make correct
predictions. The following measures were used to quantify the performance of the
algorithms:
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• True Positive (TP) rate, also known as detection rate.
• False Positive (FP) rate, also known as false alarm rate.
• F-measure, it is a harmonic mean for precision and recall.
• Kappa Statistic - used to measure the agreement between predicted and observed

categorization of a dataset, while correcting for agreement that occurs by chance.

3.4 Test Cases

For the test cases in this study, we followed a model suggested by the authors in [92-
Wu Shelly]. We conducted experiments using four test case scenarios revealing Wi-Fi
operating constraints from loose (e.g. rural setting where QoS is an issue) to the most
stringent (e.g. Suburban setting where modern applications demand higher QoS).

The Weka machine learning software was used for the experiments, a stratified 10-
fold cross-validation technique was used for training and testing the algorithms.

4 Results and Discussions

Using the test cases and methods described above; the experiments were conducted and
results were revealed based on the algorithms’: True Positive (TP), False Positive (FP),
Kappa Statistic and F-measure performance. A graphical and t-test performance
evaluation is used.

4.1 True Positive Rate Performance

In the bar graph representation of Fig. 1 above indicates a bar graph representation of
TP rate and that the MLP had an average TP rate of 99.45 %, while NaiveBayes had an
average TP rate of 95.62 % across all test cases. The AIRS1 algorithm’s performance
was lower in recognising classes correctly with average TP rate of 47.65 %.

For the test:

True Positive Rate: H0: lMLP�lNaiveBayes = 0
True Positive Rate: H1: lMLP�lNaiveBayes 6¼ 0 ð1Þ

Fig. 1. Anomaly TP rate and FP rate performance
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In Table 1, the value of the t-Statistic is 13.858 and its two-tailed p-value is 5.147E-
31. At the 5 % confidence level, the test is highly significant and there is overwhelming
evidence to infer that the alternative hypothesis is true. Therefore we reject the null
hypothesis and conclude that there is a difference in the mean anomaly True Positive
Rate for the MLP and NaiveBayes algorithms.

For the test:

True Positive Rate: H0: lMLP�lAIRS2 = 0
True Positive Rate: H1: lMLP�lAIRS2 6¼ 0

ð2Þ

The value of the t-Statistic is 32.981 and its two-tailed p-value is 1.34191E-82. At
the 5 % confidence level, the test is highly significant and there is overwhelming
evidence to infer that the alternative hypothesis is true. Therefore we reject the null
hypothesis and conclude that there is a difference in the mean anomaly True Positive
Rate for the MLP and AIRS2 algorithms.

4.2 False Positive Rate Performance

The bar graph representation in Fig. 1 indicates that the MLP and NaiveBayes had very
low average FP rate, 0.77 % and 6.45 % respectively. A poor performance was seen
with AIRS1 technique; it had an average FP rate of 23.65 %, and had a high FP rate of
38.2 % in test case 4.

For the test:

False Positive Rate: H0: lMLP�lNaiveBayes = 0
False Positive Rate: H1: lMLP�lNaiveBayes 6¼ 0 ð3Þ

In Table 2 below, the value of the t-Statistic is -2.188 and its two-tailed p-value is
0.0298. At the 5 % confidence level, the test is significant and there is strong evidence
to infer that the alternative hypothesis is true. Therefore we reject the null hypothesis
and conclude that there is a difference in the mean anomaly False Positive Rate for the
MLP and NaiveBayes algorithms.

For the test:

False Positive Rate: H0: lMLP�lAIRS2 = 0
False Positive Rate: H1: lMLP�lAIRS2 6¼ 0

ð4Þ

Table 1. Results for true positive rate T-test for paired two samples for means
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The value of the t-Statistic is -22.482 and its two-tailed p-value is 1.57884E-56. At
the 5 % confidence level, the test is highly significant and there is overwhelming
evidence to infer that the alternative hypothesis is true. Therefore we reject the null
hypothesis and conclude that there is a difference in the mean anomaly False Positive
Rate for the MLP and AIRS2 algorithms.

4.3 F-Measure Performance

The MLP is shown to be, on average, the most accurate of the techniques with an
average F-measure of 99.45 %. The NaiveBayes had an average F-measure of 95.25 %
across all test cases. This is indicated by the bar graph representation in Fig. 2. AIRS1
revealed poor results with an average F-measure of 53.88 %.

Table 2. Results for false positive rate T-test for paired two samples for means

Fig. 2. Anomaly F-measure and Kappa statistic performance

Table 3. Results for F-measure T-test for paired two samples for means
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For the test:

F - Measure: H0: lMLP�lNaiveBayes = 0
F - Measure: H1: lMLP�lNaiveBayes 6¼ 0 ð5Þ

The value of the t-Statistic is 12.853 and its two-tailed p-value is 6.32577E-28. At
the 5 % confidence level, the test is highly significant and there is overwhelming
evidence to infer that the alternative hypothesis is true. Therefore we reject the null
hypothesis and conclude that there is a difference in the mean anomaly F-measure for
the MLP and NaiveBayes algorithms.

For the test:

F - Measure: H0: lMLP�lAIRS2 = 0
F - Measure: H1: lMLP�lAIRS2 6¼ 0

ð6Þ

The value of the t-Statistic is 32.163 and its two-tailed p-value is 9.08911E-81. At
the 5 % confidence level, the test is highly significant and there is overwhelming
evidence to infer that the alternative hypothesis is true. Therefore we reject the null
hypothesis and conclude that there is a difference in the mean anomaly F-measure for
the MLP and AIRS2 algorithms.

4.4 Kappa Statistic Performance

Indicated by the bar graph in Fig. 2, the MLP and NaiveBayes had an average Kappa
statistic of 98.59 % and 89.05 %, respectively. AIRS1 technique had an average Kappa
statistic of 15.22 %, revealing poor accuracy and precision.

For the test:

Kappa Statistic: H0: lMLP�lNaiveBayes = 0
Kappa Statistic: H1: lMLP�lNaiveBayes 6¼ 0 ð7Þ

The value of the t-Statistic is 12.58 and its two-tailed p-value is 4.29687E-27. At
the 5 % confidence level, the test is highly significant and there is overwhelming

Table 4. Results for Kappa statistic T-test for paired two samples for means
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evidence to infer that the alternative hypothesis is true. Therefore we reject the null
hypothesis and conclude that there is a difference in the mean anomaly Kappa Statistic
for the MLP and NaiveBayes algorithms.

For the test:

Kappa Statistic: H0: lMLP�lAIRS2 = 0
Kappa Statistic: H1: lMLP�lAIRS2 6¼ 0

ð8Þ

The value of the t-Statistic is 91.00 and its two-tailed p-value is 4.14E-164. At 5 %
confidence level, the test is highly significant and there is overwhelming evidence to
infer that the alternative hypothesis is true. Therefore we reject the null hypothesis and
conclude that there is a difference in the mean anomaly Kappa Statistic for the MLP
and AIRS2 algorithms.

5 Conclusions

The statistical hypothesis test experiments, Tables 1, 2, 3 and 4, that were conducted
for anomaly performance detection reveal that, in all algorithm performance measures,
there is a significant mean difference among the three algorithms. One can safely
conclude that there was a significant difference in mean performance measures for
MLP, NaiveBayes and the AIRS2 algorithms.

The bar chart representations in Figs. 1 and 2 were carefully examined, and for all
performance measures, the MLP had an overall good performance and came out with
the highest (above 90 %) algorithm performance measures. The NaiveBayes also had a
good performance that was slightly lower than that of the MLP. On the other hand, the
AIRS2 had a poor performance relative to the MLP and NaiveBayes.

When applying the algorithms to a large Wi-Fi networking problem, the MLP would
be a better option as it would produce more accurate results. The NaiveBayes would also
produce good results, but not better than that of the MLP. On the other hand, the AIRS2
algorithm may produce mediocre performance results on a large Wi-Fi network mon-
itoring problem.
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Abstract. Data collection is a fundamental operation in many wireless
sensor network (WSN) applications. Many previous works discuss how to
schedule nodes’ active and sleep timings to conserve energy and reduce
report latency. Recently, some previous works propose to utilize multiple
channels to facilitate scheduling. When the network has multiple chan-
nels, the report latency can be further reduced since the interferences
between transmission pairs can be eliminated. In this work, we consider
the network scenarios that there are sufficient channels, and propose a
two-phase algorithm. In our algorithm, we first assign slot to transmis-
sion pairs and then assign channels to nodes. The assignment sequence
is so designed based on some observations on previous works. Simula-
tion results indicate that the proposed scheme can effectively reduce the
report latency and the needed numbers channels for multichannel WSNs.

Keywords: Data collection · Graph theory · Multichannel · Scheduling ·
Wireless sensor network

1 Introduction

Data collection is a fundamental operation in many wireless sensor network
(WSN ) applications including monitoring [5,10], health care [6], dynamic path
finding [1,11], and smart home [9]. In this scenario, there is a set of nodes
periodically report their sensory data via a reporting tree to a sink node. Two
technical issues are concerned when gathering data. The first one is how to
conserve energy consumption. To conserve energy, many previous works discuss
to allow nodes to switch between active and sleep mode. By the setting, a parent
and child pair needs to wake up in the assigned time slots. During the time slot,
the parent node collects data from the child node. In the scenario, a parent
node may need to wake up multiple slots if it has more than one child node.
The parent node can be configured to aggregate all its child nodes’ reports to
one report before reporting to its parent. Moreover, the second issue is how to
reduce report latency. We can see that in order to conserve report latency, the
active timings of all parent and child pairs should be carefully designed.

Figure 1(a) shows an example of slot assignment, where a digit nearby a tree
link is the assigned slot for the upward link (to the sink). To reduce report
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
J. Jung et al. (Eds.): INFOSCALE 2014, LNICST 139, pp. 80–90, 2015.
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latency, we can assign a slot to a link with a larger slot number than its
descendant links’. However, when deciding slots, some adjacent links cannot
use the same slot. For example, in Fig. 1(a), when the pairs (u, v) and (x, y) use
the same slot, the receivers v will be interfered by x. In the example, the links
(v, sink) and (x, y) cannot use the same slot because that the transmissions of
v will interfere with the receptions of y. Moreover, in Fig. 1(a), the reports from
node u will have the longest report latency, i.e., u’s reports need four slots to
arrive the sink.

Recently, the multiple channel concept is discussed to be able to facilitate slot
assignment. When the network has multiple channels, each node can be assigned
to a frequency channel to communicate with its child nodes. An in-tree node needs
to switch between two channels: one for collecting reports from its child nodes and
one for reporting data to its parent. For a leaf node, it only needs to stay in its
parent’s channel. With multiple channels, the interferences between links can be
eliminated, and thus can have the benefit of reducing report latency. For example,
in Fig. 1(b), when the node y uses channel 1, the link (x, y) can be assigned to
slot 1. Although the pairs (v, sink) and (x, y) are assigned to the same slot, the
transmissions of v will not interfere with node y (since these two pairs operate on
different frequency channels). In Fig. 1(b), the node z will have the longest report
latency. Compare to the assignment in Fig. 1(a), the longest report latency can be
reduced from four slots to two slots.

Fig. 1. The network scenario.

In this work, we design a slot and channel assignment scheme for fast data
collection in low-powered multiple-channel WSNs. We assume that nodes adopt
the IEEE 802.15.4 radio interfaces. In IEEE 802.15.4, there are 27 usable fre-
quency channels [7]. Refer to the references [3,4], we also consider the scenario
that the network density is not so high and the network has sufficient channels to
eliminate interferences between transmission pairs. We propose a slot and chan-
nel assignment scheme, which contains two phases: First, the slot assignment
phase decides the link schedule based on the given tree topology. The goal of
this phase is to minimize the report latency of the network. Second, the channel
assignment phase tries to use less numbers of channels to eliminate interfer-
ences between links. The simulation results indicate that the proposed scheme
can indeed achieve our goal. Moreover, we remark that why we aim to use less
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number of channel to eliminate interferences. This is because that if we do so,
nodes will have more opportunities to operate on channels that are more clear.
More specifically, assume that the channel assignment phase needs c channels
to eliminate all interferences. After channel assignment, the network manager
can find c clearer channels among all available channels in the environment for
nodes.

References [3,8] propose energy efficient or low latency data collection schemes
for multichannel WSNs. The references [8] propose tree construction, slot assign-
ment, and channel assignment schemes for data collection for WSNs. In the pro-
posed network scenario, the sensor readings can be aggregated when reporting
to the sink. The goal is to minimize the number of used slots (defined as schedul-
ing length in [8]) of the network. When constructing the network, the proposed
scheme connects nodes by a degree-constraint tree. Each in-tree node will be
assigned to a channel, which will not be the same as its nearby in-tree nodes.
When scheduling slots, each node greedily selects a minimum-numbered slot,
and the selected slot will not be the same its sibling nodes. Moreover, reference
[3] shows that when a network has unlimited or limited frequencies, the problem
of minimizing the scheduling length is NP-complete. Then, the authors in [3]
propose approximation algorithms for the networks with unlimited and limited
frequency channels, respectively. Based on the above works [3,8], we have the
following observations. First, we observe that minimizing the scheduling length
does not imply that the report latency is minimized. Second, in order eliminate
possible interferences, the above schemes assign channels to nodes before slot
assignment. We observe that some in-tree nodes can be assigned to the same
channel since their transmission pairs are scheduled to use different time slots.
So, in this work, our policy is to assign slots to links first and then assign chan-
nels to nodes. Our policy can effectively use less numbers of channels to eliminate
interferences.

The rest of this paper is organized as follows. Sections 2 and 3 present the
network models and the proposed scheme, respectively. Simulation results are
given in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Network Models

Given a network, we model it by a graph G = (V,E), where V contains all nodes
and E contains all symmetric communication links between nodes in V . A node
in V is designated as the sink t of the network. All nodes in this network are
static, and each node has only one radio transceiver. From G, we construct a
BFS tree T = (V,ET ), where ET represents the tree links that span all V and
|ET | = |V | − 1. For an edge e = (u, v) in ET , we say that the e is a transmission
pair in the network, and the node v is the parent of u, i.e., v = par(u).

We assume there are k available frequency channels, i.e., k channels, which
numbered from 0 to (k − 1). Each in-tree node v will be assigned to a chan-
nel ch(v), and v uses the channel ch(v) to communicate with its child nodes.
Moreover, we assume that there are n slots, which numbered from 0 to (n − 1).
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Each node v ∈ {V \ t} will be assigned to a slot s(v). The node v communicates
with its parent par(v) at the slot s(v) by its parent’s channel ch(par(v)). We
restrict that in a slot time, a node can only be located in one transmission
pair. The root t only stays in channel ch(t). An in-tree node v ∈ {V \ t}
changes between two channels. More specifically, it switches to channel ch(v)
and ch(par(v)) to receive its child nodes’ reports and to report sensory read-
ings to its parent, respectively. Note that according to the Brook’s theorem [12],
which proves that m colors are sufficient to color any graph with a maximum
degree of m, we would assume that n ≥ D, where D is the degree of the network.

Fig. 2. Interference relationships.

When assigning channels and slots, the interferences between transmission
pairs should be avoided. Given the tree T ∈ G, there are two kinds of interfer-
ences, say primary interference and indirect interference. We define two trans-
mission pairs are primary interference if they have a common endpoint in T .
Figure 2(a) shows an example that e1 and e2 are primary interference. Then, a
transmission pair (u, v) is an indirect interference of another transmission pair
(x, y) if the transmissions of node u or v cause interference on the receiver of
node x or y. Figure 2(b)–(d) shows examples, where we assume all nodes oper-
ate on the same channel and the nodes v and y are the parent nodes of u and
x, respectively. In these three examples, edges e1 = (u, v) and e2 = (x, y) are
indirect interferences because of the following reasons. (i) In Fig. 2(b), x’s report
packets will interfere with the packet receptions of v. (ii) In Fig. 2(c), x’s report
packets will interfere with the ACK packets receptions of u and vice versa. (iii)
In Fig. 2(d), y’s ACK packets will interfere with the packets receptions of v and
vice versa. When the network has only one channel, two interference transmission
pairs cannot be assigned to the same slot. However, when the network has mul-
tiple channels, indirect interferences relationship can be eliminated by channel
assignments. For example, in Fig. 2(b)(c)(d), edges e1 and e2 can use the same
slot if nodes v and y are assigned to different channels. By the above discussions,
we say that a channel and slot assignment for the network G is interference-free
if any two transmission pairs, (u, v) ∈ ET and (x, y) ∈ ET , will not interfere
with each other.

Given a channel and slot assignment for G based on a tree T , we define
the one-hop report latencies of nodes by the following two cases. First, a node
v ∈ child(t), the one-hop report latency of v is zero. Second, a node v /∈ child(t),
the one-hop report latency of v to its parent par(v) is (s(par(v))− s(v)) mod n.
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Then, we define the report latency L(v) for a node v to the sink t as the sum
of one-hop report latencies on the reporting path from v to the sink. The report
latency L(G) of G is defined as the maximum report latency among all node
in V . The report latency L(G) of the network G is max∀v∈V {L(v)}.

In this paper, we assume that the network has sufficient channels. For a
transmission pair (u, v), there are at most 2 × D neighbors nearby u and v.
When the number of channels k ≥ (2 × D), we can say that the network has
sufficient channels. Then, we can assign different channels to those receivers
nearby a transmission pair (u, v).

The problem description of this paper is as follows: Given a graph G = (V,E),
the tree T ∈ G, n available slots, and k available channels, where k ≥ (2 × D),
if there exists an interference-free channel and slot assignment such that (1) the
L(G) is minimized and (2) the used number of channels is minimized. In [4], the
authors present a similar problem as ours, and the presented problem in [4] is
proved as a NP-complete problem. In this work, we propose a heuristic scheme,
which is composed of a slot assignment phase and a channel assignment phase
as described in the next section.

3 The Proposed Scheme

3.1 The Slot Assignment Phase

Based on T , our goal of slot assignment is to minimize the report latency L(G).
In this phase, we assign slots to nodes in T by a top-down manner. We first
assign the sink t’s slot s(t) to be n− 1, and then we execute the following steps.

1. Based on T , we decide a sequence S of slot assignment by traversing nodes
from t in a level-by-level fashion. In a level, we sort nodes in that level by
their numbers of descendant nodes in descending order. Then, we check the
next level until the sequence S is decided.

2. When S is not empty, we extract the first node, say v, from S. For v, we
assign a slot s(v) to it, which can satisfy the following two conditions:
– The s(v) can result in the least one-hop report latency to par(v).
– The s(v) does not induce primary interferences.

Note that, in step 1, the node with more descendant nodes will have a higher
priority. This design is to increase the probability that the descendant nodes
that are located in a larger subtree can report their data earlier. When assigning
slot to a node v in step 2, we only consider v’s primary interferences. After the
slot assignment, indirect interferences can further be removed in the channel
assignment phase.

3.2 The Channel Assignment Phase

In this phase, we aim to use the least number of channels to remove indirect
interferences. Without loss of generality, we first assume that all nodes’ default
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channels are channel numbered 0. Refer to Fig. 2, we can find that for a node
v, (1) the corresponding tree links of v’s child nodes’ neighbors, say NT (C(v)),
and (2) the corresponding tree links of v’s not-in-tree neighbors, say NT (N(v)),
may cause interference with transmissions or receptions of v. In the following, we
define an in-tree node v’s interference neighbor pairs, which cause interferences
with the transmission between v and its child nodes.

Definition 1. Given the slot assignment inG and the channel c, a pair (x, par(x))
is one of the interference neighbor pairs of an in-tree node v based on channel c,
say I(v, c), if the following three conditions are satisfied. (C1) both x and par(x)
belong to {NT (C(v)) ∪ NT (N(v))}. (C2) ch(par(x)) = ch(v) = c. (C3) s(x) is
the same as s(v) or any s(u), where u ∈ child(v).

The conditions C2 and C3 are to restrict that the pair (x, par(x)) operates
in the same channel of v and the used slot is the same as one of v’s child node,
respectively. Figure 3 shows an example that before channel assignment, the
I(u, 0) contains the pairs (x, par(x)) and (y, par(u)). So, given a tree T , the slot
assignment, and k channels, the channel assignment procedures work as follows.

1. For all in-tree nodes, we sort them according to their priorities, where a node v
is considered to have a higher priority than u if one of the following condition
is satisfied: (i) |I(v, 0)| > |I(u, 0)|. (ii) |I(v, 0)| = |I(u, 0)| and ID(v) > ID(u).
After sorting, we put those in-tree nodes into a list S.

2. When S is not empty, we extract the first node, say v, from S, and decide
ch(v). We set a variable c = 0. Then, we check if I(v, c) = ∅. If so, we can set
ch(v) = c, and finish the channel assignment of v. Otherwise, we set c = c+1
and then execute this step again.

Note that in step 1, a node v with a larger I(v, 0) should assign to a channel
earlier because that it has less choice of channels. In step 2, we greedily find a
channel that the node v can use.

Fig. 3. An example of the observation on channel assignment.

After assigning slots and channels, we observe that the used number of chan-
nels can further be reduced if we can modify some link’s slots. For example, in
the slot and channel assignment result in Fig. 3, node u is assigned to ch2 to
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avoid interfering with the transmission pairs (x, par(x)) and (y, par(y)). From
the result, the network needs three channels to eliminate all indirect interfer-
ences, and the report latency L(G) = 5. From Fig. 3, we can see that if we
“loosen” the slot of node v from s(v) = 3 to s(v) = 2, the node u can change to
use the ch0. After the modification, the I(u, 0) = ∅ and the L(G) is unchanged.
But, the needed numbers of channels will be reduced from three to two.

By the above observation, in this work, we further propose a channel adjust-
ment algorithm, which works as follows. For those in-tree nodes, we sort them
according to their assigned channel numbers in a non-increasing order. After
sorting, we put them into a list S. When S is not empty, we extract the first
node, say u, from S. For each node u, we set a variable c′ = 0 and then perform
the following steps.

1. We check if c′ = ch(u). If so, the channel of u cannot be modified, and the
procedure ends. Otherwise, we put those transmission pairs in I(u, c′) into a
queue Q.

2. If Q is empty, we can go to step 3. Otherwise, we set (x, par(x)) = dequeue(Q),
and perform the following checks.
(a) If s(x) is not the same as the slots of u and u’s child nodes, the pair

(x, par(x)) will not interfere with (u, par(u)). In this case, we re-perform
the step 2 to check the next transmission pair in Q.

(b) If s(x) is the same as the slot of u or any of u’s in-tree child nodes, the
pair (x, par(x)) interferes with (u, par(u)). In this case, the channel c′

cannot be used by u. So, we set c′ = c′ + 1 and go back to step 1.
(c) If s(x) is the same as the slot of a u’s leaf child node, say v, we can try

to modify the s(v) by the following steps.
i. We set stmp(v) = s(v).
ii. We greedily modify stmp(v) = (stmp(v) − 1) mod n, and then test if

(i) I(u, c′) = ∅ and (ii) L(G) is preserved when we pretend node v
adopts the slot stmp(v).

iii. If a stmp(v) is found, we record the stmp(v) for v and re-perform
the step 2. Otherwise, the c′ cannot be used by u, and then we set
c′ = c′ + 1 and go back to step 1.

3. In this step, we can set ch(u) = c′, and modify the slot of u’s leaf child nodes
(that has demanded to change slots in step 2.c.iii) to their new slots.

Note that in the above procedure, we only try to modify the slots of leaf
nodes, and do not modify the slots of in-tree nodes. This is because that if
changing an in-tree nodes slots, we may need to modify the slots of corresponding
ancestor or descendant nodes’ slots, and computational complexity will be high.
Also note that when performing the procedure in step 2.c.iii, we guarantee that
the network can still be interference-free and L(G) can be preserved.

3.3 Time Complexity Analysis

The computational complexity of this algorithm is analyzed as follows. First, in
the step 1 of slot assignment phase, it takes O(|V |log(|V |)) time to sort nodes.
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In the step 2, when deciding a slot, each node needs to check at most O(D2)
transmission pairs nearby it. So, the complexity of step 2 is O(|V |D2). The com-
plexity of the slot assignment phase will be dominated by O(|V |D2). Second,
before the sorting procedure in step 1 of the channel assignment, each node,
say v, needs to calculate I(v, 0), and the cost of deriving nodes’ interference
neighbors will be O(|V |D2). The sorting procedure also costs O(|V |log(|V |))
time. In the step 2, for a node v, we need to traverse O(D2) neighbors to decide
whether v can use a channel numbered c. Since there are k channels and |V |
nodes, the complexity of step 2 will be O(k|V |D2). As a result, the complexity
of the channel assignment will be O(k|V |D2). Third, we analyze the channel
adjustment algorithm in the channel assignment phase. In the step 1, we need
O(|V |log(|V |)) time to sort nodes. In the step 2, a node will test at most k
channels, and there are at most O(D2) transmission pairs in Q. For a trans-
mission pair, we have to perform at most D checks. So, the complexity of step
2 will be O(|V | × k × D2 × D) = O(k|V |D3), which dominates the complex-
ity of the channel adjustment algorithm. To summarize, the overall complexity
will be dominated by the channel adjustment procedure, and the computational
complexity of the proposed scheme is O(k|V |D3).

4 Simulation Results

In this work, we develop a simulator (by C programming language) to verify the
proposed scheme. We compare the proposed scheme (denoted by SF) against
the proposed scheme in [3] (denoted by CF) and a greedy top-down slot and
channel assignment scheme (denoted by TD) [2]. In TD, the authors assign slot
and channel to nodes at the same time. For a node, the TD greedily selects a
slot and a channel, which can minimize the node’s one hop latency and eliminate
interferences between the node and its neighbors, respectively. In our simulations,
we further show the results of the reduced version of SF (denoted by rSF),
which does not perform channel adjustment procedures. We compare the network
latency L(G) (in unit of slots) and the number of used channels.

We first simulate the networks with size ranged from 1002 m2 to 1902 m2, and
we generate 1002/100 to 1902/100 nodes randomly distributed in the network.
The transmission ranges of nodes are fixed to 25 m. Figure 4(a) shows the results
of L(G). In this simulation, when the network size becomes larger, the results
on L(G) are expected to become longer. We can see that the SF and rSF can
outperform the other two schemes in L(G), and the performances of SF and rSF
are almost the same. In Fig. 4(b), we can see that TD uses the least number of
channels. However, as shown in Fig. 4(a), the TD will induce the longest L(G).
This result indicates that when selecting slot and channels at the same time, the
available channels cannot be fully utilized. According to Fig. 4(b), the SF needs
less numbers of channels than rSF, which demonstrates the effectiveness of the
channel adjustment algorithm. From Fig. 4(a) and (b), the SF outperforms the
CF in both L(G) and the numbers of used channels. This result demonstrates
that our policy (which assigns slot and then assigns channels) is better than the
one (which assigns channels and then assigns slots) used by the CF.
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Fig. 4. Simulation results of (a) averaged L(G) and (b) averaged used number of chan-
nels with varied network size.

Next, we simulate the network with size fixed to be 1002 m2, and the network
contains 100 nodes. We vary the transmission ranges of nodes from 17 m to 26 m.
The results are shown in Fig. 5. In Fig. 5(a), when the transmission ranges of
nodes are 19 m, the L(G) values of these four schemes are lower. This is because
that the longest hop count distance to the sink decreases. When the transmission
range becomes larger (≥ 20m), nodes will have more interference neighbors, and
thus the L(G) may become longer. We can see that the SF can still outperform
other three schemes in L(G). Again, in the Fig. 5(b), the SF consumes more
numbers of channels than TD, but the SF induces less L(G).

Fig. 5. Simulation results of (a) averaged L(G) and (b) averaged used number of chan-
nels with varied transmission ranges.

5 Conclusions

In this work, we propose a slot and channel assignment scheme for data collection
in multiple channel WSNs. We assume that the network has sufficient frequency
channels. We design a two phase algorithm to assign slots and channels to nodes.
In the slot assignment phase, we aim to schedule slots for transmission pairs to
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reduce the report latency. Then, in the channel assignment phase, we aim to
eliminate indirect interferences with less channels. To reduce the needed number
of channels, our scheme may reassign some links’ slots, and then to adjust the
channel assignments. Our scheme can eliminate interferences by less channels,
and thus nodes can operate on channels that are more clear. Simulation results
indicate that the propose scheme can indeed achieve low latency data collection
by less frequency channels. In the future, it is deserved to consider that the
scenario that network has limited amount of channels.

Acknowledgments. M.-S. Pan’s research is sponsored by NSC grant 103-2221-E-
032-030.

References

1. Chen, P.-Y., Chen, W.-T., Tseng, Y.-C., Huang, C.-F.: Providing group tour guide
by RFIDs and wireless sensor networks. IEEE Trans. Wirel. Commun. 8(6), 3059–
3067 (2009)

2. Ghods, F., Yousefi, H., Afshin Hemmatyar, A.M., Movaghar, A.: MC-MLAS: multi-
channel minimum latency aggregation scheduling in wireless sensor networks. Else-
vier Comput. Netw. 57(18), 3812–3825 (2013)
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Abstract. The development of various sensor and sensor network made it
possible to collect environmental date from specific area, however, there is a
lack of practical application to share useful information and knowledge with
using the sensor data, Thus this study is to establish data domain ontology and to
predict the information on the growth environment of crop based on this already
built domain ontology. The inference model suggested in this paper is collected
from weather center.

1 Introduction

Recently the natural condition and ecosystem has faced with rapid change as the envi-
ronmental pollution and the climate change became more serious. The importance of
continuous study on environment and ecosystem became a big concern under the inex-
perience change of environmental condition [1]. For the local industry, especially, envi-
ronmental condition affects greatly on yields, active risk management system that combines
diverse information on climate, weather, cultivation situation is urgent. Thus, there is a need
to collect and analyze the observation data by long-term and national level of monitoring on
environment to upgrade the accuracy of prediction on environmental change. The envi-
ronmental sensor network can be used for the environmental monitoring. The advanced IT
technology made this monitoring effective with the environmental sensor data by checking
all details in minutes and in wide area. Despite there have been active ongoing studies on
collection, repository and process of sensor stream data to establish environmental moni-
toring system so far, the development of application such as predicating model on the
growth environment of crop is relatively insufficient. Therefore, this study is to establish
data domain ontology for analyzing intelligent sensor data and to build up inference model
to predict the information on the growth environment of crop based on this already built
domain ontology for increasing productivity, efficiency and quality of crops.

2 Related Work

2.1 Environmental Sensor Networks

The sensor network is a overall system [2] to collect, control and analyze outlook
information anytime by distributing multiple light sensor node in any spaces and areas
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needed to be monitored. It can be applied to any things and environment where can be
monitored by attaching sensors for real time monitoring and management such as
animal management, patient management, home network, environmental pollution
monitoring and toll gates [3]. Thus, environmental sensor network is a word refers to
one of general words for monitoring environment, eco-temperature, humidity, insola-
tion and velocity. The study on existing environmental sensor networks are the one for
designing the sensor data management system to support monitoring system of sensor
data that can deal with query collected from DBMS [4]. Another one is for establishing
sensor network ontology that shares data and concerns recycle to support efficient
intelligent service from real time stream data [5].

2.2 Ontology Based Sensor Networks

Ontology is defined by conceptualization specification to help human and program to
share the knowledge on a specific domain [6]. There are three advantages in ontology.
First, the sharing of knowledge. Using ontology make it easy to assemble general
concept on domain while the different agent and service are interacting under the
semantic web and ubiquitous circumstance. Second, the reusing of knowledge and
information. It makes it easier to compose ontology by reusing different domain or
other well- defined domain. OWL(Web Ontology Language, the latest word suggested
by W3C(World Wide Web Consortium) is widely used for building ontology. It is
recognized to have better quality in expression by adding a vocabulary with formal
semantic. Third, enabling logic inference. As the ontology can be expressed based on
description logic of human knowledge, it can make diverse logic inference mechanism
[7, 8]. In this respect, the sensor ontology can design the sensor ontology applying for
sensor space to build ontology by retrieving words to express the meaning of data and
define the relation of the words. The sensor network based on ontology, especially, has
the limelight as it can collect and share not only the information of traffic condition and
location but also other various information. It is also popular for it can be connected
with existing internet or web based system [5]. This paper suggests the studies to solve
the problems of meaning difference between sensor network and to infer the infor-
mation on crop growth environment by applying ontology between different sensor
environment data. It extracts words and define the relation between words to explain
the meaning of date collected form sensor to difference sensor network applying
ontology to different environment sensors based on relation of diverse sensor data.

3 A Design of Sensor Data Ontology

3.1 Architecture of Crop Growth Environment System

This paper describes an ontology for describing data collected from sensor networks for
crop growth environment inference. By applying the rules and statistical method based
on the relationships among the various sensor data, it is possible to infer the growth
environment of the crop. Figure 1 is an overall system architecture of the proposed
sensor data ontology.
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The ‘Context Layer’ is a module used to collect context information from sensors,
Context information consist of various sensor data such as solar, wind, acidity, tem-
perature, humidity. Identified context information generates event from context gen-
erating module in the context layer. Context Instance Generation generates query to
infer ontology and converts into OWL which is a readable form by ontology. Con-
verted OWL data is sent to Repository Layer. In the ‘Inference Layer’, the transmitted
information is converted into queries to be inferred to the ontology and the users’
health state will then be inferred. For the inference, the ‘Inference Rule’ defined by the
‘Crop Ontology’ and by the professional specialist(s) will be referred. After completing
the service inference, the type of service to be provided to users can use such services
through the ‘Application Layer’.

3.2 Establishment of Sensor Data Ontology

Collected sensor data builds database. The upper ontology of crops built for control
intelligent sensor data which is keeping the sensor database is proper for sharing and
reuse and it is able to reduce the time for development and resource. For this work,
selecting domain based on DB and setting sub class should come first. Then design the
general structure of domain ontology to present information used withing the sensor
data analysis system. The definitions of concept necessary for sensor ontology con-
struction are as following Table 1.

‘Product’ is the highest class that has Descriptor class which describes Domain
class and sensor data as its lower class. Context class is built to retrieve information of
the places and time of the data by describing the property of sensor data in detail.

Fig. 1. The Architecture of proposed system
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The property of object is for describing the relation of classes. The object properties
defined by OWL ontology of this development system are shown as in Table 2.
Restriction is supposed to specify the condition for an element to be a component of
class. Connecting between properties information of classes and domains selected to
build ontology is necessary and Table 3 is an example of the property information by
specific task.

Table 1. The Composition of Conceptual Ontology

Class Specification

Domain
- Classification for crops
- Used for classification of data of cops

Description 

Identifier
- The Serial number of sensor
- DB Key replacing title

Data Type
- The types of sensor data
- Classifying properties on temperature, 
humidity, velocity, wind direction

Keyword - Index Keyword
Writer - Information holder

Context
Location - Local information

Spatio - Space information
Temporal - Time

Table 2. Identification of Object Property

Object
property

Domain Range Restriction Represent

hasDomain Identifier Domain Min 1 Identifier class owns over two
components of domain class

hasKeyword Identifier Keyword Some Identifier class owns the
components of Keyword class its
components

hasWriter Identifier Writer Some Identifier class owns the
components of writer as its
components

hasLoaction Identifier Location Exactly 1 Identifier class owns the
components of location as its
components

hasDataType Identifier DataType Some Identifier class owns the
components of Datatype class its
components

hasSpatio Location Spatio Some Location class owns the
components of Spatio class its
components
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4 A Design of Inference Rules Using Sensor Data Ontology

Retrieval method of semantic retrieval system is to refining whole resource applying
inference and respond to the query of users using semantic inference retrieval engine.
This semantic retrieval system apprehends the users’ intention and draws out the result
that is impossible by general keyword matching to substantial expansion of retrieval
domain. Temperature adaptability, rainfall, soil acidity are selected as the properties of
determinant of yield based on information of crop cultivation environment. The Table 4
is an example of inference rule with yield determinant basis sampling cultivation
environment of corn.

From the collected data, the inference rule predicts the result applying crop
ontology that has the properties of yield determinant of temperature adaptability,
rainfall, soil acidity. Then the cultivation suitability can be inferred by inference rule
and the area suits for crop cultivation is to selected from the result of inference
(Table 5).

Table 3. An Example of the Property Information

Table 4. Design of Inference Rules based on Description Logic
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5 Conclusion

Development of divers sensor is on going as the importance of sensor network is on the
rise. Consequently, it is now possible to collect various environmental information.
This paper is a study to provide service for predicting crop growth environment by
analyzing environment sensor date. It is to establish sensor data ontology collected
from sensor network and apply inference rules based on condition for crop growth
environment to predict the time of harvest. seeding and cultivation suitability. The
inference model suggested on this paper operated simulation with data collected form
weather center. It will be able to increase efficiency, productivity and quality of crop by
applying this study to crop growth environment.
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July Temperature Rainfall Acidity Cultivation suitability (%)
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Abstract. Apache Pig system generates MapReduce jobs by compiling program
scripts written in Pig Latin to process large data sets in parallel on distributed
computing nodes. There are inefficient features in Pig due to the limitation of the
MapReduce, e.g., the MapReduce is used only for batch processing. As various
smart devices are extensively utilized recently, streams of data are generated
explosively and the need to process streams of data in real-time is required. In this
paper, we propose a data flow language processing system, called LAMA-CEP,
by generating DAG-based stream processing services to process unbounded
streams of data in real-time continuously. We present a stream processing lan-
guage, called Pig Latin Stream extended from Pig Latin. Programs written in Pig
Latin Stream are translated into distributed stream processing jobs and then the
jobs are executed on a highly scalable distributed stream processing system to
process large streams of data in real-time.

Keywords: Data flow language � Real-time processing � Distributed data
stream processing

1 Introduction

As data sets have explosively increased, there have been proposed big data platforms
for processing huge data sets. Hadoop MapReduce platform is a representative data
processing scheme for handling large data sets on distributed computing nodes [1–3].
The Hadoop platform can support highly scalable distributed data processing capa-
bilities, but it is difficult to program and easy to make serious errors because it supports
a low-level interface. In order to solve these problems, the apache Pig platform has
been proposed [4, 5]. The apache Pig system provides a high-level interface language,
called Pig Latin. Pig system enables users to generate data processing services with
ease of development, high productivity by using a high-level data flow Pig Latin
language. Pig system compiles Pig Latin programs, which are abstract data flow
expressions, into one or more physical data flow jobs, and then orchestrates the exe-
cution of these jobs. And the complied service jobs are executed on the MapReduce
engine. The MapReduce platform is suitable for batch processing on large data sets. As
smart devices like various sensors, smart phones, smart TV, and so on are emerging
extensively in recent years, streams of data are consistently generated exponentially [6]
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and the data processing platforms are required to handle and analyze the large
unbounded streams of data in real-time. However, the existing MapReduce platform,
batch processing engine, cannot support to process unbounded streams of data in real-
time. To handle huge continuous streams of data, new stream processing schemes have
been proposed, e.g. Storm [7] and S4 [8]. Storm and S4 can process unbounded streams
of data in real-time. However, the users have difficulty for programming skills on
Storm and S4 because they only provide distributed stream models. Therefore, the
mechanisms that can process streams of data in real-time with providing a high-level
interface language like Pig Latin are required. Therefore, we propose a data flow
language processing platform for processing unbounded streams of data with a data
flow language. The proposed processing platform has been developed, based on Pig
system. To support data stream processing in real-time, the generated stream processing
service jobs in our platform are executed not on the MapReduce engine but on dis-
tributed stream processing platform, self-developed system.

The rest of the paper is organized as follows. In the next section, we introduce the
overview of Pig system, and existing distributed stream processing platforms. In Sect. 3,
we present real-time data flow language processing system to process unbounded
streams of data. In Sect. 4, we describe the current implementation techniques of pro-
posed data flow language processing system. Finally, we conclude our work in Sect. 5.

2 Related Works

In this section, we briefly describe the overview and some drawbacks of Apache Pig
system. We also address existing distributed stream processing systems.

2.1 Apache Pig

Apache Pig is an open-source platform for analyzing enormous data sets that consists
of a high-level language for expressing data analysis programs, coupled with infra-
structure for evaluating these programs. It supports the parallel programming model of
MapReduce jobs to be executed on a Hadoop cluster system. The infrastructure layer of
apache Pig is composed of a compiler that generates sequences of MapReduce pro-
grams, for which large-scale parallel implementations already exist. The language layer
in Pig system currently consists of a simple scripting language, called Pig Latin. The
Pig Latin is a procedural language that explicitly defines the data flow, so we can easily
create the program for data processing. It supports optimization opportunities, so users
can focus on semantics rather than efficiency. Also, users can create their own func-
tions, user-defined functions (UDFs), to do special-purpose processing. Pig supports
basic relational operators for processing large data sets. The basic operators of Pig are
listed in Table 1. Figure 1 shows the compilation of Pig Latin and execution processing
of a translated stream service in Pig. Apache Pig takes Pig Latin scripts as an input
source. Next, the Pig Latin programs will be compiled as one or more Map-Reduce
jobs. There are several stages of compilation such as parsing, semantic checking,
optimizations, and translators. Next, a translated MapReduce jobs jar is launched on
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Hadoop cluster of computers. Finally the MapReduce jobs are executed on a given
Hadoop cluster systems.

Because Pig Latin scripts are translates to a set of MapReduce jobs, the scheduling
mechanism of MapReduce jobs is needed. Also, intermediate data files are saved to
transmit data among MapReduce jobs, Pig system cannot directly is applied on real-
time streams of data processing system.

2.2 Existing Distributed Stream Data Processing Systems

Hadoop MapReduce is a batch-processing system for parallel processing of large data
sets on cluster system. So, Hadoop MapReduce cannot handle unbounded streams of
data. To process huge streams of data in real-time, distributed stream processing
mechanisms have been developed. There are two representative distributed data pro-
cessing systems such as Storm and S4.

Table 1. Basic operators of Pig system.

Operators Definition

Load Read data from file system
Store Write data to file system
Foreach Apply expression to each record and output one or more records
Group/cogroup Apply predicate and remove records that do not return true
Join Collect records with the same key form one or more inputs
Order by Sorts a relation based on one or more fields
Distinct Remove duplicate records
Union Merge tow data sets
Split Split data into 2 or more sets, based on filter conditions
Stream Send all records through a user provided executable
Sample Read a random sample of the data
Limit Limit the number of records

Parser

Logical Plan

Semantic
Checks

Logical Plan

Logical
Optimizer

Optimized Logical Plan

Physical
Translator

Physical Plan

MapReduce
Translator

MapReduce
Launcher

MapReduce Plan

A = load …
B = filter …
C = group … by
…
Store C into …

A MR jobs jar is executed 
on Hadoop clusters

Pig Latin Programs

Fig. 1. The process of compilation for Pig Latin programs.

Real-Time Data Flow Language Processing System 99



Apache Storm is a free and open source distributed real-time computation system
for processing fast, large streams of data on a cluster of computers. Storm makes it easy
to reliably process unbounded streams of data, doing for real-time processing what
Hadoop did for batch processing. Spouts and bolts in Storm are connected with a
directed acyclic graph (DAG) and are executed as many tasks across the cluster system.
Storm may be used in many fields: real-time analytics, online machine learning,
continuous computation, ETL, and more.

S4 (Simple Scalable Streaming System) is a general-purpose, distributed, scalable,
fault-tolerant, pluggable platform that allows programmers to easily develop applica-
tions for processing continuous, unbounded streams of data.

3 Real-Time Dataflow Language Processing System

Apache Pig system creates MapReduce service job for processing huge data sets on
Hadoop cluster system. The MapReduce cannot process unbounded streams of data,
consistently generated exponentially. Therefore, we propose a data flow language
processing platform, called LAMA-CEP, for processing unbounded streams of data.
LAMA-CEP is based on Pig system to use a data flow langue, Pig Latin. Because Pig
system is originally designed for batch processing, to process streams of data contin-
uously, LAMA-CEP has been extended from Pig system. We present a stream pro-
cessing language, called Pig Latin Stream extended from Pig Latin. LAMA-CEP takes
a script written in Pig Latin Stream language and translates it into distributed stream
processing service, to be executed on distributed stream processing platform, called
LAMA-SP like Apache Storm. LAMA-SP is system for processing large streams of
data. LAMA-CEP also provides window operators to process unbounded stream data.

In this paper, we briefly introduce the concept of LAMA-SP and describe LAMA-
CEP system in detail.

3.1 Distributed Stream Processing Platform (LAMA-SP)

We have developed a distributed stream processing platform like Storm and S4, called
LAMA-SP system. LAMA-SP is a real-time distributed stream processing system for
processing unbounded large streams of data on a cluster of computers. LAMA-SP
supports a DAG-based programing model and processing mechanisms for unbounded
input stream of data with key/value data model. The salient property of LAMA-SP is
that it supports distributed and parallel processing mechanisms for large streams of data
and also supports failover module for crashes of systems.

3.2 Architecture of LAMA-CEP

Because LAMA-CEP is based on Pig system, the architecture of LAMA-CEP is similar
to that of Pig system as shown in Fig. 2. Basic components in LAMA-CEP such as a
parser and basic operators are close to properties of Pig system. There are largely
changed components such as modules for the creation and execution of distributed
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stream processing service and Input/Output (IO) modules for tuple stream for creating
distributed stream processing service jobs to be executed on LAMA-SP distributed
stream processing system. Because Pig system originally is designed for supporting
MapReduce jobs for batch processing on data files, Pig system only provides file IO
functions. To deal incoming streams of data through network, the IO modules of
LAMA-CEP have been extended to support network-based IO functions such as TCP
and UDP network communications. Window functions have been added in IO modules
to handle unbounded stream of data. Existing Pig system creates MapReduce jobs for
batch processing. On the other hand, the service creation modules in LAMA-CEP
generates DAG-based distributed stream processing service jobs jar with LAMA-SP
interface for query processing over data streams continuously. The service execution
modules submit the stream processing service jobs generated by the service creation
modules to LAMA-SP engine and the submitted stream processing service jobs are
executed on LAMA-SP cluster systems.

3.3 Pig Latin Stream

Existing Pig Latin supports only batch processing because Pig system is originally
designed for Hadoop MapReduce. That is to say, the Pig Latin cannot support to handle
unbounded streams of data. To process unbounded streams of data, we present a data
flow langue, called Pig Latin Stream that is extended from Pig Latin. The Pig Latin
Stream provides two window operators such as a record-based window operator and a
time-based window operator as shown in Table 2. A window operator is a logical
container for data recently received by an input source. So, window operators can
handle data streams by using collection of data streams with a certain number or time.
Pig Latin Stream also supports network-based IO interfaces for processing data streams
as shown in Fig. 3. To read streams of data and write output sources, Pig Latin Stream

Pig Latin Stream Programs

Processing Modules for Basic Data Type 
Operations

Plan Optimization Modules
for Pig Latin Stream 

Creation Modules for Distributed 
Stream Processing Service

Execution Modules for Distributed 
Stream Processing Service

Distributed Stream Processing Engine (LAMA-SP)

Input/Output Modules for Tuple Stream

Pig Latin Stream Parsing & Internal Language Translation Modules

Processing Modules for Basic Tuple Operators 
of Pig Latin Stream

Submits stream processing service jobs 

Data Flow Language Processing System (LAMA-CEP)

Fig. 2. The architecture of LAMA-CEP
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provides LamaCepStorage function as load/store functions as shown in Fig. 3. The
LamaCepStorage function of load operator provides two window types to process
unbounded streams of structured text data. Store operator can use LamaCepStorage as a
store function to store structured data streams on network or file on distributed stream
processing systems. Pig Latin Stream supports window operators and network-based
IO interfaces by adding specific functions like LamaCepStorage without changing the
Pig Latin syntax provided in Pig system.

3.4 Compilation of Distributed Stream Processing Service

This section describes the process of translating Pig Latin Stream programs into dis-
tributed service jobs to be executed on distributed stream processing system. LAMA-CEP
takes Pig Latin Stream programs as input sources and compiles them into distributed
stream processing LAMA-SP service jobs jar and then submits the generated service jobs
to LAMA-SP as shown in Fig. 4.

In the compilation, the basic operators of Pig Latin Stream are mapped into the
tasks of LAMA-SP as shown in Fig. 5. For example, the load operator of Pig Latin
Stream, which has a window function for processing streams of data, is mapped into
the input task of LAMA-SP. The store operator of Pig Latin Stream also is mapped into

Table 2. Window operations on Pig Latin Stream.

Record-based window Time-based window

Concept Emits collected records in defined
certain number

Emits collected records in defined
certain time

Syntax LamaCepStorage(‘RecordWindow’,
‘size’, ‘sliding’)

LamaCepStorage(‘TimeWindow’,
‘size’, ‘sliding’)

Size Size of window (number of records) Size of window (millisecond)
Sliding Size of sliding (number of records) Size of sliding (millisecond)

Users = load ‘tcp://192.168.10.11:9001’ using LamaCepStorage(‘\t’, 

‘TimeWindow’, ‘3000’, ‘1000’) as (name, age);

Pages = load ‘file:///tmp/pages.txt’ as (user, url);

FilterUsers = filter Users by age >= 20 and age <= 30; 

JoinD = join FilterUsers by name, Pages by user;

GroupD = group JoinData by url;

ForeachD = foreach GroupD generate group,  COUNT(JoinD) as clicks;

OrderD = order ForeachD by clicks desc;

Top10 = limit OrderD 10;

store Top10 into ‘tcp:///192.168.10.12:9002’ using LamaCepStorage(‘|’);

Fig. 3. An example of Pig Latin Stream
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the output task of LAMA-SP. Other basic relational operators (filter, join, group, etc.)
are mapped into the general tasks of LAMA-SP in Fig. 5. That is to say, basic relational
operators of Pig Latin Stream are executed as the tasks of LAMA-SP on a cluster of

Fig. 4. The process of compilation of stream processing service jobs

LOAD FILTER JOIN GROUP STOREWindow

Script
A = load …
B = filter …
C = Join …
D = group … by
…
Store … into …

Input Task
Task 1 Task n Output Task

LAMA-SP

Compilation
Operators of LAMA-CEP 

LAMA-CEP

Task 2

Mapping operators of LAMA-CEP into tasks of LAMA-SP

Fig. 5. An example of compiling Pig Latin Stream programs to stream processing service
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computes for processing unbounded streams of data rapidly by using distributed and
parallel computing.

4 Implementation

LAMA-CEP system has been implemented by extending Pig system for supporting to
process streams of data by adding the concept of window operators. The tasks of
LAMA-CEP to be executed on distributed stream processing systems can be imple-
mented by based on physical operators. However, if all of physical operators have their
own classes of tasks in the implementation process, a lot of classes of LAMA-CEP’s
tasks may be needed. To reduce size of classes of tasks, we provide three type classes
of LAMA-CEP’s tasks based on the properties of relational operators. The tasks of
LAMA-CEP are as follows:

• CepRecordTask: processes data by a tuple unit with single input source.
✓ Operators: filter, foreach, limit.

• CepSetTask: processes data by tuple set with single input source.
✓ Operators: distinct, rank, sort.

• CepMultiSetTask: processes data by tuple set with multi input sources.
✓ Operators: cogroup, cross, join, union

The three classes of LAMA-CEP’s tasks should be inherited from the class inter-
faces of LAMA-SP because the tasks of LAMA-CEP should be mapped into the tasks of
LAMA-SP and be executed on a LAMA-SP cluster system. LAMA-CEP provides the
classes of LamaCepInout/LamaCepOutput that are implemented with the task objects of
LamaInput/LamaOutput in LAMA-SP for load/store operators to be executed on
LAMA-SP system. The LamaCepInout/LamaCepOutput classes in LAMA-CEP keep
the functions of load/store such as a LamaCepStorage function and a LamaCepJsonS-
torage function. The LamaCepStorage function only processes streams of structured text
data. To load or store streams of JSON data types that are commonly used like Twitter
and Facebook, the LamaCepJsonStorage function has also been implemented.

To process unbounded streams of data, we can easily create a distributed stream
processing service by using Pig Latin Stream data flow language, provided LAMA-
CEP system. Figure 6 shows an example of real-time SNS analysis service. The
functions of analysis service include real-time issue Twitter monitoring, issue word
monitoring and reports. We can easily write Pig Latin Stream scripts with high-level
data flow language in LAMA-CEP as shown in Fig. 6(a). The LAMA-CEP can gen-
erate LAMA-SP service jobs by compiling Pig Latin Stream programs. The tasks of
generated LAMA-SP service jobs are executed on distributed computing nodes with
Twitter data as input sources as shown in Fig. 6(b). If there is a crash in a certain
physical node, the tasks that are executed in the crash node will be moved and executed
to normal nodes again.
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5 Conclusion

In this paper, we propose a data flow language processing system (LAMA-CEP), which
supports to deploy services that continuously process huge streams of data in real-time.
LAMA-CEP has been extended from Pig system to support stream data processing. To
handle unbounded streams of data, we provide a data flow stream processing language
(Pig Latin Stream) extended from Pig Latin by adding a window concept and network-
based IO functions. Users can easily write service programs in using high-level data
flow Pig Latin Stream language. LAMA-CEP translates stream processing services that
are written in Pig Latin Stream language into DAG-based distributed stream processing
service jobs to be executed on distributed stream processing system (LAMA-SP).
Finally, the generated stream processing service jobs are submitted and executed on
LAMA-SP to process large streams of data in real-time on a highly scalable distributed
stream processing system.

Acknowledgments. This work was supported by the ICT R&D program of MSIP/IITP. [14-
000-05-001, Smart Networking Core Technology Development].

(a) Pig Latin Stream Programs

(b) Execution of Tasks on Stream Processing system

Fig. 6. An example of SNS analysis service on distributed stream processing systems
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