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Abstract. Convolutional neural networks (CNN) have been widely used
in automatic image classification systems. In most cases, features from
the top layer of the CNN are utilized for classification; however, those
features may not contain enough useful information to predict an image
correctly. In some cases, features from the lower layer carry more dis-
criminative power than those from the top. Therefore, applying features
from a specific layer only to classification seems to be a process that does
not utilize learned CNN’s potential discriminant power to its full extent.
This inherent property leads to the need for fusion of features from mul-
tiple layers. To address this problem, we propose a method of combining
features from multiple layers in given CNN models. Moreover, already
learned CNN models with training images are reused to extract features
from multiple layers. The proposed fusion method is evaluated accord-
ing to image classification benchmark data sets, CIFAR-10, NORB, and
SVHN. In all cases, we show that the proposed method improves the re-
ported performances of the existing models by 0.38%, 3.22% and 0.13%,
respectively.

1 Introduction

Image classification is an important topic in artificial vision systems, and has
drawn a significant amount of interest over the last decades. This field aims
to classify an input image based on visual content. Currently, most researchers
have relied on hand-crafted features, HoG [1] or SIFT [2] to describe an image
in a discriminative way. After that, learnable classifiers, such as SVM, random
forest and decision tree are applied to extracted features to make a final decision.
However, when a lot of images are given, it is too difficult problem to find features
from those. This is the one of reasons that deep neural network model is coming.
A few years ago, Hinton et al. [3] revealed the fascinating performance of deep
belief nets, which use an effective deep learning algorithm, contrastive divergence
(CD), in which each layer is trained layer by layer. Owing to deep learning,
it becomes feasible to represent the hierarchical nature of features using many
layers and corresponding weights. However, when the input dimension is too large
to use, the deep belief network takes a long time to train. At that time, CNN [4],
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sharing weights by convolution method, solved this problem and improved the
classification performance for various datasets. It should be noted that all those
studies mentioned above have only used features from the top layer to train the
following fully-connected layers. In contrast to this approach, Pierre et al. [5]
bridged between the lower layer’s output and the classifier to take the global
shape and local details into account. This use of multi-stage features improved
the accuracy over systems that use single stage features on a number of tasks,
such as in pedestrian detection and certain sorts of classification. Motivated by
many advantages of the multi-layers features, we propose an alternative multi-
stage strategy that can be applied to a standard one track CNN whose weight
parameter is fixed after the training has been finished without the multi-stage
strategy in mind. The experiment results show that our approach can further
improve performance of a standard one track CNN. Note that the proposed
approach is different from the one in [5] in that the work in [5] trains the multi-
stage architecture from the beginning, whereas the proposed method can be
applied to a standard CNN whose training has been already finished. This paper
includes our approach’s motivation in Section 2 to easily help to understand why
this model provides good result. The following, Section 3, describes our proposed
model and explains how it works. We report experiment result on a various image
classification data sets in Section 4, and conclude our research in Section 5.

2 Motivation

Since Matthew et al. [6] invented a probe to look inside a feature map, if one
carefully observes the visualized features at each layer, one can obtain intuition
as to why multi-stage features could enable further improvement of image clas-
sification. When comparing the visualization of features and the corresponding
image patches, the latter has the greater variation since CNN mainly focuses
on a discriminant structure. For other discoveries in [6], lower layer features are
usually simpler than those of higher layers. The meaning of this discovery is that
simple images are well activated at lower layers and complex images have high
activation value at higher layers. Also, the lower layer features are focused on a
smaller area in an image and the higher layer features are focused on a larger
area in an image. For these reasons, the deep neural network model that uses the
last layer features only finds it hard to classify the dataset which contains both
simple and complex objects. This forces us to bind features from multi-stages in
an effective way.

3 Model Discription

We propose a novel architecture using a two track deep neural network model.
The first track is the deep convolutional neural network model, in which we
want to enhance the ability; the second track is the assistance model which can
raise the ability of the first track model by using multi-layer features. Any deep
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Fig. 1. Architecture of our proposed two track deep neural networks (DNN) model,
composed of the first track, a learned CNN model, and the second track, assists the
first model to enhance the ability. The particular layers features of the first track go
to the input node of the second track model. For the purpose of mixing each layers
feature information coming from the first track, the second track model is composed
by fully connected layer.

convolutional neural network model that is composed of at least two convolu-
tional layers with a pooling layer can be suitable for the first track model. As
mentioned above, by using a pooling layer for the CNN, lower layer features and
higher layer features are focused on different ranges. This is the reason that the
CNN model with the pooling layer is suitable for the first track. For the second
track, we use the restricted Boltzmann machine, RBM for the fully connected
layer. Utilizing unsupervised training for the RBM, this model produces good
initial weights for the following back propagation system which is supervised
learning using label information. We append one more fully connected layer on
the top layer with a classifier function as a softmax classifier. The second track
operates after the learning of the first track has completed. As illustrated in Fig
3, the visible node of the second track comes from the particular layers feature
of the first track. The number of nodes of the second layer in the second track
is affected by the number of input nodes.

4 Experiments

In our experiments, we took the first track model for the simple convolutional
neural network feature extractor described in Fig 3; this model is composed
of three convolutional pooling layers, a fully connected layer, and the softmax
classification layer. For the inputs of the second track model, the second and
third pooling layers outputs of the first track model were used. The reason that
we did not take the first layers output is that this output had much lower level
features like edge levels and dimensions that were too large to use for the input.
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Fig. 2. CIFAR-10 classification error for each class. For the second track input, three
different features are used; second layer only, third layer only, and the both layers.
In addition, the first track result is attached for a comparison. For horse case, using
second layer features show lower error rate than the first track model. Using both layers
features improves performance in most cases.

For the unsupervised learning of fully connected layers of the second track, we
used a learning rate of 0.001 with 50 epochs. Once the fully connected layers
were trained we used them for the initial weights of supervised learning using
label information. We trained 100 epochs for the supervised training. The whole
set of experiments had the same setup with above.

4.1 CIFAR-10

CIFAR-10 is a dataset of natural RGB images of 32 x 32 pixels [7]. It contains 10
classes with 50,000 training images and 10,000 test images. All of these images
have different backgrounds with different light sources. Objects in the image are
not restricted to the one at center, and these objects have different sizes that
range in orders of magnitude. For the first track model, we used the convolutional
neural network model described in [8] (layers-18pct.cfg); this model is composed
of three convolutional layers with 5 x 5 filters and 32 feature maps per layer,
with a fully connected layer at the top of the layer. This model is shown in Fig
1. Before the training of the first track, we subtracted the mean values of the
training set from each image. We trained for 120-10-10 epochs with an initial
learning rate of 0.001 and a weight decay factor of 10. After the learning of the
first track model, we extracted the second and third pooling layer features for
each image and used them as the input for the second track model!, described
above. As shown in Table 1, using the second track model with the first track
model is better than using only the first track model. Due to the fact that we
used the features from the first model and not from the other model, it can
be suggested that we enhanced the first model. To demonstrate this insight, we
performed an additional experiment. For the training of the second track model,
we used three different features, which are from the second pooling layer, the

! The number of nodes of second layer : 2000
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Fig. 3. Ten classes of CIFAR-10 dataset images. Images have a different background
with various light sources. Object in the image is not located on a center with various
sizes.

third pooling layer, and both layers. We compared the results by class. Using the
third layer feature was found to be better than using the second layer feature
for most classes. However, what we have to focus on is that the result of using
second layer feature only is pretty well and gets a better performance than the
result of first track model for some case, horse class. This means that useful
features are existing in the second layer feature. Furthermore, for most cases,
by using both layers features, we were able to obtain a better performance than
was possible when using the first track only.

Table 1. CIFAR-10 classification error (%) using our model and the first track model

Task Proposed First Track Improvement
Method
CIFAR-10 18.0 £+ 0.11 18.38 0.38

4.2 NORB

We evaluated our two track model on the small NORB dataset (normalized-
uniform), which is intended for 3D object recognition systems [9]. This dataset
contains images of 50 toys belonging to 5 generic categories with 6 sets of lighting
conditions, 9 elevations, and 18 azimuths. Each image consists of the binocular
pair of 96 x 96 gray images with a normalized object size and a uniform back-
ground. We trained and tested the system on 24,300 images. Before using the
images, the images were down-sampled to 48 x 48 and subtracted by the per-
pixel mean. We used the same setup as that used in the CIFAR-10 experiment
for the first track model. However, the first and third convolutional layers had 64
feature maps; the second convolutional layer had 32 feature maps. We trained
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Fig. 4. Five classes of small NORB dataset images. Each two columns represent one
class. Images have a same background with various light sources and object is on the
center of image.

this model for 150-10-10 epochs with an initial learning rate of 0.001 and a
weight decay factor of 10. For second track learning, we used the second and
third pooling layer features of the first track. Because the input had large di-
mensions, we used the 3,500 unit fully connected layer for the second track. In
this experiment, we saw a surprising improvement. As can be seen in Table 2,
the proposed method reduces the error rate by 3.22%

Table 2. Small NORB classification error (%) using our model and the first track
model.

Task Proposed First Track Improvement
Method
small-NORB 7.69 + 0.13  10.91 3.22

4.3 SVHN

The Street View House Numbers dataset (SVHN) contains 10 digits [10], similar
to the MNIST dataset [11]. Each image represents one digit. The challenging
point of the SVHN dataset is that each image may contain multiple digits with
different colors and various light sources. The training set contains 73,257 images;
the testing set consists of 26,032 images. All images are cropped to 32 x 32 size
and subtracted by per-pixel means. Our experiment for the SVHN dataset was
set up in the same way as the CIFAR-10 experiment for the first track model.
We trained the CNN model which contains three convolutional layer with 64,
64, and 128 feature maps with 5 x 5 filter size in layers 1, 2, and 3, respectively.
This model was trained for 500-30-30 epochs with an initial learning rate of
0.001 and weight decay factor of 10. When the first track model was finished,
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Fig. 5. Ten classes of SVHN dataset images. Each image represents the multiple digit
in the real-world house number images. Images are cropped to 32 X 32 color images.

the second and third pooling layer features were input into the input node of
the second track model, which contained 3,000 units with fully connected layers.
Table 3 shows the classification performance of the proposed training model. Our
proposed two track model enhances the performance of the first track model by
0.13%.

Table 3. SVHN classification error (%) using our model and the first track model.

Task Proposed First Track Improvement
Method
SVHN 5.95 £ 0.04 6.08 0.13

5 Conclusion

We propose a two track deep neural network model that is composed of an
already learned CNN model and a fully connected layer model. Our model im-
proves the learned CNN model’s performance by using intermediate layer fea-
tures. Via experiments in which we used our model on various datasets, we were
able to demonstrate the needs of not only the top layers features but also those
of the other layers features. The improved performance that resulted from the
use of our model is due to the characteristic in which each layer’s features focus
on a different range of images. In the future, we will deal with a fine-grained
dataset that requires a system to consider both global and local shape features.
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