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Preface

Fuzzy decision-making - including its underlying methodology, plethora of
algorithmic developments and a rich and diversified slew of application studies form
a cornerstone of fuzzy sets. In spite of the ongoing research and a long list of accom-
plishments, there are still a number of open and intriguing issues worth pursuing.
In particular, there is a genuine need to come to grip as to the dominant aspects of
the methodology and resulting technology along with their systematic and coherent
usage.

The overarching theme of this edited volume dwells upon the two key features of
decision making processes that become quite commonly present throughout numer-
ous studies and applications, and deal with interactive and iterative nature of these
processes. Decision-making is inherently interactive. Fuzzy sets help realize human-
machine communication in an efficient way by facilitating a two-way interaction in
a friendly and transparent manner. This interaction is carried out at a suitable level
of information granularity not confining the user to the use of precise numeric data.
Subsequently any decision support system releases non-numeric findings, which
become helpful to comprehend the results and assess potential impact of decisions
being made. Human-centric interaction is of paramount relevance as a leading guid-
ing design principle of decision support systems. The facet of interaction comes
hand in hand with iterative processes of decision-making. Resulting recommenda-
tions issued by the system can be assessed and may trigger an iterative scheme of
gathering additional evidence, refining goals and constraints, assessing the findings
and, if necessary, proceeding with the next iterative loop. For instance, an iterative
nature of decision-making becomes apparent in consensus building where a series
of iterations (sessions) among the participants is commonly observed.

The facets of interactivity and the iterative way in which decisions are formed,
give rise to the title of this volume - I2 Fuzzy Decision Making, for brief. We are of
opinion that even though these aspects of the decision processes are quite common
and vividly present in numerous studies, they have not been fully and systemati-
cally exploited and supported by the technology of fuzzy sets. The objective of this
volume is to revisit the underlying paradigm and practice of fuzzy decision-making
emphasizing pivotal facets of their realization in an interactivity and iterative way.
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The ultimate objectives of the proposed edited volume is to provide the reader
with an updated, in-depth material on the conceptually appealing and practically
sound methodology and practice of I2 Fuzzy Decision Making.

The book engages a wealth of methods of fuzzy sets, brings new concepts, ar-
chitectures and practice of fuzzy decision making. The chapters cover a wealth of
ideas, algorithms, and applications. The growing role of information granules, Gran-
ular Computing and Computing with Words (CWW) as well as type-2 fuzzy sets is
fully reflected in the book where a number of contributions are directly devoted to
this subject either by offering some methodological insights or presenting interest-
ing applications. There is a group of chapters dealing sequential decision -making,
consensus building and group of decision making. Representative application stud-
ies including air quality, economics, library management, and image processing are
a testimony of the leading role of the technology of fuzzy sets and information
granules.

Given the leading theme of this undertaking, the book is aimed at a broad au-
dience of researchers and practitioners. Owing to the nature of the material being
covered and a way the main threads have been organized, the volume will appeal
to the well-established communities including those active in various disciplines in
which decision-making processes play a pivotal role and serve as a vehicle to pro-
duce solutions to existing problems. Those involved in operations research, man-
agement, various branches of engineering, social sciences, logistics, and economics
will benefit from the exposure to the subject matter.

In virtue of the way in which the edited volume has been arranged, this book
may serve as a useful and timely reference material for graduate students and se-
nior undergraduate students in courses such as those on decision-making, Computa-
tional Intelligence, operations research, pattern recognition, risk management, and
knowledge-based systems.

We would like to take this opportunity to express our deep thanks to the contrib-
utors to the volume for sharing results of their advanced and original research and
delivering their views at the rapidly expanding areas of fundamental and applied
research. The reviewers deserve our thanks for their constructive and timely input.
We greatly appreciate a continuous support and encouragement coming from the
Editor-in-Chief, Professor Janusz Kacprzyk whose leadership and vision make this
book series a unique vehicle to disseminate the most recent, highly relevant and far-
fetching publications in Computational Intelligence and decision-making and their
various applications. The editorial staff at Springer has done a meticulous job and
working with them was a pleasant experience.

We hope that the readers will find this volume of genuine interest and the innova-
tive ideas put forward in this volume will become instrumental in fostering progress
in research, education, and numerous practical endeavors in this exciting domain.

Witold Pedrycz
Shyi-Ming Chen
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Granularity Helps Explain Seemingly Irrational
Features of Human Decision Making

Joe Lorkowski and Vladik Kreinovich

Abstract. Starting from well-known studies by Kahmenan and Tversky, researchers
have found many examples when our decision making seems to be irrational. In this
chapter, we show that this seemingly irrational decision making can be explained
if we take into account that human abilities to process information are limited; as a
result, instead of the exact values of different quantities, we operate with granules
that contain these values. On several examples, we show that optimization under
such granularity restriction indeed leads to observed human decision making. Thus,
granularity helps explain seemingly irrational human decision making.

Keywords: Decision making, Granularity, Seemingly irrational behavior.

1 Seemingly Irrational Human Decision Making: Formulation
of the Problem

In the Ideal World, People Should make Perfect Decisions. In many real-life
situations, we know what is best for us, and we know the exact consequences of
each of our actions. In this case, a rational person should select an action that leads
to the best possible outcome.

This assumption underlies basic (idealized) economic models: in these models,
our decision making may hurt others but every person is interested in selecting a
decision which is the best for him/herself.

In the Real World, People’s Decisions are not Perfect. In the perfect world, peo-
ple should make perfect decisions. It is well known, however, that our world is
not perfect, and that many people make decisions which are not in their own best
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interests. People eat unhealthy food, fail to exercise, get drunk, smoke, take drugs,
gamble, and do many other things which – as they perfectly know – are bad for their
health and bad for their wallets.

Such Imperfect Decisions can Still be Described in Optimization Terms. People
engage in all kinds of unhealthy and asocial decision making because they get a lot
of positive emotions from this engagement. A drug addict may lose his money, his
family, his job, his health – but he gets so much pleasure from his drugs that he
cannot stop. A gambler may lose all his money, but the pleasure of gambling is so
high that he continues gambling (and losing) money until no money is left.

These examples of bad decisions are bad from the viewpoint of a person’s health
or wealth or social status. In all these examples, people clearly know what they
want – e.g., more pleasure from drugs or from gambling – and they select a decision
which is the “best” from this viewpoint.

On Top of this Well-known Abnormal Decision Making, there are also Many
Examples When a Seemingly Rational Decision is Actually Irrational. It is well
known that people make seemingly irrational decisions as described above, i.e., that
they are optimizing objective functions which lead to their physical and ethical ruin.

Somewhat less known for the general public – but well known in psychology –
is the fact that many quite rational people, people who are not addicted to drugs
or gambling, people who normally lead a reasonably rational life, often make deci-
sions which, at first glance, may seem reasonable but which, on deeper analysis, are
irrational. This was first discovered in the studies of the Nobel Prize Winner Daniel
Kahneman and his coauthor Amos Tversky; see, e.g., [8].

What they discovered is that sometimes people behave in such a way that no
optimization can explain. Let us give a simple example. When a person is given two
alternatives A and B, the person is usually able to conclude that, e.g., to him or her,
A is better than B. We may disagree – as is the case of drug addiction – that A is
an unhealthy choice, but A is what a person prefers. In this case, if now we offer
the same person yet another alternative C, he or she may stick to A, or he or she
may switch to C – but we do not expect this person to select B (since we already
know that to this person, B is worse than another available alternative – namely,
the alternative A). We do not expect to observe such a weird choice – but in some
situations, this is exactly what has been observed; an example will be given later in
this section.

This is a relatively clear example of a seemingly irrational decision making; we
will show later that there are more subtle ones, where irrationality is not as easy to
explain – but is clearly present; see examples in the next section.

So Why Irrational Decision Making? The fact that normal, reasonable people of-
ten make seemingly irrational decisions is puzzling. We humans come from billions
years of improving evolution, we have flown to the Moon, we have discovered se-
crets of the Universe, we have learned to predict weather and to cure previously fatal
diseases – this victorious image of Human Beings with a capital H does not seem to
fit with simple decision mistakes, when the same person prefers A to B and then B
to A, without even realizing that he/she is inconsistent.
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Yes, we are not perfect, there are wars, crimes, and exploitations, but the common
wisdom seems to indicate that most of our problems are caused by our selfishness –
a criminal robs people because he wants to maximize his gain and he does not care
if other people get hurt; a manufacturer of unhealthy foods maximizes his profit and
does not care that people’s health deteriorates as a result, etc. In all these cases, we
blame the “evil” person for his selfish and vicious preferences, implicitly assuming
that this person looks for what is best for him/her.

We can understand a person following a bad-for-society optimization criterion,
but it is difficult to perceive a person whose decision making does not follow any
optimization at all – and often, such a person is us.

How are Such Examples of Seemingly Irrational Decision Making Explained
Now: The Idea of Bounded Rationality. An established explanation for the seem-
ingly irrational decision making is that we humans have a limited ability to process
information – especially when the decision needs to be made urgently. On the quali-
tative level, this idea of bounded rationality is in good accordance with the observa-
tions; for example, usually, the more time we are given to make decisions, the more
rational our decisions become; see, e.g., [8].

The Existing Explanations Explain the Very Fact of Seemingly Irrational Deci-
sion Making, but not its Observed Specifics. The main limitation of the existing
explanation is that it explains the fact that our decisions are sometimes not ratio-
nal. In principle, under bounded resources, we can make different decisions, so we
should observe various types of seemingly irrational decision making.

In many situations, however – for example, in the two situations described above
– different decision makers exhibit the same deviations from the rational decision
making. How can we explain these consistent deviations?

Main Idea behind Our Explanations: Optimization under Granularity. When
we do not have enough time to take all the information into account, a natural idea
is to use partial information. For example, when a man sees an animal in the jungle,
it could be a predator, so an immediate decision needs to be made on whether to
run away or not. Ideally, we should take into account all the details of an animal
image, but there is no time for that, a reasonable reaction is to run way if an animal
is sufficiently large.

So, instead of considering each data set separately, we, in effect, combine these
data sets into “granules” corresponding to the partial information that is actually
used in decision making; see, e.g., [22]. In the above example, instead of using the
animal’s size, we only take into account whether this size is greater than a certain
threshold s0 or not. In effect, this means that we divide the set of all possible values
of size into two granules:

• a granule consisting of small animals, whose size is smaller than s0, and
• a granule consisting of large (and thus, potentially dangerous) animals, whose

size is larger than or equal to s0.

What we plan to show is that in many cases, if we take into account only algorithms
that process such granular information, then the observed human decision making



4 J. Lorkowski and V. Kreinovich

can be shown to be optimal among such granular algorithms – although, of course,
if we could take into account all available information, we would be able to make a
better decision.

Comment. Some results from this paper were first presented at major fuzzy con-
ferences [12, 13, 14]; several other results appear in this chapter for the first time.

Structure of the Paper. Section 2 provides detailed description of two examples of
seemingly irrational decision making. In Section 3, we show that granularity helps
explain the first of these examples; the second example is explained in Section 4.
Sections 5 and 6 show that similar granularity-based arguments can also explain
why utility grows as square root of money (Section 5) and how fuzzy techniques can
be reconciled with the traditional decision making (Section 6). Section 7 contains
conclusions and future work.

2 Examples of (Seemingly) Irrational Decision Making

Examples of Irrational Decision Making. Kahneman’s book Thinking, Fast and
Slow [8] has many examples of seemingly irrational decision making. In this chap-
ter, we will concentrate on two examples. We selected these examples because they
are, in our opinion, the easiest to explain without getting into the details of decision
making theory and mathematical optimization. Let us describe these two examples
in detail.

First Example of Seemingly Irrational Decision Making: Compromise Effect.
The first example comes from simple decisions that most of us do very frequently:
decisions on what to buy.

A customer shopping for an item usually has several choices. Some of these
choices have better quality, leading to more possibilities, etc. – but are, on the other
hand, more expensive. For example, a customer shopping for a photo camera has
plenty of choices ranging from the cheapest ones (that work only in good lighting)
to professional cameras that enable the users to make highest-quality photos even
under complex circumstances. A traveller planning to spend a night in a new city
has a choice from the cheapest motels (which provide a place to sleep) to luxurious
hotels providing all kinds of comfort, etc. A customer selects one of the alternatives
by taking into account the additional advantages of more expensive choices versus
the need to pay more money for these choices.

In many real-life situations, customers face numerous choices. As usual in sci-
ence, a good way to understand complex phenomena is to start by analyzing the
simplest cases. In line with this reasoning, researchers provided customers with two
alternatives and recorded which of these two alternatives a customer selected. In
many particular cases, these experiments helped better understand the customer’s
selections – and sometimes even predict customer selections.

At first glance, it seems like such pair-wise comparisons are all we need to know:
if a customer faces several choices a1, a2, . . . , an, then a customer will select an
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alternative ai if and only if this alternative is better in pair-wise comparisons that
all other possible choices. To confirm this common-sense idea, in the 1990s, sev-
eral researchers asked the customers to select one of the three randomly selected
alternatives.

The experimenters expected that since the three alternatives were selected at ran-
dom, a customers would:

• sometimes select the cheapest of the three alternative (of lowest quality of all
three),

• sometimes select the intermediate alternative (or intermediate quality), and
• sometimes select the most expensive of the three alternatives (of highest quality

of all three).

Contrary to the expectations, the experimenters observed that in the overwhelm-
ing majority of cases, customers selected the intermediate alternative; see, e.g.,
[25, 26, 29]. In all these cases, the customer selected an alternative which provided
a compromise between the quality and cost; because of this, this phenomenon was
named compromise effect.

Why is this Irrational? At first glance, selecting the middle alternative is reason-
able. Let us show, however, that such a selection is not always rational.

For example, let us assume that we have four alternative a1 < a2 < a3 < a4 or-
dered in the increasing order of price and at the same time, increasing order of
quality. Then:

• if we present the user with three choices a1 < a2 < a3, in most cases, the user
will select the middle choice a2; this means, in particular, that, to the user, a2 is
better than the alternative a3;

• on the other hand, if we present the user with three other choices a2 < a3 < a4,
in most cases, the same user will select the middle choice a3; but this means that,
to the user, the alternative a3 is better than the alternative a2.

If in a pair-wise comparison, a2 is better, then the second choice is wrong. If in a
pair-wise comparison, the alternative a3 is better, then the first choice is wrong. In
both cases, one of the two choices is irrational.

This is not Just an Experimental Curiosity, Customers’ Decisions have been
Manipulated this Way. At first glance, the above phenomena may seem like one
of optical illusions or logical paradoxes: interesting but not that critically important.
Actually, it is serious and important, since, according to anecdotal evidence, many
companies have tried to use this phenomenon to manipulate the customer’s choices:
to make the customer buy a more expensive product.

For example, if there are two possible types of a certain product, a company can
make sure that most customers select the most expensive type – simply by offering,
as the third option, an even more expensive type of the same product.

Manipulation Possibility has Been Exaggerated, but Mystery Remains. Recent
research showed that manipulation is not very easy: the compromise effect only
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happens when a customer has no additional information – and no time (or no de-
sire) to collect such information. In situations when customers were given access to
additional information, they selected – as expected from rational folks – one of the
three alternatives with almost equal frequency, and their pairwise selections, in most
cases, did not depend on the presence of any other alternatives; see, e.g., [28].

The new experiment shows that the compromise effect is not as critical and not
as wide-spread as it was previously believed. However, in situation when decisions
need to be made under major uncertainty, this effect is clearly present – and its
seemingly counterintuitive, inconsistent nature is puzzling.

Second Example of Seemingly Irrational Decision Making: Biased Probability
Estimates. In the first example, we considered situations with a simple choice, in
which we have several alternatives, and we know the exact consequences of each
alternative. In many practical cases, the situation is more complicated: for each de-
cision, depending on how things go, we may face different consequences. For ex-
ample, if a person invests all his retirement money in the stock market, the market
may go up – in which case, he will gain – or it may go down, in which case he will
lose a big portion of his savings. A person who takes on a potentially dangerous
sport (like car racing) will probably gain a lot of pleasure, but there is also a chance
of a serious injury.

To make a decision in such situations, it is important to estimate the probability
of different outcomes. In some cases we know these probabilities – e.g., in the state-
run lotteries, probabilities of winning are usually disclosed. In other cases, a person
has to estimate these probabilities.

Of course, based on the limited information, we can get only approximate esti-
mates of the corresponding probabilities. However, we expect that these estimates
are unbiased, i.e., that, on average, they should provide a reasonably accurate esti-
mate. Indeed, if we systematically overestimate small probabilities, then we would
overestimate our gain in a lottery and, on average, lose. Similarly, if we systemat-
ically underestimate small probabilities, then, in particular, we will underestimate
the probability of a disaster and invest in too risky stocks – and also lose on average.

This is what we expect: unbiased estimates, but this is not what we observe.
What we observe is that small probabilities are routinely overestimated, while prob-
abilities close to 1 are routinely underestimated. This is not just an occasional
phenomenon: for each actual probability, the estimated probability is consistently
different. For different actual probabilities pi, the corresponding estimated proba-
bilities p̃i are given in [8] (see also references therein):

pi 0 1 2 5 10 20 50 80 90 95 98 99 100
p̃i 0 5.5 8.1 13.2 18.6 26.1 42.1 60.1 71.2 79.3 87.1 91.2 100

Why Biased Estimates? As we have mentioned, biased estimates are contrary to
rational decision making: overestimating a small probability of success may get
a decision maker involved in risky situations where, on average (and thus, in the
long run) the decision maker will lose. On the other hand, overestimating a small
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probability of a disaster will make a decision maker too cautious and prevent
him/her from making a rational risky decision.

3 Explaining the First Example of Seemingly Irrational Human
Decision making: Granularity Explains the Compromise
Effect

Compromise Effect: Reminder. We have three alternative a, a′ and a′′:

• the alternative a is the cheapest – and is, correspondingly, of the lowest quality
among the given three alternatives;

• the alternative a′ is intermediate in terms of price – and is, correspondingly, in-
termediate in terms of quality;

• finally, the alternative a′′ is the most expensive – and is, correspondingly, of the
highest quality among the given three alternatives.

We do not know the exact prices, we just know the order between them; similarly,
we do not know the exact values of quality, we just know the order between them.
In this situation, most people select an alternative a′.

Let us Describe the Corresponding Granularity. The “utility” of each alternative
comes from two factors:

• the first factor comes from the quality: the higher the quality, the better – i.e.,
larger the corresponding component u1 of the utility;

• the second factor comes from price: the lower the price, the better for the user –
i.e., the larger the corresponding component u2 of the utility.

The fact that we do not know the exact value of the price means, in effect, that we
consider three possible levels of price and thus, three possible levels of the utility
u1:

• low price, corresponding to high price-related utility;
• medium price, corresponding to medium price-related utility; and
• high price, corresponding to low price-related utility.

In the following text, we will denote “low” by L, “medium” by M, and “high” by H.
In these terms, the above description of each alternative by the corresponding pair
of utility values takes the following form:

• the alternative a is characterized by the pair (L,H);
• the alternative a′ is characterized by the pair (M,M); and
• the alternative a′′ is characterized by the pair (H,L).

Natural Symmetries. We do not know a priori which of the two utility components
is more important. As a result, it is reasonable to treat both components equally.
In order words, the selection should be the same if we simply swap the two utility
components – i.e., we should select the same of three alternatives before and after
swap:
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• if we are selecting an alternative based on the pairs (L,H), (M,M), and (H,L),
• then we should select the exact same alternative if the pairs were swapped,

i.e., if:

– the alternative a was characterized by the pair (H,L);
– the alternative a′ was characterized by the pair (M,M); and
– the alternative a′′ was characterized by the pair (L,H).

Similarly, there is no reason to a priori prefer one alternative or the other. So, the
selection should not depend on which of the alternatives we mark as a, which we
mark as a′, and which we mark as a′′. In other words, any permutation of the three
alternatives is a reasonable symmetry transformation. For example, if, in our case,
we select an alternative a which is characterized by the pair (L,H), then, after we
swap a and a′′ and get the choice of the following three alternatives:

• the alternative a which is characterized by the pair (H,L);
• the alternative a′ is characterized by the pair (M,M); and
• the alternative a′′ is characterized by the pair (L,H),

then we should select the same alternative – which is now denoted by a′′.

What can be Conclude Based on These Symmetries. Now, we can observe the
following: that if we both swap u1 and u2 and swap a and a′′, then you get the exact
same characterization of all alternatives:

• the alternative a is still characterized by the pair (L,H);
• the alternative a′ is still characterized by the pair (M,M); and
• the alternative a′′ is still characterized by the pair (H,L).

The only difference is that:

• now, a indicates an alternative which was previously denoted by a′′, and
• a′′ now denotes the alternative which was previously denoted by a.

As we have mentioned, it is reasonable to conclude that:

• if in the original triple selection, we select the alternative a,
• then in the new selection – which is based on the exact same pairs of utility values

– we should also select an alternative denoted by a.

But this “new” alternative a is nothing else but the old a′′. So, we conclude that:

• if we selected a,
• then we should have selected a different alternative a′′ in the original problem.

This is clearly a contradiction:

• we started by assuming that, to the user a was better than a′′ (because otherwise
a would not have been selected in the first place), and

• we ended up concluding that to the same user, the original alternative a′′ is better
than a.

This contradiction shows that, under the symmetry approach, we cannot prefer a.
Similarly:
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• if in the original problem, we preferred an alternative a′′,
• then this would mean that in the new problem, we should still select an alternative

which marked by a′′.

But this “new” a′′ is nothing else but the old a. So, this means that:

• if we originally selected a′′,
• then we should have selected a different alternative a in the original problem.

This is also a contradiction:

• we started by assuming that, to the user a′′ was better than a (because otherwise
a′′ would not have been selected in the first place), and

• we ended up concluding that to the same user, the original alternative a is better
than a′′. This contradiction shows that, under the symmetry approach, we cannot
prefer a′′.

We thus conclude that out of the three alternatives a, a′, and a′′:

• we cannot select a, and
• we cannot select a′′.

This leaves us only once choice: to select the intermediate alternative a′.
This is exactly the compromise effect that we planned to explain.

Conclusion. Experiments show when people are presented with three choices a <
a′ < a′′ of increasing price and increasing quality, and they do not have detailed
information about these choices, then in the overwhelming majority of cases, they
select the intermediate alternative a′.

This “compromise effect” is, at first glance, irrational: selecting a′ means that, to
the user, a′ is better than a′′, but in a similar situation when the user is presented
with a′ < a′′ < a′′′, the same principle would indicate that the user will select a′′ –
meaning that a′′ is better than a′.

Somewhat surprisingly, a natural granularity approach explains this seemingly
irrational decision making.

4 Explaining the Second Example of Seemingly Irrational
Human Decision making: Granularity Explains Why Our
Probability Estimates Are Biased

Main Idea. Probability of an event is estimated, from observations, as the frequency
with which this event occurs. For example, if out of 100 days of observation, rain
occurred in 40 of these days, then we estimate the probability of rain as 40%. In
general, if out of n observations, the event was observed in k of them, we estimate

the probability as the ratio
k
n
.

This ratio is, in general, different from the actual (unknown) probability. For
example, if we take a fair coin, for which the probability of head is exactly 50%, and
flip it 100 times, we may get 50 heads, but we may also get 47 heads, 52 heads, etc.
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Similarly, if we have the coin fall heads 50 times out of 100, the actual probability
could be 50%, could be 47% and could be 52%. In other words, instead of the
exact value of the probability, we get a granule of possible values. (In statistics, this
granule is known as a confidence interval; see, e.g., [27].)

In other words:

• first, we estimate a probability based on the observations; as a result, instead of
the exact value, we get a granule which contains the actual (unknown) probabil-
ity; this granule is all we know about the actual probability;

• then, when a need comes to estimate the probability, we produce an estimate
based on the granule.

Let us analyze these two procedures one by one.

Probability Granules: Analysis of the First Procedure and the Resulting
Formulas. It is known (see, e.g., [27]), that the expected value of the frequency
is equal to p, and that the standard deviation of this frequency is equal to

σ =

√

p · (1− p)
n

.

It is also known that, due to the Central Limit Theorem, for large n, the distribution
of frequency is very close to the normal distribution (with the corresponding mean
p and standard deviation σ ).

For normal distribution, we know that with a high certainty all the values are
located within 2-3 standard deviations from the mean, i.e., in our case, within the
interval (p− k0 ·σ , p+ k0 ·σ), where k0 = 2 or k0 = 3: for example, for k0 = 3, this
is true with confidence 99.9%. We can thus say that the two values of probability
p and p′ are (definitely) distinguishable if the corresponding intervals of possible
values of frequency do not intersect – and thus, we can distinguish between these
two probabilities just by observing the corresponding frequencies.

In precise terms, the probabilities p < p′ are distinguishable if

(p− k0 ·σ , p+ k0 ·σ)∩ (p′ − k0 ·σ ′, p+ k0 ·σ ′) = /0,

where

σ ′ def
=

√

p′ · (1− p′)
n

,

i.e., if p′ − k0 ·σ ′ ≥ p+ k0 ·σ . The smaller p′, the smaller the difference p′ − k0 ·σ ′.
Thus, for a given probability p, the next distinguishable value p′ is the one for which

p′ − k0 ·σ ′ = p+ k0 ·σ .

When n is large, these value p and p′ are close to each other; therefore, σ ′ ≈
σ . Substituting an approximate value σ instead of σ ′ into the above equality, we
conclude that

p′ ≈ p+ 2k0 ·σ = p+ 2k0 ·
√

p · (1− p)
n

.
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If the value p corresponds to the i-th level, then the next value p′ corresponds to
the (i+ 1)-st level. Let us denote the value corresponding to the i-th level by p(i).
In these terms, the above formula takes the form

p(i+ 1)− p(i) = 2k0 ·
√

p · (1− p)
n

.

The above notation defines the value p(i) for non-negative integers i. We can ex-
trapolate this dependence so that it will be defined for all non-negative real values i.

When n is large, the values p(i+ 1) and p(i) are close, the difference

p(i+ 1)− p(i)

is small, and therefore, we can expand the expression p(i+ 1) in Taylor series and
keep only linear terms in this expansion:

p(i+ 1)− p(i)≈ d p
di

.

Substituting the above expression for p(i+1)− p(i) into this formula, we conclude
that

d p
di

= const ·
√

p · (1− p).

Moving all the terms containing p into the left-hand side and all the terms containing
i into the right-hand side, we get

d p
√

p · (1− p)
= const ·di.

Integrating this expression and taking into account that p = 0 corresponds to the
lowest 0-th level – i.e., that i(0) = 0 – we conclude that

i(p) = const ·
∫ p

0

dq
√

q · (1− q)
.

This integral can be easily computed if introduce a new variable t for which q =
sin2(t). In this case,

dq = 2 · sin(t) · cos(t) ·dt,

1− p = 1− sin2(t) = cos2(t) and therefore,

√

p · (1− p) =
√

sin2(t) · cos2(t) = sin(t) · cos(t).

The lower bound q = 0 corresponds to t = 0 and the upper bound q = p corresponds
to the value t0 for which sin2(t0) = p – i.e., sin(t0) =

√
p and t0 = arcsin

(√
p
)

.
Therefore,
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i(p) = const ·
∫ p

0

dq
√

q · (1− q)
= const ·

∫ t0

0

2 · sin(t) · cos(t) ·dt
sin(t) · cos(t)

=

∫ t0

0
2 ·dt = 2 · const · t0.

We know how t0 depends on p, so we get

i(p) = 2 · const · arcsin(
√

p) .

We can determine the constant from the condition that the largest possible probabil-
ity value p = 1 should correspond to the largest level i = m. From the condition that
i(1) = m, taking into account that

arcsin
(√

1
)

= arcsin(1) =
π
2
,

we conclude that

i(p) =
2m
π

· arcsin(
√

p) .

Thus,

arcsin(
√

p) =
π · i
2m

,

hence
√

p = sin

(

π · i
2m

)

and thus,

p(i) = sin2
(

π · i
2m

)

.

Thus, probability granules are formed by intervals [p(i), p(i+1)]. Each empirical
probability is represented by the granule i to which is belongs.

From Granules to Probability Estimates: Analysis of the Second Procedure. As
we have mentioned, instead of the actual probabilities, we have probability labels
corresponding to m different granules:

• the first label corresponds to the smallest certainty,
• the second label corresponds to the second smallest certainty,
• etc.,
• until we reach the last label which corresponds to the largest certainty.

We need to produce some estimates of the probability based on the granule. In other
words, for each i from 1 to m, we need to assign, to each i-th label, a value pi in
such a way that labels corresponding to higher certainty should get larger numbers:
p1 < p2 < .. . < pm.

Before we analyze how to do it, let us recall that one of the main objectives
of assigning numerical values is that we want computers to help us solve the cor-
responding decision problems, and computers are not very good in dealing with
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granules; their natural language is the language of numbers. From this viewpoint, it
makes sense to consider not all theoretically possible exact real numbers, but only
computer-representable real numbers.

In a computer, real numbers from the interval [0,1] are usually represented by the
first d digits of their binary expansion. Thus, computer-representable numbers are

0, h
def
= 2−d , 2h, 3h, . . . , until we reach the value 2d ·h = 1.

In our analysis, we will assume that the “machine unit” h > 0 is fixed, and we
will this assume that only multiples of this machine units are possible values of all
n probabilities pi.

For example, when h = 0.1, each probability pi takes 11 possible values: 0, 0.1,
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0.

In the modern computers, the value h is extremely small; thus, whenever neces-
sary, we can assume that h≈ 0 – i.e., use the limit case of h→ 0 instead of the actual
small “machine unit” h.

For each h, we consider all possible combinations of probabilities p1 < .. . < pm

in which all the numbers pi are proportional to the selected step h, i.e., all possible
combinations of values (k1 ·h, . . . ,km ·h) with k1 < .. . < km.

For example, when m = 2 and h = 0.1, we consider all possible combinations of
values (k1 ·h,k2 ·h) with k1 < k2:

• For k1 = 0 and p1 = 0, we have 10 possible combinations (0,0.1), (0,0.2), . . . ,
(0,1).

• For k1 = 1 and p1 = 0.1, we have 9 possible combinations (0.1,0.2), (0.1,0.3),
. . . , (0.1,1).

• . . .
• Finally, for k1 = 9 and p1 = 0.9, we have only one possible combination (0.9,1).

For each i, for different possible combinations (p1, . . . , pm), we get, in general,
different value of the probability pi. According to the complete probability formula,
we can obtain the actual (desired) probability Pi if we combine all these value pi

with the weights proportional to the probabilities of corresponding combinations:

Pi = ∑
p1<...<pm

pi ·Prob(p1, . . . , pm).

Since we have no reason to believe that some combinations (p1, . . . , pm) are more
probable and some are less probable, it is thus reasonable to assume that all these
combinations are equally probable. Thus, Pi is equal to the arithmetic average of the
values pi corresponding to all possible combinations (p1, . . . , pm).

For example, for m = 2 and h = 0.1, we thus estimate P1 by taking an arith-
metic average of the values p1 corresponding to all possible pairs. Specifically, we
average:

• ten values p1 = 0 corresponding to ten pairs (0,0.1), . . . , (0,1);
• nine values p1 = 0.1 corresponding to nine pairs (0.1,0.2), . . . , (0.1,1);
• . . .
• and a single value p1 = 0.9 corresponding to the single pair (0.9,1).
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As a result, we get the value

P1 =
10 ·0.0+ 0 ·0.1+ . . .+ 1 ·0.9

10+ 9+ . . .+ 1
=

16.5
55

= 0.3.

Similarly, to get the value p2, we average:

• a single value p2 = 0.1 corresponding to the single pair (0,0.1);
• two values p2 = 0.2 corresponding to two pairs (0,0.2) and (0.1,0.2);
• . . .
• ten values p2 = 1.0 corresponding to ten pairs (0,1), . . . , (0.9,1).

As a result, we get the value

P2 =
1 ·0.1+ 2 ·0.2+ . . .+ 10 ·1.0

1+ 2+ . . .+ 10
=

37.5
55

= 0.7.

The probability pi of each label can take any of the equidistant values 0, h, 2h, 3h,
. . . , with equal probability. In the limit h → 0, the resulting probability distribution
tends to the uniform distribution on the interval [0,1].

In this limit h → 0, we get the following problem:

• we start with m independent random variable v1, . . . ,vm which are uniformly dis-
tributed on the interval [0,1];

• we then need to find, for each i, the conditional expected value

E[vi |v1 < .. . < vm]

of each variable vi under the condition that the values vi are sorted in increasing
order.

Conditional expected values are usually more difficult to compute than uncondi-
tional ones. So, to solve our problem, let us reduce our problem to the problem of
computing the unconditional expectation.

Let us consider m independent random variables each of which is uniformly dis-
tributed on the interval [0,1]. One can easily check that for any two such variables
vi and v j, the probability that they are equal to each other is 0. Thus, without losing
generality, we can safely assume that all m random values are different. Therefore,
the whole range [0,1]m is divided into m! sub-ranges corresponding to different or-
ders between vi. Each sub-range can be reduced to the sub-range corresponding to
v1 < .. . < vm by an appropriate permutation in which v1 is swapped with the small-
est v(1) of m values, v2 is swapped with the second smallest v(2), etc.

Thus, the conditional expected value of vi is equal to the (unconditional) expected
value of the i-th value v(i) in the increasing order. This value v(i) is known as an order
statistic, and for uniform distributions, the expected values of all order statistics are

known (see, e.g., [1, 2, 5]): Pi =
i

m+ 1
.
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So, if all we know is that our degree of certainty is expressed by i-th label on an
m-label scale of granules, then it is reasonable to assign, to this case, the probability

Pi =
i

m+ 1
.

Let us Now Combine the Two Procedures. In the first procedure, based on the
empirical frequency p, we find a label i for which

p ≈ sin2
(

π · i
2m

)

.

Based on this label, we then estimate the probability as Pi =
i

m+ 1
. For large m, we

have P ≈ i
m

. Substituting P instead of
i
m

into the formula for p, we conclude that

p ≈ sin2
(π

2
·P

)

.

Based on this formula, we can express the estimate P in terms of the actual proba-
bility p, as

P ≈ 1
π
· arcsin(

√
p).

Comparing Our Estimates P with Empirical Probability Estimates p̃i: First
Try. Let us compare the probabilities pi, Kahneman’s empirical estimates p̃i, and

the estimates Pi =
1
π
· arcsin(

√
pi) computed by using the above formula:

pi 0 1 2 5 10 20 50 80 90 95 98 99 100
p̃i 0 5.5 8.1 13.2 18.6 26.1 42.1 60.1 71.2 79.3 87.1 91.2 100
Pi 0 6.4 9.0 14.4 20.5 29.5 50.0 70.5 79.5 85.6 91.0 93.6 100

The estimates Pi are closer to the empirical probability estimates p̃i than the orig-
inal probabilities, but the relation does not seem very impressive.

We Will Show that the Fit is Much Better than it Seems at First Glance. At
first glance, the above direct comparison between the observed estimates p̃i and the
values Pi seems to make perfect sense. However, let us look deeper.

The observed estimates come from the fact that users select an alternative a that
maximizes the expected gain u(a) = ∑wi(a) ·ui, where wi(a)

def
= pi(a). It is easy to

observe that if we multiply all the weights by the same positive constant λ > 0, i.e.,
consider the weights w′

i(a) = λ ·wi(a), then for each action, the resulting value of
the weighted gain will also increase by the same factor:

w′(a) =∑w′
i(a) ·ui = ∑λ ·wi(a) ·ui = λ ·∑wi(a) ·ui = λ ·wi(a).

The relation between the weighted gains of two actions a and a′ does not change
if we simply multiply both gains by a positive constant:
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• if wi(a) < wi(a′), then, multiplying both sides of this inequality by λ , we get
w′

i(a)< w′
i(a

′);
• if wi(a) = wi(a′), then, multiplying both sides of this equality by λ , we get

w′
i(a) = w′

i(a
′);

• if wi(a) > wi(a′), then, multiplying both sides of this inequality by λ , we get
w′

i(a)> w′
i(a

′).

All we observe is which of the two actions a person selects. Since multiplying all
the weights by a constant does not change the selection, this means that based on the
selection, we cannot uniquely determine the weights: an empirical selection which
is consistent with the weights wi is equally consistent with the weights w′

i = λ ·wi.
This fact can be used to normalize the empirical weights, i.e., to multiply them

by a constant so as to satisfy some additional condition.
In [8], to normalize the weights, the authors use the requirement that the weight

corresponding to probability 1 should be equal to 1. Since for p = 1, the correspond-
ing value P is also equal to 1, we get a perfect match for p = 1, but a rather lousy
match for probabilities intermediate between 0 and 1.

Instead of this normalization, we can select λ so as to get the best match “on
average”.

How to Improve the Fit: Details. A natural idea is to select λ from the Least
Squares method, i.e., select λ for which the relative mean squares difference

∑
i

(

λ ·Pi − p̃i

Pi

)2

is the smallest possible. Differentiating this expression with respect to λ and equat-
ing the derivative to 0, we conclude that

∑
i

(

λ − p̃i

Pi

)

= 0,

i.e., that

λ =
1
m
·∑

i

p̃i

Pi
.

Resulting Match. For the above values, this formula leads to λ = 0.910.

Result. The resulting values P′
i = λ ·Pi are much closer to the empirical probabilities

p̃i:

pi 0 1 2 5 10 20 50 80 90 95 98 99 100
p̃i 0 5.5 8.1 13.2 18.6 26.1 42.1 60.1 71.2 79.3 87.1 91.2 100

P′
i = λ ·Pi 0 5.8 8.2 13.1 18.7 26.8 45.5 64.2 72.3 77.9 82.8 87.4 91.0
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For most probabilities pi, the difference between the values P′
i and the empirical

probability estimates p̃i is so small that it is below the accuracy with which the
empirical weights can be obtained from the experiment.

Thus, granularity ideas indeed explain Kahneman and Tversky’s observation of
biased empirical probability estimates.

Conclusion. Kahneman and Tversky showed that when people make decisions, then
instead of – as should be rational – weighting outcomes with weights proportional
to probabilities of different outcomes – they use biased weights, overestimating
the importance of low-probability events and underestimating the importance of
high-probability events. In this section, we show that this observable bias can be
explained if we take into account granularity – imposed by our limited rationality
(i.e., our limited ability to process information).

5 Granularity Explains Why Utility Grows as Square Root of
Money

What We do in this Section. In this section, we provide another example when
granularity explains observed decision making. To explain this example, we need to
recall the traditional decision theory and the corresponding notion of utility.

Main Assumption behind the Traditional Decision Theory. Traditional approach
to decision making is based on an assumption that for each two alternatives A′ and
A′′, a user can tell:

• whether the first alternative is better for him/her; we will denote this by A′′ < A′;
• or the second alternative is better; we will denote this by A′ < A′′;
• or the two given alternatives are of equal value to the user; we will denote this by

A′ = A′′.

Towards a Numerical Description of Preferences: The Notion of Utility. Under
the above assumption, we can form a natural numerical scale for describing prefer-
ences. Namely, let us select a very bad alternative A0 and a very good alternative A1.
Then, most other alternatives are better than A0 but worse than A1.

For every probability p ∈ [0,1], we can form a lottery L(p) in which we get A1

with probability p and A0 with probability 1− p.

• When p = 0, this lottery coincides with the alternative A0: L(0) = A0.
• When p = 1, this lottery coincides with the alternative A1: L(1) = A1.

For values p between 0 and 1, the lottery is better than A0 and worse than A1. The
larger the probability p of the positive outcome increases, the better the result:

p′ < p′′ implies L(p′)< L(p′′).

Thus, we have a continuous scale of alternatives L(p) that monotonically goes from
L(0) = A0 to L(1) = A1. We will use this scale to gauge the attractiveness of each
alternative A.
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Due to the above monotonicity, when p increases, we first have L(p) < A, then
we have L(p) > A, and there is a threshold separating values p for which L(p) < A
from the values p for which L(p) > A. This threshold value is called the utility of
the alternative A:

u(A)
def
= sup{p : L(p)< A}= inf{p : L(p)> A}.

Then, for every ε > 0, we have

L(u(A)− ε)< A < L(u(A)+ ε).

We will describe such (almost) equivalence by ≡, i.e., we will write that A ≡
L(u(A)).

How to Elicit the Utility from a User: A Fast Iterative Process. Initially, we know
the values u = 0 and u = 1 such that A ≡ L(u(A)) for some u(A) ∈ [u,u].

On each stage of this iterative process, once we know values u and u for which
u(A) ∈ [u,u], we compute the midpoint umid of the interval [u,u] and ask the user to
compare A with the lottery L(umid) corresponding to this midpoint. There are two
possible outcomes of this comparison: A ≤ L(umid) and L(umid)≤ A.

• In the first case, the comparison A ≤ L(umid) means that u(A)≤ umid, so we can
conclude that u ∈ [u,umid].

• In the second case, the comparison L(umid) ≤ A means that umid ≤ u(A), so we
can conclude that u ∈ [umid,u].

In both cases, after an iteration, we decrease the width of the interval [u,u] by half.
So, after k iterations, we get an interval of width 2−k which contains u(A) – i.e., we
get u(A) with accuracy 2−k.

How to Make a Decision Based on Utility Values. Suppose that we have found the
utilities u(A′), u(A′′), . . . , of the alternatives A′, A′′, . . . Which of these alternatives
should we choose?

By definition of utility, we have:

• A ≡ L(u(A)) for every alternative A, and
• L(p′)< L(p′′) if and only if p′ < p′′.

We can thus conclude that A′ is preferable to A′′ if and only if u(A′) > u(A′′). In
other words, we should always select an alternative with the largest possible value
of utility. So, to find the best solution, we must solve the corresponding optimization
problem.

Before We Go Further: Caution. We are not claiming that people estimate prob-
abilities when they make decisions: we know they often don’t. Our claim is that
when people make definite and consistent choices, these choices can be described
by probabilities. (Similarly, a falling rock does not solve equations but follows New-

ton’s equations ma = m
d2x
dt2 = −mg.) In practice, decisions are often not definite

(i.e., uncertain) and not consistent.
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How to Estimate Utility of an Action. For each action, we usually know possi-
ble outcomes S1, . . . ,Sn. We can often estimate the probabilities p1, . . . , pn of these
outcomes.

By definition of utility, each situation Si is equivalent to a lottery L(u(Si)) in
which we get:

• A1 with probability u(Si) and
• A0 with the remaining probability 1− u(Si).

Thus, the original action is equivalent to a complex lottery in which:

• first, we select one of the situations Si with probability pi: P(Si) = pi;
• then, depending on Si, we get A1 with probability P(A1 |Si) = u(Si) and A0 with

probability 1− u(Si).

The probability of getting A1 in this complex lottery is:

P(A1) =
n

∑
i=1

P(A1 |Si) ·P(Si) =
n

∑
i=1

u(Si) · pi.

In this complex lottery, we get:

• A1 with probability u =
n
∑

i=1
pi ·u(Si), and

• A0 with probability 1− u.

So, the utility of the complex action is equal to the sum u.
From the mathematical viewpoint, the sum defining u coincides with the expected

value of the utility of an outcome. Thus, selecting the action with the largest utility
means that we should select the action with the largest value of expected utility
u = ∑ pi ·u(Si).

How Uniquely Determined is Utility. The above definition of utility u depends
on the selection of two fixed alternatives A0 and A1. What if we use different al-
ternatives A′

0 and A′
1? How will the new utility u′ be related to the original utility

u?
By definition of utility, every alternative A is equivalent to a lottery L(u(A))

in which we get A1 with probability u(A) and A0 with probability 1− u(A). For
simplicity, let us assume that A′

0 < A0 < A1 < A′
1. Then, for the utility u′, we get

A0 ≡ L′(u′(A0)) and A1 ≡ L′(u′(A1)). So, the alternative A is equivalent to a com-
plex lottery in which:

• we select A1 with probability u(A) and A0 with probability 1− u(A);
• depending on which of the two alternatives Ai we get, we get A′

1 with probability
u′(Ai) and A′

0 with probability 1− u′(Ai).

In this complex lottery, we get A′
1 with probability

u′(A) = u(A) · (u′(A1)− u′(A0))+ u′(A0).
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Thus, the utility u′(A) is related with the utility u(A) by a linear transformation u′ =
a ·u+b, with a> 0. In other words, utility is defined modulo a linear transformation.

Traditional Approach Summarized. We assume that

• we know possible actions, and
• we know the exact consequences of each action.

Then, we should select an action with the largest value of expected utility.

Empirical Fact. It has been experimentally determined that for situations with mon-
etary gain, utility u grows with the money amount x as u ≈ xα , with α ≈ 0.5, i.e.,
approximately as u ≈√

x; see, e.g., [8] and references therein.

What We do in this Section. In this section, we explain this empirical dependence.

Main Idea Behind Our Explanation. Money is useful because one can buy goods
and services with it. The more goods and services one buys, the better. In the first
approximation, we can say that the utility increases with the increase in the number
of goods and service.

In these terms, to estimate the utility corresponding to a given amount of money,
we need to do two things:

• first, we need to estimate how many goods and services a person can buy for a
given amount of money;

• second, we need to estimate what value of utility corresponds to this number of
goods and services.

Step 1: Estimating How Many Goods and Services a Person Can Buy. Different
goods and services have different costs ci; some are cheaper, some are more expen-
sive. We know that all the costs ci are bounded by some reasonable number C, so
they are all located within an interval [0,C]. Let us sort the costs of different items
in increasing order: c1 < c2 < .. . < cn.

In these terms, the smallest amount of money that we need to buy a single item
is c1. The smallest amount of money that we need to buy two items is c1 + c2, etc.
In general, the smallest amount of money that we need to buy k items is c1 + c2 +
. . .+ ck.

How does this amount depends on k? We do not know the exact costs ci, all we
know is that these costs are sorted in increasing order. Similarly to the previous
section, we can therefore consider all possible combinations c1 < .. . < cn, and take,
as an estimate Ci for ci, the average value of ci over all such combinations. Similarly

to the previous section, we can conclude that Ci =C · i
n+ 1

.

In these terms, the expected amount of money needed to buy k items is equal to

C1 +C2 + . . .+Ck =
C
n
· (1+ 2+ . . .+ k) =

C
2n

· k · (k+ 1)≈ const · k2.
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Step 2: Estimating the Utility Corresponding to k Items. Let uk denote the utility
corresponding to k items. We know that all the values uk are bounded by some
reasonable number U , so they are all located within an interval [0,U ]. Clearly the
more items, the better, i.e., the larger utility. Thus, we conclude that u1 < u2 < .. . <
un.

We do not know the exact values of uk, all we know is that these utility val-
ues are sorted in increasing order. We can thus consider all possible combina-
tions u1 < .. . < un, and take, as an estimate Uk for uk, the average value of uk

over all such combinations. Similarly to the previous section, we can conclude that

Uk =U · k
n+ 1

= const · k.

Let us Combine These Two Estimates. What is the utility corresponding to the
amount of money x? To answer this question, first, we estimate the number of items
k that we can buy with this amount. According to our estimates, x = const · k2, so
we conclude that k = const · √x. Then, we use this value k to estimate the utility
U ≈Uk. Substituting k = const·√x into the formula U ≈Uk = const·k, we conclude
that U ≈ const ·√x.

Since, as we have mentioned, utility is defined modulo a linear transformation,
we can thus conclude that U ≈√

x, which is exactly what we wanted to explain.

Conclusion. Thus, granularity indeed explains an interesting difficult-to-explain
empirical fact – that utility grows as square root of money amount.

6 Granularity Helps Reconcile Traditional Decision Making
with Fuzzy Techniques

Fuzzy Uncertainty and Fuzzy-Based Decision Making. In addition to applying
traditional decision theory, another very successful way of making decisions under
uncertainty is to use techniques based on fuzzy logic and fuzzy uncertainty.

Fuzzy logic (see, e.g., [10, 21, 30]) has been designed to describe imprecise
(“fuzzy”) natural language properties like “big”, “small”, etc. In contrast to “crisp”
properties like x ≤ 10 which are either true or false, experts are not 100% sure
whether a given value x is big or small. To describe such properties P, fuzzy logic
proposes to assign, to each possible value x, a degree μP(x) to which the value x
satisfies this property:

• the degree μP(x) = 1 means that we are absolutely sure that the value x satisfies
the property P;

• the degree μP(x) = 0 means that we are absolutely sure that the value x does not
satisfy the property P; and

• intermediate degrees 0 < μP(x) < 1 mean that we have some confidence that x
satisfies the property P but we also have a certain degree of confidence that the
value x does not satisfy this property.

How do we elicit the degree μP(x) from the expert? One of the usual ways is to
use granules, i.e., more specifically, a Likert scale, i.e., to ask the expert to mark
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his or her degree of confidence that the value x satisfies the property P by one of
the labels 0,1, . . . ,n on a scale from 0 to n. If an expert marks m on a scale from
0 to n, then we take the ratio m/n as the desired degree μP(x). For example, if an
expert marks her confidence by a value 7 on a scale from 0 to 10, then we take
μP(x) = 7/10.

For a fixed scale from 0 to n, we only get n+ 1 values this way: 0, 1/n, 2/n, . . . ,
(n− 1)/n = 1− 1/n, and 1. If we want a more detailed description of the expert’s
uncertainty, we can use a more detailed scale, with a larger value n.

Problem: How to Reconcile Traditional Decision Making Theory with Fuzzy
Techniques? The traditional decision theory describes rational human decision
making, it has many practical applications. On the other hand, fuzzy techniques
are also very successful in many application problems, in particular, in control and
in decision making (see, e.g., [10, 21]).

It is therefore desirable to combine these two techniques, so that we would able to
capitalize on the successes of both types of techniques. To enhance this combination,
it is desirable to be able to describe both techniques in the same terms. In particular,
it is desirable to describe fuzzy uncertainty in terms of traditional decision making.

How do We Select a Mark on a Likert Scale? In Section 3, we simply used the
labels marked by people on a Likert scale. But how do people select which labels to
mark? To understand this, let us recall how this marking is done. Suppose that we
have a Likert scale with n+ 1 labels 0, 1, 2, . . . , n, ranging from the smallest to the
largest.

Then, if the actual value of the quantity x is very small, we mark label 0. At some
point, we change to label 1; let us mark this threshold point by x1. When we continue
increasing x, we first have values marked by label 1, but eventually reach a new
threshold after which values will be marked by label 2; let us denote this threshold
by x2, etc. As a result, we divide the range [X ,X ] of the original variable into n+ 1
intervals [x0,x1], [x1,x2], . . . , [xn−1,xn], [xn,xn+1], where x0 = X and xn+1 = X :

• values from the first interval [x0,x1] are marked with label 0;
• values from the second interval [x1,x2] are marked with label 1;
• . . .
• values from the n-th interval [xn−1,xn] are marked with label n− 1;
• values from the (n+ 1)-st interval [xn,xn+1] are marked with label n.

Then, when we need to make a decision, we base this decision only on the label,
i.e., only on the interval to which x belongs. In other words, we make n different
decisions depending on whether x belongs to the interval [x0,x1], to the interval
[x1,x2], . . . , or to the interval [xn,xn+1].

Decisions Based on the Likert Discretization are Imperfect. Ideally, we should
take into account the exact value of the variable x. When we use Likert scale, we
only take into account an interval containing x and thus, we do not take into account
part of the original information. Since we only use part of the original information
about x, the resulting decision may not be as good as the decision based on the ideal
complete knowledge.
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For example, an ideal office air conditioner should be able to maintain the exact
temperature at which a person feels comfortable. People are different, their temper-
ature preferences are different, so an ideal air conditioner should be able to maintain
any temperature value x within a certain range [X ,X ]. In practice, some air condi-
tioners only have a finite number of settings. For example, if we have setting corre-
sponding to 65, 70, 75, and 80 degrees, then a person who prefers 72 degrees will
probably select the 70 setting or the 75 setting. In both cases, this person will be
somewhat less comfortable than if there was a possibility of an ideal 72 degrees
setting.

How do We Select a Likert Scale: Main Idea. According to the general ideas of
traditional (utility-based) approach to decision making, we should select a Likert
scale for which the expected utility is the largest.

To estimate the utility of decisions based on each scale, we will take into account
the just-mentioned fact that decisions based on the Likert discretization are imper-
fect. In utility terms, this means that the utility of the Likert-based decisions is, in
general, smaller than the utility of the ideal decision.

Which Decision should We Choose within Each Label? In the ideal situation, if
we could use the exact value of the quantity x, then for each value x, we would select
an optimal decision d(x), a decision which maximizes the person’s utility.

If we only know the label k, i.e., if we only know that the actual value x belongs
to the (k + 1)-st interval [xk,xk+1], then we have to make a decision based only
on this information. In other words, we have to select one of the possible values
x̃k ∈ [xk,xk+1], and then, for all x from this interval, use the decision d(x̃k) based on
this value.

Which Value x̃k should We Choose: Idea. According to the traditional approach
to decision making, we should select a value for which the expected utility is the
largest.

Which Value x̃k Should We Choose: Towards a Precise Formulation of the
Problem. To find this expected utility, we need to know two things:

• we need to know the probability of different values of x; these probabilities can
be described, e.g., by the probability density function ρ(x);

• we also need to know, for each pair of values x′ and x, what is the utility u(x′,x)
of using a decision d(x′) in the situation in which the actual value is x.

In these terms, the expected utility of selecting a value x̃k can be described as
∫ xk+1

xk

ρ(x) ·u(x̃k,x)dx. (5.1)

Thus, for each interval [xk,xk+1], we need to select a decision d(x̃k) corresponding
to the value x̃k for which the expression (5.1) attains its largest possible value. The
resulting expected utility is equal to

max
x̃k

∫ xk+1

xk

ρ(x) ·u(x̃k,x)dx. (5.2)
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How to Select the Best Likert Scale: General Formulation of the Problem. The
actual value x can belong to any of the n+ 1 intervals [xk,xk+1]. Thus, to find the
overall expected utility, we need to add the values (5.2) corresponding to all these
intervals. In other words, we need to select the values x1, . . . ,xn for which the fol-
lowing expression attains its largest possible value:

n

∑
k=0

max
x̃k

∫ xk+1

xk

ρ(x) ·u(x̃k,x)dx. (5.3)

Equivalent Reformulation in Terms of Disutility. In the ideal case, for each value
x, we should use a decision d(x) corresponding to this value x, and gain utility
u(x,x). In practice, we have to use decisions d(x′) corresponding to a slightly dif-
ferent value, and thus, get slightly worse utility values u(x′,x). The corresponding

decrease in utility U(x′,x) def
= u(x,x)−u(x′,x) is usually called disutility. In terms of

disutility, the function u(x′,x) has the form

u(x′,x) = u(x,x)−U(x′,x),

and thus, the optimized expression (5.1) takes the form
∫ xk+1

xk

ρ(x) ·u(x,x)dx−
∫ xk+1

xk

ρ(x) ·U(x̃k,x)dx.

The first integral does not depend on x̃k; thus, the expression (5.1) attains its maxi-
mum if and only if the second integral attains its minimum. The resulting maximum
(5.2) thus takes the form

∫ xk+1

xk

ρ(x) ·u(x,x)dx−min
x̃k

∫ xk+1

xk

ρ(x) ·U(x̃k,x)dx. (5.4)

Thus, the expression (5.3) takes the form

n

∑
k=0

∫ xk+1

xk

ρ(x) ·u(x,x)dx−
n

∑
k=0

min
x̃k

∫ xk+1

xk

ρ(x) ·U(x̃k,x)dx.

The first sum does not depend on selecting the thresholds. Thus, to maximize utility,
we should select the values x1, . . . ,xn for which the second sum attains its smallest
possible value:

n

∑
k=0

min
x̃k

∫ xk+1

xk

ρ(x) ·U(x̃k,x)dx → min . (5.5)

Let is Recall that are Interested in the Membership Function. For a general
Likert scale, we have a complex optimization problem (5.5). However, we are not
interested in general Likert scales per se, what we are interested in is the use of
Likert scales to elicit the values of the membership function μ(x).
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As we have mentioned earlier, in an n-valued scale:

• the smallest label 0 corresponds to the value μ(x) = 0/n,
• the next label 1 corresponds to the value μ(x) = 1/n,
• . . .
• the last label n corresponds to the value μ(x) = n/n = 1.

Thus, for each n:

• values from the interval [x0,x1] correspond to the value μ(x) = 0/n;
• values from the interval [x1,x2] correspond to the value μ(x) = 1/n;
• . . .
• values from the interval [xn,xn+1] correspond to the value μ(x) = n/n = 1.

The actual value of the membership function μ(x) corresponds to the limit n → ∞,
i.e., in effect, to very large values of n. Thus, in our analysis, we will assume that
the number n of labels is huge – and thus, that the width of each of n+ 1 intervals
[xk,xk+1] is very small.

Let us Take into Account that Each Interval is Narrow. Let us use the fact that
each interval is narrow to simplify the expression U(x′,x) and thus, the optimized
expression (5.5).

In the expression U(x′,x), both values x′ and x belong to the same narrow interval

and thus, the difference Δx
def
= x′ − x is small. Thus, we can expand the expression

U(x′,x) = U(x+Δx,x) into Taylor series in Δx, and keep only the first non-zero
term in this expansion. In general, we have

U(x+Δ ,x) =U0(x)+U1 ·Δx+U2(x) ·Δx2 + . . . ,

where

U0(x) =U(x,x), U1(x) =
∂U(x+Δx,x)

∂ (Δx)
, U2(x) =

1
2
· ∂ 2U(x+Δx,x)

∂ 2(Δx)
. (5.7)

Here, by definition of disutility, we get U0(x) =U(x,x) = u(x,x)−u(x,x) = 0. Since
the utility is the largest (and thus, disutility is the smallest) when x′ = x, i.e., when
Δx = 0, the derivative U1(x) is also equal to 0 – since the derivative of each (dif-
ferentiable) function is equal to 0 when this function attains its minimum. Thus, the
first non-trivial term corresponds to the second derivative:

U(x+Δx,x)≈U2(x) ·Δx2,

i.e., in other words, that

U(x̃k,x)≈U2(x) · (x̃k − x)2.

Substituting this expression into the expression
∫ xk+1

xk

ρ(x) ·U(x̃k,x)dx
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that needs to be minimized if we want to find the optimal x̃k, we conclude that we
need to minimize the integral

∫ xk+1

xk

ρ(x) ·U2(x) · (x̃k − x)2 dx. (5.8)

This new integral is easy to minimize: if we differentiate this expression with respect
to the unknown x̃k and equate the derivative to 0, we conclude that

∫ xk+1

xk

ρ(x) ·U2(x) · (x̃k − x)dx = 0,

i.e., that

x̃k ·
∫ xk+1

xk

ρ(x) ·U2(x)dx =
∫ xk+1

xk

x ·ρ(x) ·U2(x)dx,

and thus, that

x̃k =

∫ xk+1
xk

x ·ρ(x) ·U2(x)dx
∫ xk+1

xk
ρ(x) ·U2(x)dx

. (5.9)

This expression can also be simplified if we take into account that the intervals
are narrow. Specifically, if we denote the midpoint of the interval [xk,xk+1] by

xk
def
=

xk + xk+1

2
, and denote Δx

def
= x − xk, then we have x = xk + Δx. Expanding

the corresponding expressions into Taylor series in terms of a small value Δx and
keeping only main terms in this expansion, we get

ρ(x) = ρ(xk +Δx) = ρ(xk)+ρ ′(xk) ·Δx ≈ ρ(xk),

where f ′(x) denoted the derivative of a function f (x), and

U2(x) =U2(xk +Δx) =U2(xk)+U ′
2(xk) ·Δx ≈U2(xk).

Substituting these expressions into the formula (5.9), we conclude that

x̃k =
ρ(xk) ·U2(xk) ·

∫ xk+1
xk

xdx

ρ(xk) ·U2(xk) ·
∫ xk+1

xk
dx

=

∫ xk+1
xk

xdx
∫ xk+1

xk
dx

=

1
2
· (x2

k+1 − x2
k)

xk+1 − xk
=

xk+1 + xk

2
= xk.

Substituting this midpoint value x̃k = xk into the integral (5.8) and taking into ac-
count that on the k-th interval, we have ρ(x)≈ ρ(xk) and U2(x) ≈U2(xk), we con-
clude that the integral (5.8) takes the form

∫ xk+1

xk

ρ(xk) ·U2(xk) · (xk − x)2 dx = ρ(xk) ·U2(xk) ·
∫ xk+1

xk

(xk − x)2 dx. (5.8a)

When x goes from xk to xk+1, the difference Δx = x−xk between the value x and the
interval’s midpoint xk ranges from −Δk to Δk, where Δk is the interval’s half-width:
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Δk
def
=

xk+1 − xk

2
.

In terms of the new variable Δx, the integral in the right-hand side of (5.8a) has the
form

∫ xk+1

xk

(xk − x)2 dx =
∫ Δk

−Δk

(Δx)2 d(Δx) =
2
3
·Δ 3

k .

Thus, the integral (5.8) takes the form

2
3
·ρ(xk) ·U2(xk) ·Δ 3

k .

The problem (5.5) of selecting the Likert scale thus becomes the problem of mini-
mizing the sum (5.5) of such expressions (5.8), i.e., of the sum

2
3
·

n

∑
k=0

ρ(xk) ·U2(xk) ·Δ 3
k . (5.10)

Here, xk+1 = xk+1 +Δk+1 = (xk +Δk)+Δk+1 ≈ xk + 2Δk, so Δk = (1/2) ·Δxk,

where Δxk
def
= xk+1 − xk. Thus, (5.10) takes the form

1
3
·

n

∑
k=0

ρ(xk) ·U2(xk) ·Δ 2
k ·Δxk. (5.11)

In terms of the membership function, we have μ(xk) = k/n and μ(xk+1) = (k+
1)/n. Since the half-width Δk is small, we have

1
n
= μ(xk+1)− μ(xk) = μ(xk + 2Δk)− μ(xk)≈ μ ′(xk) ·2Δk,

thus, Δk ≈ 1
2n

· 1
μ ′(xk)

. Substituting this expression into (5.11), we get the expres-

sion
1

3 · (2n)2 · I, where

I =
n

∑
k=0

ρ(xk) ·U2(xk)

(μ ′(xk))2 ·Δxk. (5.12)

The expression I is an integral sum, so when n → ∞, this expression tends to the
corresponding integral

I =
∫ ρ(x) ·U2(x)

(μ ′(x))2 dx. (5.11)

Minimizing (5.5) is equivalent to minimizing I. With respect to the derivative

d(x)
def
= μ ′(x), we need to minimize the objective function

I =
∫ ρ(x) ·U2(x)

d2(x)
dx (5.12)
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under the constraint that

∫ X

X
d(x)dx = μ(X)− μ(X) = 1− 0 = 1. (5.13)

By using the Lagrange multiplier method, we can reduce this constraint optimization
problem to the unconstrained problem of minimizing the functional

I =
∫ ρ(x) ·U2(x)

d2(x)
dx+λ ·

∫

d(x)dx, (5.14)

for an appropriate Lagrange multiplier λ . Differentiating (5.14) with respect to d(x)

and equating the derivative to 0, we conclude that −2 · ρ(x) ·U2(x)
d3(x)

+λ = 0, i.e., that

d(x)= c ·(ρ(x)·U2(x))1/3 for some constant c. Thus, μ(x) =
∫ x

X d(t)dt = c ·∫ x
X (ρ(t)·

U2(t))1/3 dt. The constant c must be determined by the condition that μ(X) = 1.
Thus, we arrive at the following formula (5.15).

Resulting Formula. The membership function μ(x) obtained by using Likert-scale
elicitation is equal to

μ(x) =
∫ x

X (ρ(t) ·U2(t))1/3 dt
∫ X

X (ρ(t) ·U2(t))1/3 dt
, (5.15)

where ρ(x) is the probability density describing the probabilities of different values
of x,

U2(x)
def
=

1
2
· ∂ 2U(x+Δx,x)

∂ 2(Δx)
,

U(x′,x) def
= u(x,x)− u(x′,x), and u(x′,x) is the utility of using a decision d(x′) cor-

responding to the value x′ in the situation in which the actual value is x.

Comment. The above formula only applies to membership functions like “large”
whose values monotonically increase with x. It is easy to write a similar formula for
membership functions like “small” which decrease with x. For membership func-
tions like “approximately 0” which first increase and then decrease, we need to
separately apply these formula to both increasing and decreasing parts.

Conclusion. The resulting membership degrees incorporate both probability and
utility information. This fact explains why fuzzy techniques often work better than
probabilistic techniques – because the probability techniques only take into account
the probability of different outcomes.

7 Conclusions and Future Work

While in general, humans behave rationally, there are many known experiments in
which humans show seemingly irrational behavior. For example, when a customer is
presented with two objects, one somewhat cheaper and another one more expensive
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and of higher quality, the customer’s choice often depends on the presence of the
third object, the object that the customer will not select:

• if the third object is cheaper than both two, the customer will usually select the
cheaper of the two objects;

• if the third object is more expensive than the both two, the customer will usually
select the more expensive of the two objects.

From the rational viewpoint, the selection between the two object should not depend
on the presence of other, less favorable objects – but it does!

There are many other examples of such seemingly irrational human behavior.
This phenomenon is known since the 1950s, and an explanation for this phe-
nomenon is also well known – such seemingly irrational behavior is caused by the
fact that human computational abilities are limited; in this sense, human rationality
is bounded.

The idea of bounded rationality explains, on the qualitative level, why human
behavior and decision making are sometimes seemingly irrational. However, until
recently, there have been few successful attempts to use this idea to explain quantita-
tive aspects of observed human behavior. In this chapter, we show, on four examples,
that these quantitative aspects can be explained if we take into account that one of
the main consequences of bounded rationality is granularity. The main idea behind
granularity is that since we cannot process all the available information, we only
process part of it. Because of this, several different data points – differing by the in-
formation that we do not process – are treated the same way. In other words, instead
of dealing with the original data points, we deal with granules, each of which cor-
responds to several possible data points. For example, if we only use the first binary
digit x1 in the binary expansion of a number x = 0.x1x2 . . . from the interval [0,1],
this means that, instead of the exact number x, we use two granules corresponding
to intervals [0,0.5) (for which x1 = 0) and [0.5,1] (for which x1 = 1).

In this chapter, we have shown, on four examples (including the above customer
examples) that granularity indeed explained the observed quantitative aspects of
seemingly irrational human behavior. The remaining challenge is to provide a simi-
lar explanation for other observed cases of seemingly irrational human behavior and
decision making.
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Abstract. This chapter describes a comprehensive granular model for decision 
making with complex data. This granular model first uses information 
decomposition to form a horizontal set of granules for each of the data instances. 
Each granule is a partial view of the corresponding data instance; and aggregately 
all the partial views of that data instance provide a complete representation for the 
instance. Then, the decision making based on the original data can be divided and 
distributed to decision making on the collection of each partial view. The 
decisions made on all partial views will then be aggregated to form a final global 
decision. Moreover, on each partial view, a sequential M+1 way decision making 
(a simple extension of Yao’s 3-way decision making) can be carried out to reach a 
local decision. This chapter further categorizes stock price predication problem 
using the proposed decision model and incorporates the MLVS model for 
biological sequence classification into the proposed decision model. It is 
suggested that the proposed model provide a general framework to address the 
complexity and volume challenges in big data analytics.  
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1 Introduction 

Granular Computing [1] focuses on philosophy, methodology and paradigm for 
problem solving and information processing based on granular structures [3]. By using 
the concepts like granules, levels, and hierarchies, granular computing promotes 
structured thinking at the philosophical level and structured problem solving at the 
practical level [2]. In [4], Y. Y. Yao stated that “the principle of computing, guided by 
granular structures, is to examine the problem at a finer granulation level with more 
detailed information when there is a need or benefit for doing so.” Furthermore, Y. Y. 
Yao developed a sequential three-way decision framework based on a hierarchy of 
multiple levels of information granularity [5]. Decision tree can be viewed as a simple 
special case of the sequential three-way decision making.  

The three-way decision framework assumes a single vertical view of the 
granular structures, where each layer of information granulation is a complete 
representation of the original data at a particular coarse level. However, for 
complex decision making on data that is unstructured or big, it may be challenging 
or even impossible to form a single hierarchy of information granules for the data 
in order to carry out the sequential three way decision making. In order to address 
this issue, this chapter describes a comprehensive granular model for decision 
making with complex data. This granular model first uses information 
decomposition to form a horizontal set of granules for each of the data instances. 
Each granule is a partial view of the corresponding data instance; and aggregately 
all the partial views of that data instance provide a complete representation for the 
instance. Then, the decision making based on the original data can be divided and 
distributed to decision making on the collection of each partial view. The 
decisions made on all partial views will then be aggregated to form a final global 
decision. If a partial view is still complex enough, then the decomposition process 
can be continued on the partial view to form a horizontal set of sub partial views 
for that partial view. This decomposition process continues until a single 
hierarchical structure of information granules can be formed for a (sub) partial 
view. Then, a sequential M+1 way decision making (an extension of 3-way 
decision making) can be carried out on the collection of each partial view to reach 
a local decision. Decision forest can be viewed as a simple special case of this 
comprehensive granular model for decision making.  

The proposed comprehensive granular model fits well with parallel/distributed 
computing frameworks. Each collection of a partial view covers all data instances 
with respect to that partial view, and is independent from other collections of 
different partial views. Therefore, local decisions can be made on all collections of 
partial views in a parallel manner. On each collection of a partial view, the 
sequential M+1 way decision making process may be implemented as multiple 
iterations of MapReduce processes. Therefore, the proposed granular model can 
be viewed as a general solution framework for big unstructured data. This chapter 
will further categorize stock price predication problem and biological sequence 
classification problem using the proposed decision model.  
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2 A Generalized M+1 Way Decision 

In [5], Yao described a three way decision model for 2-state classification problems. 
Compared with traditional two way (acceptance/rejection) decision model, the three 
way decision model maps a data instance for decision to one of the three disjoint 
regions, POS, NEG, and BND. Decision of “acceptance” is made on those objects 
mapped to the POS region; decision of “rejection” is made on those mapped to the 
NEG region; and “noncommitment” is assigned to those mapped to BND region. A 
noncommitment assignment suggests that more information of the corresponding 
data instance is needed in order to accept or reject that object. The essential ideas of 
three way decision making has been widely used in real-life decision making in 
different domains, such as medical decision-making, social judgment theory, and 
hypothesis testing, and peering review processes [6]. In order to apply this idea to 
multi-class classification problem, Yao’s Three Way Decision Model can be 
naturally extended to a 1 Way Decision Model. Formally, the 1 Way 
Decision Model can be described as follows. 

Given a set of data instances  with  elements , , … ,  and a set of 
class labels  with  elements , , … , , the 1 Way decision model 
divides  into 1 disjoint regions , , … , , , such that if a data 
instance  (where 1 ), then the class label  is assigned to ; 

if , a “noncommitment” is assigned to .  
In [6], Yao uses a Two-Poset based evaluation to segment  into the 

acceptance region and the rejection region. We follow the exact same method to 
extend the Two-Poset based evaluation to a -Poset based evaluation for 1 
way decision model.  

Let , 1   be  posets, and : |1
 be  evaluation functions. Given   1  ,  returns 

an acceptance value of  to  . For two objects ,   1 , if   , then  is less acceptable than  to . Further let 1   be the set of designated values of acceptance to . Then, given 

an object , we have  if and only if . In other words, we 

can define  (1  as follows:  1 | . 

Then we can further define  as follows: | 1
. 

3 A Generalized Sequential M+1 Way Decision Algorithm 

We further generalize Yao’s Sequential Three way decision algorithm [5] to 
Sequential 1 Way Decision Algorithm. Assume for each data instance 

, there exists 1 levels of granular description of . By following the same 
notation used in [5], the 1  level of granular description of  can be 
represented as follows:  
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where the relation  denotes a “finer than” relationship. In order to make a decision 
on , the Sequential 1 Way Decision Algorithm first uses  as the 
representation for  . A decision is made on  by assigning the class label  to , 
if 1   ; otherwise, we continue to use 

 as the representation for . If we are still unable to make decision on  
even reaching the level 0 of granular description of , we have two options. Option 
1: assign “noncommitment” as the label to  as the final decision on . This option 
indicates that no decision can be made at required confidence level on  based upon 
all information available on . Option 2: assign the class label that corresponds to 
the largest  (1  . Option 2 can be applied to the situations 

where a data instance has to be categorized to one of the  categories.  

4 Decision Making on Complex Data  

The sequential M+1 way decision algorithm assumes a single vertical view of the 
granular structures, where each layer of information granulation is a complete 
representation of the original data at a particular coarse level. However, for 
complex decision making on data that is unstructured or big, it may be challenging 
or even impossible to form a single hierarchy of information granules for the data 
in order to carry out the sequential 1 way decision algorithm. In order to 
address this issue, we propose a comprehensive granular model for decision 
making with complex data. This granular model first uses information 
decomposition to form a horizontal set of granules for each of the data instances. 
Each granule is a partial view of the corresponding data instance; and aggregately 
all the partial views of that data instance provide a complete representation for the 
instance. Then, the decision making based on the original data can be divided and 
distributed to decision making on the collection of each partial view. The 
decisions made on all partial views will then be aggregated to form a final global 
decision. More formally, assume that for each data instance , we decompose 

 into a set of 1 partial views , , … , , where . This 
decomposition could be lossless or lossy. For lossless decomposition,  contains the same amount of information as what  contains; i.e., there exists 
an operator , such that | . For lossy decomposition,  contains less information than . Furthermore, for each of the partial view of 

, we assume there exists 1 levels of granular description of the partial view; 
i.e., for the  partial view of , , we have  

 

Overall, the representation of the set of complex data instances can be 
illustrated in figure 1.  

If a partial view is still complex enough, then the decomposition process can be 
continued on the partial view to form a horizontal set of sub partial views for that  
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partial view. This decomposition process continues until a single hierarchical 
structure of information granules can be formed for a (sub) partial view. For 
simplicity of description, we will not further illustrate this situation. 

Based on this decomposition on each data instance in , the set of all data 
instances  is decomposed into  sets ,  , … , , … , , where | , i.e., the set of the  partial views from all data instances in . 

The decomposition on  can be illustrated in figure 2. 
Then the overall decision process on  can be decomposed to a decision 

process on each . In other words, given a data instance , we will have  
completely independent decision process that can be carried out by  distributed 
computing processes. The final decision on  will be an ensemble of the results 
of the  independent decision processes. One possible ensemble approach can be 
described as follows.  

 
 

 

 

 

 

 

 

 

 

Fig. 1 An Illustration of the Proposed Model for Representing a Complex Data Set 

 

 

 

 

 

Fig. 2 An Illustration of Decomposing a Data Set  into  sets of Partial Views 

Given a data instance ， assume a class label  1  is 

assigned to  on  in , where  is the 1  
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partial view of  and  is the granular representation of this 

partial view  at  0  level. Then the weight of this decision can 

be represented as , , , 0 , , , 1 , where , , , , , ,  can be 
evaluated by a function that reflects the confidence of the decision that assigns  to  based on  at the granularity level . For instance, a possible 
expression of this weight function can be , , , 1 / 1 , where 0 1  reflects the relative significance of using  in the overall 

decision making;  (where  is the granularity level of data representation at 

which the decision is made and 0, 1, … ,  are the available granularity levels from 
finest to coarsest) suggests that reaching decision at a courser level justifies a 
stronger differential power of this partial view for . Therefore, the overall 

weight for assigning  to  can be calculated as ∑ , , , , where  
represents the coarsest granularity level at which  is assigned to  using . 
The class label with the highest overall weight will be the final class label that is 
assigned to .  

5 Categorizing Stock Price Prediction Using the Proposed 
Decision Model 

As is well known, stock price prediction is a broad yet very challenging research 
area. In this section, we will categorize one particular stock price prediction task 
by using the proposed decision model. This prediction task can be described as 
follows. Given the historical price movement of a stock or index, such as SPY, in 
a particular time frame (which can be weekly, daily, hourly, 5 minutes, and so on), 
predict the price movement for the next time unit (next week, next day, next  
hour, or next 5 minutes). If we visualize the price movement at a historical time 
unit using a bar as shown in figure 3, the task is to predict what will be the 
upcoming bar.  

We now use the proposed decision model to categorize this prediction task. We 
first annotate each historical bar by using the bar that immediately follows it. For 
instance, bar1 in figure 3 can be annotated as Lower Open Lower Close (LOLC), 
given that its following bar has a lower open and lower close compared to its own 
close price; bar2 can be annotated as Higher Open Higher Close (HOHC), given 
that its following bar has a higher open and higher close (HOHC) compared to its 
own close price; bar3 can be annotated as Lower Open Higher Close (LOHC), 
given that its following bar has a lower open and higher close compared to its own 
close price; and bar4 can be annotated as higher open and lower close (HOLC), 
given that its following bar has a higher open and lower close compared to its own 
close price. Therefore, we identify a set of 4 class labels {LOLC, HOHC, LOHC, 
HOLC}. Now, the task is to predict the class label for the current bar which is the 
last bar shown in figure 3. The class label assigned to the current bar is the 
predication of the price movement for the upcoming time unit.  
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Fig. 3 A Sample Chart of Stock Price Movement (copy from www.barchart.com) 

In order to predict the class label for the current bar, we need to identify 
features that can be used to describe each bar. This is where complexity comes 
into the picture, given that each historical bar could be associated with numerous 
factors that may indicate or correlate with the stock price movement at next time 
unit. Moreover, those factors may be heterogeneous in nature, formats, and scales; 
and some features are complex data by themselves. Therefore, it is very 
challenging for any typical machine learning algorithm to utilize all these features 
together. However, by using our proposed decision model, each of those features 
or a combination of a group of features can serve as a partial view for a given bar, 
and all partial views deliver comprehensive information for that bar. A partial 
view can be certain technique analysis (TA) features, sentimental features, or 
fundamental analysis (FA) features. Therefore, the proposed decision model 
provides a framework for a comprehensive analysis of stock price movement.  

Without loss of generality, we only consider some technique analysis features 
for an illustration. These features include price movement within a time unit, price 
movement over a period of time, volume, RSI, and moving average. Based on 
these features, we form two partial views for each bar. The first partial view, 
denoted as 1 , is the combination of price movement within a time unit, 
volume, RSI, and moving average; the second partial view, denoted as 2 , is 
the combination of price movement over a period of time, volume, and RSI. As 
can be seen, 1  is for predicting next price movement based on price 
movement at the current time unit; whereas 2  is for predicting next price 
movement based on price movement cross multiple time units. Furthermore, for 
each partial view, we form multi-level descriptions with different granularities. 
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For instance, the multi-level granular descriptions of 1  on bar 1 are shown 
below:  1 : Price movement within a time unit – {Open High, Close 
Low},  

 Volume – {High} 

 RSI – {Median} 

 Moving average – {above moving average} 1 : Price movement within a time unit – {High-Low, Low-
Low, Open-Low, Close-Low},  

 Volume – {High} 

 RSI – {Median}  

 Moving average – {above moving average} 1 : Price movement within a time unit – {time series of price 
movement within this time unit*},  

 Volume – {High} 

 RSI – {Median}  

 Moving average – {above moving average} 

*The time series of price movement within the time unit for bar 1 and the 

current bare are illustrated in figure 3. 

Based on the multi-level granular descriptions of 1  for each bar, a 4+1 
Way Sequential Decision Algorithm can be applied in order to make a decision on 
the current bar. The algorithm first compare 1  with each _ 1 , where _  is a historical bar. This comparison finds all 
historical bars that match the current bar on Volume, RSI, moving average, and 
price movement values. If at least % of all matched bars share the same class 
label, then decision can be reached at this level on this partial view; otherwise; the 
4+1 Way Sequential Decision Algorithm goes down to the finer level of 
granularity to look for a decision. That is, the algorithm further compares 1  with each _ 1 , where _  is one of the 
matched historical bars found by the comparison at the previous granularity level. 
For this comparison, we find the K nearest neighbors of the current bar by 
calculating the similarity on the price movement within the time unit between the 
current bar and each of the bars selected as a match at the previous granularity 
level. If at least % of the K nearest neighbors share the same class label, then 
decision can be reached at this level on this partial view. Otherwise, the algorithm 
further goes down to the finest level of granular descriptions to look for a decision 
by comparing 1  with each _ 1 , where _  is 
one of the matched historical bars found by the comparison at the coarsest 
granularity level. The computing at this finest granular level is most intensive, 
since each comparison between 1  and _ 1  
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requires computing similarity between two time series by using techniques like 
Dynamic Time Warping (DTW) [7]. The 4+1 Way Sequential Decision Algorithm 
reduces the requirement of this intensive computing by 1) trying to make decision 
at a coarser level of granular representation; and 2) reducing the number of times 
of executing intensive computing by taking advantage of the results that have been 
generated at a coarser level.  

Similarly, the multi-level granular descriptions of 2  on bar 1 are shown 
below _ 2 : Price movement for 2 most recent time units – {Close 
High, Close Low}*,  

 *bar_1 itself closed low, the previous bar closed high 

 Volume – {High} 

 RSI – {Median}  

_ 2 : Price movement for 3 most recent time units – {Close 
High, Close High, Close Low},  

 Volume – {High} 

 RSI – {Median}   

_ 2 : Price movement for 4 most recent time units – {Close 
Low, Close High, Close High, Close Low},  

 Volume – {High} 

 RSI – {Median}  

Again, a 4+1 Way Sequential Decision Algorithm can be carried out on 2  
in order to make a prediction on the current bar. Finally, decision made on each 
partial view can be assembled to form a final decision. 

6 Incorporating the MLVS Model for Biological Sequence 
Classification into the Proposed Decision Model 

Bioinformatics methods are increasingly important for biomedical research, as 
advances in high throughput sequencing have drastically reduced the cost per base 
for genomic sequencing. For the first time, we are in an era where our ability to 
sequence genomes is quickly outstripping our capacity to analyze them in a useful 
manner. Developing novel methods to detect and analyze features of interest 
within biological sequences is a critical step in fully utilizing the wealth of 
information made available by advanced sequencing techniques [8]. A significant 
challenge in analyzing such data is the extraction and representation of significant 
features from the data. To address this challenge, we recently developed a model, 
called Multi-Layered Vector Spaces (MLVS), for representing biological 
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sequences for the purpose of characterization and classification [10, 11]. 
Experiments show that MLVS-based classifiers are able to outperform or perform 
on par with existing methods for classifying biological sequences [10, 12]. 

The MLVS model is based on the idea of mapping biological sequences into a 
set of vectors. In general, each vector contains the location of -step ordered pairs 
of symbols, where a symbol is an element of the alphabet from which the 
sequence is constructed and  represents the number of spaces between two 
symbols. If all ordered pairs made up of consecutive symbols of the alphabet form 
1-step pairs, , then allowing multiple spaces between the elements of the 
ordered pair generates a set of m-step pairs, , , … , , forming a multi-layered 
space. The original sequence can thus be conceptually viewed as the union of all 
such ordered pairs stratified at  distinct layers. The mapping of biological 
sequences into such a vector space has the potential to bring out subtle local 
patterns that may be overlooked by existing methods. We now present a formal 
description of the MLVS model and illustrate how it can be successfully 
incorporated into the proposed granular decision making model. 

A sequence S of finite length | | defined over a finite alphabet ∑ is viewed to 
have a multi-layered structure made up of a set of m-step ordered pairs , , with ,  ∈ ∑, denoted by | , , where 1    . The parameter h stands for the 
number of spaces between the elements of the pair downstream in the flow (left to 
right) of the sequence, and k is the maximum admissible value of h. Ordered pairs 

made up of consecutive elements of the sequence are said to form the family of 1-
step (one-step) pairs, | , . Allowing multiple spaces between the elements of an 
ordered pair generates a multitude of -step pairs (families) , , … , , 
creating a multi-layered -clustering  made up of sets | , ,   1,2, . . . ,  
as follows:    ,  | , . The upper bound for parameter  is | | 1. 
The binding factor between the elements of a particular set | ,  is the step size 

, common for all ordered pairs making up the family. The total number of 
ordered pairs that can be drawn from the alphabet is |∑| . A sequence  can be 
viewed as the union of all such ordered pairs at  distinct layers. The following 
example demonstrates how the said structures are built.  

Table 1 Sample Sequence 

1 2 3 4 5 6 7 8 9 10

g c t g g g c t c a 

11 12 13 14 15 16 17 18 19 20

g c t a a t g a g c 

 

Example-1: Given the alphabet ∑   , , , , with |∑|   4, |∑| 16, and 
the following biological sequence  defined over ∑ , with | | =20:   , , , , , , , , , , , , , , , , , , , .  
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Table-1 shows the step locations of the elements making up the sequence. The 
following are sample -step pairs: 1-step ordered pairs for ,  are located at 
step locations 1,2 , 6,7 , 11,12 , and 19,20 ; 1-step ordered pairs for ,  
are located at step locations 4,5 , and [5,6 ; 2-step ordered pairs for ,  are 
located at step locations 1,3 , 6,8 , and 11,13 ; 4-step ordered pairs for ,  
are located at step locations 2,6 , and 7,11 . For a selected value of h and a 
given ordered pair ,   ∑,  the sequence of anchor positions is taken as 
forming the scalar components of an -dimensional feature vector | ,  

associated with the ordered pair , . The union of such vectors for all ordered 
pairs (for a given ) forms a vector cluster Ž  at step size ,  Ž   , | , , providing a single-step representation for the sequence.  

The union of vector clusters Ž  provides a multi-layered feature vector space  Ž    , | , , one layer for each value of , for the original sequence. 

The grand vector space Ž  provides the option of controlling the accuracy and 

resolution of the solution space by selecting , the step size for ordered pairs, and 

, the dimensionality of the vectors | ,  in an appropriate manner. Vector | , , functioning as a feature vector in this paper, represents the sequential 

positions of the leading anchor elements of ordered pairs throughout the entire 
sequence. 

Feature vectors for each -step ordered pair can be structured in at least two 
different ways. One approach is to simply record the step (spatial index) locations 
of anchor positions as Boolean values 1,0 . This approach is suitable for 
collections of equal length sequences. An alternative approach is to partition a 
sequence into q equal segments and record the number of anchor positions that fall 
into each segment. The number of segments  will determine the dimension of 
the vectors thus formed. The size of  can be adjusted to meet restrictions or 
expectations on resolution and accuracy. This approach has the advantage of 
mapping sequences of unequal length into fixed length feature vectors.  

Using the alphabet and sequence from the previous example (Table 1), the 
following are sample feature vectors for a select group of ordered m-step pairs: 
Anchor positions of 1-step ordered pairs for ,  are located at step (index) 
locations 1,6,11,19 ; vector | , ,  is represented by the Boolean vector 1,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0,0,0,1,0  if step anchor locations are used 
directly as vector components. If we instead partition the sequence into 4 equal 
segments (   4), the vector | , is represented by the 4D vector 1,1,1,1  
with vector components representing the number of anchor elements in each 
segment; anchor positions of 1-step ordered pairs for ,  are located at step 
(index) locations 4,5 ; vector | ,  is represented by the Boolean vector 0,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0  or by the 4D vector 2,0,0,0 ; 
anchor positions of 2-step ordered pairs for ,  are located at step (index) 
locations [1,6,11]; vector | ,  is represented by the Boolean vector 1,0,0,0,0,1 ,0,0,0,0,1,0,0,0,0,0,0, 0,0,0  or by the 4D vector 1,1,1,0 .  
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The MLVS model, with its correspondingly very large vector space, is an 
excellent domain in which to apply the proposed granular model for decision 
making. There are numerous ways in which to define partial views in the context 
of the MLVS model. These include the construction of partial views based on 
individual ordered pairs specified across one or more step sizes, and partial views 
based on combinations of multiple ordered pairs specified across one or more step 
sizes. To illustrate, consider the classification of protein sequences. Such 
sequences are typically defined in terms of an alphabet consisting of twenty amino 
acids. Thus, a given protein sequence can be transformed into four hundred MLVS 
feature vectors in which individual vectors correspond to a specific ordered pair / 
step size combination. Each vector can be regarded as a partial view and 
collectively all vectors for a given sequence x represent the set of partial views,  , , … , . A classification of the protein sequences can be obtained 
based on the output of the four hundred independent decision making processes 
defined by the partial views. As described in Section 4, each decision making 
process would start with analyzing MLVS vectors represented at a coarse level of 
granularity (i.e. low dimension vectors) and, if necessary, repeat the decision 
making process using vectors represented at finer levels of granularity (i.e. higher 
dimensional vectors). The results of the individual decision processes are 
subsequently combined using an ensemble approach to obtain an overall 
classification of the protein sequences. 

The benefits using the proposed granular model for classifying MLVS feature 
vectors are twofold. First, classification accuracy may improve as a result of 
processing data at different levels of granularity by minimizing the curse of 
dimensionality phenomena. This benefit is particularly significant when analyzing 
high dimensional MLVS vectors. Second, the process of classifying MLVS 
vectors can be easily distributed across multiple computing processors and 
therefore provide a reduction in processing time.  

7 Conclusion and Future Work 

The major challenges of data analytics comes from the complexity and volume of 
the data. In this chapter, we propose a comprehensive granular model for decision 
making in order to tackle both challenges. There are different types of data 
complexity. One is that the structure of a data instance is complex. For this type of 
complexity, this chapter suggests that a complex data instance is first decomposed to 
multiple partial views, each of which has simpler structures. Then the proposed 
decision model can be applied to those partial views for decision making. Another 
type of data complexity is that each data instance is associated with multiple 
heterogeneous features with different natures, formats, and scales. For this type of 
data, we can first categorize those features into different partial views, based on 
which the proposed granular model can be applied for decision making. This chapter 
uses protein sequence classification and stock price movement predication to 
illustrate how to apply the proposed decision model for both types of complexity.  
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For complex data with large volume, the proposed decision model first 
distributes the overall decision making process onto different partial views. On 
each partial view, the decision making starts with coarsest granular descriptions, 
which typically requires much less intensive computation. For those data instances 
where more intensive computation is needed at a finer level of granular 
representation, often the number of data instances that need to be involved in 
intensive computation can be reduced by using the results generated at some 
previous coarser level as filters. We plan to conduct large-scale experimental 
studies on various types of complex data, including stock data and protein 
sequence data, to further refine the proposed decision model. Another future 
research work is to implement a computational framework that supports the 
proposed decision model on big data computing platforms such as Spark [13, 14]. 
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Granularity in Economic Decision Making:
An Interdisciplinary Review

Shu-Heng Chen and Ye-Rong Du

Abstract. In this article, we attempt to provide a review of the idea of granularity
in economic decision making. The review will cover the perspectives from differ-
ent disciplines, including psychology, cognitive science, complex science, and be-
havioral and experimental economics. Milestones along this road will be reviewed
and discussed, such as Barry Schwartz’s paradox of choice, George Miller’s magic
number seven, Gerd Gingerenzer’s fast and frugal heuristics, and Richard Thaler’s
nudges. Recent findings from human-subject experiments on the effects of granular-
ity on decision making will also be reviewed, accompanied by various learning mod-
els frequently used in agent-based computational economics, such as reinforcement
learning and evolutionary computation. These reviews are purported to advance our
thinking on the long-ignored granularity in economics and the subsequent implica-
tions for public policy-making, such as retirement plans. It, of course, remains to be
examined whether the good use of the idea of granularity can enhance the quality of
decision making.

Keywords: Granularity, Paradox of Choice, Chunks, Modularity, Heuristics,
Nudges, Reinforcement Learning, Evolutionary Computation.

1 Motivation and Background

While the idea of granularity is already rooted in Lofti Zadeh’s earlier work on fuzzy
sets and fuzzy logic, it is his article, “ Fuzzy Sets and Information Granularity,” [53]
that gives a formal notion of granularity. This notion serves as a foundation for
the later development in computing with words and granular computing. However,
Zadeh himself notices that the technical notion of information granulation employed
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in [53] is “in a strict and somewhat narrower sense...” (Ibid, p.3; Italics added). Very
slightly he did also mention its broad sense.

Taken in its broad sense, the concept of information granularity occurs under various
guises in a wide variety of fields. In particular, it bears a close relation to the concept
of aggregation in economics;... (Ibid, p. 3; Italics added)

Being economists or social scientists, our interest in granularity may not be so much
related to its strict and narrow sense of granularity; instead, what interests us is its
broad sense, and a more general notion given by Zadeh is as follows:

There are many situations, however, in which the finiteness of the resolving power of
measuring or information gathering devices cannot be dealt with through an appeal
to continuity. In such case, the information may be said to be granular in the sense
that the data points within in a granule have to be dealt with as a whole rather than
individually. (Ibid, p.3; Italics added)

Zadeh’s idea is novel and fundamental. He actually pointed out that the elemen-
tary unit of information processing is not a number (in the real space), neither a set
of real numbers, but a symbol, a concept, a feeling, a linguistic variable, a module,
or a chunk, a whole rather than individuals. For whatever other possible names, he
called it a granule. This granule stands at a higher level over its constituents and has
a command over them and can manipulate them.1 We consider the granule as a more
general concept than the fuzzy set. Although the fuzzy set is a way to deal with one
specific form of granule, namely, linguistic variables, not all granules are linguistic
variables and hence not of all them are fuzzy. For example, signs or symbols studied
in semiotics can be another type of granule, but they may have a precise definition
or meaning and are not fuzzy.

In this article, we shall argue that granularity, in its broad sense, bears a close
relation not just to the concept of aggregation in economics, but more to decision
making and policy-making in economics. In a nutshell, granules are what make our
decisions simple and efficient, having been coined the “fast and frugal heuristics”
by Gerd Gigerenzer [21]. Their formation, development, and evolution are what
enables human agents to effectively deal with the complex environment surrounding
them.

With this in mind, we shall provide a comprehensive review of the literature
which all points to the significance of granules as elementary units of information
processing. These include Barry Schwartz’s paradox of choice [44], George Miller’s
magic number ‘seven’ or chunking [35, 2, 45], and Herbert Simon’s hierarchial
modularity [4]. The use of granules in decision marking has far-reaching implica-
tions, as demonstrated in recent studies on the behavioral foundations of public poli-
cies, such as Gerd Gigerenzer’s fast and frugal heuristics [21] and Richard Thaler
and Cass Sunstein’s ‘nudges’ [48]. We also show that our understanding of human-
subject experiments can be dramatically different by using or not using the idea of

1 A typical example is the fuzzy set with its membership function. Through the membership
function, the constituents of the fuzzy set are coordinated in such a way that the set, as a
whole, can be presented.
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granularity in modeling their behavior [12]. In fact, granularity has been largely ig-
nored in experimental studies involving adaptive artificial agents. Many algorithms
for the designs of adaptive artificial agents, such as reinforcement learning or evolu-
tionary computation, when applied to mimic or to replicate human-subject behavior,
are often ignorant of the idea of granularity. We, however, demonstrate some excep-
tions in agent-based economic models which do take granularity into account when
designing their artificial agents.

The rest of the paper is organized as follows. Section 2 reviews the theoretical
foundations of granules. Section 3 shows their significance in regard to individuals’
decision making or institutions’ policy-making. Section 4 reviews the use of the idea
of granularity in recent economic models of learning and adaptation either when
applied to human subjects in the context of laboratory experiments or when applied
to artificial agents in the context of agent-based computational economics. Section
5 gives the concluding remarks.

2 Social Science Theory of Granularity

2.1 Granularity of the Set of Alternatives

The three essential pillars of microeconomics are the utility function (objective func-
tion), the set of alternatives, and, finally, choice-making. With the publication of
their magnum opus “Theory of Games and Economic Behavior” in 1944, John von
Neumann and Oskar Morgenstern introduced to economists a paradigm to explic-
itly structure the three pillars, which is known as the expected utility maximization
paradigm. This paradigm has repeatedly dominated the mainstream economics al-
ready for half a century. However, the reality of this paradigm has been constantly
questioned in economics; accordingly, the structure of the three pillars has been
incessantly given different conceptualizations. Among the three, maybe the least
addressed one is the set of alternatives or, more specifically, the cardinality or the
granularity of the set. While Barry Schwartz’s influential book “The Paradox of
Choice” [44] has already raised the possibility that a proper choice mechanism may
not exist when the set of alternatives is too large or too fine, the granularity issue is
still largely ignored in economic models of decision making.

2.1.1 The Choice Overload Hypothesis

The paradox of choice originates from a series of human-subject experiments which
address the behavior related to choice conflicts, choice aversion or choice deferral.
Obviously, in this situation, the subject is not well motivated to make a choice and,
instead, prefers an indefinitely longer procrastination or simply not to make a choice.
In the literature, the paradox of choice is formally known as the choice overload hy-
pothesis. The hypothesis basically says that “an increase in the number of options to
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choose from may lead to adverse consequences such as a decrease in the motivation
to choose or the satisfaction with the finally chosen option” ([43], p.73). The choice
overload hypothesis was first proposed by Sheena Iyengar and Mark Lepper [31],
and they also tested this hypothesis with a series of three experiments.

In their series of choice experiments, Iyengar and Lepper distinguished the de-
signs with psychologically manageable numbers of choices (limited-choice condi-
tion), say, six, from the designs with psychologically excessive numbers of choices
(extensive-choice condition), say, twenty-four. In their famous jam promotion exper-
iment, different numbers of jam jars were displayed in two separate places (tables)
in a supermarket, one with six different types of jam and one with twenty four dif-
ferent types of jam. They found that while the 24-jam table was able to attract more
shoppers than the 6-jam one, it did not successfully beef up their purchasing will-
ingness. In fact, only 3% of the shoppers at the 24-jam table subsequently purchased
a jar of jam, whereas 30% of the shoppers at the 6-jam table did that.

In their two additional experiments, this ‘more is less’ result was also confirmed.
In one case, students who were offered more topics (30) to write their essays for
an extra credit did not show a higher interest to do so than students who were given
fewer topics (6); and for those who actually did so did not perform better as opposed
to that of the 6-choice group, in terms of the quality of the essay. In the other case,
subjects were either given 6 or 30 different chocolates to choose. It was found that
subjects with 30 choices might initially be more cheerful with this large assortment,
but the choice process turned out to be difficult and frustrating and the result was
that they were often not satisfied and felt regretful.

Since the freedom to choose is a cornerstone of any democratic society, the choice
overload hypothesis does lead to an upheaval among academics and the public,
which prompts more follow-up studies. Scheibehenne, Greifeneder, and Todd [43]
provided a meta-analytic review of 29 articles (published and unpolished) with 50
experiments, from 2000 to 2009, involving 5,036 subjects. Among these 50 exper-
iments, the minimum number for the limited-choice condition was 3, whereas the
maximum number for the extensive-choice condition was 300. Using a random ef-
fecte model, they found that the results were mixed, neither supporting the choice
overload hypothesis (“more is less”) nor its opposite (“more is better”).

In their meta-regression analysis, they, however, tended to suggest that the exper-
imental results may be sensitive to some control variables pertinent to the design.
Among them, maybe the most important one is the experience effect. If the subject
is very experienced with the choice problem presented to them, for example, living
in a town for years and having sufficient time to know all the restaurants around,
he/she may not have a hard time choosing a place for lunch. In this situation, more
choice can be better. In fact, this control variable was carefully fine-tuned when
Iyengar and Lepper [31] initialized this line of research.

In addition, to provide a clear test of the choice overload hypothesis, several additional
methodological considerations seemed important. On the one hand, to minimize the
likelihood of simple preference matching, care was taken to select contexts in which
most participants would not already have strong specific preferences. (Ibid, p. 996;
Italics added)
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This may justify the use of exotic products in testing the choice overload hypothe-
sis. What underlies the experience effect or the familiarity effect is the information
regarding each alternative and the mechanism used to process the supplied informa-
tion. The latter is further related to how the information is presented to the subject,
i.e., the structure of the information, to which we now turn.

2.1.2 Characteristic Analysis

While making a choice, subjects may have to ask how this alternative is different
from others. If their difference noticeably lies in one dimension, for example, 100
baskets containing different numbers of peanuts, then the choice overload issue may
not happen because consumers can at least identify exactly what they want, for ex-
ample, the basket with the maximum number of peanuts. Nonetheless, each alterna-
tive may have a number of attributes and they may differ in each attribute. This may
cause the information required to distinguish them overwhelming and make a selec-
tion hard. Of course, issues can become simpler if these attributes are not presented
in a wide flat, but can be endowed with a hierarchical structure.

In consumer theory, Kelvin Lancaster pioneers a different approach to the choice
problem, called characteristic analysis [29]. In characteristic analysis, commodities
(for example, different brands of toothpaste) are characterized by their attributes
(characteristics) and the density (quantity or the quality) of those attributes. When
presented with a set of alternatives, consumers search for the commodity which
is closest to their desired attributes after taking into account the price they are re-
quired to pay. Lancaster further assumed that there is a hierarchical structure of
these characteristics [30]. From an information processing viewpoint, this hierar-
chical structure enables decision makers to have a sequential decision process to
deal with complex choice problems.

A decision process in which a choice involving a restricted number of parameters is
made, after which a further choice is made from another restricted set of parameters,
and so on down the sequence, is necessarily hierarchical unless it is purely random.
The ordering of the hierarchy determines which set of parameters is considered first,
second, and on through the sequence. (Ibid, p.50; Italics added)

The implication of the quotation above is that the assortment structure is an impor-
tant control variable while testing the choice overload hypothesis. Findings related
to this observation are summarized well in [43]. For example, Mogilner, Rudnick,
and Iyengar [36] found that an increase in the number of alternatives decreased sat-
isfaction only if the alternatives were not displayed in categories.

To sum up, the paradox of choice, by and large, may exist only as a transition
process as a short-term phenomenon.2 Although humans are limited in their cogni-
tive capacity, they can learn, adapt and hence cope with complex decision problems
by developing decision heuristics to simplify hard choice problems. This adaptation
process is, in fact, a granulation process. This granulation process can happen for
both suppliers and consumers. For the suppliers, when a large number of options

2 See [24] for some related discussions.
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are displayed, these options will be ordered, categorized, grouped, and be given a
hierarchical structure. For the consumers, they can take advantage of the given hier-
archical structure or search with their own heuristics, for example, the elimination
strategy, to sequentially reduce the search space and locate what they really want.

While the granulation process in a hierarchical manner is a way to escape from
the paradox choice, how is the degree of granularity at each level determined? Why
intuitively must it have a coarse division instead of a fine division at each level, as
Lancaster has pointed out “a restricted number of parameters”? We shall address
this question in the next section.

2.2 Cognitive Foundation of Granulation

2.2.1 Chunking and Magic Numbers

In this section, we try to examine the psychological foundation of granulation in the
hierarchical form. A classic work which one cannot afford to miss is Miller’s famous
number seven [35]. Miller (1956) [35] is a celebrated contribution to psychology in
the discussion of short memory capacity or working memory capacity. In this regard,
it is about the number of items that an individual can discriminate or is about the
capacity to remember information over very short periods of time, say, seconds.
Based on a few experiments that he reviewed, Miller concluded that most people
can correctly recall about 7 ± 2 items. This is the origin of the magic number seven.

For the purpose of this chapter, the significance of this work [35] is three-fold.
First, it shows that through the granulation process a human can increase his memory
span. In other words, granulation can be understood as a psychological process to
enhance humans’ capability to deal with a complex environment characterized by a
large amount of information. This immediately brings us back to the early discussion
of humans’ capability to deal with the paradox of choice (Section 2.1). Second, it
shows that the granulation process proceeds in a hierarchical manner. Third, while
without being given an exact definition, the linguistic variables, as we shall see below,
play a pivotal role in the granulation process. Hence, even though we argue in the very
beginning of the chapter that a fuzzy set is only a special form of granulation, due
to the heavy reliance on linguistic terms in the granulation process, the fuzzy set is
clearly indispensable to the development of a general theory of granular computing.

Without rephrasing what he actually said and hence not distorting what he actu-
ally meant, we shall use two quotations directly from Miller’s article to point out
these connections. About the granulation process per se, he said the following.

In order to speak more precisely, therefore, we must recognize the importance of
grouping or organizing the input sequence into units or chunks.... In the jargon of
communication theory, this process would be called recoding. The input is given in a
code that contains many chunks with few bits per chunk. The operator recodes the input
into another code that contains fewer chunks with more bits per chunk. There are many
ways to do this recoding, but probably the simplest is to group the input events, apply
a new name to the group, and then remember the new name rather than the original
input events. ([35], p.93; Italics added.)



Granularity in Economic Decision Making 53

Chunking is probably the most influential idea we learned from Miller’s studies
[35]. The quotation above makes a distinction between items and chunks. With this
distinction the granulation process can be regarded as a transition process from many
chunks with few bits per chunk (items) to fewer chunks with more bits per chunk
(chunks). This transition process is simply a process of information compression.
While Miller’s study was conducted in the middle of the 1950s, almost a decade
earlier than the advent of algorithmic information theory, independently founded
by Andrey Kolmogorov, Ray Solomonoff, and Gregory Chaitin in the mid-1960s,
the idea of information compression as formations of chunks is already in the paper,
as we quoted above. This helps clarify the subsequent discussions on what exactly
the magic number is.

In their recent article, Fabien Mathy and Jacob Feldman [34] reconcile two ver-
sions of the magic number using a notion of Kolmogorov complexity and incom-
pressibility. The two versions refer to the original seven (7 ± 2) and the later version
of four (4 ± 1) [18]. Mathy and Feldman [34] assert that four is the true capacity
of short-term memory in maximally compressed units, while Miller’s magic number
seven refers to the length of an uncompressed sequence. This number, seven or four,
gives us a cognitive reason for granulation. To use our limited cognitive capacity
more efficiently in order to increase our memory span, we tend to harness individ-
uals as granules (compress items into chunks), and as a maximum we are able to
have three to five chunks at a level.3 These magic numbers correspond well to the
choice overload hypothesis, which seems to indicate that if options are not arranged
into categories (not compressed into groups), then, when the number of options in-
creases beyond a threshold (the magic number), our motivation to make a choice or
the satisfaction resulting from the option chosen will decrease.

2.2.2 Hierarchical Structure of Granules

As to the hierarchical form of granulation, Miller emphatically involved the ideas
of what is currently known as encapsulation, which will also be discussed in
Section 2.3.

In my opinion the most customary kind of recoding that we do all the time is to trans-
late into a verbal code. When there is a story or an argument or an idea that we want
to remember, we usually try to rephrase it “in our own words.” When we witness
some event we want to remember, we make a verbal description of the event and then
remember our verbalization. Upon recall we recreate by secondary elaboration the de-
tails that seem consistent with the particular verbal recoding we happen to have made.
(Ibid, p. 95; Italics added)

Based on the quotation above, the details in secondary elaboration seem to in-
dicate what are inside the chunks. While Miller did not make the hierarchical or
recursive structure of chunks explicit, the subsequent interpretations of Miller’s work
do notice these branches. For example, Baddeley raises the following question [2].

3 As we shall see below, there will be a hierarchical structure of these granules.
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The situation is further complicated by the possibility of setting up hierarchical struc-
tures of chunks. If seven chunks can be held, can each one be divided into seven sub-
chunks? Presumably not, because that would suggest that one can hold 49 chunks.
Perhaps the number seven, itself, comes from chunking. ...My own view is that it is
unlikely that the limit is set purely by the number of chunks, independent of such fac-
tors as the degree to which material within each chunk is integrated as a result, for
example, of prior learning. (Ibid, p. 355; Italics added)

Although Baddeley [2] did not give a clear answer with regard to the hierarchi-
cal structure of chunks, he did correctly point out that it would be hard to count
the number of chunks independently of prior learning. In the following section, we
shall introduce another notion related to granularity from the complex system per-
spective. There we shall see the relationship between learning and the evolution of
the hierarchical granular system.

2.3 Hierarchical Modularity

Our discussion in the previous section indicates that what matters for the work-
ing memory capacity may not solely just be a number, 7 or 4. The question which
we should really ask is: what is inside the chunks?. According to algorithmic in-
formation theory, chunks are compressed messages like a program with minimum
description length [34]. How are these compressions actually made? Do they rely
on some other existing programs or building blocks to facilitate the compression?
If so, where do these building blocks come from? Has learning anything to do with
them? This series of questions leads us to a highly influential concept in complex
systems, namely, modularity. In this section, we shall first briefly review Herbert Si-
mon’s original work on modularity [46], and we shall then use LISP programming
and genetic programming to demonstrate the learning process as a development of
a hierarchical modular structure.

2.3.1 Modularity

This section is inspired by Herbert Simon’s work on near decomposability or mod-
ularity [46]. Modularity refers to a structural relationship between a system as a
whole and the constituent components which can function as independent entities.
The interactions of the elements within the same constituent component are strong;
however, the interactions of elements across different constituent components are
weak, but not zero. The latter property is known as near decomposability. The chunk
or granule, as a collection of items that have strong associations with one another
but have much weaker associations with other chunks concurrently in use, is a typi-
cal near decomposable system. As Simon has argued, near decomposability is a key
to harnessing a possibly unbounded complex system.

Simon [46] was probably one of the most influential pioneers inspiring many
follow-up works in various scientific disciplines [4]. In addition to near decompos-
ability, Simon viewed hierarchy as a general principle of complex structures. He
advocated the use of a hierarchical measure – the number of successive levels of
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hierarchical structuring in a system – to define and measure complexity; further-
more, he argued that hierarchy emerges almost inevitably through a wide variety of
evolutionary processes, for the simple reason that hierarchical structures are stable.

In addition to the depth of a hierarchy, Simon also noticed the span or the width
of a hierarchy at each level. He defined the span of a system as the number of sub-
systems into which it was partitioned. Although he did exemplify some hierarchies
with large or even indefinitely large spans, the so-called flat hierarchies, his atten-
tion was mainly drawn to the hierarchies of moderate span. While he did not give
an exact range for a moderate span, it is our conjecture here that the magic number
discussed in Section 2.2.1 can pinpoint a reasonable niche.

2.3.2 LISP

One example which is useful for us to think about the connection between the hi-
erarchies of moderate span and granules or chunks is the symbolic system. In a
symbolic system, the elementary units are alphabets (symbols). Using the grammar
applied to the system, one can, syntactically correctly, generate words, sentences,
books, and volumes. Each of these generated objects can be a granule or a chunk at
different levels of a hierarchy of moderate span. Each of them, in an encapsulated
form, may have some degree of independence, and can be reused as a chunk of other
hierarchies.

In computer science, this is basically what formal language theory is about.
Some computer languages clearly demonstrate this hierarchical structure, for ex-
ample, LISP.4 Each LISP program, regardless of its size, as a whole, is a list.5 How-
ever, it may have other (sub)lists as its constituents, and each of them is also an

4 LISP stands for List Processing, which is a high-level computer language invented by
John McCarthy (1927-2011) in 1958 at MIT as a formalism for reasoning about the use of
certain kinds of logical expressions, called recursion equations. This language is strongly
motivated as a practical implementation of the λ calculus or the recursive function theory
developed in the 1930s by Alonzo Church (1903-1995) and Alan Turing (1912-1954). See
[1] for details.

5 LISP S–expressions consist of either atoms or lists. Atoms are either members of a termi-
nal set, that comprise the data (e.g., constants and variables) to be used in the computer
programs, or they are members of a function set that consists of a number of prespecified
functions or operators that are capable of processing any data value from the terminal set
and any data value that results from the application of any function or operator in the func-
tion set. Lists are collections of atoms or lists, grouped within parentheses. In the LISP
language, everything is expressed in terms of operators operating on some operands. The
operator appears as the left-most element in the parentheses and is followed by its operands
and a closing (right) parenthesis. For example, the S-expression ( + X 3 ) consists of three
atoms: from the left-most to right-most they are the function “+”, the variable X and the
constant 3. As another example, ( × X ( − Y 3 ) ) consists of two atoms and a list. The
two atoms are the function “×” and the variable “X ,” which is then followed by the list
( − Y 3 ).
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Fig. 1 Hierarchy of Chunks and Automatically Defined Terminals

This figure exemplifies an example of a hierarchy of chunks (granules or modules) through
automaticaly defined terminals. Each chunk (granule or module), as represented by a LISP
parse tree, has a span of two (two terminals, entry 1 and entry 2). However, each entry itself
is also a chunk and has a span of two. This self-similarity can recursively go on and on for
many levels.

independently implementable program. The macro list can been encapsulated and
reused as a subroutine by other programs. This is what John Koza called the auto-
matically defined functions (ADFs) [28], or alternatively, automatically defined ter-
minals (ADT) [17] (see Figure 1 for a demonstration). Each automatically defined
function or terminal can contribute to information compression as we mentioned
in Section 2.2.1, i.e., they help reduce the otherwise more lengthy messages (codes)
into smaller ones. Hence, they are chunks used to construct other chunks (see Figure
2 for an illustration).

By presenting all these chunks together, we can see that there is an underlying
timeline as indexed by the generation number in Figure 2. To obtain more hierarchi-
cal chunks, some low-level chunks have to be developed first, such as ADT8, ADT9,
ADT10, and ADT12 (Figure 2). In other words, there is a time order connecting
these chunks, for example, ADT12 precedes ADT18 and ADT19. This timeline re-
alized into the real world is, in effect, what from George Miller to Alan Baddeley
has been called learning. This shows why Miller’s magic number seven is not that
absolute, because, at most, it only gives us the size of the span at each level. What
really matters is the depth of the hierarchy, which is a consequence of learning.
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Fig. 2 Information Compression through Existing Chunks and Learning

This figure demonstrates a development process of a hierarchy of chunks (granules, modules).
Here, some simpler automatically defined terminals (in terms of depth) are developed first,
and they are encapsulated and are used as chunks (building blocks) to form more complex
hierarchy. However, by using the existing chunks, the later derived hierarchies, no matter how
complex they are, have a depth of no more than two.

3 Policy-Oriented Applications of Granularity

3.1 Granular Decision Making

The previous section, based on psychology, information theory, and complex sci-
ence, has suggested a behavioral foundation of, as we shall coin in this section,
granular decision making. The granular decision making refers to a hierarchi-
cal decision-making procedure which organizes an entire decision problem into
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several levels (layers). At each level, only a few granules are presented and need
to be looked at; “coarser” granules are arranged at the higher level of the hierar-
chies, and “finer” granules are arranged at the lower level of the hierarchies. The
decision maker starts at the first level (the topmost level) of the decision hierarchy,
and stops at the level at which a decision has been made.

While we may have introduced a neologism, by no means do we want to claim
its novelty. In fact, some familiar hierarchical decision frameworks have already
existed, for example, the analytical hierarchy process.6 However, this hierarchical
decision framework is not necessarily applied in a way that is consistent with what
is discussed in Section 2. For example, the number of granules required to be given
at each level is not constrained by the ‘magic number’, and a decision cannot be
made until all the information in the hierarchy has been processed.

This decision process may sound more systematic, comprehensive, and rigorous,
but the fundamental question is: when can we trust the decision made through this
process, and when should we better trust our gut feeling? Needless to say, the res-
olution of the issue is beyond the scope of the paper. However, we would like to
point out that there are other hierarchical structures which are consistent with the
essence of the granular decision making. Their existence and prevalence can been
reviewed from two aspects. First, from the individual viewpoint (Section 3.2), we
want to show how the granular decision making has been substantiated into practices
to solve many of our daily life problems. Second, from the institutional viewpoint
(Section 3.3), we want to show how public policy can become more effective or
welfare enhancing if the choice architecture can be well taken care of in light of the
granular decision-making framework.

3.2 Fast and Frugal Heuristics

The fast and frugal heuristics is pioneered and advocated by the German psycholo-
gist and behavioral economist, Gerd Gigerenzer. Over the years, he and the research
that he had led at the Max Planck Institute have extensively studied how people ac-
tually make decisions when they are presented with complex, vague, and ill-defined
problems. It is found that many heuristics, while they may look simple, can effec-
tively solve problems in a fast and frugal manner, and even the results are some-
times better than those of deliberated complex models [23]. In the literature, there
is a glossary of such heuristics available, such as the recognition heuristic, fluency
heuristic, take-the-best heuristic, and one-good-reason heuristic.7

To give a highlight of these heuristics and their relationship with the granular
decision making, one needs to know that Gigerenzer considered himself to be a
behavioral economist following the legacy of Herbert Simon. Under the influence
of Simon’s notion of bounded rationality, behavioral economists characterize each

6 Due to the space limitations, we do not intend to give a review of the large body on litera-
ture in the analytic hierarchy process. The interested reader is referred to [40, 25].

7 For a review of these heuristics and many more, the interested reader is referred to [22].
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Fig. 3 Fast and Frugal Heuristics in the Form of Decision Trees

decision process with three main stays, namely, a search rule, a stopping rule, and
a decision rule. A simple but abstract example is the alphabet heuristic.

To use the alphabet heuristic, each alternative is presumably characterized by a
‘name’ (a series of letters). By means of this heuristic, we search through the name
of alternatives letter by letter in reading direction, and assess each letter’s position
in the alphabet (the search rule). If the letters in the first position differ among the
alternatives, we only keep those whose letters appear the earliest in the alphabet,
and remove the rest (the decision rule). If there is more than one left, we move to
the second position, and then ditto the above procedure until there is only one left
(the stopping rule). Then only the remaining one is chosen (the decision rule).

The alphabet heuristic has long been known as lexicographic ordering in eco-
nomics. Its lexicographic structure is generally shared by the aforementioned heuris-
tics, and is consistent with the granular decision making in the following regards.
First, it has a hierarchical structure, first letter, second letter, and so on. Second,
each letter actually has only two granules (a span of two), “the leading position in
the alphabetic order” or “the positions behind it”. Third, to make a decision, it is not
necessary to go through all levels (or to the last level), as long as a decision can be
made at an earlier stage. Fourth, learning plays a role in the formation of this hier-
archy. In the case of the alphabet heuristic, one still needs to decide the alphabetical
order: should it be ‘ABC’ or ‘CBA’. Psychologists call these cues. In principle, one
should prioritize those cues which are more informative or discriminating; for some
decision problems this order of cues can be determined easily, but for some decision
problems this order requires experience and learning.

The other hierarchical structure which is frequently used in machine learning, but
less in psychology or behavioral economics, is decision trees. In fact, the fast-and-
frugal heuristics reviewed above can be regarded as a special kind of decision tree,
a binary decision tree as shown in Figure 3. In structure, it is much simpler than
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the general decision trees. It has only two nodes at each level, and at least one of
the two is a terminal node. Because of this characteristic, each cue will appear only
once in the tree. However, for a general decision tree, the number of nodes at each
level varies, depending on the number of attribute values (not necessarily binary),
and each cue can appear more than once as long as it does not repeat itself in the
same subtree emanating from itself. Finally, the general decision trees are normally
built using statistical algorithms, such as the entropy maximization algorithm, in
the data mining context. Hence, learning in this situation is more formal and data-
oriented; less depends on personal experiences or memory. Despite these technical
differences, general decision trees, by and large, are also a kind of granular decision
making.

3.3 Nudges

Social science research reveals that as the choices become more numerous and/or vary
on more dimensions, people are more likely to adopt simplifying strategies. The im-
plications for choice architecture are related. As alternatives become more numerous
and more complex, choice architects have more to think about and more work to do,
and are much more likely to influence choices (for better or for worse). ([48], p. 95)

In Section 2.1.2, we have already mentioned that if options offered to decision
makers can be well structured, then choice overload can be alleviated. An implica-
tion of this is then the way in which we present the options may affect what is chosen
or not chosen. This lesson has already become known as the framing effect [49] for
three decades. It is about two essentially identical choices provided to subjects, but
one is presented in a positive frame, say, a bonus, and the other is presented in in a
negative frame, say, a penalty. Simply by these different “phrases” people will be led
to make a different choice. In a sense, the attention drawn to the choice-architecture
effect can be regarded as a more extensive awareness of this framing effect.

Before we proceed further, it will be useful to mention one recent influential
book in behavioral economics, entitled Nudges, authored by Richard Thaler and
Cass Sunstein [48]. In a nutshell, what a nudge does is to make a default option
available, and to use it to lessen the choice burden of people and to enable them
to make a good choice. Some studies have shown that, by properly designing and
incorporating a default option, we can have a choice architecture that can nudge
people towards good decisions on spending, saving, health care, borrowing patterns,
and organ donations. One of the most illustrative examples of the default option is
to make enrollment in 401(k) plans automatic for new employees with a form for
opting out so that if they do not wish to save they would have to register the desire
to opt out of the plans. This opt-out system with a reasonable default saving plan is
likely to result in greater retirement savings than an opt-in system [3].

What is the relevance of granularity to defaults? The answer is that, based on what
we discuss in Section 2, defaults are a kind of granule. Depending on how a default
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is articulated, it can mean many different things with fine details. Using Miller’s
term (Section 2.2.1), it is a name or a verbal expression used for the information
compression purpose. Once after a name is given we do not look further into the
details being encapsulated until it is necessary to do so. Therefore, defaults share the
psychological, cognitive, information processing, and complexity nature of granules
(chunks, modules). The contribution of this chapter is to make their connection with
granules clear.

The purpose of this chapter is not to provide an economic analysis of defaults.
However, as Madrian [33] has pointed out, the economic studies on defaults is still
very limited. Obviously, the significance of defaults in public policy should not be
overrated. They are not panaceas. First, to make them work, they have to be properly
designed. In our early example, we can have ‘pop-in’ or ‘pop-out’ as the default, but
the latter (the automatic enrollment) is more effective than the former in increasing
the participation rate of the retirement saving plan. Second, the function of a default
or defaults should be evaluated in the hierarchy in which they are placed. Choosing
a default may not mean the end of the story. For example, after automatic enrollment
in the saving plan, the policy-makers can still offer few, but not many, options for
employees to choose from.8 In this situation, the default option can be applied again,
which may refer to an endorsed fund. Hence, the design should be continued through
the branch emanating from a default node. These additional layers certainly may
take better care of the heterogeneous needs of employees than just the one-layer
simple default.9 Hence, from the granularity point of view, good policy-making does
not rest upon a single default granule, but a granular hierarchy in which different
defaults may be present at different levels.10

4 Granularity in Economic Modelling

Based on Duffy [19] and Chen [10], the two major learning or adaptive algorithms
used in agent-based modeling are reinforcement learning and evolutionary com-
putation (genetic algorithms and genetic programming). While both of these algo-
rithms have been modified and extended into different forms, little attention and
effort have been directed toward the granularity issue involved in the operation of
the algorithms.

8 The consideration is mainly to avoid the paradox of choice. Iyengar et al. [26] show that
expanding the number of funds offered for the 401(k) contribution plan will lower the
participation rate, which drops from 75 to 60 percent when the number of funds offered
increases from only 2 to 59 options.

9 Caroll et al. [8] provide a similar discussion. They actually suggest applying an active
choice instead of defaults when there is substantial heterogeneity in consumer preferences.

10 In practice, Amazon, NetFlix and many of the like, have shown themselves to be the mas-
ters of choice architecture as their entire websites are geared to enabling consumers to
make desirable choices and continue transacting with them. As to the tools available for
choice architects, the interested reader is referred to [27].



62 S.-H. Chen and Y.-R. Du

4.1 Reinforcement Learning

Let us first look at reinforcement learning. From [39], to [20], and further to [5],
we have already extended the simple reinforcement learning algorithm to its gen-
eralized version by taking into account various cognitive or mental considerations,
such as memory, consciousness, and reasoning. Nonetheless, the most fundamental
unit is the choice or the action being reinforced, and hence the set of alternatives is
the starting point for any version of reinforcement learning. From the granulation
viewpoint, a fundamental question is: to make reinforcement learning applicable
to understand a certain class of adaptive behavior, is there a granulation constraint
that is required to be satisfied with, for example, the size of the set of alternatives?
Although this question has been asked in a few studies, we believe that the granu-
larity issue has never been addressed explicitly in any application of reinforcement
learning known to us.

4.1.1 Beauty Contest Game

We shall illustrate this point by referring to some applications of reinforcement
learning models to human-subject experiments. The specific one considered by us is
the beauty contest game, which is also known as the guessing game. Players in the
beauty contest game compete with each other to win a prize by selecting a number
between [0,100]. The prize is given to the player whose guessed number is closest
to the target number, which is calculated by averaging all guesses that are then post-
multiplied by a factor p, say, p = 2/3. With this parameter, the game is called the
p-beauty contest game. This game implicitly requires each player to form his/her ex-
pectations of other players’ expectations. If other players are doing the same thing,
the game then suffers from the familiar infinite regress problem. Under the homoge-
neous rational expectations hypothesis, a Nash equilibrium will be reached where
everyone chooses an equilibrium of zero, which is the result of 50 (the middle point
between 0 and 100) post-multiplied by p∞. However, the resultant beauty contest ex-
periments have demonstrated great deviations from this game-theoretic prediction
[37, 38]. The application of reinforcement learning to the repeated beauty contest
game was initiated by [5]. In their study, reinforcement learning was applied to a set
of 101 alternatives.

In other words, each number that the subject can guess is an independent choice,
and by the operation of reinforcement learning in the end the strategies demon-
strating larger actual or simulated effects will be chosen more frequently. However,
Camerer and Ho [5] found a lack of ability in reinforcement learning for modeling
guessing dynamics in the beauty contest game, compared to other noncooperative
games which are surveyed in their article. This result was also replicated in [12].
One of the remedies suggested in [5] is to consider the learning when players so-
phisticatedly realize that other players are learning as well.

Sophistication is a central concept in the beauty contest game for producing level-
k reasoning and it has been put into practice in [6]. Chen and Du [12] also consid-
ered level-k reasoning during the learning process, yet the motivation and operation
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is different. In order to explicitly represent the granulation constraint imposed in
learning dynamics, they suppose that the basic granules used for learning are only
the six level-k rules instead of the 101 numbers. The learning model with these gran-
ules seems to be more descriptive than the one [5] which uses individual numbers
directly. This result may lead to a fundamental question concerning the applicabil-
ity of reinforcement learning to the situation when a large number of many possible
choices are presented.

4.1.2 Coordination Game

The granularity issue can also be found in the application of the reinforcement learn-
ing model to the experimental behavior in the coordination game. The analytical
framework was initiated by Van Huyck and his colleagues [51]. Let s j

i be the action
j of individual i and s j

i ∈ S = [0,1]. The game is defined by the following payoff
function π(·),

π(si,s−i) = 0.5−|si−ωM(s)(1−M(s)| (1)

where s−i denotes the actions of other players, s = (si,s−i) is one action combina-
tion, M(s) is the median of s and ω ∈ (1,4]. There are two strict Nash equilibria,
(s,M) = (0,0) and (1− 1/ω ,1− 1/ω).

Van Huyck and his colleagues conducted the human-subject experiments for this
game [50]. The action space is discretized into a finite set containing 101 actions
such that S = {0,0.01,0.02, ...,0.99,1}. Subjects in the group of five enter each
session playing repeatedly for a total of T periods, where T = 40,70 or 75. This
experimental data offers an opportunity for researchers, not only Van Huyck and
his colleagues, to study the learning behavior by fitting various kinds of learning
models [16, 42, 50]. Reinforcement learning serves as a common algorithm fitted in
all of those studies.

Some authors have well recognized that the size of the set of alternatives might
be too large to be true, and they further suggested that the similarity among strate-
gies should be used to simplify the decision problem [16, 42]. They assume that
the strategies are ordered numbers and s j < sk if j < k. The common similarity
function being considered in those studies is the Bartlett similarity function, which
supposes that the degree of similarity decreases linearly as the distance between the
chosen strategy sk and other strategies s j, ∀ j �= k, increases. The similarity function
is defined as follows:

f (s j ,sk;h) =

{

1−| j− k|/h if | j− k| ≤ h,

0 otherwise.
(2)

where h determines the h − 1 unchosen strategies on either side of the chosen
strategy. The updating rule for the propensity or attraction of strategy j, R j(t), is
governed by
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R j(t) = rR j(t − 1)+ f (s j,sk;h)πk(t) (3)

where πk(t) is the payoff of chosen strategy k in round t.
The incorporation of strategy similarity into the operation of reinforcement learn-

ing grasps the idea that the neighborhood of actions or strategies (within a granule)
should be dealt with as a whole rather than individually. On the one hand, we might
argue that what makes a granule is not explicitly defined here. On the other hand,
if we could consider each chosen case as a centroid of a granule, the number of
granules might grow throughout the action space as the game is played repeatedly.
In the extreme case, the number of granules will be equal to the number of strategies
bringing in another granularity issue needing to be solved.

4.1.3 Market

Previous mentioned applications of reinforcement learning, including the guessing
game and the coordination game, are both examples of strategic games which are
simpler. Market participants usually encounter a more complex learning task. Even
though the rules and settings can be controlled and simplified in the laboratory, the
time spent for instruction is usually longer and the practice session is always re-
quired to insure their comprehension of the experimental markets. It is also more
difficult to identify what or to characterize how the subjects learned. Give those
complexity , it seems that the issue of granularity, even though not been mentioned
explicitly, was naturally and inevitably considered when applying reinforcement
learning to model the adaptive process in experimental markets.

Chen and Hsieh [13] apply reinforcement learning to an order book-driven ex-
perimental prediction market. They assume that the mental representation of the
decision problem has been simplified to the choice of the intensity of limit order
submission. It is found that the intensity of limit order submission is positively cor-
related with the profit earned. They further assume that a ternary choice problem to
reduce the possible dimensions of learning. In particular, the reinforcement mecha-
nism takes effect on updating the propensity of three alternatives including increase
the use of limit orders, decrease it, or keep it unchanged. In fact, it assumes what
really matter is not a precise degree of intensity but a rough class with a coarse
granule.

The second example is an application of generalized reinforcement learning to
the adaptive process in bilateral call market [7]. In this market, a buyer and a seller
are randomly matched each other and privately informed about their values or costs
of the goods. They submit bid or ask anonymously and a trade is made at the mid-
point when the buyer’s bid is higher than the seller’s ask. Subjects need to learn how
to submit a desirable bid/ask conditional on his private value/cost on hand. For a
buyer i, the strategy si being considered is the combination of the assigned private
value vi, vi ∈ [0,200], and his submitted bid bi, which will be determined by the
choice of markdown ratio from 0 to 1. In order to implement reinforcement learning
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model, Camerer, Hsia, and Ho [7] discretize vi into 10 equal intervals and 16 evenly
spaced markdown ratios from 0 to 75%. We might consider this discretization as
necessary although the resulting strategy space with 160 alternatives seems to be far
from the range of the ‘magic number’ (Section 2.2.1).

In addition to discretization, Camerer and his colleagues introduced a parameter
τ into the generalized reinforcement learning model to characterize the similarity-
based generalization of learning, which shares the common motivation with other
work introduced in Section 4.1.2 [16, 42]. The τs are different for each strategy and
are sensitive to the distance between the strategy being considered and the chosen
strategy. The definition of τ is given as follows:

τ = e−ψ|v−vi(t)|−ω|b−bi(t)| (4)

where vi(t) is the realized private value and bi(t) is the chosen bid of buyer i at time
t. For the chosen strategy si(t) = (vi(t),bi(t)), τ is equal to its maximum 1 because
v − vi(t) and b − bi(t) are equal to zero. On the other hand, for the non-chosen
ones, τ can be close to zero depending on the magnitude of ψ and ω . The influence
of parameter τ is so overwhelming that it can turn on/off the updating process of
strategy attraction11:

Ai(t) =
φτ N(t − 1)Ai(t − 1)+ τπi(bi,vi,v−i(t))

φτ (1−κ)τN(t − 1)+ τ
(5)

Notice that when τ = 0, Ai(t) is equal to Ai(t − 1) indicating all adaptive mecha-
nisms/parameters take no effect.

We have discussed and commented the incorporation of strategy similarity into
the operation of reinforcement learning in Section 4.1.2. We would like to make a
final remark on it by first quoting a paragraph from [7].

Similarity-based learning is also arguably a “cognitively economical” heuristic be-
cause scarce attention is allocated where it is likely to be most useful - namely, in the
vicinity of the current valuation and bid. (Ibid, p. 257)

In other words, subjects may focus only on the chosen strategy due to limited at-
tention, and the other unchosen strategies are reinforced by the “spillover effect”
generated from an automatic, unconscious process of having less requirement of
cognitive load. This attention-based similarity learning further alleviate the dimen-
sionality problem when updating the attraction levels. However, the further cal-
culation of choice probability is still based on the strategy attractions of 160 finer
granules (after disctretization), which implicitly assumes that subjects, in each round
of their choice making, are still required to distinguish the attraction of each of this
overwhelming number of alternations. Hence, we arrive the same conclusion that we
have indicated in Section 4.1.2: this similarity device alone is not sufficient enough
to solve the granularity issue.

11 In order not to distract the attention of the readers, more details of the updating rule refer
to [7].
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4.2 Evolutionary Computation

Evolutionary computation involves populations of programs, strings of symbols, or
candidate solutions. In agent-based economic models, sometimes the entire pop-
ulation is used to represent a whole society in a one-to-one mapping, known as
population evolutionary computation; sometimes, the whole population is used
to represent a single individual, known as individual evolutionary computation.
Economists have frequently used social learning and individual learning to distin-
guish the former from the latter in their agent-based modeling [52]. The granularity
issue does not appear in the former case where each individual agent is only associ-
ated with one single strategy and hence no choice. However, it may occur in the case
of individual learning where each agent is endowed with a population of strategies
and each time upon making a decision or taking an action he/she needs to choose
one from them. Will they encounter the issue of the paradox of choice when the
population size gets big? Will they need a proper choice architecture to deal with
the large population of options? Will they need a search strategy to limit their search
efforts. This issue, to the best of our knowledge, has never been raised.

In early days when evolutionary computation had only just been introduced to
economics and applied to build agent-based economic models, the idea of ‘more is
less’ had not even been formally proposed. Barry Schwartz’s book was available
only after 2003, and before 2003 economists were not fully aware of the issue of
choice overload. On the other hand, one may argue that the choice overload problem
does not apply because in most applications alternatives differ in a single dimension
only, namely, fitness or performance. In this case, like the early example which we
mention, one only needs to search for the basket with the maximum number of
peanuts. Without too many additional attributes, making comparisons among these
alternatives is straightforward. Hence, even though some economists may still be
concerned with the parameter of population size, they are motivated by different
reason [32].

After the middle of the 2000s, some economists started to notice the connection
between cognitive psychology and population size, and even Miller’s magic number
has also been cited as a reference to determine the population size [9]. A research
agenda developed along this research line is to use agent-based modeling to address
the effect of cognitive capacity on earnings performance under a competitive market
environment, and population size is used as a proxy variable for cognitive capacity
[14, 15]. Even up to this step, whether or not our artificial agents are overloaded
with too many choices is not a concern.

Exceptions do, however, exist. In a follow-up study of the Santa Fe artificial stock
market, Tay and Linn [47] state:

[S]ome might question whether it is reasonable to assume that traders are capable of
handling a large number of rules for the mapping of market states into expectations,
each with numerous conditions, ... We show this by allowing agents the ability to
compress information into a few fuzzy notions which they can in turn process and
analyze with fuzzy logic. (Ibid, p. 322; Italics added.)
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Indeed, the above quotation echoes well with the discussion in Section 2.2.1 as well
as with the quotation which we cite from Lofti Zadeh at the beginning of the chap-
ter. It makes little sense of the large set of alternatives when they are presented in
continuous fashion by rational numbers. It would be more sensible to add a name
to some of them and treat them as a whole (as a granule). In this way, the effective
strategy space can be substantially reduced. What Tay and Linn did was to use lin-
guistic variables to group the strategies in such a way that one will not overburden
their decisions with just number-crunching trivialities.

A similar approach has also been adopted by Chen and Chie [11] in an
agent-based lottery market. In this study, they want to model agents’ decision rules
regarding lottery participation, and the decision rule depends on the lottery mar-
ket condition characterized by the Jackpot size. Like Tay and Linn [47], they did
not directly use rational numbers to define the market condition; instead, the fuzzy
sets and linguistic variables were applied to give different states of the market. The
Sugeno style of fuzzy rules was then applied to form the lotto participation rules.

5 Concluding Remarks

Generally speaking, the concept of granularity has been largely ignored by
economists in their models of decision marking. However, thanks to the recent in-
terdisciplinary research joining economists and psychologists, which enables us to
realize the possible implications of Shannon information capacity for the human
mind and to cast doubt on the fundamental assumption of economics: more options
can only do good, or at least no harm. This gives us a psychological foundation of
the granule (from fuzzy mathematics), chunk (from cognitive psychology), or mod-
ule (from complex science) as an elementary unit of information processing and
decision making. Moreover, through learning and constant information compres-
sion, these elementary units are accumulated and arrayed in a hierarchical form so
that our memory capacity can be less constrained. Experimental studies with human
subjects also find that subjects’ learning behavior can be well captured by the rein-
forcement learning model if the size of the set of alternatives is restricted to a small
number, say, 6, and not 101 [12]. In other words, when agents are presented with a
large number of individual options, they group them as granules and mentally work
with these granules (as a whole) rather than with the constituent individuals.

This chapter just serves as the beginning of a new research direction for both
experimental economics and agent-based computational economics. As for the for-
mer, it prompts us to design laboratory experiments or field studies to address the
effect of the number of options on choice behavior, with or without the choice archi-
tecture. The role of defaults and their possible forms can be closely scrutinized in
these experiments. As for the latter, it motivates us to apply the granular information
processing scheme to modeling artificial agents. In this case, the default at the very
top of the hierarchy may mean the status quo heuristic.

The status quo heuristic has been well studied in psychology and behavioral eco-
nomics [41]. It means that in many choice situations, people value the status quo,



68 S.-H. Chen and Y.-R. Du

and will forego the opportunity to switch to an alternative unless it is really necessary
to do so. The status quo heuristic has been applied in agent-based models in differ-
ent forms, the threshold width in the threshold model, the intensity of choice in the
stochastic choice model, and even the steady-state replacement used in evolution-
ary computation. To some extent, all try to give a weight for the inertial tendency.
However, few have explicitly acknowledged the underpinning psychological force.

Finally, given the hierarchical structure of granules (or granular information pro-
cessing), it is important to take a further look at the neologism. If granules have to
be named verbally, then the evolution of ‘names’ (still using Miller’s term) should
give us a footprint of a hierarchy from its primitives to the holistic one. For example,
in considering ‘happiness’ as a granule, what inside this is granule may differ over
time; at one time, it can mean homeland security, and at another time, it may mean
finding a real job. Therefore, it opens a new navigation in the literature.
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Abstract. Reaching acceptable agreement among decision makers before selecting
the suitable alternatives is an important issue in multi-attribute group decision mak-
ing (MAGDM) process. The aim of this chapter is to present a flexible consensus
method in linguistic contexts that adopts a new advice generation scheme by incor-
porating decision maker’s attitude to achieve agreement at each round of consensus
process. Different consensus models for MAGDM problems have been proposed
in the literature. However in all of these processes, it is assumed that all the deci-
sion makers are equally interested to change their initial opinions. But practically
different decision makers may have different levels of confidences in their own opin-
ions and that make their inclinations in changing opinions significantly different to
each others’. Moreover, the decision makers who have sufficient agreement levels
may not be interested to change their opinions further. This analysis motivates us to
develop a new consensus reaching process under linguistic environment wherein de-
cision makers’ opinions will be changed according to the opinion changing indices
provided by them and, thus, decision makers’ moral right to modify their opinions
will be preserved. Theoretical foundation of the proposed consensus model is laid
down and we further implement the consensus algorithm in a linguistic MAGDM
problem under dynamic environment. The main contribution of our work is that
sovereignty of each decision maker is under consideration in the process of reach-
ing consensus. Finally, a practical example is presented to illustrate the functioning
of the proposed method.

Keywords: Consensus reaching process (CRP), Decision makers’ attitude, linguis-
tic 2- tuple, Multi-attribute group decision making, Opinion changing index.

Bapi Dutta · Debashree Guha
Indian Institute of Technology, Patna, 800013, India
e-mail: {bdutta,debashree}@iitp.ac.in, deb1711@yahoo.co.in

c© Springer International Publishing Switzerland 2015 73
W. Pedrycz and S.-M. Chen (eds.), Granular Computing and Decision-Making
Studies in Big Data 10, DOI: 10.1007/978-3-319-16829-6_4



74 B. Dutta and D. Guha

1 Introduction

Decision making is an integral part of human beings in day to day activities. With
the increasing complexity of socio-economic environment, it has become more dif-
ficult for a single decision maker to solve the decision making problem. As a result
decision making processes in group settings have been widely studied in literature.
Group setting provides an excellent framework to judge the problems from diverse
aspects.

Most of the real-world group decision making (GDM) problems involve fuzzy
and qualitative aspects and measuring such aspects require decision makers’ percep-
tions which contain subjectivity, imprecision and vagueness. Therefore, it is difficult
for the decision makers to provide their preferences against the alternatives by using
exact numerical values. Decision makers might feel more comfortable to articulate
their preferences using words by means of linguistic labels. In such scenario, a lin-
guistic computational model is required to capture these linguistic terms within a
mathematical framework and to facilitate the computation between linguistic terms.
Several feasible and effective computational models [8, 9, 17] have been suggested
in literature from different perspectives. We will adopt the 2-tuple linguistic com-
putational model [17] based on an ordinal scale, which has been found to be highly
useful, due to its simplicity in computation and its capability to avoid information
loss during the aggregation of linguistic labels [31].

Finding the solution of GDM problems consists of two processes: consensus pro-
cess and selection process [16, 19, 20]. The consensus process refers to how to ob-
tain the maximum degree of agreement among decision makers’ opinions which are
given for the finite set of alternatives. On the other hand, selection process involves
finding the best alternative from the finite set of alternatives on the basis of decision
makers’ opinions. Therefore, it is desirable in GDM process that the best alternative
is unanimously accepted by the group of decision makers.

Several consensus models have been proposed in literature. Literally, by consen-
sus we mean unanimous agreement among the group members, who are involved
in the decision making process. But practically the chance of reaching such perfect
agreement is not always possible. This fact leads the researchers to redefine the term
consensus from different view point. In [23], Kacprzyk and Fedrizzi introduced the
notion of soft degree of consensus which is measured by indicating how far a group
of decision makers is from consensus. Based on the concept of soft consensus, vari-
ous consensus reaching processes (CRPs) have been designed in the literature [22].
The existing CRPs for solving GDM problems can be classified in two categories:
static consensus models [15, 16, 23, 11, 24, 10, 3] and interactive consensus models
[19, 20, 6, 21, 37, 13, 14, 39, 34, 32, 5, 26]. The major distinction between these
two kind of models is that the former does not provide any scope for the interaction
among the decision makers to increase the consensus level. Basically, these existing
static consensus models does not incorporate any kind of feedback mechanism to
advice decision makers how to change their opinions to achieve a higher level of
agreement while the later does.
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However, in both kinds of consensus models decision makers’ inclinations or at-
titudes in changing their original opinions have not been considered during reaching
consensus. Palomares et al. [28] introduced the concept of group’s attitude towards
consensus and integrates it in CRP. In their process, at the beginning of the CRP,
the moderator determines the group’s attitude towards consensus. There is no scope
for the decision makers to express their attitudes in changing opinions in a natural
way [29].

But in real decision situations, different decision makers possess different levels
of knowledge and expertise in their problems domains. Thus, they may have differ-
ent levels of confidence in their respective opinions and these make their inclination
in changing opinions significantly different to one another. Therefore, the decision
makers’ opinion changing inclinations should incorporate in designing consensus
reaching algorithm. Moreover, in the existing models [38, 37, 39, 10, 3, 2, 5], to in-
crease the consensus level, all the concerned decision makers’ opinions are changed
despite of the fact that some of them have already reached at desired agreement
levels. To overcome the above mentioned drawbacks, the objective of our study
is to design a new consensus algorithm that adopts the concept of opinion chang-
ing inclination index to model decision makers’ preferences in changing opinions.
Based on the opinion changing inclinations of the decision makers, we design a
novel feedback mechanism for modifying decision makers’ opinions by following
two protocols as described in section 3. Finally, the proposed CRP is implemented
to solve dynamic multi-attribute decision making (DMAGDM) problems.

The rest of the chapter is organized as follows. In section 2, a brief introduction of
2-tuple linguistic model is presented. Section 3 introduces the new consensus model
and presents the consensus algorithm with detailed mathematical framework. Based
on the proposed CRP algorithm, an approach for solving DMAGDM problem is
developed in section 4. In section 5, a practical example is given to illustrate the
proposed approach while section 6 concludes the discussion.

2 Brief Review of 2-Tuple Linguistic Computational Model

Let S = {l0, l1, ..., lt} be a linguistic term set with the odd cardinality t + 1. Any
term li ∈ S denotes a possible value for linguistic variable. The following properties
should hold for the term set S [17, 25]:

• the set S should be ordered, i.e., li ≥ l j if i ≥ j;
• negation of any linguistic term li ∈ S : neg(li) = l j such that j = t − i;
• the maximum of any two linguistic terms li, l j ∈ S : max(li, l j) = li if li ≥ l j.

The cardinality of linguistic term set S must be small enough so as not to impose
useless precision to the users and it should be rich enough to allow discrimination
of the performances of each criterion in a limited number of grades [18, 7]. In fact,
the psychologists recommended the use of 7± 2 labels, less than 5 being not suf-
ficiently informative, more than 9 being too much for a proper understanding of their
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differences [27]. In view of this, a linguistic term set, S with seven labels can be
defined as follows:

S = {l0=very low (VL), l1= low (L), l2=moderately low (ML), l3= normal (N),

l4 = moderately high (MH), l5 = high (H), l6 = very high (VH)}

Here, we have adopted 2-tuple linguistic representation model, which was devel-
oped by Herrera and Martı́nez [17, 25] based on the concept of symbolic translation.

Definition 1. Let us assume that β ∈ [0,h] be the result of symbolic aggregation
operation on the indices of the labels of linguistic term set S = {l0, l1, ..., lh}. If i =
round(β ) and α = β − i, be two values such that i∈ {0,1, ...,h} and α ∈ [−0.5,0.5),
then α is called the symbolic translation.

On the basis of symbolic translation, Herrera and Martinez [17, 25] represented
the linguistic information by means of 2-tuple (li,αi) where li ∈ S represents the
linguistic label and αi ∈ [−0.5,0.5) denotes the symbolic translation.

The conversion of symbolic aggregation result into equivalent linguistic 2-tuple
can be done using following function [12]:

Definition 2. Let S = {l0, l2, ..., lh} be linguistic term set and β ∈ [0,h] be the nu-
merical value which is obtained from symbolic aggregation operation on the labels
of S, then the 2-tuple that conveys the equivalent information to β is given by the
following function,

Δ : [0,h]→ S× [−0.5,0.5),

Δ(β ) = (li,α)

where i = round(β ) is the usual round operation on label of index, i.e., i is the index
of the considered label closest to β , and α is the value of symbolic translation given
by

α =

⎧

⎪

⎨

⎪

⎩

β − i, α ∈ [−0.5,0.5) if i �= 0,h

β , α ∈ [0,0.5) if i = 0

β − h, α ∈ [−0.5,0] if i = h

Example 1. Assume that S = {l0, l1, l2, l3, l4, l5, l6} represent a linguistic term set and
β = 4.2 is obtained from symbolic aggregation operation. Then from Definition 2,
we can convert β = 4.2 into linguistic 2-tuple Δ(4.2) = (l4,0.2).

Definition 3. Let S= {l0, l1, ..., lh} be a linguistic term set. For any linguistic 2-tuple
(li,αi), its equivalent numerical value is obtained by the following function:

Δ−1 : S× [−0.5,0.5)→ [0,h]

Δ−1(li,αi) = i+αi = βi

where βi ∈ [0,h].
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Example 2. Assume that S = {l0, l1, l2, l3, l4, l5} represents a linguistic term set and
(l3,−0.3) be a linguistic 2-tuple. Based on Definition 3 the equivalent numerical
value of (l3,−0.3) is Δ−1(l3,−0.3) = 3+(−0.3) = 2.7.

From Definition 2 and Definition 3, it is noted that any linguistic term can be
converted into a linguistic 2-tuple as follows: l ∈ S ⇒ (l,0).

The ordering of two linguistic 2-tuples (lm,αm) and (ln,αn) can be done accord-
ing to lexicographic order as follows:

(1)If m > n then (lm,αm)> (lm,αm).
(2)If m = n then

(a)(ln,αn) = (lm,αm), for αm = αn

(b)(ln,αn)> (lm,αm), for αn > αm

Deviation between two linguistic 2-tuples can be measured as follows [33]:

Definition 4. Let (si,αi) and (s j ,α j) be the two linguistic 2-tuples. Then, the devi-
ation degree between (si,αi) and (s j ,α j) can be defined as

d((si,αi),(s j ,α j)) =
|Δ−1(si,αi)−Δ−1(s j ,α j)|

t
(1)

3 A Novel Attitude Driven Consensus Model

The aim of this work is to design a CRP by integrating decision makers’ attitude in
changing their initial opinions. In the following, we describe how to form consen-
sus opinion from individual opinions based on decision makers’ opinions changing
attitudes.

3.1 Representation of GDM Problem and Consensus Framework

In the present study, a typical GDM problem, involving a set of decision makers
E = {J1,J2, ...,Jp} who express their judgments/opinions on a certain problem to
reach a common solution, has been considered. Each decision maker provides the
linguistic rating of an alternative using the linguistic term set S with odd cardinality
t + 1. Let ak = (ok,αk)(k = 1,2, ..., p), where ok ∈ S and αk ∈ [−0.5,0.5), be the
initial linguistic opinion of the decision maker Jk. In general, decision makers from
diverse backgrounds may have different levels of knowledge and expertises in their
respective domains that make their assessments regarding the alternatives signifi-
cantly different form one another. Therefore, it is possible to arise conflict among
the decision makers’. To resolve such conflicts, CRP is essential as it leads us to
achieve a more accepted solution by a whole group.
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Generally, CRP is an iterative process in which decision makers discuss and
modify their initial opinions. This process is often co-ordinated by a human figure
known as moderator, who is responsible for supervising and guiding the discussion
among the decision makers. In general, CRP consists of three main phases as given
below [30].

• consensus measurement: All the decision makers’ opinions are accumulated to
measure the current level of agreement among the decision makers in the group
via consensus measures.

• consensus control: The consensus degree is compared with the predefined con-
sensus threshold. If the desired level of agreement has reached, the group carries
out selection process. If the desired agreement level is not achieved, the group
continues the discussion.

• Consensus progress: A method is followed to improve the agreement among
the decision makers. Such method is often called feedback generation/advice
generation. In this method, moderator identifies opinions of the decision makers
which are farthest from the consensus opinion and advises them to modify their
opinions.

From the above discussion, it is clear that feedback generation plays major role
in CRP. In the literature [6, 20, 26, 28], different types of strategies have adopted for
feedback generation. Here, we propose a feedback generation process by introduc-
ing new strategy which is based on decision makers’ opinions changing attitudes.
The phases of the new CRP are described below.

3.2 Consensus Measure

Once the decision makers have provided their opinions/judgments over the alter-
natives, we can compute the consensus level of each decision maker by the help of
consensus measure. Several consensus measures have been proposed in the literature
[15, 4, 24]. Among them most commonly used method is distance measure which is
computed by measuring the distance between group and individual opinions where
group opinion is taken as ideal state of consensus. Here, we have utilized deviation
degree between linguistic 2-tuples, as defined in Eq. (1), as a measure of consen-
sus level. On the other hand, from individual opinions group opinion is formed by
utilizing various aggregation operators [1]. In this study, we utilize arithmetic mean
to form group opinion from individual opinions. The arithmetic mean of a set of
linguistic 2-tuples can be defined as follows:

Definition 5. Let (ok,αk)(k = 1,2, ...n) be the set of n linguistic 2-tuples. The 2-
tuple linguistic arithmetic mean of the collection (ok,αk)(k = 1,2, ...n) is defined as

(g,α) = Δ
(

1
n

p

∑
k=1

Δ−1(ok,αk)

)

(2)
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On the basis of linguistic deviation degree (Eq. (1)) and arithmetic mean (Eq. (2)),
we can define the consensus level of each decision maker at any stage of CRP as
follows:

Definition 6. Let {a1,a2, ...ap} be the opinions of the decision makers’ set E =
{J1,J2, ...,Jp} where ak = (ok,αk)(k = 1,2, ..., p) and αk ∈ [−0.5,0.5). If (g,α) be
the group opinion obtained from individual opinions by utilizing Eq.(2), the consen-
sus level of Jth

k expert is given by

CL(Jk) = d(ak,g) =
|Δ−1(ak,αk)−Δ−1(g,α)|

t
(k = 1,2, ..., p) (3)

3.3 Consensus Control

After computing the consensus level of each expert, the moderator checks whether
all decision makers have reached desired level of consensus. Let ε be the desired
level of consensus. When the moderator finds that CL(Jk) ≤ ε for all k = 1,2, ..., p
the moderator stops the consensus process as acceptable agreement among group
and individuals has reached. Otherwise, the moderator activates the feedback pro-
cess which is described below.

3.4 Decision Maker’s Attitude Based Novel Feedback Generation
Process

In aim of substituting moderator’s action by feedback mechanism for generating
recommendations to the decision makers to increase the consensus level among all
the decision makers, a new decision makers’ attitude-driven feedback mechanism is
proposed in this section.

The feedback process is guided by the consensus level of each decision maker
and his/her attitude of changing opinion. Therefore, before generating advice via
feedback generation process, the moderator should aware of this fact.

3.4.1 Modeling Decision Maker’s Attitude of Changing Opinions

Most of the existing consensus models use consensus measure to guide the feedback
mechanism. However, those models do not take into account the decision makers’
interest or inclinations in changing their initial opinions by assuming that that all the
decision makers are equally inclined to change their opinions. In reality, different
decision makers possess different levels of knowledge and expertise in the problems
domains. Thus, they may have different levels of confidence in their respective opin-
ions and these make their inclination in changing opinions significantly different to
one another. To address this issue, a new feedback mechanism is incorporated in the
proposed consensus model, to generate advice according to the decision makers’



80 B. Dutta and D. Guha

opinions changing inclinations. Naturally, expert’s attitude is intrinsically connected
to his/her opinion changing index. The expert with higher (lower) confidence level
in his/her opinion provides lower (higher) inclination in changing opinion. If the de-
sired agreement level among all the decision makers is not achieved, the moderator
first identifies the decision makers who have not achieved desired level of consensus.
Then it seems reasonable to generate advice for modifying the opinion of the expert
who has high inclination to change his/her opinion rather than the opinion of the ex-
pert with low inclination in changing opinion. As changing of opinions according to
the decision makers’ inclinations preserve the sovereignty of the decision makers as
much as possible, its implementation in consensus process will improve the GDM
processes. With this observation at the background, in the following, we describe
the new CRP incorporating a new feedback mechanism that replaces and automates
the moderator’s tasks by computing and sending customized recommendations to
the decision makers according to their opinions changing inclinations.

The decision makers’ inclinations in changing their original opinions are influ-
enced by several cognitive factors, such as, subjective estimation, knowledge, ex-
perience and confidence. Therefore, expressing the opinion changing inclinations,
which basically depend on several human perception based factors, by using ex-
act numerical values, is quite difficult. In this light, decision makers may feel more
comfortable to express their attitudes of changing opinions in natural language by
using linguistic terms, such as, ‘very high’, ‘low’ etc. For example if the decision
maker is highly interested to change his/her initial opinion, he/she may use the lin-
guistic term, ‘very high’. On the basis of this fact, we introduce the concept of
opinion changing index which describes the decision makers’ attitude in chang-
ing opinions. Subsequently, we can model it by selecting a suitable linguistic term
from a predefined linguistic term set. For instance, the moderator may ask the deci-
sion makers to provide their opinions changing indices by taking any value from
the linguistic terms set, say, C = {p0 = very very low, p1 = very low, p2 = low,
p3 = moderately, p4 = high, p5 = very high, p6 = very very high}.

3.4.2 Opinion Modifying Protocols and Mathematical Modelling of the
Feedback Mechanism

Once the decision makers have provided their opinions changing indices, the mod-
erator initiates the feedback process by identifying the decision makers who are not
in desired level of consensus, i.e., the moderator identifies the decision makers not
satisfying the condition CL(Jk) ≤ ε . Let K = {Jk1 ,Jk2 , ...,Jkq} be the set of the de-
cision makers who does not meet the desired consensus level. Now, the moderator
being aware of the decision makers’ opinions changing indices, generates advice to
modify decision makers’ opinions based on the following protocols:

• the expert who satisfies the consensus level at initial round will not change his/her
opinion throughout the consensus process



Decision Makers’ Opinions Changing Attitude-Driven Consensus Model 81

• based on the descending order of opinion changing index, expert’s opinion will
be changed one by one

• change the expert’s opinion in such a way such that it deviates minimum from
his/her initial opinion and simultaneously satisfies the consensus level

These protocols of modifying decision makers’ opinions can be put into mathemat-
ical form as follows:

To present model in simplest form, we are going to use following notations now
onward: K = {Jki : i = 1,2...,q} is the set of decision makers who does not meet
the desired consensus level initially and E −K = {Jki : i = q+ 1, ...,n} is the set of
decision makers who satisfy the desired consensus level initially. Let the decision
maker Jk1 has the highest changing inclination index. Let ak1 be the decision maker
Jk1 ’s new opinion and g1 denote the new group opinion. Then,

g1 =Δ
(

Δ−1a1 +Δ−1a2 + ...+Δ−1ak1 + ...+Δ−1an

n

)

=Δ
(β1 +β2 + ...+βn+(β k1

−βk1)

n

)

=Δ
(

βg +
(β k1

−βk1)

n

)

(4)

where βi = Δ−1ai and βg = Δ−1g. The deviation degree between new group opinion
and Jth

k1
decision maker’s new opinion can be calculated by using Eqs. (1) and (4) as

follows:

d(g1,ak1) =
|Δ−1g1 −Δ−1ak1 |

t

=
|βg +

(1−n)βk1
−βk1

n |
t

(5)

According to the protocols, we choose the decision maker Jk1 ’s new opinion in such
a way such that it has least deviation from his/her initial opinion and the new opinion
must satisfy the consensus condition. This can be put into the following optimization
problem:

minimization (β k1
−βk1)

2

(P) s.t.

{

d(g1,ak1)≤ ε
d(g1,ai)≤ ε for Ji ∈ E −K

Using Eqs. (4) and (5), the optimization problem (P) can be transformed into the
following problem:
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minimization (β k1
−βk1)

2

(P1) s.t.

{

(βg − βk1
n − εt) n

n−1 ≤ β k1
≤ (βg − βk1

n + εt) n
n−1

(βi +
βk1
n − εt −βg)n ≤ β k1

≤ (βi +
βk1
n + εt −βg)n Ji ∈ E −K

The decision maker Jk1 ’s new opinion can be obtained by solving the convex op-
timization problem (P1). Again, we check whether the desired consensus level is
achieved or not. If the desired consensus level is not achieved, then the moderator
selects the next decision maker who has the next highest opinion changing inclina-
tion index from the set K and changes his/her opinions following the same protocols
as above. Suppose the decision maker Jk2 has the next highest opinion changing in-
clination index. Let β k2

be the new opinion of Jk2 and g2 denotes the new group
opinion. The problem of finding βk2 can be transformed into the following opti-
mization problem

minimization (β k2
−βk2)

2

(P2) s.t.

⎧

⎪

⎨

⎪

⎩

d(g1,ak2)≤ ε
d(g1,ak1)≤ ε
d(g1,ai)≤ ε for Ji ∈ E −K

The model (P2) can be put in the following optimization problem

minimization (β k2
−βk2 )

2

(P3) s.t.

⎧

⎪

⎪

⎨

⎪

⎪

⎩

(βg1 −
βk2
n − εt) n

n−1 ≤ β k2
≤ (βg1 −

βk2
n + εt) n

n−1

(βk2 +
βk2
n − εt −βg1)n ≤ β k2

≤ (βk1 +
βk2
n + εt −βg1 )n

(βi +
βk2
n − εt −βg1 )n ≤ β k2

≤ (βi +
βk2
n + εt −βg1 )n Ji ∈ E −K

If all the decision makers’ opinions are reached in desirable consensus level, then
moderator stops the consensus process, otherwise, the process is repeated. Suppose,
we repeat the process h(≤ q) times. At hth stage, let β kh

be the Jth
kh

decision makers

new opinion and gh is the new group opinion. Then, β kh
can be obtained by solving

the following optimization problem:

minimization (β kh
−βkh

)2

(P4) s.t.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

(βgh−1 −
βkh
n − εt) n

n−1 ≤ β kh
≤ (βgh−1 −

βkh
n + εt) n

n−1

(βkh−1 +
βkh
n − εt −βgh−1 )n ≤ β kh

≤ (βkh−1 +
βkh
n + εt −βgh−1)n

...

(βk1 +
βkh
n − εt −βgh−1 )n ≤ β kh

≤ (βk1 +
βkh
n + εt −βgh−1)n

(βi +
βkh
n − εt −βgh−1)n ≤ β kh

≤ (βi +
βkp

n + εt −βgh−1)n Ji ∈ E −K
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Let

aL
kh
= (βgh−1 −

βkh

n
− εt)

n
n− 1

aR
kh
= (βgh−1 −

βkh

n
+ εt)

n
n− 1

aL
ki
= (βki +

βkh

n
− εt −βgh−1)n Jki ∈ K and i = 1,2, ...,h− 1

aR
ki
= (βki +

βkh

n
+ εt −βgh−1)n Jki ∈ K and i = 1,2, ...,h− 1

aL
i = (βi +

βkh

n
− εt −βgh−1)n Jki ∈ E −K

aR
i = (βi +

βkh

n
+ εt −βgh−1)n Jki ∈ E −K

The problem (P4) can be reformulated as:

minimization (β kh
−βkh)

2

(P5) s.t.

⎧

⎪

⎨

⎪

⎩

aL
kh
≤ β kh

≤ aR
kh

aL
ki
≤ β kp

≤ aR
ki
, i = 1,2, ..., p− 1

aL
i ≤ β kp

≤ aR
i Ji ∈ D−K

Theorem 1. The model (P5) is equivalent to following optimization problem:

minimization (β kh
−βkh)

2

(P6) s.t.
{

aL ≤ β kh
≤ aR

where,
aL = max{max

ki∈K
aL

ki
, max

ki∈E−K
aL

i } (6)

aR = min{min
ki∈K

aR
ki
, min

ki∈E−K
aR

i } (7)

Proof. From Eqs. (6) and (7), it is clear that constraint of (P6) satisfies all the con-
straints of (P5). Since aL ≤ β kh

≤ aR is the intersection of all the constraints of
(P5), the feasible regions of (P5) and (P6) are same. As the objective functions of
the both models (P5) and (P6), therefore (P6) is equivalent to (P5). Thus both the
models (P5) and (P6) have same optimal solution which is unique. �	
In the following theorem, the decision maker Jkh ’s new opinion has been obtained.
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Theorem 2. The optimal solution of (P6) is given by

β kh
=

{

aL if |aL −βkh |= min{|aL −βkh |, |aR −βkh |}
aR if |aR −βkh |= min{|aL −βkh |, |aR −βkh |}

(8)

Proof. First we show that βkh does not belong to the closed interval [aL,aR]. Suppose
at the contrary βkh ∈ [al ,aR]. It implies that minimize (β kh

−βkh)
2 = 0, i.e., β kh

=
βkh . It contradicts our assumption that Jkh th decision maker’s opinion does not
satisfy the consensus condition d(gh−1,akh)> ε and his/her opinion is required to be
changed to reach consensus. Therefore, βkh /∈ [aL,aR]. Since the objective function
is convex, the minimum value of minimize (β kh

− βkh)
2 is obtained at the either

left end point of the interval [aL,aR] or the right end point of the interval [aL,aR]
according to the minimum distance of the points aL and aR from βkh . Hence, the
optimal solution of (P6) is given by Eq. (8).

If we continue this process then it will take at most |K| steps to reach in consen-
sus, where |K| denotes the cardinality of the set K. Because after |K| steps all the
opinions will satisfy the specified consensus level. The consensus process has been
summarized in the following algorithm.

Consensus Algorithm

Step 1 Input: initial opinions {a1,a2, ...,an}, consensus threshold ε , decision
makers’ opinion changing indices

Step 2 Check: d(ai,g)≤ ε for all i. If yes goto Step 5, otherwise goto Step 3
Step 3 Find the decision makers’ set, K = {Jk1 ,Jk2 , ...,Jkq} who do not satisfy

consensus level, i.e, d(ai,g)> ε
Step 4 For c = 1:|K|

Find the expert, Jki(c)
with highest opinion changing index from the deci-

sion makers’ set K \ {Jki(1)
,Jki(2)

, ...,Jki(c−1)
} (if c = 1, K \ {Jki(1)

,Jki(2)
, ...,

Jki(c−1)
}= K );

Compute expert Jki(c)
’s new opinion by the help of Eq. (6);

Check: d(aki ,gc)≤ ε for the decision makers’ set K\{Jki(1)
,Jki(2)

, ...,Jki(c)
},

where gc is the group opinion. If satisfy goto Step 5, otherwise, continue;
Step 5 End

Remark 1. It is to be noted that consensus process will terminate after a finite num-
bers of steps subject to the condition that optimization model (P6), which arises
in each round has a non-empty feasible region. However, in some cases such con-
dition may be violated for imposing strict conditions by decision makers, such as,
decision makers with significant diverge opinions may have very low inclinations in
changing opinions. In these situations moderator can either advice the concerning
decision makers to review their opinions changing indices or may think of chang-
ing the consensus threshold to reach an acceptable agreement among the decision
makers.
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Remark 2. Sometimes there may be more than one expert with same opinions
changing indices and that may bring conflicts to the moderator that who should be
selected first to change his/her opinion. In such cases, the moderator selects the ex-
pert with highest deviation from the group opinion first and so on. Implementing the
consensus algorithm, in the next section, we develop a consensus based approach
for solving DMAGDM problems.

4 Application of CRP for Solving Dynamic Multi-attribute
Group Decision Making

In this section, the proposed CRP process is implemented to solve consensus based
DMAGDM problems with linguistic information.

In many complex real-life decision making problems, the current and past per-
formances of the alternatives are required to take account in the decision mak-
ing process. This fact leads the decision makers to assess the alternatives over a
fixed time period and these kind of problems are termed as dynamic MAGDM
problems (DMAGDM) [35]. DMAGDM problems frequently arises in real-life
situations, such as, multi-period investment decision making, medical diagnosis,
personnel dynamic evaluation, military system efficiency dynamic evaluation etc.
So far as to the best of our knowledge, the consensus process in DMAGDM was
discussed in one article by Su et al. [32]. They presented an interactive algorithm
for intuitionistic fuzzy DMAGDM in which the consensus level of the group prefer-
ences is measured by calculating spearman correlation coefficient for both the group
ranking and the individual expert’s ranking.

In this present study, we implement the proposed CRP process to develop an ap-
proach for solving consensus based DMAGDM problems. The proposed approach
can be divided into three key phases: consensus phase, aggregation phase and se-
lection phase. In consensus phase, to increase the level of agreement among the
decision makers over their opinions/judgments, the proposed consensus reaching al-
gorithm is implemented. Once the desirable agreement is achieved, the aggregation
phase is commenced. In aggregation phase, consensus decision information of dif-
ferent periods is aggregated to form the collective opinion of each decision maker
and, thereafter, group opinion is formed by aggregating all the decision makers’
collective consensus opinions. In selection phase, by computing each alternative’s
group overall performance, the best alternative(s) is selected. Before describing the
proposed method, a detailed mathematical framework of a dynamic MAGDM prob-
lem with 2-tuple linguistic information is presented below.

There is a group of p decision makers {J1,J2, ...,Jp} and a set of m alternatives
X = {X1,X2, ...,Xm}. The decision makers’ aim is to choose the best alternative
among m alternatives depending on n attributes A = {A1,A2, ...,An}. Different at-
tributes may have different importance. Let w = (w1,w2, ...wn) be the weight vector
of the attributes satisfying the conditions: wj ≥ 0 ( j = 1,2, ...,m) and ∑m

j=1 wj=1,
where wj is the relative importance of the attribute A j.
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Due to the complexity of the system decision makers’ are decided to consider the
alternatives’ present and past performances. Suppose the decision makers evaluate
the alternatives at r different time periods t1, t2,...,tr. Different time periods may
have different importance. Let λ (t) = (λ (t1),λ (t2), ...,λ (tr))T be the weight vector
of the time periods such that λ (ts) > 0 and ∑r

s=1 λ (ts) = 1. Various methods for
determining the weights of the time periods have been proposed in the literature
[35, 36].

The k-th expert, Jk provides his/her rating of an alternative Xi(1 ≤ i ≤ m)

with respect to the attribute A j at time period ts as a linguistic 2-tuple d(k)
i j (ts) =

(t(k)i j (ts),α
(k)
i j (ts)) where t(k)i j (ts) belongs to the predefined linguistic term set S and

α(k)
i j (ts) ∈ (−0.5,0.5]. The expert Jk’s ratings of the alternatives is summarized in

2-tuple linguistic decision matrix Dk(ts) = (d(k)
i j (ts))m×n as follows:

Dk(ts) =

A1 A2 · · · An
⎛

⎜

⎜

⎝

⎞

⎟

⎟

⎠

X1 dk
11(ts) dk

12(ts) · · · dk
1n(ts)

X2 dk
21(ts) dk

22(ts) · · · dk
2n(ts)

...
...

... · · · ...
Xm dk

m1(ts) dk
m1(ts) · · · dk

mn(ts)

On the basis of the above decision inputs, an algorithm for solving MAGDM prob-
lem is presented here. The steps of the proposed algorithm are as follows:

Step 1 Formation of consensus opinions
The consensus algorithm proposed in section 4 is implemented here
to reach a desirable agreement level among the decision makers. Be-
fore its implementation, the decision makers are asked to provide their
opinion changing inclinations via opinions changing indices by using
the linguistic terms set, C = {p0 = very very low, p1 = very low, p2 =
low, p3 =moderately, p4 = high, p5 = very high, p6 = very very high}. At
time period ts(1 ≤ s ≤ r), each decision maker provides his/her opin-
ion against the alternatives Xi(1 ≤ i ≤ m) with respect to the attribute
A j(1 ≤ j ≤ n) which may be denoted as {d1

i j(ts),d
2
i j(ts), ...,d

p
i j(ts)}. There

may arise conflict among decision makers’ judgments or opinions. There-
fore, to reach consensus among decision makers over each time pe-
riod, we need to resolve conflict among the decision makers’ opinions
{d1

i j(ts),d
2
i j(ts), ...,d

p
i j(ts)} for all i, j and r by applying the proposed con-

sensus algorithm. Let from decision makers’ initial opinions {d1
i j(ts),

d2
i j(ts), ...,d p

i j(ts)}, we form the consensus opinion {d̄1
i j(ts), d̄

2
i j(ts), ...,

d̄ p
i j(ts)} by applying the proposed consensus algorithm for all i, j and r.

Then the consensus opinions of the decision maker Jk can be summarized
in the following decision matrix



Decision Makers’ Opinions Changing Attitude-Driven Consensus Model 87

D̄k(ts) =

A1 A2 · · · An
⎛

⎜

⎜

⎝

⎞

⎟

⎟

⎠

X1 d̄k
11(ts) d̄k

12(ts) · · · d̄k
1n(ts)

X2 d̄k
21(ts) d̄k

22(ts) · · · d̄k
2n(ts)

...
...

... · · · ...
Xm d̄k

m1(ts) d̄k
m1(ts) · · · d̄k

mn(ts)

Step 2 Formation of collective decision matrix, Dk.
From each decision maker’s consensus decision matrices D̄k(ts)(1 ≤ s ≤
r) over the time periods t1, t2, ..., tr, the consensus collective decision ma-

trix D̄ = (d̄(k)
i j )m×n is constructed by utilizing weighted 2-tuple linguistic

arithmetic mean operator

d̄k
i j = Δ

( r

∑
s=1

λsΔ−1d̄k
i j(ts)

)

(9)

where λs is the relative importance of the time period ts.
Step 3 Construction of consensus group decision matrix.

Utilize weighted 2-tuple linguistic arithmetic mean operator (Eq. (2)) to
aggregate decision makers’ consensus collective decision matrices
D̄k = (d̄k

i j)m×n(k = 1,2, ...p) into consensus group decision matrix
D = (d̄i j)m×n. The group decision matrix is presented as follows:

D =

A1 A2 · · · An
⎛

⎜

⎜

⎝

⎞

⎟

⎟

⎠

X1 d̄11 d̄12 · · · d̄1n

X2 d̄21 d̄22 · · · d̄2n
...

...
... · · · ...

Xm d̄m1 d̄m1 · · · d̄mn

where,

d̄i j = Δ
(

1
p

p

∑
k=1

Δ−1d̄k
i j

)

(10)

Step 4 Computation of alternatives overall evaluations.
From group decision matrix D = (d̄i j)m×n, each alternative Xi’s
(i = 1,2, ...,m) overall performance d̄i(i = 1,2, ...,m) is calculated by uti-
lizing 2-tuple linguistic arithmetic mean operator (Eq. (2)) as follows:

d̄i = Δ
( n

∑
j=1

wjΔ−1d̄i j

)

(11)

where wj is the relative importance of the attribute A j.
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Table 1 Linguistic decision matrices of the decision makers at different time periods

E1 E2 E3

time periods alternatives A1 A2 A3 A4 A1 A2 A3 A4 A1 A2 A3 A4

X1 l3 l5 l2 l4 l4 l5 l2 l3 l5 l3 l4 l2

X2 l2 l1 l3 l2 l3 l2 l4 l3 l1 l4 l2 l3

t1 X3 l4 l6 l3 l5 l6 l5 l4 l3 l3 l4 l3 l5

X4 l5 l3 l4 l2 l3 l5 l3 l2 l2 l4 l5 l3

X5 l1 l3 l2 l1 l2 l4 l3 l1 l3 l2 l1 l4

X1 l4 l6 l3 l3 l5 l4 l2 l4 l2 l5 l3 l2

X2 l1 l2 l2 l3 l3 l1 l3 l2 l4 l3 l3 l3

t2 X3 l5 l4 l4 l3 l6 l5 l3 l1 l3 l4 l2 l3

X4 l4 l2 l3 l3 l4 l6 l3 l4 l5 l3 l6 l4

X5 l0 l2 l3 l2 l2 l1 l4 l3 l1 l4 l2 l1

X1 l2 l4 l1 l3 l3 l1 l2 l4 l5 l3 l4 l3

X2 l3 l2 l1 l2 l2 l4 l3 l2 l1 l3 l1 l0

t3 X3 l3 l5 l3 l4 l4 l6 l4 l3 l2 l4 l3 l5

X4 l6 l3 l4 l2 l4 l5 l2 l6 l5 l4 l5 l3

X5 l2 l1 l2 l3 l1 l2 l1 l3 l0 l3 l2 l2

Step 5 Ranking of the alternatives.
Rank the alternatives Xi(i= 1,2, ...,m), based on their overall performance
values di (i = 1,2, ...,m) by using the comparison method of 2-tuple de-
scribed in Section 2 and choose the best alternative according to their rank-
ing order.

5 A Practical Example

In this section, we present a health system evaluation problem of different states
of India to demonstrate the application of the proposed consensus based dynamic
multi-attribute group decision making process.

In a real sense, health is a product of and an input in the process of development.
When we consider that the purpose of the development is to facilitate people to
lead economically productive, healthful and socially satisfying life, the fruits of
development are enjoyed by the individual only when he is healthy. Prosperity and
happiness of mankind depends, inter-alia on physical, mental and social well being.
Therefore, health development is requisite to social and economic development of
a country. In view of this, the Health and Family Welfare Department has a number
of schemes to cover the under-privileged sections of society and help them with
maternity, post and neo-natal healthcare and family planning. Moreover, financial
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Table 2 Consensus linguistic decision matrices of the expert E2 at different time periods

time periods alternatives A1 A2 A3 A4

X1 (l4,−0.4) (l5,−0.1) (l2,0.1) (l3,0.4)

X2 (l2,0) (l2,−0.2) (l3,0) (l2,0.1)

t1 X3 (l4,0) (l6,−0.4) (l3,0) (l5,−0.1)

X4 (l3,0.4) (l4,−0.4) (l4,0) (l2,0)

X5 (l2,−0.4) (l3,0) (l2,0) (l2,−0.4)

X1 (l4,0) (l5,0.4) (l3,0) (l3,0)

X2 (l2,0.6) (l2,0) (l2,0.1) (l3,0)

t2 X3 (l5,0) (l4,0) (l3,0.4) (l3,−0.1)

X4 (l4,0) (l4,−0.4) (l4,0.6) (l3,0.1)

X5 (l1,−0.4) (l2,0) (l3,0) (l2,0)

X1 (l3,−0.2) (l3,0.2) (l2,−0.2) (l3,0)

X2 (l2,0.4) (l3,−0.4) (l1,0.1) (l2,−0.1)

t3 X3 (l3,0) (l5,0) (l3,0) (l4,0)

X4 (l5,0.4) (l4,−0.4) (l4,0) (l4,−0.4)

X5 (l1,0.4) (l2,−0.4) (l2,0) (l3,0)

support is also provided to various states to strengthen the overall health system.
To monitor the improvement through current schemes and services, and to make
policies for further improvement, Health and Family Welfare Department plans to
evaluate health system of different states of the India. The government also conducts
survey and collects data related to the health system from the states to check whether
through its various services survival rates and quality of life of the people of different
states improve over time.

In aim to rank the health systems of five underdeveloped states of India, the
Health and Family Welfare Department sets up a committee which consists of
three decision makers {J1,J2,J3}. Such kind ranking of states’ health systems is
necessary to make state oriented future health policies to improve the health sys-
tems in a more comprehend way than the existing central policy system. The five
states, denoted as, X1, X2, X3, X4 and X5, can be considered as alternative set, i.e.,
X = {X1,X2,X3,X4,X5}

Four key determinants to judge the quality of health system are as follows:

• health system practices and policies (A1)
• physical ability to provide quality care (A2)
• staff competency and motivation (A3)
• acceptability of health services to community (A4)

The above four factors {A1,A2,A3,A4} are set as attributes for evaluating the states’
performances. Since all the attributes are not equally important, the relative impor-



90 B. Dutta and D. Guha

Table 3 Consensus linguistic decision matrices of the expert E2 at different time periods

time periods alternatives A1 A2 A3 A4

X1 (l4,0) (l5,0) (l2,0) (l3,0)

X2 (l3,−0.3) (l2,0) (l4,−0.3) (l3,0)

t1 X3 (l5,−0.2) (l5,0) (l4,−0.1) (l4, .05)

X4 (l3,0) (l5,−0.3) (l3,0.3) (l2,0)

X5 (l2,0) (l4,−0.3) (l3,−0.3) (l1,0)

X1 (l5,−0.3) (l4,0.3) (l2,0.1) (l4,−0.3)

X2 (l3,0) (l1,0.3) (l3,0) (l2,0.05)

t2 X3 (l6,−0.3) (l5,−0.1) (l3,0) (l2, .05)

X4 (l4,0) (l4,0.2) (l5,0) (l4,0)

X5 (l2,−0.3) (l1,0.3) (l4,−0.3) (l3,−0.3)

X1 (l3,0) (l2,0.2) (l2,0) (l4,−0.1)

X2 (l2,0) (l4,−0.3) (l2,−0.05) (l2,0)

t3 X3 (l4,−0.3) (l6,−0.3) (l4,−0.1) (l3,0.3)

X4 (l4,0.3) (l5,−0.3) (l3,0.2) (l4,0.2)

X5 (l1,0) (l2,0) (l1,0.1) (l3,0)

tance of the attributes are set as w = (0.35,0.2,0.15,0.3). Based on the collected
data of the years 2008, 2010, and 2012, the decision makers are asked to provide
their opinions/judgments against state’s health system with respect to the aforemen-
tioned four attributes in year-wise fashion. We denote the year ‘2008’ as t1, ‘2010’
as t2, and ‘2012’ as t3. As the system is complex, the states’ present and past perfor-
mance are needed to take into consideration for better results.

As most of the attributes are subjective in nature, decision makers prefer to ex-
press their opinions in natural language by means of linguistic terms. They decide
to provide their preferences by using 2-tuple linguistic information according to the
following linguistic terms set:

S={l0=very low (VL), l1 = low (L), l2 =moderately low (ML), l3 = normal (N),

l4 = moderately high (MH), l5 = high (H), l6 = very high (VH)}

The linguistic assessments of the states’ health system against the attributes pro-
vided by the decision makers at different time periods are listed in Table 1. The
weight vector of the time periods ts(1 ≤ s ≤ 3) are set as, λ = (1/6,2/6,3/6)T .
Now, the proposed decision making algorithm is implemented to rank the states’
health systems.



Decision Makers’ Opinions Changing Attitude-Driven Consensus Model 91

Table 4 Consensus linguistic decision matrices of the expert E3 at different time periods

time periods alternatives A1 A2 A3 A4

X1 (l5,−0.3) (l4,0.05) (l3,−0.05) (l2,0.3)

X2 (l2,−0.4) (l3,−0.2) (l3,−0.4) (l3,0)

t1 X3 (l4,−0.2) (l4,0.3) (l3,0) (l5,0)

X4 (l2,0.3) (l4,0) (l4,0.4) (l3,−0.1)

X5 (l3,−0.3) (l3,−0.4) (l2,−0.4) (l2,0.2)

X1 (l4,−0.4) (l5,0) (l3,0) (l3,−0.4)

X2 (l4,−0.3) (l2,0.4) (l3,0) (l3,0)

t2 X3 (l5,−0.4) (l4,0) (l2,0.3) (l3,0)

X4 (l5,−0.1) (l3,0) (l6,−0.3) (l4,0)

X5 (l1,0) (l2,0.4) (l3,−0.4) (l2,−0.4)

X1 (l4,−0.2) (l3,0) (l3,−0.2) (l3,0)

X2 (l1,0.3) (l3,0) (l1,0) (l1,0.05)

t3 X3 (l3,−0.4) (l5,−0.4) (l3,0) (l4,0.4)

X4 (l5,0) (l4,0) (l4,0.2) (l3,0)

X5 (l0,0.3) (l3,−0.3) (l2,0) (l2,0.1)

Step 1 We implement the consensus reaching algorithm to make decision mak-
ers’ opinions, presented in Table 1, closer. Before starting the process,
decision makers are asked to provide their opinions changing indices
using the linguistic term set: C = {p0 = very very low, p1 = very low,
p2= low, p3=moderately, p4=high, p5=very high, p6=very very high}.
Suppose, the expert E1’s opinion changing index is p2, E2’s opinion
changing index is p6 and E3’s opinion changing index is p4. The de-
cision makers also set the consensus level as ε = 0.1. To reach the
desired consensus among the decision makers {E1,E2,E3} over each
alternative’s rating against the attributes over different time periods, we
implement the proposed consensus algorithm and obtain the decision
makers’ consensus opinions as summarized in Tables: 2-4. For exam-
ple, to achieve the higher level of agreement among the decision mak-
ers {E1,E2,E3} over the alternative X1’s ratings {l3, l4, l5} (as provided
in Table 1), against the attribute A1 at time period t1, we apply the pro-
posed consensus reaching algorithm and find the decision makers’ con-
sensus opinions as:{(l4,−0.4),(l4,0),(l5,−0.3)}. Similarly, we compute
the consensus opinions of the decision makers for the rest of the entries of
Table 1.
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Table 5 Collective consensus linguistic decision matrices of the decision makers

Expert alternatives A1 A2 A3 A4

X1 (l3,0.33) (l4,0.22) (l2,0.25) (l3,0.07)

X2 (l2,0.4) (l2,0.27) (l2,−0.25) (l2,0.3)

E1 X3 (l4,−0.17) (l5,−0.27) (l3,0.13) (l4,−0.22)

X4 (l5,−0.4) (l4,−0.4) (l4,0.2) (l3,0.17)

X5 (l1,0.17) (l2,−0.03) (l2,0.33) (l2,0.43)

X1 (l4,−0.27) (l3,0.37) (l2,0.03) (l4,−0.32)

X2 (l2,0.45) (l3,−0.38) (l3,−0.41) (l2,0.2)

E2 X3 (l5,−0.45) (l5,0.32) (l4,−0.4) (l3,0.01)

X4 (l4,−0.02) (l5,0.47) (l4,−0.18) (l4,−0.23)

X5 (l1,0.4) (l2,0.05) (l2,0.23) (l3,−0.43)

X1 (l4,−0.18) (l4,−0.16) (l3,−0.11) (l3,−0.25)

X2 (l2,0.15) (l3,−0.23) (l2,−0.07) (l2,0.02)

E3 X3 (l3,0.47) (l4,0.35) (l3,−0.23) (l4,0.03)

X4 (l5,−0.48) (l4,−0.33) (l5,−0.27) (l3,0.32)

X5 (l1,−0.07) (l3,−0.42) (l2,0.13) (l2,−0.05)

Table 6 Consensus group linguistic decision matrix

alternatives A1 A2 A3 A4

X1 (l4,−0.35) (l4,−0.19) (l2,0.39) (l3,0.17)

X2 (l2,0.33) (l3,−0.45) (l2,0.09) (l2,0.17)

X3 (l4,−0.05) (l5,−0.2) (l3,0.17) (l4,−0.39)

X4 (l4,0.37) (l4,−0.07) (l4,0.25) (l3,0.42)

X5 (l1,0.17) (l2,0.2) (l2,0.23) (l2,0.32)

Step 2 From the consensus decision matrices of the decision makers presented
in Table 2-4, we compute the collective consensus linguistic decision ma-
trices of the decision makers by utilizing Eq. (9) with associated weight
vector λ = (1/6,2/6,3/6)T of the time periods ts(1 ≤ s ≤ 3). The results
are summarized in Table 5.

Step 3 From consensus collective linguistic decision matrices presented in Table
5, group consensus linguistic decision matrix is formed by using Eq. (10).
The group consensus linguistic decision matrix is presented in Table 6.
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Step 4 The consensus group overall performance of the alternatives are derived
by utilizing Eq. (11) with given weight vector, w = (0.35,0.2,0.15,0.3) of
the attributes as follows: d̄1 = (l3,0.35), d̄2 = (l2,0.29), d̄3 = (l4,−0.01),
d̄4 = (l4,−0.02) and d̄5 = (l2,−0.12)

Step 5 According to the overall rating values, the ranking order of the alternatives
is X4 > X3 > X1 > X2 > X5 . Hence, the health system of the state X4

performs better in comparison to other states.

6 Conclusions

In this paper, a new consensus building algorithm has been proposed where deci-
sion makers’ interest in changing their initial opinions are taken into account during
reaching consensus by introducing the notion of opinion changing index. The pro-
posed consensus algorithm has been utilized to solve the dynamic MAGDM prob-
lem in linguistic environment. The proposed consensus model has the following
features:

• the proposed consensus process is automatic despite of the fact that it is con-
trolled by the moderator. As the moderator generates the decision maker’s new
opinion by solving optimization problem (P6), there is no direct interaction be-
tween moderator and decision makers.

• by considering the decision makers’ interest in changing their initial opinions in
the model, the proposed approach attempt to preserve sovereignty of the decision
makers to some extent.

The proposed model has the potentials to be extended in other environments, such
as, fuzzy, intuitionistic fuzzy etc. Also, to form the group opinion different aggre-
gation operators can be utilized to enhance the consensus process. In future work,
it is also valuable to consider the investigation of advantages, weakness and restric-
tions to use the proposed advice generation process over the other existing methods.
It is also worthy to explore the real-world applications of the proposed consensus
process in group decision making.
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Using Computing with Words for Managing
Non-cooperative Behaviors in Large Scale
Group Decision Making

Francisco José Quesada, Iván Palomares, and Luis Martı́nez

Abstract. Normally, in group decision making problems, groups are composed by
individuals or experts with different goals and points of view. For these reasons, they
may adopt distinct behaviors in order to achieve their own aims. Nonetheless, in
such problems in general, specially those demanding a certain degree of consensus,
each expert should comply with a collaboration contract in order to find a common
solution for the decision problem. When decision groups are small, all experts usu-
ally attempt to fulfill the collaboration contract. However, nowadays technologies
such as social media allow to make consensus-driven decisions with larger groups,
in which many experts are involved, hence the possibility that some of them try
to break the collaboration contract might be greater. In order to prevent the group
solution from being biased by these experts, it is necessary to detect and manage
their non-cooperative behaviors in this kind of problems. Recent proposals in the
literature suggest managing non-cooperative behavior by reducing the importance
of expert opinions. These proposals present drawbacks such as, the inability of an
expert to recover his/her importance if behavior improves; and the lack of expert’s
behavior measures across the time. This chapter introduces a methodology based
on fuzzy sets and computing with words, with the aim of identifying and managing
those experts whose behavior does not contribute to reach an agreement in consen-
sus reaching processes. Such a methodology is characterized by allowing the im-
portance recovery of experts and taking into account the evolution of their behavior
across the time.
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1 Introduction

In our daily life we can find a myriad of Group Decision Making (GDM) problems,
ranging from the choice of a restaurant to have a dinner with friends to the definition
of a marketing strategy for a big company. In all of these situations, joining together
experiences and knowledge of a group, makes it easier to face complex decision
problems and may lead to better decisions. GDM problems are defined as decision
situations in which a group of individuals or experts, try to find a common solution
to a particular problem made up of a set of alternatives [1, 2]. To do so, experts have
to express their opinions over the distinct alternatives that might be a solution to
such a problem.

Many real-life GDM problems are often defined under an environment of un-
certainty, so that experts should provide the information about their preferences by
using an information domain closer to human natural language, which is suitable to
deal with such uncertainty [3, 4]. Within Granular Computing [5], there are different
approaches to deal with uncertain information, such as fuzzy set theory [6] and the
fuzzy linguistic approach [7, 8, 9], which have been some of the most utilized ap-
proaches in decision problems under uncertainty [10]. In particular, the Computing
with Words (CW) paradigm [4] has been widely considered as a reasoning method-
ology in decision making problems [11, 12, 13].

Traditionally, the procedure to solve a GDM problem only consists in an alterna-
tive selection process, which after gathering experts’ opinions and processing them,
aims at finding a solution [14, 15, 16]. However, sometimes it is possible that when
applying the selection process solely, one or more experts may not feel identified
with the decision made and they do not accept it, because they consider that their in-
dividual concerns have not been considered sufficiently to reach the solution made.
In order to overcome this drawback, Consensus Reaching Processes (CRPs) were
introduced as an additional phase in the resolution process for GDM problems [17].
In a CRP, experts try to achieve a high level of agreement before making a decision,
by discussing and modifiying their individual preferences, bringing them closer to
each other [18]. In the literature, there are many consensus models proposed by dif-
ferent authors to support and guide groups in CRPs conducted in different GDM
frameworks [19, 20, 21, 22, 23, 24] attending several criteria [25].

Classically, GDM problems have been carried out by a small number of experts
in organizational and enterprise environments. Nevertheless, the appearance of new
technological environments and paradigms to make group decisions, such as social
networks, e-democracy or group e-marketplaces, have caused that decision prob-
lems in which large groups of experts can take part attain greater importance in
the last years [24, 26, 27, 28]. In CRPs in which many experts are involved, it
may occur that some experts or subgroups of them, seek their own interests rather
than the collective interest, which may lead them to break the collaborative con-
tract established amongst participants, in order to achieve a common solution [29].
Therefore, they might not cooperate to bring their opinions closer to the rest of the
group [30]. In such situations, it would be convenient to identify and deal with such
non-cooperative behaviors of individuals or subgroups, in order to prevent that they
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deviate the group solution in their favor. This possible deviation of the solution may
affect negatively the normal development of the CRP. Currently, there are several
approaches that deal with experts who present a non-cooperative behavior in GDM
problems [30] and in CRPs [24, 31]. These approaches penalize non-cooperating
experts, driving them out of the GDM solution [30], diminishing the importance of
their opinions either along the CRP [24] or based on the experts’ behavior at the
current phase of the CRP [31].

This chapter proposes a novel fuzzy approach based on CW [4] to detect and
manage non-cooperative behaviors in CRPs of large scale GDM problems. The CW
paradigm facilitates the definition, comprehension and detection of experts’ behav-
iors such as cooperative. Additionally to the analysis of experts’ current behaviors
to manage the manipulation of the CRP performed by experts, this approach also
applies a weighting scheme based on hyper-similarity [32] that takes into account
the experts behavior across the time. Therefore, the proposed approach provides a
mechanism in which cooperative experts outweigh non-cooperative ones in order to
achieve a common agreed solution for a GDM problem.

The chapter is set out as follows: Section 2 introduces some preliminaries about
CRPs in GDM problems, some related works which deal with non-cooperative be-
haviors in these problems and the CW paradigm for reasoning processes. Section 3
presents the approach based on CW for managing experts’ behaviors in CRPs with
large groups and its integration with a consensus model for GDM problems. In Sec-
tion 4 it is shown an illustrative example which includes a comparison between our
proposal and several previous approaches to attempt penalization in CRPs. Finally,
in Section 5 some concluding remarks are pointed out.

2 Preliminaries

This section briefly reviews some basic concepts about CRPs in GDM and different
works related with the treatment of experts with non-cooperative behaviors in them.
Finally, a short conceptual revision of CW, basis of our proposal for managing the
non-cooperative behaviors in such processes, is drawn.

2.1 Consensus Reaching Processes in Large Scale GDM

GDM entails the participation of several individuals or experts, who must make
a collective decision to find a common solution for a problem. Decision making
processes in which several experts take part, who each has his/her own knowledge
and experiences, may sometimes lead to better decisions than those made by one
expert only [1].

Formally, a GDM problem is composed by [2]:

• The existence of a decision problem to be solved.
• A set X = {x1, ...,xn}(n � 2), of alternatives or posible solutions to the problem.
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• A set E = {e1, ...,em}(m � 2), of individuals or experts, who express their opin-
ions or preferences over the set of alternatives X .

Usually, experts utilize a preference structure to express their opinions over alter-
natives. One of the most widely used preference structures in GDM problems under
uncertainty is the fuzzy preference relation [2, 23, 33]. A fuzzy preference relation
Pi associated to expert ei is defined by a membership function μPi : X ×X → [0,1]
and it is represented for X finite as an n× n matrix:

Pi =

⎛

⎜

⎝

− . . . p1n
i

...
. . .

...
pn1

i . . . −

⎞

⎟

⎠

where each assessment plk
i = μPi(xl ,xk) represents the preference degree of the al-

ternative xl over xk according to the expert ei, so that plk
i > 0.5 indicates that xl is

preferred over xk. If plk
i < 0.5 then xk is preferred over xl , and plk

i = 0.5 indicates
indifference between xl and xk.

Classically, the process to find a solution for a GDM problem consists of an
alternative selection process, which is composed of two phases [15] (Figure 1).

1. Aggregation: In this phase experts’ preferences are combined by using an agge-
gation operator [34].

2. Exploitation: Here, a selection criterion [14, 16] is applied to obtain an alternative
or a subset of alternatives, as the solution for the GDM problem.

ALTERNATIVE SELECTION PROCESS

AGGREGATION
(Aggregation Operator)

EXPLOITATION
(Selection criterion)

Solution
alternative/sEXPERTS' 

PREFERENCES

Fig. 1 Selection process in GDM problems

When applying the selection process in a GDM problem solely, it may occur
that one or more experts feel that their opinions have not been taken into account
sufficiently to reach the solution achieved. This fact could imply that these experts
do not feel identified with the solution. There exist some situations in which it is
necessary a high agreement level among the participant experts. Therefore, it arises
the need of applying a CRP that introduces a new phase in the GDM resolution
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process with the aim of reaching a high level of agreement between experts before
making the decision.

Consensus can be defined as the agreement produced by the mutual consent be-
tween all members in a group or several groups [17, 18, 29]. A CRP is a dynamic and
iterative process, which is coordinated by a human figure known as moderator. The
moderator is responsible for supervising and guiding experts over the course of this
process [18]. Consensus should be understood as a process in which the final deci-
sion may not match the initial position of experts. Thus, experts might change their
preferences during several discussion rounds [29]. In the literature, there are many
consensus models for a wide variety of GDM frameworks [25]. Figure 2 shows a
general CRP scheme followed by many of these models. Its main phases are intro-
duced below [23, 24]:

1. Gathering Preferences: Each expert ei provides his/her preferences on X (e.g. by
means of a fuzzy preference relation).

2. Determine Degree of Consensus: The moderator calculates the degree of agree-
ment, cr, reached in the group. Such a degree can be a value of the interval [0,1]
(where the value 1, indicates a full or unanimous agreement between all experts
over all alternatives)1. Different consensus measures [25] can be utilized in order
to calculate the cr. Such measures are often based on the use of: (i) metrics to
calculate degrees of similarity between preferences of experts, and (ii) aggrega-
tion operators that obtain the degree of consensus in the group by aggregating
similarity values [23, 24].

3. Consensus Control: The consensus degree cr is compared with a minimum con-
sensus threshold, μ ∈ [0,1]. The value of μ is previously established by the group.
If cr > μ , then consensus has been reached and after that the group can proceed
to the selection phase; otherwise, the CRP must go on with another discussion
phase.

4. Generate Feedback Information: The moderator calculates the group collective
preference, Pc, by aggregating the individual preferences of the experts. On the
basis of Pc, he identifies those experts ei whose assessments plk

i are farthest to
consensus, and advises them how to modify their assessments to increase the con-
sensus degree in the following round (by indicating each expert whether he/she
should increase or decrease the value of each assessment). Each recommendation
is a triplet with three elements (ei,(xl ,xk),Direction), which shows that the ex-
pert ei, should modify the assessment plk

i , in the direction given by the argument
Direction ∈ {Increase,Decrease}.
Normally, the consensus process implies the need that experts accept to review

and modify, in some degree, their opinions on the basis of the recommendations
received, with the aim of bringing their opinions closer to the rest of the group.
Based on this, it can be assumed that they should accept a priori a collaboration

1 Consensus degrees are normally based on aggregation of similarity values between ex-
perts’ assessment. Such values belong to the unit interval, hence the resulting agreement
values are computed in [0,1].
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Fig. 2 General CRP scheme

contract [29]. Nevertheless, in large groups, in which normally there are many ex-
perts with different aims, it might occur that some experts do not cooperate modify-
ing their assessments as they should do according to the received recommendations,
thus breaking the collaboration contract because their own interests outweigh group
ones [24]. This chapter considers an expert as cooperative when the group interests
outweigh his/her own interests, therefore he/she is willing to change his/her initial
opinion. Conversely, an expert is considered as non-cooperative when his/her own
goals outweigh group interests, and is not willing to change his/her opinion. This
chapter aims at identifying and dealing with the latter type of behaviors. Notwith-
standing, there are different proposals, revised in the following subsection, which
have already attempted to manage this kind of behaviors. They present important
limitations which serve as motivation for our proposal presented in section 3.

2.2 Related Works

In order to solve the shortcoming of experts that break the collaboration contract,
trying to strategically deviate the solution for classical GDM problems, Yager pro-
posed in [30] an approach to penalize them. This proposal firstly identifies experts
with more drastic opinions (e.g. experts who show a full preference on one alter-
native and a null preference on the rest of them) as experts with a strategically ma-
nipulative pattern of behaviors. After the non-cooperative experts are identified, this
approach completely discards the information associated to the preferences of these
experts, who are directly excluded from the GDM problem resolution process. This
approach might be considered completely drastic, in the sense that it completely
eliminates the information associated to the experts whose preferences have been
identified as strategically manipulated opinions.
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Attempting to solve this issue, Mata et al. [35] extended the previous approach to
deal with strategically manipulated preferences in CRPs, assigning experts a weight
based not only on drastic opinions, but also on identifying those experts who did not
obey the advice received.

More recently, Palomares et al. presented in [24] a methodology, where all ex-
pert’s opinions have an importance weight wi ∈ [0,1]. If an expert’s opinion is far
from consensus and he/she does not cooperate to bring his/her opinion closer to
the group opinion at a given round, his/her weight is decreased. Otherwise, his/her
weight keeps invariant. These weights are used to calculate the consensus opinion,
given by Pc, in the CRP. In this case, all experts keep taking part during the CRP
to some degree, although the opinions of those experts who cooperate, are taken
into account to a higher degree than the opinions of experts that do not cooperate.
However, if an expert’s opinion is penalized at a CRP round, by assigning him/her
of a low weight, such a weight cannot be increased at later consensus rounds, even
though the expert changes his/her behavior and decides to cooperate again in subse-
quent discussion rounds [24].

Considering that sometimes, non cooperating in a particular consensus round
might be a negotiation strategy, it is necessary that opinions of experts with non-
cooperative behavior at some specific rounds only can recover their importance if
their behavior is significantly improved afterwards. Palomares et al. proposed in
[31], a CW-based methodology to assign experts importance weights depending
on their behavior at a given consensus round. Thus, if an expert did not cooper-
ate at a previous consensus round, but he/she cooperates in the current one, his/her
opinion may recover the importance previously lost to calculate the group opinion.
However, the experts’ weights are computed based on their behavior at a given con-
sensus round only, not taking into account the evolution of their behavior since the
beginning of the CRP.

2.3 Computing with Words for Reasoning Processes

Human beings use linguistic terms to communicate, explain and understand their
surroundings. On the other hand, machines such as computer systems require more
complex symbols [36]. One of the most extended proposals to establish an un-
derstandable communication gateway between humans and computers, is the CW
paradigm [4], which was proposed by Zadeh and it is based on fuzzy sets theory [6].
This methodology gives a framework where the concepts can be modelled by means
of fuzzy sets, so that they can be easily understood by both machines and humans.

A key concept in computing with words is the linguistic term. We can define a
linguistic term as a word or a phrase in natural language which is used to express
the value of an attribute [7, 8, 9]. For instance, let us consider an attribute called
distance, comprehended as the size of the gap between two places2. Some possible
linguistic terms to express the value of this attribute could be: “very close”, “close”,

2 Definition of “Distance” in http://wordnetweb.princeton.edu/

http://wordnetweb.princeton.edu/
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Words Vocabulary NumbersFuzzy Sets

HUMAN COMPUTER
SYSTEM

Fig. 3 Paradigm of man-machine understanding. (Taken from [36])

1

0

Very Close Close Far Far Away

Y

Fig. 4 Different linguistic terms for the attribute distance

“far”, “far away”. Thus, humans can easily understand and reason over their envi-
ronment with the help of linguistic terms (see Figure 3).

Given the ambiguous and vague nature inherent to the values associated to the
linguistic terms, fuzzy sets are a useful tool to formalize the concepts associated
to them, thus allowing the comprehension and development of computational pro-
cesses over these concepts by computers (see Figure 4). If P is a linguistic term (i.e.
“close”) of a vocabulary associated with the attribute A (i.e. distance), then P can be
expressed as a fuzzy subset in the domain Y ⊆ R of A. Given a value y ∈ Y , μP(y)
shows the compatibility degree of the value y with the linguistic term P.

The choice of a linguistic term vocabulary to describe the attributes, as well as
definition of the associate meaning of these terms is a human task. For instance,
humans should facilitate to the computer the linguistic terms that will be used, as
well as, theirs semantics given by fuzzy sets.

3 Managing Non-cooperative Behaviors in Large Scale GDM
by Using CW and Hyper-Similarity

In order to prevent the bias and manipulation of CRPs carried out for the resolution
of large-scale GDM problems, in which experts’ own goals and interests are harder
to detect, it is necessary to identify and manage the non-cooperative behaviors they
might adopt.

This section presents a novel methodology to deal with the shortcomings caused
by different patterns of non-cooperative expert behaviors in CRPs carried out for the
resolution of large-scale GDM problems. Such a methodology extends the one pre-
sented in [31]. It also deals with some of the drawbacks that arose in the approaches
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presented in [24, 30, 31] (see Section 2.2). More specifically, our approach is char-
acterized by the following features:

• Unlike Yager’s approach, in which penalized experts may completely lose their
importance, here we take into account experts’ preferences across the CRP to a
variable degree, depending on their behavior.

• Opinions of non-cooperative experts in an specific round can recover importance
if they adopt a more cooperative behavior in the following rounds.

• The overall expert’s behavior since the beginning of the discussion process is
taken into account.

The methodology is composed by two phases, which will be developed in the
following subsections in further detail: (i) a Cooperativeness Measurement phase,
and (ii) a Behavior Management phase. Straightaway, this methodology will be in-
tegrated in the general CRP scheme (see Figure 5).

Experts

Problem

Alternatives

Consensus 
Control

Feedback Generation

Determine Degree of 
Consensus

Gathering
Preferences

Moderator

Selection 
Process

Feedback

Non-Cooperative
 Behavior

Management 

Preferences

t >1 t = 1

Cooperation 
Coefficients

Cooperativeness 
Membership 

Degrees

Amplification 
Function 

Computation

Experts weighting

Weights 
normalizing

Cooperativeness Measurement

Behavior Management

Fig. 5 Integration of the non-cooperative behavior management methodology in the general
CRP scheme

3.1 Cooperativeness Measurement Phase

In order to manage experts who present a non-cooperative behavior in large groups,
it is firstly necessary to identify them. In this subsection, we define a coefficient
that indicates the type of behavior adopted by each expert at a given discussion
round. This coefficient is based on the degree of commitment of the collaboration
contract amongst experts [29], given by the extent to which they applied changes on
preferences based on the feedback received.
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Definition 1. Let #ADVt
i be the number of advices provided to ei, advising him/her

to modify some of his/her assessments plk
i at the beginning of the CRP round t ≥ 2,

and let #ACPt
i be the number of advice that ei accepts to modify in accordance with

the feedback received. The Cooperation Coefficient CCt
i ∈ [0,1] of ei at round t is

then defined as follows:

CCt
i =

{

1 if �ADVt
i = 0,

�ACPt
i

�ADVt
i

otherwise.
(1)

The value of CCt
i , represents the degree to which an expert modifies his/her opinions

bringing them closer to consensus, as suggested by the advice he/she received. The
larger the value of CCt

i , the more cooperative ei’s behavior regarding this issue.
Notice that if an expert does not receive any advice at a given round, this means
that all of his/her assessment values are close enough to consensus, therefore we
consider that CCt

i = 1 in this case.
The relevance of cooperation varies across the CRP. For example, at the begin-

ning of the CRP, it is usual that experts’ opinions might be more distant from each
other. Therefore, the level of required cooperation is different than that at the final
rounds of the CRP. After several rounds, expert opinions are closer and, conse-
quently, it is necessary to reach consensus before carrying out an excessive number
of discussion-rounds. In order to properly model the meaning and the relevance of
cooperativeness over the course of the CRP, we use the CW paradigm as follows.

Definition 2. Let COOP be a fuzzy set, associated to the linguistic term coopera-
tive. This fuzzy set models the meaning of cooperativeness by means of a semi-
trapezoidal increasing membership function μCOOP(y):

μCOOP(y) =

⎧

⎨

⎩

0 if y < α ,
y−α
β−α if α ≤ y < β ,

1 if y ≥ β .
(2)

being α,β ,y ∈ [0,1],α < β . We then define the Cooperativeness Membership De-
gree, μCOOP(CCt

i ), which indicates the degree of membership of the cooperation
coefficient (CCt

i ) to the linguistic term cooperative.

The membership function of COOP may change at each consensus round to be-
come more restrictive with the concept of cooperativeness as the CRP goes on. The
following example illustrates this aspect in detail.

Example 1. Consider a fuzzy set COOP, whose membership function parameters
have the initial values α=0.2 and β =0.5 at the beginning of the CRP. After the fourth
consensus round, the value of both parameters will be increased by 0.1 per round,
until each one of them reaches a value of 1. Thus, the approach is more restrictive
with the behavior of experts as the CRP progresses. Figure 6 illustrates this process.
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Fig. 6 Evolution of the fuzzy membership function associated to the linguistic term “coop-
erative” across the CRP (from the 4th round onwards, values of parameters α,β increase by
0.1 per round)

3.2 Behavior Management Phase

Once it has been applied the cooperativeness measurement phase, the values of
μCOOP(CCt

i ), for each ei ∈ E , provide an insight of the experts who have non-
cooperative behavior at round t. Therefore, we are now in a position to take the
necessary actions on these experts in order to prevent the CRP manipulation by
them.

Here, it is proposed a flexible approach to manage experts’ opinions, so that their
importance weights increase or decrease attending to their behavior across the CRP.
This approach extends the work presented in [31], therefore it is necessary to firstly
introduce the weight computation methodology utilized in such a work.

Proposition 1. [31] Once it is computed μCOOP(CCt
i ), the weight of ei at round t is

calculated as follows:

wt
i =

{

1 if t = 1,
μCOOP(CCt

i ) otherwise.
(3)

Such weights are normalized to facilitate computations:

ŵt
i =

wt
i

∑n
1 wt

i
(4)

An example that illustrates this approach to compute each expert’s weight is shown
below.

Example 2. Let us Suppose a set of three experts, E = {e1,e2,e3}, who are taking
part in a CRP and each expert may adopt one out of these three different behaviors:

• Full cooperation. Experts always cooperate along the CRP. This is e1’s behavior.
• Half cooperation. In this case, experts with this behavior, cooperate obeying only

a half of their feedback advice received. e2 has this type of behavior.



108 F. José Quesada, I. Palomares, and L. Martı́nez

• Alternation of null and full cooperation. Experts with this behavior, alternate null
and full cooperation, disobeying all their feedback advice in a specific round and
obeying all of them in the following round. e3 follows this behavior pattern.

At the beginning, all experts’ opinions have the same importance because no
feedback has been yet generated, therefore it is assigned to them the maximum
weight at the first round, wt

i = 1 (see Eq.(3)). Once they receive the feedback ad-
vice and modify their assessments, their weights are recalculated according to their
behavior by computing the cooperation coefficient, CCt

i and applying Eq. (3) to cal-
culate μCOOP(CCt

i ), as explained in the detection phase (Section 3.1). Let us assume
that the non-normalized and normalized weights, wt

i and ŵt
i , of each expert along

the CRP, are the ones shown in Table 1.

Table 1 Example of expert opinion weights along the CRP

Rounds
Experts et

1 et
2 et

3

t wt
1 ŵt

1 wt
2 ŵt

2 wt
3 ŵt

3
1 1 0.33 1 0.33 1 0.33
2 1 0.66 0.5 0.33 0 0
3 1 0.4 0.5 0.2 1 0.4
4 1 0.66 0.5 0.33 0 0
5 1 0.4 0.5 0.2 1 0.4

e1, presents the most cooperative behavior during all the CRP, and wt
1 = 1, ∀t,

hence he/she is assigned the highest ŵt
i at each round of the CRP. e2, has always

wt
2 = 0.5, therefore his/her opinion weight is smaller than that of e1. The behavior

of e3, is more variable from one round to another, because he/she alternates full and
null cooperation along the rounds of the CRP. Here we can see, how at t = 2, e3

does not cooperate at all, therefore wt
3 = 0 and ŵt

3 = 0. On the other hand, in the
third round, t = 3, e3 decides to cooperate bringing all his/her assessments closer to
the rest of the group. Thus, wt

3 = 1 and ŵt
3 = 0.4. At this point, e3 has completely

recovered the importance of his/her opinion. This pattern of varying behavior is
repeated again in the fourth and fifth rounds, as we can observe in Table 1.

This proposal allows that experts can recover the importance of their opinions if
they improve their behavior between two consecutive CRP rounds. Nevertheless, it
may be possible that after several rounds, some experts attempt to use the weight re-
striction to bias the GDM problem solution. For example, by comparing the weight
values of experts e1 and e3 in Example 2, we can see that e1 has full coopera-
tion across the whole CRP, while e3 alternates null and full cooperation. This kind
of behavior entails that the weight of e3, in those rounds in which he/she cooper-
ates, has the same influence to calculate the consensus opinion as the weight of e1,
who cooperates constantly throughout all the CRP. At certain rounds of the CRP, e3

might disobey the advice applying contrary changes as he/she has received, moving
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his position further from the consensus opinion. At the following round, e3 obeys
the advices and changes all the corresponding assessments accordingly. Acting this
way, allows e3 that after several rounds, his/her opinion is brought closer to his/her
initial position again and the consensus opinion moves closer to e3’s position, due
to the high importance weight given by his/her cooperative behavior at the previ-
ous round, like e1, even though he/she does not fully cooperate during all the CRP
like e1 does. The effect of e3’s varying behavior is illustrated in Figure 7. This il-
lustration has been made using a graphical monitoring tool to represent a group of
experts’ preferences [37].

For this reason, it seems necessary to take into account not only each expert’s
behavior at each discussion round, but also how the overall behavior of an expert
evolves along the CRP since its beginning. To do so, we will consider the ideas

e1

e2

e3

Pc

Opinion of Expert 1

Opinion of Expert 2

Opinion of Expert 3

Collective Preference

Change Advices 

Opinion of Expert 1 after changes

Collective Preference after changes

Opinion of Expert 2 after changes

Opinion of Expert 3 after changes

e1

e2

e3

Pc

Fig. 7 Example of behavior that attempts to manipulate the CRP, adopted by e3
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expounded by Yager and Petry in [32], where they use hyper-similarity matching to
facilitate intuitive decision making.

They suggest that when alternatives are assessed according to certain attributes,
those attributes for which an alternative takes an extreme value, should be given a
higher importance in the decision making process. For example, for an extremely
heavy person, its weight attribute will play an important role in characterizing the
weight than in the case of a person with an average weight (i.e. the number of people
and the average weight that can be in an elevator). Thus, the focus of their proposal
is the effect of these extreme values in amplifiying the effect of the attribute in the
characterization of the decision situation.

Definition 3. [32] Let mi(S1) indicate the amplification effect associated with an
attribute Ai for situation S1, denoted as follows:

mi(S1) = f (Dev(Ai(S1))) (5)

Yager and Petry use Dev(Ai(S1)) to indicate the deviation of Ai(S1) from normal.
The function f:[0,∞) has the following properties

1. f(0)=1
2. f(a) ≥ f(b) if a > b; f is monotonic

In our case, inspired by Yager’s penalizing proposal to apply an amplification
effect, we aim at reinforcing an expert’s weight based on the closeness between
his/her preferences and the group opinion. Such an amplification effect will be also
taken into account to calculate the expert’s opinion weight. Thus, in situations when
several experts’ opinions have the same importance weight at the current round t
(e.g. e1 and e3 at round t = 5, see Example 2), the opinions of an expert which
are closer to the group opinion Pc should receive a higher importance, hence the
amplification effect should be higher. On the other hand, if the expert’s opinion is
far from the collective opinion, he/she should have a lower amplification effect, i.e.
the resulting importance of his/her opinion should be smaller.

If the expert’s opinion position throughout the consensus rounds is close to the
group opinion, it means that either this expert is having a cooperative behavior dur-
ing the CRP or his/her opinions are close enough to consensus, therefore most of
his/her assessments do not need to be modified. Otherwise, if an expert’s opinion
moves further from the group opinion at some stage, it means that this expert is
having a non-cooperative behavior.

Definition 4. Let rt
i be the rate of ei’s assessments plk

i which are close to consensus
at round t. rt

i ∈ [0,1] is defined as follows:

rt
i = 1− �ADVt

i

n(n− 1)
(6)

Such a rate must be assigned a greater value if ei has received a lower amount
of advice at round t, and vice versa, thus giving a rough insight on how close an
expert assessments are to consensus at each round. On the one hand, when #ADVt

i
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is smaller, the opinion of ei might be close to Pc. On the other hand, if the value of
#ADVt

i is closer to the total number of assessments provided by ei, n(n− 1), then it
means that the opinions of ei are rather far from consensus, hence most of his/her
assessments need to be modified. To sum up, the value of rt

i gives us an insight on
the degree of proximity between an expert’s opinion and the collective opinion, Pc.

Definition 5. Once rt
i is computed, and based on Yager’s ideas stated above, an

amplification function m(rt
i ) is defined as:

m(rt
i ) = rt

i + 1,m(rt
i) ∈ [1,2] (7)

After the m(rt
i) calculation, we compute the weights of experts’ opinions as:

wt
AMPi

=
m(rt

i)μCOOP(CCt
i )

2
, (8)

here it is necessary divide by 2 to bound wt
AMPi

to the unit interval, being wt
AMPi

∈
[0,1].

Finally, we re-normalize experts’ weights to allow the recovery of opinion im-
portance (see Proposition 1):

ŵt
AMPi

=
wt

AMPi

∑n
1 wt

AMPi

(9)

Let us illustrate this weight computation method in the example shown below.

Table 2 Example of expert opinion weights along the CRP after applying amplification
function

et
1 et

2 et
3

t μCOOP m(rt
i) wt

AMP1
ŵt

AMP1
μCOOP m(rt

i ) wt
AMP2

ŵt
AMP2

μCOOP m(rt
i) wt

AMP3
ŵt

AMP3

1 1 1 1 0.33 1 1 1 0.33 1 1 1 0.33
2 1 1.5 0.75 0.67 0.5 1.5 0.375 0.33 0 1.5 0 0
3 1 1.75 0.875 0.46 0.5 1.70 0.425 0.22 1 1.2 0.6 0.32
4 1 1.85 0.925 0.68 0.5 1.80 0.45 0.32 0 1.4 0 0
5 1 1.95 0.975 0.49 0.5 1.85 0.4625 0.23 1 1.1 0.55 0.28

Example 3. Suppose the same situation as Example 2, but in this case, using our
weight management scheme based on Yager’s amplification function. Thus, we have
three experts who have different behaviors (e1 cooperates always, e2 cooperates all
the consensus rounds obeying only half of the advices received, and e3 alternates full
and null cooperation along the CRP). Table 2 shows the weights assigned to experts,
being in this case computed from μCOOP(CCt

i )
3 and m(rt

i) values, thus giving the
same importance to the degree of cooperation and the expert opinion position with
respect to the consensus opinion.

3 Being μCOOP(CCt
i ) expressed in the table as μCOOP for the sake of space.
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As we can see in Table 2, e1 has always the highest weight because he/she co-
operates over the course of the CRP, so just as the CRP progresses, his/her opinion
will be closer to the group’s opinion and therefore his/her amplification value mt

i
will be higher. Regarding e3’s behavior, we can appreciate how its weight is smaller
as his/her opinion moves further from the collective opinion. For instance, compar-
ing rounds 3 and 5, we can see how its weight decreases in favour of experts that are
closer to the group’s opinion, hence its strongly variable behavior is now penalized
more accordingly. We can see graphically in Figure 8 how the importance of expert
opinions evolves across the CRP rounds.
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Opinion of Expert 1

Opinion of Expert 2

Opinion of Expert 3

Collective Preference

Change Advices 

Opinion of Expert 1 after changes

Collective Preference after changes
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Opinion of Expert 3 after changes

e1

e2

e3

Pc

Fig. 8 Example of management non-cooperative behaviors using this proposal
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3.3 Integration of the Methodology in the General CRP Scheme

Once it has been defined the cooperativeness measurement and behavior manage-
ment phases, it is possible to describe in detail the complete scheme of this proposal
(see Figure 5).

In the evaluation phase it is computed the cooperation coefficient CCt
i and the

cooperation membership degree μCOOP(CCt
i ). Once all experts’ cooperation coeffi-

cients have been computed, we can know the experts’ behaviors in the current CRP
round, therefore we can start the management phase.

In the management phase, a weight is assigned to each expert depending on
his/her behavior. On the one hand it is computed an amplification value which will
strengthen or attenuate the expert’s importance opinion according to the positions of
his/her preferences with respect to the position of the group’s opinion. After comput-
ing amplification values and taking into account the cooperativeness degrees which
have been computed in the detection phase, we can calculate expert’s weights wt

AMPi
.

After that, it is necessary to normalize these weights to allow weight recovery along
the consensus rounds. Thus, we obtain the normalized weights of all experts, ŵt

AMPi
,

which will be used to calculate the collective preference.
In order to integrate the two phases in the general CRP scheme (Figure 2), it is

necessary to have, at each round t, the updated expert assessments and change rec-
ommendations sent in the feedback at the end of the previous round, t −1. For these
reasons, this module is firstly applied at the second round of the CRP, because we
need the change recommendations of round t − 1, in this case round 1. Thus, at the
first round all the opinions of experts have the same importance because no experts
have been assigned any behavior yet. At subsequent consensus rounds, the weights
computed will be used to calculate the collective preference, Pc (see Figure 5).

4 Illustrative Example

In this section it is presented an illustrative example which shows the application
of the approach presented in this contribution, in order to clarify how it affects in
a real CRP for the resolution of a large-scale GDM problem. First of all, the GDM
problem and the necessary parameters are introduced and described in detail.

An enterprise committee formed by 30 experts of the different company branches,
E = {e1, ...,e30} must reach an agreement about the investment of 100000$ for the
company improvement. There are four possible proposals, X = {x1,x2,x3,x4}:

• x1: TV marketing campaign.
• x2: Research and development.
• x3: Replace old production machines.
• x4: Develop a new corporative software.

Experts express their assessments, plk
i , over pairs of alternatives, by using fuzzy

preference relations. The minimum level of agreement required is μ =0.85. Re-
garding the membership function of the fuzzy set COOP to define the meaning of
cooperativeness across the CRP, its initial parameter values and the way such val-
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ues evolve to become more restrictive, we consider the settings previously shown in
Example 1 and Figure 6.

Experts present different patterns of behavior, which have been modelled by us-
ing a recently developed simulation framework so-called AFRYCA [25]:

• Cooperative(experts e1 −e21): These experts always apply all changes suggested
on their asssessments, as indicated in the feedback they receive along the whole
CRP.

• Manipulative(expert e22): this expert alternates null and full cooperation across
the CRP in order to manipulate the CRP solution.

• Non-Cooperative(experts e23): this expert disobeys always, i.e. he/she does not
change his/her assessments at all as it is indicated in the feedback.

• Undefined(experts e24−e30): the behavior of these experts can change across the
CRP, applying or ignoring changes suggested to a variable degree.

This example has been executed on a multi-agent based consensus support sys-
tem [38] and the results of applying it according to the different approaches will be
reviewed in the following subsections. First of all, the results obtained by applying
the example on the proposal described in Section 3 are shown. Afterwards, the ex-
ample will be run by applying proposals [24] and [31]. In section 4.2, a comparison
of the results after executing the three proposals is shown. In order to facilitate the
results’ interpretation, a graphical representation of preferences has been generated
for all the cases by using the monitoring tool MENTOR introduced in [37].

4.1 Results Based on the CW and Hyper-Similarity Proposal

Table 3 shows the consensus degree per round and the necessary information to
calculate expert’s opinion importance, ŵt

AMPi
, across the CRP (see Sections 3.1 and

3.2). Notice that this table shows the results associated to a representative set of
experts only, over which we can describe what happens attending to the different
behaviors previously introduced.

In order to compute ŵt
AMPi

we take into account both the behavior μCOOP(CCt
i ),

and the proximity to the Pc, given by m(rt
i). For this reason, although several experts

have the same behavior, their opinions might have different importance, if their
distance to Pc are different.

Once these aspects have been clarified, we start to analyze Table 3.
Experts e1,e7 and e16 represent experts with cooperative behavior. They always

accept all their advices, �ACPt
i = �ADVt

i , so their μCOOP(CCt
i ) have always the high-

est value 1. Nevertheless, in order to have the highest ŵt
i it is also necessary to be

close to Pc. e7 does not receive any advice, �ADVt
7 = 0,∀t, therefore it means that e7’s

opinion is very close to Pc, thus he/she has the highest amplification value, m(rt
7) = 2.

He/she always has the highest value ŵt
i in the group. On the other hand, e16 is far from

Pc, therefore he/she has to change some of his/her assessments, e.g. �ADV 2
16 = 12,
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Table 3 Values of representative experts across the CRP

t 1 2 3 4 5 6 7
Conensus Degree 0.6714 0.7153 0.7572 0.7766 0.8099 0.8383 0.8534

α 0.2 0.2 0.2 0.3 0.4 0.5
β 0.5 0.5 0.5 0.6 0.7 0.8

e1

#ADV t
1 6 6 5 4 5

#ACPt
1 6 6 5 4 5

μCOOP(CCt
1) 1 1 1 1 1

m(rt
1) 1.5 1.5 1.583 1.666 1.583

wt
AMP1

0.75 0.75 0.791 0.833 0.791
ŵt

AMP1
0.333 0.397 0.339 0.38 0.424 0.410

e7

#ADV t
7 0 0 0 0 0

#ACPt
7 0 0 0 0 0

μCOOP(CCt
7) 1 1 1 1 1

m(rt
7) 2 2 2 2 2

wt
AMP7

1 1 1 1 1
ŵt

AMP7
0.333 0.529 0.453 0.48 0.509 0.518

e16

#ADV t
16 12 11 8 7 7

#ACPt
16 12 11 8 7 7

μCOOP(CCt
16) 1 1 1 1 1

m(rt
16) 1 1.833 1.333 1.416 1.416

wt
AMP16

0.5 0.541 0.666 0.708 0.708
ŵt

AMP16
0.333 0.264 0.245 0.320 0.360 0.367

e22

#ADV t
22 6 6 6 8 9

#ACPt
22 0 6 0 8 0

μCOOP(CCt
22) 0 1 0 1 0

m(rt
22) 1.5 1.5 1.5 1.333 1.25

wt
AMP22

0 0.75 0 0.666 0
ŵt

AMP22
0.333 0 0.339 0 0.339 0

e23

#ADV t
23 6 6 6 6 6

#ACPt
23 0 0 0 0 0

μCOOP(CCt
23) 0 0 0 0 0

m(rt
23) 1.5 1.5 1.5 1.5 1.5

wt
AMP23

0 0 0 0 0
ŵt

AMP23
0.333 0 0 0 0 0

e24

#ADV t
24 6 6 6 6 6

#ACPt
24 3 4 3 1 3

μCOOP(CCt
24) 1 1 0.666 0 0

m(rt
24) 1.5 1.5 1.5 1.5 1.5

wt
AMP24

0.75 0.75 0.5 0 0
ŵt

AMP24
0.333 0.397 0.339 0.24 0 0
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hence although μCOOP(CC2
16)= 1, his/her amplification value is very low, m(r2

16)= 1.
Nevertheless, given her cooperating behavior pattern across the CRP, �ADVt

16 will
decrease over time (e.g. �ADV 4

16 = 8, �ADV 5
16 = 7) and his/her opinions will take more

importance as the CRP goes on (w2
16 = 0.5,w4

16 = 0.666,w5
16 = 0.708).

Manipulative behavior pattern is presented by e22. In this case, the expert alter-
nates null and full cooperation (�ADV 1

22 = 6, �ACP2
22 = 0.�ADV 3

22 = 6, �ACP4
22 = 6.)

in order to deviate the collective opinion in his favor, Pc, towards opinion position.
Nonetheless, with this kind of behavior, at rounds in which he does not cooperate,
his opinion is still far to the Pc and his/her amplification value decreases over time
(m(r5

22) = 1.333,m(r6
22) = 1.25).

The non-cooperative is another type of behavior that can be adopted, in this case by
(e23). This expert does not cooperate across the CRP (i.e. �ADV 2

23 = 6, �ACP2
23 = 0).

For this reason, he/she always has the minimum possible value (ŵ2
23 = ŵ3

23 = ŵ4
23 =

ŵ5
23 = ŵ6

23 = 0). Thus, his/her opinion is not taken into account to compute the Pc.
Finally, the undefined behavior (e24 and e30) consists in cooperating and non

cooperating in an alternative way across the CRP. For instance, e24 only mod-
ifies some assessments, (e.g. �ACP4

24 = 3, �ADV 4
24 = 6). Thus, he/she will have

μCOOP(CC4
24) = 0.666 according the α and β values at t = 4.

4.2 Performance Analysis

Once we have reviewed the illustrative example data on this contribution’s approach,
we solve this GDM problem with the other two proposals introduced in [24, 31].

Table 4 Proposals comparison

Non-Cooperative Experts [24] [31] Current Proposal

Participate during all the process Yes Yes Yes
Expert’s opinion can recover importance No Yes Yes

Takes into account the behavior across the CRP No No Yes

In [24], it is assigned to experts a weight according to their distance to Pc, being
weights values between 0 and 1. In this proposal, experts whose opinion have lost
importance can not recover it anymore. On the other hand, [31] allows the impor-
tance recovery. In this case, experts with the most cooperative behavior, always have
the highest importance, because the weighting of opinions is done attending the co-
operation coefficient. It is pointed out again that, in the proposal introduced in this
chapter, it is possible for experts to partially recover their importance if their behav-
ior improves. Moreover, the importance of experts’ opinions is computed based on
the degree of cooperation and the distance to Pc.

In order to analyze our results easily, we have used [37] to extract the asso-
ciate images to the example application data. Figure 9 shows several representative
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Table 5 Weight values of MENTOR comparison

t 1 2 3 4 5 6 7

e1

Palomares et al.[24] 1.0 0.3137 0.3137 0.3137 0.3137 0.3137 0.3137
Palomares et al. [31] 0.0333 0.0379 0.0347 0.0380 0.0396

Current proposal 0.333 0.397 0.339 0.38 0.424 0.410

e7

Palomares et al.[24] 1.0 0.8594 0.7489 0.7489 0.7206 0.7206 0.7206
Palomares et al. [31] 0.0333 0.0379 0.0347 0.0380 0.0396

Current proposal 0.333 0.529 0.453 0.48 0.509 0.518

e16

Palomares et al.[24] 1.0 0.0041 0.0041 0.0041 0.0041 0.0041 0.0041
Palomares et al. [31] 0.0333 0.0379 0.0347 0.0380 0.0396

Current proposal 0.333 0.264 0.245 0.320 0.360 0.367

e22

Palomares et al.[24] 1.0 0.0 0.0 0.0 0.0 0.0 0.0
Palomares et al. [31] 0.0333 0.0 0.0347 0 0.0396

Current proposal 0.333 0 0.339 0 0.339 0

e23

Palomares et al.[24] 1.0 0.2030 0.0 0.0 0.0 0.0 0.0
Palomares et al. [31] 0.0333 0.0 0.0 0.0 0.0

Current proposal 0.333 0 0 0 0 0

e24

Palomares et al.[24] 1.0 0.2712 0.1172 0.1172 0.1087 0.1087 0.1087
Palomares et al. [31] 0.0333 0.0379 0.0347 0.0042 0.0352

Current proposal 0.333 0.397 0.339 0.24 0 0

rounds for the different proposals whose general features are compared in Table 4,
and the experts’ weights computed throughout the CRP are summarized in Table 5.

• Round 1: the results here are similar for the three proposals. We can see the
positions of expert opinions and Pc position (P).

• Round 3: it shows how experts are moving their opinions since the beginning of
the CRP.

• Consensus achieved: this is the round when experts reach consensus. In [24]
consensus is reached at round 9, in [31] it is reached at round 6 and the proposal
of this contribution achieves consensus at round 7.

A further analysis of Figure 9 shows in our proposal that:

• Some experts remain far from the consensus opinion due to their non cooperative
behavior at several consecutive rounds.

• The position of consensus strongly reinforces the opinions of highly cooperating
experts.

We can conclude that using the proposal issued in this chapter the experts’ opinions
with an overall cooperative behavior throughout the CRP have more importance
than in the other two approaches.
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Fig. 9 MENTOR comparison images

5 Concluding Remarks and Future Works

The more experts take part in a CRP for a GDM the more possibility of some of them
try to manipulate the CRP to their own interests. Different approaches in the literature
were issued to address this problem, however none of them consider the change of
behavior of these experts across the CRP. Therefore, in this chapter it has been intro-
duced a new approach to detect and manage non-cooperative behaviors in large-scale
GDM problems that use the CW paradigm in order to facilitate the management of
changing behaviors across the whole consensus reaching process providing a more
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flexible and fair negotiation framework. The approach has been integrated in a con-
sensus model and applied to an illustrative example that shows its performance and
advantages over other previous approaches to deal with different behaviors of experts.

The proposal presented in this chapter opens the door for future research in deci-
sion problems within the field of group recommender systems and social networks
among others, because of it will provide a ground to support negotiation processes
in large-scale group decision making problems in which biased solutions could be
achieved if non-cooperative misbehavior are not properly managed.

Acknowledgment. This research was supported by Research Project TIN-2012-31263 and
ERDF.
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A Type-2 Fuzzy Logic Approach for Multi-
Criteria Group Decision Making 

Syibrah Naim* and Hani Hagras 

Abstract. Multi-Criteria Group Decision Making (MCGDM) is a decision tool 
which is able to find a unique agreement from a group of decision makers (DMs) 
by evaluating various conflicting criteria. However, most multi-criteria decision 
making techniques utilizing a group of DMs (MCGDM) do not effectively deal 
with the large number of possibilities inherent in a domain with a variety of 
possibilities, different judgments, and ideas on opinions. In recent years, there has 
been a growing interest in developing MCGDM using type-2 fuzzy systems which 
provide a framework to handle the encountered uncertainties in decision making 
models. In addition, fuzzy logic is regarded as an appropriate methodology for 
decision making systems which are able to simultaneously handle numerical data 
and linguistic knowledge. In this paper, we will aim to modify the fuzzy logic 
theories based multi-criteria group decision making models to employ a suite of 
type-2 fuzzy logic systems in order to provide answers to the problems that are 
encountered in the real experts’ decision. In the proposed framework, we will 
present a MCGDM method based on interval type-2 fuzzy logic combined with 
intuitionistic fuzzy evaluation (from intuitionistic fuzzy sets). This combination 
handles the linguistic uncertainties by the interval type-2 membership function and 
simultaneously computes the non-membership degree from the intuitionistic 
evaluation. However, the interval values with hesitation index cannot fully 
represent the uncertainty distribution associated with the decision makers. Hence, 
we will present a final component of our framework employing general type-2 
fuzzy logic based approach for MCGDM which is more suited for higher levels of 
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uncertainties. In order to optimally find the type-2 fuzzy sets parameters 
(including interval type-2 and general type-2), we have employed the Big Bang 
Big Crunch (BB-BC) optimisation method. In order to validate the efficiency of 
the proposed systems in handling various DMs’ behaviour and opinion, we will 
present comparisons which were performed on two different real world decision 
making problems. As will be shown in the various experiment sections, we found 
that the proposed type-2 MCGDM based system better agrees with the users’ 
decision compared to type-1 fuzzy expert system and existing type-1 fuzzy 
MCDMs including the Fuzzy Logic based TOPSIS (Technique for Order of 
Preference by Similarity to Ideal Solution). In addition, we will show how the 
different type-2 fuzzy logic based MCGDM systems compare to each other when 
increasing the level of uncertainties where the general type-2 MCGDM will 
outperform the MCGDM based interval type-2 fuzzy logic combined with 
intuitionistic fuzzy evaluation which will outperform the MCGDM based on 
interval type-2 fuzzy sets. Hence, this work can be regarded as a step towards 
producing higher ordered fuzzy logic approach for MCGDM (HFL-MCGDM) 
which could be applied to complex problems with high uncertainties to produce 
automated decisions much closer to the group of human experts. 

Keywords: MCDM, Type-2 Fuzzy Logic, Intuitionistic Fuzzy Sets, BB-BC. 

1 Introduction 

Decision Making is the act of choosing between two or more courses of action and 
a thought process of selecting a logical choice from the available options [1,2]. It 
is regarded as a result of mental processes leading to a particular selection when 
surrounded by a number of alternatives, criteria, factors, variables, etc. [1,2]. 
Every decision making system produces the best and final outcomes after 
considering available options evaluated by a number of Decision Makers (DMs). 
According to MakeItRational (2013), the purpose of evaluation is to gain reliable 
information on the strengths, weaknesses and overall utility of each alternative and 
criterion [3]. The decision theory helps identify the alternative with the highest 
expected or ranking value. The produced results can be an action or an opinion.  

MCDM is the study of methods and procedures which is concerned with how 
multiple conflicting criteria can be formally incorporated not only in the 
management planning process, but in other areas such as medical decision and 
intelligent systems [4]. MCDM aims to provide a fine selection involving a 
number of alternatives, criteria, factors or variables. On the other hand, GDM 
deals with a decision making systems which considers the opinions of a group of 
experts whose decisions are subject to linguistic uncertainties. In GDM, there is a 
group of Decision Makers (DMs) try to aggregate all the individual preferences 
into collective preferences. According to Tindale (2013), groups are seen as 
superior to individuals as decision making entities when groups can represent a 
larger and more diverse set of perspectives and constituencies [5]. Thus, they tend 
to produce fairer decisions by providing “voice” or input from a greater portion of 
the body for which the decision is made [6,7,8]. Decision making could be 
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considered to include Multi-Criteria Decision Making (MCDM) and Group 
Decision Making (GDM) which is MCGDM. 

This paper aims to modify the higher ordered fuzzy logic theories based-multi-
criteria group decision making models to employ a suite of type-2 fuzzy logic 
systems including interval and general type-2 (generalisations of type-1 fuzzy logic 
system) [9] in order to provide answers to the problems encountered in the real 
experts’ decision. The presented suite of type-2 fuzzy MCGDMs employ various 
type-2 fuzzy sets that deal with the various levels of uncertainties. In the proposed 
framework, we will present a MCGDM method based on interval type-2 fuzzy logic 
combined with intuitionistic fuzzy evaluation (from intuitionistic fuzzy sets (IFS) 
[10]). This combination handles the linguistic uncertainties by the interval type-2 
fuzzy sets and simultaneously computes the non-membership degree from the 
intuitionistic evaluation. In addition, the interval type-2 fuzzy values are extended 
into intuitionistic values to evaluate the hesitation values that is lacking in type-2 
fuzzy systems. However, the interval type-2 values with hesitation index (from IFS) 
cannot fully represent the uncertainty distribution associated with the decision 
makers. Hence, we will present a general type-2 fuzzy logic based approach for 
MCGDM which is better suited for higher levels of uncertainties. In order to 
optimally find the third dimension of type-2 fuzzy sets (including interval type-2 and 
general type-2), the Big Bang Big Crunch (BB-BC) [11,12] optimisation method is 
employed, which has low computation overhead and fast convergence. 

In order to validate the efficiency of the proposed systems in handling various 
DMs’ behavior and opinion, comparisons were performed on two different real 
world decision making problems. The first involved employing intelligent decision 
making systems to select the preferred lighting level during reading where we 
carried out various experiments in the intelligent apartment (iSpace) located at the 
University of Essex involving 15 users. The second problem concerned the 
assessment of the best location for postgraduate study (the evaluation involved 10 
candidates who were asked to determine their preferred location of postgraduate 
study). As shown in the various experiment sections, we found that the proposed 
type-2 MCGDM based system better agrees with the users’ decision compared to 
type-1 fuzzy expert system and existing type-1 fuzzy MCDM including the Fuzzy 
Logic based TOPSIS (Technique for Order of Preference by Similarity to Ideal 
Solution). In addition, it is shown how the different type-2 fuzzy logic based 
MCGDM systems compare to each other when increasing the level of uncertainties. 
It will be shown that the general type-2 MCGDM outperform the MCGDM based 
interval type-2 fuzzy logic combined with intuitionistic fuzzy evaluation which 
outperform the MCGDM based on interval type-2 fuzzy sets.  

This paper is divided into seven parts. In part II, an overview of Fuzzy MCDM 
is explained. Part III covers the theoretical background for this research. In part 
IV, the proposed HFL-MCDGM systems (including interval type-2 fuzzy logic 
with hesitation index and general type-2 fuzzy logic based approach) are 
demonstrated. The optimal type-2 fuzzy sets (including interval type-2 and general 
type-2) also have been presented by using Big Bang-Big Crunch (BB-BC) 
algorithm in part V. Part VI gives all results and part VII concludes this research 
by highlighting the outcome from this paper and includes the future endeavours. 
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2 Fuzzy Multi-Criteria Group Decision Making 

Nowadays, MCGDM contributes massively to a group decision makers’ 
evaluation. However, the comprehension, analysis and support of the process 
becomes increasingly difficult due to the ill-structured, dynamic environment and 
the presence of multiple DMs since each one carries their own viewpoint on the 
way the problem should be handled and regarding how a decision should to be 
reached [13]. Thus, the current MCGDM techniques do not effectively deal with 
the large number of possibilities that cause disagreement amongst different 
judgments and the variety of ideas and opinions that lead to high uncertainty 
levels. The less capability of a system to evaluate these uncertainties, the higher 
the chances that it will generate an uncertain or wrong decision. It is therefore 
crucial to investigate the available uncertainties and constraints in order to find the 
ultimate decision output. In order to deal with these challenges in MCGDM, there 
is a need to employ techniques that can handle the various levels of uncertainties 
caused by such challenges. 

According to Wang (2012), MCGDM aims to find a supreme desirable 
alternative from a set of feasible alternatives based on the decision information on 
criteria values provided by a group of decision makers [14]. Therefore, the number 
of criteria, alternatives and diverse categories of a group decision maker can cause 
massive ambiguity, hesitation and vagueness. Lately, researchers have realised 
that the existing techniques lack in their consideration of the uncertainty, 
impreciseness, ambiguity, hesitancy and conflicts of information. There are many 
sources of uncertainties facing the decision making methods in the real world-
application; we list some of them as follows ([15,16]):  

 Uncertainties and subjectivity of the linguistic term evaluated by the DMs 
as the meaning of words that are used in the antecedents and consequents 
linguistic labels can be uncertain as words mean different things to 
different people. 

 Hesitation and conflict in DMs evaluation in choosing the preferable 
preferences in inference decision among the criteria and alternatives. 

 Ambiguity in the DMs judgments where the DMs might come from 
different backgrounds, experiences and level of education. 

The uncertainty and vagueness encountered in a decision system can be 
handled by using appropriate techniques such as hierarchical structures and 
decision trees (Analytic Hierarchy Process (AHP)), separation measure by 
Euclidean distances (Technique for Order of Preference by Similarity to Ideal 
Solution (TOPSIS)) and fuzzy logic theory. In literature, there are many published 
hybridisation of AHP and TOPSIS. The AHP method can provide solutions 
through the analysis of quantitative and qualitative decision. In addition, it 
presented simple solution using hierarchical model [17]. However, the TOPSIS 
method gives a simple concept and is easy to implement, it’s computationally 
efficient and is easily understood [17]. Both AHP and TOPSIS need each other to 
support their weaknesses and the concentration is not in handling the uncertainties 
in group decision making. 
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Fuzzy logic based MCGDM has both qualities from the AHP and the TOPSIS 
methods. The MCGDM is structured naturally so it is easy to compute. The 
matrices allow a number of experts to evaluate the multi-criteria and alternative in 
matrices. At the same time, it enables DMs to settle hesitation and conflicts 
through fuzzy rule based. Each DM represents their opinion in rule base form and 
the MCGDM computes and aggregates their opinions simultaneously. The 
application of fuzzy logic in a decision system enables the accumulation of the 
DMs’ opinion objectively through the fuzzy rules development. The evaluation 
and consideration of uncertainties vary according to different applications. In 
fuzzy logic decision system, the linguistic label is characterised by fuzzy 
membership function.  

There are various kinds of fuzzy sets which could be employed such as type-1 
fuzzy sets, intuitionistic fuzzy sets and type-2 fuzzy sets. The developments of 
fuzzy membership functions (type-1 fuzzy sets, intuitionistic fuzzy sets and type-2 
fuzzy sets) in decision systems require a very comprehensive evaluation so as to 
aggregate the uncertainties. The involvement of a number of DMs or experts such 
as in multi-criteria decision making system (MCDM) or group decision making 
(GDM) critically needs an optimised membership function in order to present the 
DMs opinions. The sketch of the membership function (type-1 fuzzy sets, 
intuitionistic fuzzy sets or type-2 fuzzy sets) is crucial and it is one of the 
important parts in the decision making procedures. The membership function is 
able to accumulate the subjectivity of the linguistic term and the ambiguity of the 
information among DMs.   

Type-1 fuzzy set (widely known as fuzzy sets) and MCDM have been 
developed along the same lines, although with the help of fuzzy set theory a 
number of innovations have been made possible; the most important methods are 
reviewed and a novel approach interdependence in MCDM is introduced [18]. 
Bellman (1970) was the first to relate fuzzy set theory to decision making 
problems [19]. After that, several aggregation methods (such as score function, 
choquet integral, weighted average, Euclidean distance, etc.) based on fuzzy set 
theory have been proposed to combine the individual opinions on decision 
making. Aggregation operators have been extensively developed until today. In 
Hsu (1996), the similarity aggregation method is proposed in order to combine the 
individual subjective estimates by positive trapezoidal fuzzy numbers [20]. Karsak 
(2001) introduced a fuzzy decision making procedure utilising a computational 
elective alternative to rectify some of the difficulties posed by the existing 
evaluation techniques in financial evaluation of advanced manufacturing system 
investments under conditions of inflation [21]. Bozdag (2003) and Kahraman 
(2003) reviewed three different fuzzy multi-attribute methods of group decision 
making that are used for the justification of computer integrated manufacturing 
systems [22,23]. They are as follows (i) a fuzzy model of group decision proposed 
by Blin (1974), (ii) a weighted goals method created by Yager (1978) and (iii) a 
fuzzy analytic hierarchy process (AHP) [24,25]. fuzzy relations approach are the 
least complex, while fuzzy AHP has many computational steps and is the most 
complex among the four [23,24].  
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In decision making, Intuitionistic evaluation has been extensively applied after 
Atanassov (1986) proposed the Intuitionistic Fuzzy Sets (IFSs) which is an 
extension of the complimentary fuzzy sets (from type-1 fuzzy sets theory) [10]. 
The idea has contributed massively to decision making methods where IFSs 
evaluate the membership degree (positive), non-membership degree (negative) 
and intuitionistic index (hesitation margin). IFSs have been shown to provide a 
suitable framework for dealing with decision making systems involving 
membership, non-membership and hesitation that showed good results when 
dealing with conflicting criteria. In the literature, hundreds of decision making 
approaches have been proposed based on IFSs whereas in Castillo (2007), a new 
approach for calculating the output of an intuitionistic fuzzy system and fuzzy 
inference was applied to real world plants [26]. In Lin (2007), a method was 
proposed to allow the degrees of satisfiability and non-satisfiability of each 
alternative with respect to a set of criteria [27]. A new decision model under vague 
information was proposed by Wang (2009) which extended the max–min–max 
composition of IFS [28]. Intuitionistic fuzzy preference relations have been 
applied by Gong (2011) for selecting industries with higher meteorological 
sensitivity [29]. In Chen (2012), multi-criteria fuzzy decision making method 
employing IFSs was used, which outperformed the method proposed by Ye (2009) 
[30,31]. Furthermore, in Zhang (2012) an optimisation model was presented to 
determine attribute weights for MCDM problems with incomplete weight 
information of the criteria under interval valued IFSs [32]. Finally, in Xu (2012), 
operational laws, score function and accuracy function were proposed for the 
intuitionistic fuzzy numbers [33].  

Over the past few years, numerous publications have emerged in MCDM using 
Interval type-2 fuzzy sets. Currently, the applications of interval type-2 fuzzy sets 
are quickly gaining popularity especially in decision making systems [34,35,36]. 
Type-2 fuzzy sets are able to evaluate the uncertainty better than type-1 
membership functions in certain environments [37]. In Ozen (2003) and (2004), it 
is shown that type-1 FL is not capable of handling the linguistic uncertainties in 
terms of the flexibility and consistency in experts’ decision making [38,39]. 
Hasuike (2009) proposed a method of interval type-2 fuzzy portfolio selection 
while Chen (2010a) and Lee (2008) present a new method for handling fuzzy 
multiple attribute group decision-making problems [35,36,40]. In Liang (2000), an 
interval type-2 fuzzy logic system (FLS) was presented for decision making in 
respect to connection admission control in ATM networks [34]. In Chen (2012), a 
simple method was proposed to complement the methods presented in Chen 
(2010a) for fuzzy multiple attribute group decision making based on interval type-
2 fuzzy sets [30,36]. In Chen (2010b), a method was proposed to handle 
evaluating the membership values represented by non-normal interval type-2 
fuzzy sets [41]. Chen (2010c) proposed a new TOPSIS method for handling fuzzy 
multiple attribute group decision making problems based on the ranking values of 
interval type-2 fuzzy set [42]. The triangular interval type-2 fuzzy set extension of 
AHP was introduced by Chiao (2011) and in 2012, he presented a trapezoidal 
interval type-2 fuzzy set (IT2FS) for AHP [43,44]. Recently, Wang (2012) 
introduced work that investigated group decision making problems in which all 
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the information provided by decision makers (DMs) was expressed as interval 
type-2 fuzzy decision matrices [14]. 

Recently several researchers have begun to explore the application of general 
type-2 fuzzy sets and systems. Wagner 2009a, presented two methods for the 
automatic design of general type-2 fuzzy sets using data gathered through a survey 
on the linguistic variables [45]. A series of results presented in Wagner 2010 are 
related to the different levels of uncertainty handled by the different types of 
Fuzzy Logic Systems (FLSs) including general type-2 fuzzy logic systems [46]. 
To the best of our knowledge, general type-2 fuzzy sets have not yet been 
implemented in decision making area.   

The basic Fuzzy MCGDM is explained as follows:  

Let A be a set of alternatives, let X  be as set of criteria and let D be a set of 
experts/DMs, where { }elllA ,...,, 21= , { }nxxxX ,...,, 21= { }mzzzD ,...,, 21= , 

respectively. A MCGDM problem can be concisely expressed in a matrix format 
as follows:  
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xxxx

xxxx
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21

222212
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=
               (1) 

In what follows, we state the basic approach to fuzzy MCGDM without 
considering risk attitude and confidence. A general decision making problem with 
e  alternatives ( )erl r ,...,1= , n  criteria ( )ntxt ,...,1=  and m experts or 

decision makers ( )mkzk ,...,1=  can be concisely expressed as: rlD = . Here D 

refers to a DM (where the entry ijx  represents the rating of the rule formed by 

criteria ix and criteria jx ) where ni ,...,1=  and nj ,...,1= . 

The illustrated matrix above represents the process of DMs’ evaluation, 
transformed into the score/membership values in matrices to perform the next 
processes which are aggregations and accumulations to conclude the optimum 
decision based on the ranking.  

2.1 Review on Fuzzy Logic Based on MCGDM 

The utilisation of fuzzy logic and decision making method has become very 
popular in attempting to resolve the problems of imprecision and uncertainty in 
medical diagnosis. Pattern recognition methods were the focus of artificial 
intelligence (AI) application in medical diagnosis until 1974 when Shortliffe 
published the first rule based approach for therapy advice in infectious diseases 
[47]. Rule based programs use the “if-then-rules” in chains of deductions so as to 
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reach a conclusion. Research by [48] observe that rule based systems are good for 
narrow domains of medicine, but most serious diagnostic problems are so broad 
and complex that straightforward attempts to chain together larger sets of rules 
encounter major difficulties. Fuzzy logic based decision making also has been 
proposed to shape the decision in software development [49] and etc. Dalalah 
(2009) found that multi-criteria decision making technique using fuzzy reasoning 
can merge quantitative and qualitative factors to handle different groups of actors 
and opinions of experts [50]. They applied the fuzzy rules as an input to the model 
in order to calculate the competencies between the alternatives. 

The most popular methods in the real world application are TOPSIS and AHP 
and their hybrids are employed for real world decision problems. There are no 
better or worse techniques; some techniques better suit a particular decision 
problem than others do [51]. Uzokaa (2011) study attempts to conduct a case 
comparison of the fuzzy logic and Analytical Hierarchy Process (AHP) methods 
in the development of a medical diagnosis system (malaria diagnosis). Their 
results demonstrate that fuzzy logic diagnoses vary a little bit more strongly with 
the conventional diagnosis results of the AHP method (one of the most popular 
MCDM methods) [52]. Recently, Alkhawlani (2011) proposed a system combines 
fuzzy logic and TOPSIS, a MCDM algorithm, to the problem of Vertical 
Handover (VHO) decision problems [53]. 

To the best of our knowledge, none of the methods present an algorithm which 
could produce results correlated with numbers of DMs. Thus, we believe that 
fuzzy logic based approach for MCGDM could provide a new dimension to real 
decision problem which could encounter group of DMs’ opinion in order to find 
the consensus decision. The fuzzy logic rule base allows each DM to express their 
opinions and our proposed system will accumulate all these opinions by the 
aggregations which considered type-2 fuzzy membership functions so as to handle 
the variation among DMs’ opinions.  

3 Theoretical Backgrounds 

In this part, we explain the theoretical fuzzy sets backgrounds related to the study. 
In the beginning, we briefly elaborate on what fuzzy sets which are also known as 
type-1 fuzzy sets, fuzzy preference relations, fuzzy logic, intuitionistic fuzzy sets 
and type-2 fuzzy sets.  

Definition 1 [54] Let X  be a space of points (object), with a generic element of 
X  denoted by x . Therefore, { }xX = . A fuzzy set (class) A  in X  is 

characterized by a membership (characteristic) function ( )xfA  which associates 

with each points in X  a real number in the closed interval [ ]1,0  with the value 

of ( )xfA  at x  representing the “grade of membership” of x  in A . 

Specifically, a fuzzy set on a classical set X is defined as follows:  

 ( )( ){ }XxxxA A ∈= |,μ                     (2) 
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A concept of preference relation is widely used in decision making. The 
preference score between two elements measured in decision matrices shows the 
relations between each other.  
 
Definition 2 [55] A linguistic preference relation L  on the set X  is 

represented by a linguistic decision matrix ( ) XXlL
nnij ×⊂=

×
 with ,Slij ∈  

,ojiij sll =⊕  ,oii sl =  for all nji ...,,2,1, =  where ijl  denotes the preference 

degree of the alternative ix  over jx . In particular, ,oij sl = indicates 

indifference between ix  and jx , ,oij sl > indicates that ix  is preferred to 

jx , and ,oij sl < indicates that jx is preferred to ix . 

Fuzzy logic is a generalisation of the conventional set theory as a mathematical 
way to represent vagueness of parameters [56]. In fuzzy logic the basic idea is that 
statements are not just ‘true’ or ‘false’ since partial truth is also accepted [52]. 
According to Mendel (1995), the extension of crisp logic to fuzzy logic is made by 
replacing the bivalent membership functions of crisp logic with fuzzy membership 
function [57]. It is much closer to human thinking and natural language by 
provides an effective means of capturing the approximate, inexact nature of the 
real world [58].  

A fuzzy logic system maps crisp inputs into crisp outputs. It contains four 
components: rules, fuzzifier, inference engine, and defuzzifier [57]. The most 
important component in fuzzy logic system is the rule base [64]. It is basically a 
logic-based model that provides the means to model system behavior in the form 
of a rule base where each rule is made up of antecedents and consequents [64]. 
The IF-THEN statement “IF u  is A , THEN v  is B ,” where Uu ∈  and 

Vv ∈ , has a membership function ( )yxBA ,→μ  where ( ) [ ]1,0, ∈→ yxBAμ . 

Note that ( )yxBA ,→μ  measures the degree of truth of the implication relation 

between x  and y . Once the rules have been established, a Fuzzy Logic System 

can be viewed as a mapping from inputs to outputs (the solid path in Figure 1, 
from “Crisp Inputs” to “Crisp Outputs”), and this mapping can be expressed 

quantitatively as ( )xfy =  [57]. The rule structure within fuzzy logic system is 

the standard Mamdani type fuzzy logic system rule structure employed in type-1 
and type-2 fuzzy logic system.  

Rules may be provided by experts or can be extracted from numerical data [57]. 
The fuzzifier maps crisp number into fuzzy sets. This is needed in order to activate 
rules which are in terms of linguistic variables, which are associated with them 
[57]. The inference engine of fuzzy logic system maps fuzzy sets into fuzzy sets 
[57]. It handles the way in which rules are combined [57]. In many applications, 
crisp numbers must be obtained at the output of a fuzzy logic system. The 
defuzzifier map output sets into crisp number [57].  
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Fig. 1 A Fuzzy Logic System 

Twenty years after Zadeh introduced the fuzzy sets, Atanassov (1986) 
expanded Zadeh’s idea by using the concept of dual membership degrees in each 
of the sets by giving both a degree of membership and a degree of non-
membership which is more or less independent of one another whereby the sum of 
these two grades should not be greater than one [10,59]. This idea, which is a 
natural generalisation of a standard fuzzy set, seems useful in modeling many real 
life situations [60]. The idea was derived from the capacity of humans to develop 
membership functions through their own natural understanding. It can also entail 
linguistic truth-values about this knowledge.  

Definition 3 [61] An intuitionistic fuzzy set (IFS) A on a universe X (shown in 

Figure 3.1) is defined as an object of the following form:  

 ( ) ( )( ){ })|,, XxxxxA AA ∈= υμ                    (3)  

Here [ ]1,0: →XAμ  defines the degree of membership and [ ]1,0: →XAυ  is 

the degree of non-membership of the element Xx ∈ in A, and for every 
Xx ∈  , ( ) ( ) 10 ≤+≤ xx AA υμ . Obviously, each ordinary fuzzy set may be 

written as ( ) ( )( ){ }Xxxxx AA ∈− |1,, υμ .  
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Fig. 2 Intuitionistic Fuzzy Sets with Membership and Non-Membership Function 

Recently, the necessity has been stressed about taking into consideration a third 

parameter ( )xAπ , known as the intuitionistic index or hesitation degree, which 

arises due to the lack of knowledge or ‘personal error’ in calculating the distances 
between two fuzzy sets [62]. In Atanassov (1986), the intuitionistic fuzzy sets are 
expanded by adding the intuitionistic index (called hesitation) which existed 
because of the uncertainty of knowledge from a conflicting environment 
(membership and non-membership) [10]. The hesitation index is defined as 
follows:  

 ( ) ( ) )(1 xxx AAA υμπ −−=                   (4)  

with the condition ( ) ( ) 1)( =++ xxx AAA πυμ . 

Hence, with the introduction of hesitation degree, an intuitionistic fuzzy set A 

in X  may be represented as ( ) ( ) ( )( ){ }XxxxxxA AAA ∈= |,,, πυμ  with the 

condition ( ) ( ) ( ) 1=++ xxx AAA πυμ . In a fuzzy set, non-membership value 

equals 1 - membership value or the sum of membership degree and non-
membership value is equal to 1. This is logically true. But in the real world, this 
may not be true as humans may not express the non-membership value as 1-
membership value. Thus, logical negation is not equal to practical negation. This 
is due to the presence of uncertainty or hesitation or the lack of knowledge in 
defining the membership function.  

This part continues with the explanations of type-2 fuzzy sets theory. Type-2 
fuzzy sets theory includes interval type-2 fuzzy sets and general type-2 fuzzy sets. 

Type-2 fuzzy systems are based on type-2 fuzzy sets which are an extension of 
classical type-1 fuzzy sets [63]. Interval type-2 systems have been applied in a 
large number of applications and have been shown to outperform type-1 fuzzy 
systems, particularly in fuzzy environment which involved high level of 
uncertainties [15,63,64,65]. Consider the transition from ordinary sets to fuzzy 
sets. When we cannot determine the membership of an element in a set as 0 or 1, 
we use fuzzy sets of type-1. Similarly, when the circumstance is so fuzzy that we 

have trouble determining the membership grade even as a crisp number in [ ]1,0 , 

we use fuzzy sets of type-2. According to Mendel (2002), the concept of a type-2 
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fuzzy set was introduced by Zadeh (1975) as an extension of the concept of an 
ordinary fuzzy set (henceforth called a type-1 fuzzy set) [9,66]. A type-2 fuzzy set 
is a set in which we also have uncertainty about the membership function, i.e., a 
type-2 fuzzy set is characterised by a fuzzy membership function whose graded 

for each element is a fuzzy set [ ]1,0 . 

Definition 4 [16] A type-2 fuzzy set, denoted A
~

, is characterised by a type-2 

membership function ( )ux
A

,~μ , where Xx ∈ and [ ]1,0⊆∈ xJu , i.e., 

 ( ) ( )( ) [ ]{ }1,0,|,,,
~

~ ⊆∈∀∈∀= xA
JuXxuxuxA μ               (5) 

in which ( ) 1,0 ~ ≤≤ ux
A

μ . A
~

 can also be expressed as  

 ( ) ( ) [ ]1,0,,
~

~ ⊆= ∫∫ ∈∈ xAJXx
JuxuxA

X

μ
μ           

 (6) 

where ∫∫ denotes union over all admissible x  and u . xJ is called primary 

membership of x , where [ ]1,0⊆xJ  for Xx ∈∀  [66]. The uncertainty in the 

primary memberships of a type-2 fuzzy set consists of a bounded region that is 
called the Footprint of Uncertainty (FOU) [66], which is the aggregation of all 
primary memberships [66].  

According to Hagras (2004), the upper membership function is associated with 

the upper bound of the footprint of uncertainty ( )AFOU
~

 of a type-2 membership 

function. The lower membership function is associated with the lower bound of 

( )A
~

 [16]. For example, the upper and lower MFs of ( )x
A
~μ  are ( )x

A
~μ  and ( )x

A
~μ  

, so that ( )x
A
~μ  can be expressed as:  

 ( )
( ) ( )[ ]∫ ∈

=
xxuA

AA
ux

~~ ,
~ 1

μμ
μ

                 
 (7) 

In interval type-2 fuzzy sets (shown in Figure 3a, Figure 3b), the secondary 
membership functions are interval sets (as shown in Figure 3b). Since all the 
memberships in an interval type-1 set are unity, in the sequel, an interval type-1 
set is represented just by its domain interval, which can be represented by its left 

and right end-points as [ ]rl,  [34]. 
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(a)                                       (b) 

Fig. 3 (a) The Primary Membership, 
nxJ  (b) The Secondary Membership ( )x

A
~μ  is an 

Interval Set  

Definition 5 [66] A general type-2 fuzzy set (as shown in Figure 4), denoted A
~

, is 
characterized by a general type-2 fuzzy membership function ( )ux

A
,~μ , where 

Xx ∈ and [ ]1,0⊆∈ xJμ , i.e.,  

 ( ) ( )( ) [ ]{ }1,0,|,,,
~

~ ⊆∈∀∈∀= xA
JuXxuxuxA μ               (8) 

in which ( ) 1,0 ~ ≤≤ ux
A

μ . A
~

 can also be expressed as follows:  

 ( ) ( ) [ ]1,0,,
~

~ ⊆= ∫∫ ∈∈ xAJuXx
JuxuxA

X

μ                  (9)  

where ∫∫ denotes union over all admissible x  and u . xJ is called primary 

membership of x in A
~

 (as shown in Figure 4a), where [ ]1,0⊆xJ for Xx ∈∀  

[66].  
According to Liang (2000), a general type-2 fuzzy set can be thought of as a 

large collection of embedded type-1 sets each having a weight to associate with it. 
At each value of x , say xx ′=  , the 2-D plane whose axes are u  and 

( )ux
A

,~ ′μ  is called a vertical slice of ( )ux
A

,~μ  [34,66]. A secondary 

membership function is a vertical slice of ( )ux
A

,~μ
 
[73). Hence, ( )ux

A
,~ ′μ for 

Xx ∈′ and [ ]1,0⊆∈∀ ′xJu  could be written as [66]:  

 
Definition 6 [66] At each value of x , say xx ′= , the 2D plane whose axes 
are u  and ( )ux

A
,~ ′μ  is called a vertical slice of ( )ux

A
,~μ . A secondary 
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membership function is a vertical slice of ( )ux
A

,~μ . It is ( )uxx
A

,~ ′=μ  for 

xx ′=  and [ ]1,0⊆∈∀ ′xJu . i.e., 

 ( ) ( ) ( ) [ ]∫ ′∈ ′′ ⊆=′≡′=
xJu xxAA

Juufxuxx 1,0,/, ~~ μμ         (10) 

in which ( ) 10 ≤≤ ′ ufx . Because Xx ∈′∀ , the prime notation on ( )x
A

′~μ  is 

dropped and ( )x
A
~μ  is referred to as a secondary membership function [16]; it is 

a type-1 fuzzy set which is also referred to as a secondary set [see Figure 4b) [66].  
Based on the concept of secondary sets, we can reinterpret a type-2 fuzzy set as 

the union of all secondary sets, i.e., using Equation (7), we can re-express A
~

 in a 
vertical-slice manner as: 

 ( )( ){ }XxxxA
A

∈∀= |,
~

~μ
                 

 (11) 

or, as  

 ( ) ( )[ ] [ ]∫ ∫∫ ∈ ∈∈
⊆==

Xx
x

Xx
x

Xx A
JuufxxA 1,0,//

~
~μ         (12) 

Definition 7 [66] The domain of a secondary membership function is called the 
primary membership of x . In Equation (12), xJ  is the primary membership of 

x , where [ ]1,0⊆xJ  for Xx ∈∀ . 

Definition 8 [66] The amplitude of a secondary membership function is called a 

secondary grade. In Equation (12), ( )ufx  is a secondary grade; in Equation (8), 

( )( )xA
JuXxux ′∈′∈′′′ ,,~μ  is a secondary grade.  

 

 

(a)                                     (b) 

Fig. 4 General Type-2 Fuzzy Set (a) The Primary Membership, xJ . (b) The Secondary 

Membership is a Fuzzy Set 
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4 The Proposed Higher Ordered Fuzzy Logic Based 
Approach for Multi-Criteria Group Decision Making 
(HFL-MCGDM) 

In decision making systems, a decision matrix is used to represent the DMs’ 
opinion based on the various alternatives and criteria. The aggregations in decision 
matrices utilise many kinds of theories and formula such as weighted average, 
preference relations, entropy, distance measure, score function, arithmetic 
average, geometric average, ordered weighted average, linguistic quantifier, and 
others. In order to aggregate the assessment, we utilised fuzzy weighted average 
and fuzzy preference relations in the proposed system. In the future, HFL-
MCGDM can potentially be investigated by different aggregation operators. 

This section presents steps to determine the ranking of the outputs. The proposed 
steps involve the whole process simultaneously in order to determine the fuzzy 
output. The method combines fuzzy logic systems with MCGDM. This phase 
includes the fuzzifier process and decision making procedure. The rules and 
fuzzifier are used in this method while the inference engine is replaced with the 
MCGDM method and we do not use defuzzification but we rank the output values 
of the priority weights. The hybrid HFL-MCGDM method (as shown in Figure 5) 
has been proposed to deal with real expert systems which is very challenging in any 
real application especially in engineering and medical systems. The efficiency of 
fuzzy logic systems (FLS) deploying rule bases has been proved in various 
publications. Thus, we believe this hybridisation is able to cope with the 
competence of the decision system.  

The criteria and alternatives in MCGDM represent the input and output in FLS, 
respectively. In HFL-MCGDM, we have utilised the fuzzifier and fuzzy logic rule-
base to construct decision matrices representing decision makers’ opinions and 
judgments. We modified the pairwise comparison matrices (Equation (1)) by 
inserting the fuzzy logic rule-base. Generally, each ijx (refer to Equation (1)) to 

be calculated in the decision matrix above should satisfy the following rule 
according to the expert opinions: 

 IF ix  is iF~  and jx   is jF~  THEN rl
~

     (13) 

The fuzzy logic rule-base then gives the membership values in pairwise 
comparison matrices. The aggregation parts utilise fuzzy arithmetic averaging 
operator to compute the membership values in the decision matrix. The 
normalisations and the priority weights are calculated to determine the ranking for 
the final outputs. 
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Fig. 5 Higher Ordered Fuzzy Logic in Multi-criteria Group Decision Making 

At this point, an important limitation for the previous approaches in MCDM 
should be highlighted as those approaches lose some of the original decision 
information in the process of information aggregation and this can cause difficulty 
to prioritise the given alternatives [55]. By using fuzzy weighted average, the 
proposed system tries to avoid undistinguished ranking order between the 
alternatives for the utmost decision, which is proven in [55] by using fuzzy 
majority. 

4.1 The Proposed Interval Type-2 Fuzzy Logic with Hesitation 
Index Based Approach for MCGDM 

Previous research has shown the power of intuitionistic fuzzy sets and interval 
type-2 fuzzy sets to handle the linguistic uncertainties in many real world 
applications. In this part, we propose a hybrid method combining interval type-2 
fuzzy logic and intuitionistic fuzzy sets to develop the 1st component of the higher 
ordered Fuzzy Logic based on Multi-Criteria Group Decision Making (HFL-
MCGDM) system (based on Figure 5). The intuitionistic evaluation in interval 
type-2 membership functions was derived from the proposed method which 
includes seven steps for the aggregation and ranking of the preferred alternatives.  

We found that the Footprint of Uncertainty (FOU) - of interval type 2 fuzzy 
sets -and hesitation index - of intuitionistic fuzzy sets (IFSs) - are able to provide a 
measure of the uncertainties presented among the various decision makers in the 
proposed HFL-MCGDM system. The proposed system is more in agreement with 
the users’ decision compared to type-1 and interval type-2 fuzzy logic based 
systems.  
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4.1.1 Interval Type-2 Fuzzy Sets with Hesitation Index 

According to Deschrijver (2007), Atanassov (1999), and Liu (2007), IFS and 
Interval-valued Fuzzy Sets (IVFSs) are equivalent [59,61,67]. However, in Liu 
(2007), it was argued that both types of sets are different [67]. This is because 
when using interval-valued fuzzy sets, the items [ ]21, μμ  evaluated by experts are 

the lower and upper approximations. In addition, interval-valued fuzzy sets 
assigned to each element an interval that approximates the membership degrees 
values which are not precisely known. However, in IFSs the evaluation is focused 
on the membership degree and non-membership degree contained in the definition 
of IFSs. The only constraint is that the sum of the two degrees (membership 
degree and non-membership degree) does not exceed one because of the hesitation 

margin .1≤+υμ  Both approaches (IFSs and IVFSs) have the virtue of 

complementing fuzzy sets that are able to model vagueness and the ability to 
model uncertainty, as well. 

According to Atanassov (1999), and Zadeh (1975), this equivalence is only 
formal even though there are mathematical connections [9,61]. Indeed, a couple 

( ) ( )( )xx AA υμ ,  can be mapped bijectively onto an interval. According to 

Atanassov (1999), the IFSs and interval valued fuzzy sets are equipotent 
generalisations of the notion of a fuzzy set [67]. Hence we can have (as shown in 
Figure (6a)),  

 ( ) ( )xx
AA μμ =       (14) 

 ( ) ( )xx AA μυ −= 1
        (15) 

In Deschrijver (2007), it is claimed that the class of interval-valued fuzzy sets 
can be embedded in the class of type-2 fuzzy sets because the membership degrees 
themselves are fuzzy sets in the unit interval [59]. 

Hence, in this research we present interval type-2 fuzzy sets with intuitionistic 
evaluation as mentioned in Mendel (2002), where the class of intuitionistic fuzzy 
sets can be embedded in the class of type-2 fuzzy sets [66]. Thus, we propose a 
multi-criteria decision making method based on interval type-2 fuzzy logic with 
hesitation index (from IFSs) as shown in Figure (6b). In Figure 6a, at point nx , 

we interpret the interval type-2 membership function for the left and right end-
points, [ ]rl,  in intuitionistic value, ( ) ( )[ ]xx AA υμ −1, .  
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(a)                                  (b) 

Fig. 6 (a) Interval Type-2 Fuzzy Set with Intuitionistic Evaluated at Point nx Figure (b) 

Interval Type-2 Fuzzy Set with Hesitation Index from IFS 

Similarly, 
nxJ

 
can represent the hesitation value at nx  where 

( ) ( ) ( )xxxJ AAAxn
πμυ =−−= 1  as defined in Equation (16) and Figure (6b).  

Thus, the hesitation index employed within an interval type-2 fuzzy set 
according to Equations (7.1) and (7.2) can be defined as follows:  

 
( ) ( ) ( )( )

( ) ( )xx

xxx

AA

AAA

μμ

μμπ

−=

−−−= 11

              

 (16) 

4.1.2   The Proposed Steps 

This section presents the seven steps employed by our proposed system to 
determine the ranking of the outputs. The proposed steps are used to guide 
DMs/experts system step by step. Below is the overview of the steps of the 
proposed fuzzy MCGDM utilised interval type-2 fuzzy logic with hesitation index 
(from IFSs):  

Step 1: Consider a multi-criteria group decision making problem, let 
{ }elllA ,...,, 21=  be a discrete set of alternatives (output parameters), 

{ }nxxxX ,...,, 21=  be a set of criteria (input parameters), and 

{ }mzzzD ,...,, 21=  be a set of DMs. The DM Dzk ∈  provides a judgment 

based on the rules given and constructs the decision matrix. 

Step 2: Let us say we have the input values for each criteria. Then, we utilise the 
interval type-2 membership function (trapezoidal membership functions was 
created from the aggregation of DMs’ opinion for each linguistic variable (refer to 
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section C) to define the interval membership values, ( )ijijijx μμ , =
 
for each rule 

defined in the decision matrices and we then identify the fired rule. 

Step 3: Then, we use the min operator to compute the firing strength for each rule. 
This leads to the construction of the fuzzy decision matrices. Based on the 
DMs/experts Dzk ∈ , we can construct reciprocal decision matrices. Generally, 

each ijx  calculated in the decision matrix above should satisfy the following rule 

according to the experts’ opinions:  

 IF ix  is iF~  and jx   is jF~  THEN rl
~

      (17) 

 
( ) ( )( )    

nn

,,

×
= kr

ij
kr xX

                    
(18) 

In this step, we define Hesitation Index ijπ  (see Equation (16)) from the 

interval type-2 values and construct a decision matrix (refer to Equation (1)) 

where: ( ) ( ) ( ) ( )
⎟
⎠
⎞⎜

⎝
⎛= kr

ij

kr

ij
kr

ij

kr
ijx ,,,, ,, πμμ , for interval type-2 FL-MCGDM system we 

will use only the lower and upper values.
 
 

Step 4: Use the fuzzy arithmetic averaging operator to aggregate all ( )kr
ijx ,  

over the k  experts as follows: 

 
( )r
ijx = 

( )∑
=

m

k

kr
ijx

m 1

,1
                          (19) 

Step 5: Use the fuzzy arithmetic averaging operator to aggregate all ( )r
ijx  

corresponding to n  the criteria:  

 ( )r
tx =

( )∑
=

n

t

r
ijx

n 1

1
                        (20) 

Step 6: Find the average of each ( )r
tx (where nt ,...,1= ), this average is called 

( )r
tavgx . Next, normalise the matrix so that each element in the matrix can be written 

as follows:  

 
( )r
tnormx =

( )

( )∑ =

n

t

r
tavg

r
tavg

x

x

1

                      (21) 
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Step 7: Find the priority weights, rl of each alternative as: 

 
rl = 

( )∑
=

n

t

r
tnormx

n 1

1
                      (22) 

where 0>rl , er ,,1…= , 1
1

=∑ =

re

r
l . The priority weighted values allowed 

the system to provide a ranking and simultaneously choose the highest ranking 
values which will be the crisp output values.  

For complete computation according to the proposed steps, please refer to [68]. 

4.1.3   Aggregation of Linguistic Variables for each Criterion  

All fuzzy sets representing the linguistic labels for each criterion were modelled 
with trapezoidal type-2 fuzzy membership functions (as shown in Figure 7). 
Essentially, the linguistic label type-2 fuzzy sets are created by the combination of 
DMs’ opinions (modelled by symmetrical triangular type-1 fuzzy sets as shown in 
Figure (7)). The minimum, maximum and the average values defined by the 
intersection of DMs’ opinion are demarcated to create the support for each 
trapezoidal type-2 fuzzy set. For the analysis, by using type-2 and intuitionistic 
index, we constructed trapezoidal type-2 membership functions and then we 
evaluated the hesitation index (as we consider both membership degree and non-
membership degree) from the interval type-2 in secondary membership values. 
 

 

Fig. 7 Type-2 Fuzzy Set from DMs’ Opinion (Plotted In Thick Lines) for ‘Medium Age’ as 
Generated from 4 DMs’ Symmetrical Triangular Type-1 Fuzzy Sets (plotted in thin dashed 
lines) and the used Type-1 Fuzzy Sets for Comparison in Thick Dashed Line 

In the experiments, the aggregations of 15 symmetrical type-1 triangular fuzzy 
sets were created to build trapezoidal type-1 and type-2 membership functions for 
the evaluations. Figure 7, shows only an example of having 4 decision makers 
evaluating the meaning of ‘medium age’ linguistic variable (4 symmetrical type-1 
triangular fuzzy sets - plotted in thin dashed lines as shown in Figure 7- represent 
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the meaning of ‘medium’ from 4 DMs). Each symmetrical type-1 triangular fuzzy 
number is defined by three points of ( )cba ,, . We aggregate { }maaa ,...,1= , 

{ }mbbb ,...,1=  and { }mccc ,...,1=  to find the lowest, vertex and upper 

points according to the number of decision makers, ( )mk ,...,1= . In order to 

draw the generated type-2 and type-1 fuzzy membership function for each 
linguistic variable, the following points have to be defined as shown in what 
follows: 

 { }maaa ,...,min 1=′                          (23) 

 { }mbbb ,...,min 1=′                           (24)  

 { }mbbb ,...,max" 1=                          (25) 

 { }mccc ,...,max 1=′                          (26) 

 
2

' bb
d

′′+′
=                              (27) 

Table 1 below shows how we developed the membership functions for type-2 
fuzzy membership function and type-1 membership function. 

Table 1 Generation of the Aggregated Type-2 and Type-1 Membership Functions 

Membership Function Aggregations of Each Support 
Upper bound for Type-2  a ′ , b ′ , b ′′  and c ′  
Lower bound for Type-2 b ′ , d ′  and b ′′  
Left support for Type-1 e ′  (average of a ′  and b ′ ) and f ′  

(average of b ′  and d ′ ) 
Right support for Type-1 g ′  (average of b ′′  and d ′ ) and h ′  

(average of b ′′  and c ′ ) 

 

Different interpretations given by each DM are a major problem in any decision 
problem. The various interpretations needs have to be measured thoroughly, as 
they involved a high level of uncertainties especially when the judgements came 
from a range of different backgrounds (age, origin, sex, level of education, etc.). 
From the survey we found that DMs’ opinion about certain linguistic variables 
exhibit variation and this allowed us to sketch an aggregation of a trapezoidal 
fuzzy set from the interval values given by the DMs (interval values were 
sketched as symmetrical triangle fuzzy sets). Table 2 and 3 show two different 
opinions from two DMs regarding the variable: very young and young for the 
criterion Age. DMs’ opinion sometimes varying for certain linguistic variables, 
thus we sketched the membership functions based on the majority and ignore the 
outliers. 
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Table 2 The Meaning of Age by Decision Maker One 

Linguistic 
Variable for 
Age by DM 1 

Opinion (in the interval from which suitable for reading 
application) 

Very young  3 years old – 16 years old 
Young  16 years old - 27 years old 

Table 3 The Meaning of Age by Decision Maker Two 

Linguistic 
Variable for Age 

by DM 2 

Opinion (in the interval forms which suitable for 
reading application) 

Very young  1 years old – 18 years old 
Young  18 years old - 25 years old 

4.2 The Proposed General Type-2 Fuzzy Logic Based Approach 

for MCGDM (GFL-MCGDM) 

In this paper, we present the 2nd component of HFL-MCGDM system which is a 
general type-2 fuzzy logic based approach for MCGDM (GFL-MCGDM) which is 
more suited for higher levels of uncertainties. The correlations value - which 
shows the agreements between FL-MCGDM and DMs - provided by interval 
type-2 with hesitation index in FL-MCGDM shows that the proposed system is 
not practical enough in real decision problems to evaluate the uncertainties. Thus, 
we extend our research into general type-2 application in FL-MCGDM. General 
type-2 fuzzy set is well known to be capable to extend the ability to capture more 
uncertainties in real world application. Even though, a general type-2 fuzzy logic 
system is too complicated, inferencing and output processing is prohibitive [70]. 
We found that the implemented strengthened the proposed steps by the cumulative 
DMs’ opinion. The proposed method utilises general type-2 fuzzy sets to evaluate 
the linguistic uncertainties in the DMs’ judgments regarding the linguistic 
variables. The aggregation operation in the proposed method aggregates the 
various DMs opinions which allow transforming the disagreements of DMs’ 
opinions into a unique approval. Here, we present results from the proposed 
system deployment for the assessment of the postgraduate study. The proposed 
system was able to model the variation in the group decision making process 
exhibited by the various decision makers’ opinion. In addition, the proposed 
system showed agreement between the proposed method and the real decision 
outputs from DMs which outperformed the MCGDM systems based on type-1 
fuzzy sets, interval type-2 fuzzy sets and interval type-2 with hesitation index. 
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4.2.1   The Architecture of FL-MCGDM Based on General Type-2 Fuzzy 
Sets (GFL-MCGDM)  

In our previous work, we developed type-1, interval type-2 and interval type-2 
fuzzy logic with hesitant index based on IFSs (Intuitionistic Fuzzy Sets) for 
MCGDM. Figure (8, a, b, c and d) show the secondary membership functions for 
the type-1, interval type-2, interval type-2 fuzzy sets with hesitant index based on 
IFSs and general type-2 fuzzy sets, respectively. In this part, we consider, the 
membership value at a given x′  for a general type-2 fuzzy set is a type-1 fuzzy 
set (refer to Figure 8d) in the third dimension. The representation of a fuzzy set in 
third dimension (or as secondary membership function) would increase the 
performance instead by just using interval value and hesitation index.  
 

       

(a)                               (b) 

            

 (c)                                 (d)  

Fig. 8 View of the Secondary Membership Function in the third dimension; ux −  plane (a) 
Type-1 Fuzzy Set. (b) Interval Type-2 Fuzzy Set. (c) Interval Type-2 Fuzzy Set with 
Hesitation index (from IFSs). (d) General Type-2 Fuzzy Set 

In related works in the literature, we found that when utilising the general type-
2 fuzzy sets, the complexity of the system is increased in order to evaluate higher 
level of uncertainties. However in GFL-MCGDM, we are able to simplify the 
complexity from various DMs’ opinions into a cumulative type-1 fuzzy set to 
represent the disagreements among the group showing in the example in the 
following section. The architecture of the proposed system is slightly different 
from HFL-MCGDM which applies type-1 and type-2 fuzzy membership function 
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.The aggregation operation in the proposed method aggregates the various DMs’ 
opinions and this allows handling the disagreements of DMs’ opinions into a 
collective approval. The ranking components in the proposed GFL-MCGDM 
utilise fuzzy arithmetic averaging operators to compute the membership values in 
decision matrices. The normalisations and the priority weights are calculated to 
determine the final output. 

4.2.2   The General Type-2 Membership Functions  

All fuzzy sets representing the linguistic labels for each criterion were modelled in 
the x-u domain with trapezoidal type-2 fuzzy membership functions (as shown in 
Figure 9a). Essentially, the linguistic labels type-2 fuzzy sets are created by the 
combination of DMs’ opinions – modelled by symmetrical triangular type-1 fuzzy 
sets as shown in Figure (9a). The minimum, maximum and the average values 
defined by the intersection of DMs’ opinion are demarcated to create the support 
for each trapezoidal type-2 fuzzy set.  

Thus, the generated general type-2 fuzzy set (in Figure 13a) upper membership 
function is formed by points a’, b’, b’’ and c’ while the lower membership 
function is formed by points b’, d’ and b’’. The type-1 fuzzy sets (which are used 
when comparing the performance of a type-1 fuzzy based system with the 
proposed system) consist of the points e’ (average of a’ and b’), f’(average of b’ 
and d’), g’ (average of b’’ and d’) and h’ (average of b’’ and c’) as shown in 
Figure 13a. The sketch of the general type-2 membership function is the same for 
interval type-2 membership function. However, the third dimension is represented 
by a fuzzy set as shown in Figure 9b.  

 

(a)                              (b) 

Fig. 9 Generation of General Type-2 Fuzzy Set from DMs’ opinion (a) Primary 
Membership Function (plotted in thick lines) as generated from the DMs’ type-1 Fuzzy Sets 
(plotted in thin dashed lines) and the used type-1 Fuzzy Sets for comparison in thick dashed 
line (b) A Secondary Membership Functions in the Third Dimension 
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4.2.3   The Proposed Steps  

This section presents eight steps so as to determine the ranking of the outputs. 
This phase involves the fuzzifier process and decision making process. Below is 
an overview of the steps of the proposed GFL-MCGDM: 

Step 1: Consider a multi-criteria group decision making problem, let 
{ }elllA ,...,, 21=  be a discrete set of alternatives (output parameters), 

{ }nxxxX ,...,, 21=  be a set of criteria (input parameters), and { }mzzzD ,...,, 21=  

be a set of DMs. The DM Dzk ∈  provides his/her judgment based on the rules 

given, and constructs the rule-based reciprocal decision matrix. 

Step 2: Under the assumption that we have the input values for each criteria, we 
utilize general type-2 membership function (explained in the previous section and 
as shown in Figure 9) to define the membership degree for each rule defined in the 
reciprocal decision matrices and we then identify the rule that is fired.  

Each ( )kr
ijx ,′ calculated in the decision matrix should satisfy the following rule 

according to DMs’ opinions: 

 IF ix  is iF~  and jx   is jF~  THEN rl            (28) 

 
( ) ( )( )    

nn

,,

×
′= kr
ij

kr xX
 
(29) 

Hence, for each ( )kr
ijx ,′ , we have ( ) ( )kr

ij
kr

ij
,, , μμ ,

 
for all nji ,...,2,1, = .   

Step 3: In this step, we define ( )kr
ij

,~μ  as follows: 

 ( )
( ) ( )

2
~

,,

,

kr
ij

kr

ijkr
ij

μμ
μ

+
=                       (30) 

Hence, for each entry, we have ( ) ( ) ( ) ( )( )kr
ij

kr
ij

kr

ij

kr
ijx ,,,, ,~, μμμ= ,

 
for 

all nji ,...,2,1, = .  

It is important to note that in all the operations below all operations on x  will 
be carried on μ , μ~  and μ  independently in decision matrices.  

Step 4: Then, we use the min operator to compute the firing strength for each rule. 
This leads to the construction of the fuzzy decision matrices. Based on the 
DMs/experts Dzk ∈ , we can construct reciprocal decision matrices.
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Step 5: The general type-2 fuzzy values of each ( )kr
ijx ,  are then aggregated. The 

aggregated set can be determined by ( ) ( )r
ij

r
ij

r
ij

r
ij ywvx ,,=  for ( )mk ,...,1=  

where,  

 ( ){ }kr

ijk

r
ijv ,min μ=                          (31) 

 ( )∑
=

=
m

k

kr
ij

r
ij m

w
1

,~1 μ                         (32) 

 ( ){ }kr
ij

k

r
ijy ,max μ=                        (33) 

Step 6: Use the fuzzy arithmetic averaging operator to aggregate all 
( ) ( )r

ij
r
ij

r
ij

r
ij ywvx ,,=  corresponding to the n criteria. 

 
( )r
tx =

( )∑
=

n

t

r
ijx

n 1

1
                      (34) 

Step 7: Find the average of each ( )r
tx (where nt ,...,1= ), this average is called 

( )r
tavgx . Next, normalise the matrix so that each element in the matrix can be written 

as follows:  

 
( )r
tnormx =

( )

( )∑ =

n

t

r
tavg

r
tavg

x

x

1                     

 (35) 

Step 8: Find the priority weights, rl of each alternative as: 

 
rl = ( )∑

=

n

t

r
tnormx

n 1

1
                   (36) 

where 0>rl , er ,,1…= , 1
1

=∑ =

re

r
l .  

For complete computation according to the proposed steps, please refer to [68 and 
70] 
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5 Big-Bang Big-Crunch (BB-BC) Optimised Type-2 Fuzzy 
Logic Approach for Multi-Criteria Group Decision 
Making  

The optimisation of fuzzy membership functions is crucially needed in a fuzzy 
system to find the best parameters in order to achieve the required objective. The 
performance of a fuzzy logic system is very sensitive to the sketch of the fuzzy set 
membership functions, the base lengths of the membership functions and the 
location of their peaks [71]. The type of membership functions varies according to 
the employed system. The subjectivity involved in interpreting the linguistic 
variables exists because of the deviation of human interpretation. This problem 
leads to the complexity of the system by the high level of uncertainties. Thus, in 
order to sketch subjective membership functions in a very complex system, we 
crucially need an optimisation algorithm so as to find the best base lengths of the 
membership functions and the location of their peaks. 

In this part (the 3rd component/final of the research) , we propose a type-2 fuzzy 
logic (including interval type-2 and general type-2) based approach for MCGDM 
with the optimised membership functions selected by Big-Bang Big-Crunch (BB-
BC). The decision method utilises type-2 fuzzy sets to evaluate the linguistic 
uncertainties within the DMs’ judgments regarding the linguistic variables. The 
aggregation operation in the proposed method aggregates the various DMs 
opinions which allow handling the disagreements of DMs’ opinions into a unique 
approval. The type-2 FL-MCGDM utilises fuzzy membership functions from BB-
BC optimisation to maximise the percentage of correlation between decision 
system and human decision. The proposed system shows agreement between the 
system output and decision outputs from DMs as quantified by the Pearson 
Correlation. In addition, the Pearson correlation values given by the BB-BC based 
on type-2 FL-MCGDM, outperform the type-2 FL-MCGDM systems based on 
interval type-2 fuzzy sets, interval type-2 with hesitation index and general type-2 
(without BB-BC algorithm). We did not apply the BB-BC for type-1 membership 
functions is because the purpose of this research to is find the optimum FOU in 
type-2 fuzy sets based on the type-1 fuzzy sets sketch from DMs’ opinion. 

The Big Bang–Big Crunch (BB-BC) method is inspired by the theories of the 
evolution of universe [11,12]. The work in Kumbasar( 2011) introduces the Big 
Bang Big Crunch (BB-BC) theory so as to solve an optimisation problem. In the 
Big Bang phase, the system generates random points while in the Big Crunch 
phase, it shrinks those points to a single representative point via a center of mass 
or minimal cost approach [72] . It is shown that the performance of the new (BB–
BC) method outperforms the classical genetic algorithm (GA) for many 
benchmark test functions [72]. The potentialities of BB-BC are its inherent 
numerical simplicity, high convergence speed, and easy implementation [11]. 
Determination of the fuzzy membership functions in a given fuzzy logic system is 
the key factor for achieving the the best performance [73]. Therefore, the 
development of fuzzy membership functions in HFL-MCGDM system needs a 
very comprehensive evaluation to aggregate the uncertainties. The involvement 
number of DMs or experts such as in multi-criteria decision making system 
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(MCDGM) or group decision making (GDM) and fuzzy logic system (FLS) 
critically need an optimised membership function in order to present all their 
opinions to form the best output. Thus, we believe that BB-BC is potentially able 
to optimise fuzzy membership function which is one of the most important parts in 
a decision system. Different parameters of each fuzzy set used in the fuzzy system 
might produce different outcomes.  

5.1 Computation of the Membership Function Using BB-BC 
Steps 

In previous parts, we have shown how we defined the aggregations of DMs 
opinion to define the type-2 membership function for each of the criteria. Thus, 
we have found 4 values points (e’, f, g’ and h’) for right and left support (as shown 
in Figure 10) which show the aggregations of type-1 fuzzy sets. In this analysis, 
we use parameter v  to increase the FOU of type-2 membership function, from 
1% to 100% (as shown in Figure 10). The only parameter we have to optimise is 
v  valued which shows the percentage of the uncertainty involved in the system. 
In order to find the optimal v  value, we allow the BB-BC to utilise a random 
number from 0% to 100%. According to previous parts, we find the optimal v  
value where the v  value for each point for trapezoidal type-2 membership 
function must be between some points which have been chosen as the maximum 
area of the trapezoidal shape as shown in Figure 14. The maximum area for left 
 

 

Fig. 10 The Increasing of FOU for Left and Right Support based on v Parameter for BB-BC 
Optimisation 
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support should be a’, b’ and b’, d’, while for the right support should be b’’, d’ 
and c’, b’’. The starting value for parameter v to expand the FOU are for the left 
support: e’ and f’, while for right support: h’ and g’ showing the type-1 
membership function.  

5.2 Maximizing Correlations between Decision Makers and 
HFL-MCGDM System 

The efficiency of the proposed system can be evaluated by the correlation values 
between the DMs’ decision and the output ranking. In this study, Pearson 
Correlation is used to find the correlation between the DM’s decision and the 
various MCGDM’s decisions. Thus, for the proposed type-2 FL-MCGDM based 
on BB-BC, we use Pearson Correlations as the cost function. The objective of the 
study is to maximize the Pearson correlation as a Cost Function. The Pearson 
Correlation which is used to find the correlation between the user’s decision and 
the FL-MCGDM’s decision is as follows:  

 
( ) ( )( )[ ]

YX

YX

YX
YX

YXEYXCOV
σσ

μμ
σσ

ρ −−== ,
,                (37) 

 

Fig. 11 A Type-2 HFL-MCGDM system based on Optimised Membership Function from BB-BC 
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According to Figure 11, the optimised membership functions determined by the 
BB-BC algorithms will be applied in HFL-MCGDM system in order to find the 
highest correlation value (cost function) among the populations generated by BB-
BC, showing the agreement between DMs and the system as decision output. 
According to Figure 11, the optimisation process starts by initialising the set 
parameters and gets the fitness function to define the new correlation value, 
representing the membership function parameter set of values.  

6 Experiments 

To evaluate the proposed HFL-MCGDM systems, we analyse with two different 
type of experiments showing different level of uncertainties as follows: 

6.1 The Analysis of Postgraduate Survey in Decision Making 

In order to evaluate the proposed HFL-MCGDM system, we have conducted a 
survey among postgraduate students in the Department of Computer Science, 
University of Essex. Ten participants were chosen and classified as decision 
makers (DMs) for the group decision making system. In this analysis, DMs are 
chosen based on their knowledge and experience in choosing a university for their 
postgraduate study. The group of DMs consists of local students, foreign students 
and internship students. The system will determine three types of decisions which 
are foreign postgraduate study, local postgraduate study and internship 
postgraduate study. Based on the DMs’ judgment and assessment, we generate the 
system.  

The purpose of this analysis is to create a decision making system which can 
determine the preferences of the student for choosing their postgraduate 
university. For example, in certain circumstances, students might face difficult 
questions in their lives: “Where should they continue their studies?” Possibilities 
of choosing the best university (local, foreign or for internships) are crucially 
considered by almost all students. Each decision needs significant consideration 
by studying many factors/criteria. The students who have an intention to continue 
their studies at a postgraduate level usually have to consider certain criteria such 
as their financial situation, age, the distance from hometown to the university and 
how many dependants they have to support during their postgraduate study, etc. 
Three output fuzzy variables were used in this system: study ‘Foreign’, study 
‘Local’ and study ‘Internship’. The developed decision system provides a decision 
output (foreign, local or internship) based on the input criteria from the students. 
The fuzzy system for postgraduate decisions was based on four main input 
variables (criteria); Financial support (cost of living per month to be taken into 
consideration); Age; preferred living Distance from hometown to the university 
(travelling time); Dependants (how many (if any) dependants they need to support 
during their postgraduate study). 
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6.2 The Analysis of Preferred Lighting Level Selection 

Selecting a suitable lighting level for reading is crucial to the overall success of 
reading comprehension. The light level preferences vary amongst users 
specifically according to the changing environmental conditions. A reading 
application considers proper lighting as crucial to the overall success of a reading 
comprehension. Thus, the preferred and suitable level of lighting design at home, 
study room, classroom, office or library is very important to be investigated and 
assessed. In order to assist in determining the decision making strategy, we 
developed a real-world application where the participants were asked to decide on 
their preferred level of the ceiling lights as the ambient luminance conditions 
change when they are reading. The application was deployed at iSpace which is a 
purpose-built and fully-furnished two-bedroom apartment in the University of 
Essex, UK. The intelligent space/apartment includes a spacious open plan kitchen 
and living area, bathroom, a master bedroom and a study room. It has distributed 
sensors and actuators which are connected in a homogenous manner over the 
iSpace network by the use of UPnP middleware.  

The reading application uses the light sensors which are scattered around the 
living room area of the iSpace in which the values are aggregated to account for 
the perceived ambient luminance. The application employs a GUI displayed on the 
mobile device Apple iPad. By using this interface, the users can interact with the 
environment and they are able to change the dimmable ceiling light levels 
depicted on a scale of [0-10] which represents the percentage of the brightness in 
numeric format ranging between 0 (lights off) and 100 (maximum brightness). For 
example, by touching the 7th bar of the scale on the iPad, the user can switch on 
the ceiling light levels to 70%. 

In particular, the reading application employs a simplified version of our Fuzzy 
Task Agent presented by Bilgin (2012) where we limited the operation of the 
intelligent embedded agent to account for logging the users’ ceiling light level 
preferences and some of the criteria that will be used as inputs to the overall 
system [74]. As shown earlier, the alternatives for the preferred level of output 
ceiling lights can be ‘very low’, ‘low’, ‘medium’, ‘high’ and ‘very high’. The 
various decision criteria may differ depending on the need of the organisation and 
changing of environment [75]. Consequently, the criteria that may influence the 
user’s preference of the ceiling light levels were chosen to be the time of day, 
ambient luminance, age of the user, text size used in the document, distance of 
eyesight from the reading material and the width of the reading material. All these 
criteria together with the interaction of the user through the GUI (on an Apple 
iPad) and the alternatives (preferred ceiling light levels) can be visualised in the 
photos from the experiments and are shown in Figure 12.  

These real world experiments were performed on different days with a total 
number of 15 participants. The users were asked to be seated on the sofa in the 
living room of the iSpace. There were two dimmable lights positioned above their 
seats. Next to them, they had access to a range of reading materials including a 
dictionary, magazine, book, etc. together with a set of boxes varying in volume 
which the users were required to use on their laps. The different documents served 
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the purpose of having diverse text size and width whereas the different volume of 
boxes helped to realise the changing distance of the eyesight from the reading 
material. Moreover, in order to simulate various lighting conditions, the blinds and 
the curtains within the living room of the iSpace were operated. For example, 
closing the curtains meant that the time of day was evening, night, etc.  

In order to be more practical in the decision making analysis, we designed the 
embedded agent to log some of the criteria such as the time of day and the light 
sensor value in numeric format as the rest of the criteria (age of the user, text size, 
distance of eyesight and the width of the document) can easily be logged 
manually. In addition, the preference of the user which is one of the alternatives of 
the overall system was also logged by the agent in a linguistic label format.  

 

Fig. 12 Participants Making Decision on their Preferred Level of Ceiling Lights under 
Different Criteria 

7 Analysis and Results 

In this paper, we proposed a higher ordered Fuzzy Logic based approach for 
Multi-Criteria Group Decision Making (HFL-MCGDM) system which provides a 
comprehensive valuation from a group of users/decision makers based on the 
aggregation of the latter’s opinions and preferences in the intelligent environment. 
The theories of intuitionistic fuzzy sets and type-2 fuzzy logic are well suited 
when dealing with imprecision and vagueness. Consequently, in this paper we 
presented the hybrid concepts between both theories to employ in MCGDM 
models. Intelligent shared spaces, such as homes, classrooms, offices, libraries, 
etc., need to consider the preferences of users who come from diverse 
backgrounds. However, there are high levels of uncertainties faced in intelligent 
shared spaces. Hence, there is a need to employ intelligent decision making 
systems which can consider the various users preferences and criteria in order to 
offer convenience to a variety of users while handling the faced uncertainties. We 
carried out experiments in the intelligent apartment (iSpace) located at the 
University of Essex so as to evaluate various approaches employing group 
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decision making techniques for illumination selection in an intelligent shared 
environment. It was found that the Footprint of Uncertainty (FOU) (of interval 
type-2 fuzzy sets) and hesitation index (of intuitionistic fuzzy sets (IFSs)) are able 
to provide a measurement of the uncertainties present among the various decision 
makers.  

In order to visualise the agreement, we used the Pearson Correlation values 
(refer to 37) for the crisp output to investigate the diagnostic agreement and 
correlation between real output data with the HFL-MCGDM and HFL-TOPSIS. 
Through the experiments, it was found that overall the HFL-TOPSIS systems give 
lower correlation values compared to our proposed HFL-MCGDM. HFL-TOPSIS 
systems which employed interval type-2 fuzzy sets were able to give a correlation 
value with the users’ decisions of 0.3870 which is lower when compared to HFL-
MCGDM based on type-1 fuzzy sets which is 0.5380. This clearly shows that our 
proposed HFL-MCGDM system is able to produce better agreements compared to 
HFL-TOPSIS. Thus the proposed system (HFL-MCGDM) which is based on the 
‘fuzzy weighted average’ method has a better ranking compared to decision 
systems based on the HFL-TOPSIS method. In Table 4 one can observe that the 
type-1 fuzzy sets in FL-MCGDM gives 0.5380 correlations to the linguistic 
appraisal of the user (i.e. the user’s decision) whereas the type-2 fuzzy sets in FL-
MCGDM gives 0.5555 of correlation values. Markedly, the proposed novel 
concept, which is based on interval type-2 with hesitation index, gives the highest 
correlation value of 0.6321. Thus the proposed Type 2-Hesitation FL-MCGDM 
system better agrees with the users’ decision compared to existing fuzzy MCDM 
including the Fuzzy Logic based TOPSIS (Technique for Order of Preference by 
Similarity to Ideal Solution), type-1 FL-MCGDM and interval type-2 in FL-
MCGDM. 

For all the correlation values, we saw that the proposed method which employs 
type-2 fuzzy sets with hesitation index gives a higher Pearson correlation value 
than when using type-1 Fuzzy Sets or Interval Type-2 Fuzzy Sets. This shows that 
our proposed system which uses the hybrid fuzzy theories provides a better 
correlation by having a much closer group decision to the human decision makers 
when compared to the other fuzzy theories (where the higher the correlation value, 
the closer the user’s decision to the output from the proposed system.  

Table 4 Correlation Values between the Linguistic Decisions from User with Output 
Ranking from Different Membership Functions in HFL-TOPSIS and HFL-MCGDM 

Membership Function HFL-
TOPSIS 

 HFL-
MCGDM 

Type-1 Fuzzy Sets 0.0747 0.5380 
Interval Type-2 Fuzzy Sets 0.3870 0.5555 

Interval Type-2 Fuzzy Sets with 
Hesitation Index (IFS2) 

0.3870 0.6321 

 

The idea to define hesitation values from the interval membership degree 
permits the system to capture more uncertainties in the evaluations and provide the 
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highest correlation value. The results provided clearly show that the more the 
theory can evaluate uncertainties, vagueness and conflict, the higher correlation 
value can be determined between the real output data. After all, this shows that 
interval type-2 fuzzy sets combined with IFSs can play an important role in the 
production of enhanced HFL-MCGDM systems. Finally, this case study shows 
that our proposed system is capable of handling real world decision problems. The 
efficiency of the proposed system can be evaluated by the correlation values 
between the users’ decision and output ranking. The higher the correlation values, 
the closer the user’s decision to the output from the proposed system. In this part, 
we present two data sets applying a different type of real decision problems. These 
are the problem of finding the postgraduate study by 10 DMs and the preferred 
location for preferred lighting level for reading in the intelligent environments by 
15 DMs. Both data sets show that by utilising BB-BC algorithm we are able to 
increase the agreements between the DMs and the system. 

Table 5 Pearson correlations for Preferred Locations for Postgraduate Study from 10 DMs 

Methods 
Pearson 

Correlation without 
BBBC optimisation 

Pearson 
Correlation with 

BBBC 
optimisation 

Type-1 Fuzzy Sets 0.1299 - 
Interval Type 2 Fuzzy Sets 0.3928 0.4784 
Interval Type 2 Fuzzy Sets 

with Hesitation Index 
0.4787 0.4784 

General Type 2 Fuzzy Sets 0.5148 0.5313 

 

Table 6 Pearson correlations for Preferred Lighting Level for Reading in the Intelligent 
Environments from 15 DMs 

Methods 
Pearson Correlation 

without BBBC 
optimisation 

Pearson Correlation 
with BBBC 
optimisation 

Type-1 Fuzzy Sets 0.5380 - 
Interval Type 2 Fuzzy 

Sets 
0.5555 0.5555 

Interval Type 2 Fuzzy 
Sets with Hesitation 

Index 
0.6338 0.6338 

General Type 2 Fuzzy 
Sets 

0.6456 0.6520 
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According to Table 5, data set from the ‘Postgraduate Study by 10 DMs’ , type-
1 and interval type-2 fuzzy logic based MCGDM gives 0.1299 and 0.3928 
correlations to the linguistic appraisal of the DMs whereas interval type-2 fuzzy 
logic with hesitation index based MCGDM gives a correlation value of 0.4748. 
Markedly, the HFL-MCGDM system without using BB-BC gives a correlation 
value of 0.5148. When using BB-BC (refer to Table 5), interval type-2 fuzzy 
based MCGDM gives a similar correlation value to the interval type-2 fuzzy logic 
with hesitation index based MCGDM which is 0.4784 (also similar to type-2 with 
hesitation index without BB-BC). However, the proposed HFL-MCGDM based 
on BB-BC gives the highest correlation value of 0.5315 and outperformed the 
HFL-MCGDM without the BB-BC optimisation. 

According to Table 6, data set from the ‘Preferred Lighting Level for Reading 
in the Intelligent Environments by 15 DMs’, it can be observed that type-1 and 
interval type-2 fuzzy logic based MCGDM gives 0.5380 and 0.5555 correlations 
to the linguistic appraisal of the DMs whereas interval type-2 fuzzy logic with 
hesitation index based MCGDM gives a correlation value of 0.6338. Markedly, 
the HFL-MCGDM system without using BB-BC gives a correlation value of 
0.6456. While using BB-BC (refer to Table 6), interval type-2 fuzzy based 
MCGDM gives a similar correlation value of 0.5555. At the same time, the 
interval type-2 fuzzy logic with hesitation index based MCGDM also gives the 
same correlation values. However, the proposed HFL-MCGDM based on BB-BC 
gives the highest correlation value of 0.6520. 

In some cases the BB-BC may find better parameters and in other cases the 
BB-BC cannot find better parameters than the default parameters that we have 
supplied for the system (example for interval type-2 at Table 6). However, the 
overall BB-BC optimisation is always able to find the best parameters based on 
HFL-MCGDM. Hence, the proposed system, HFL-MCGDM based on BB-BC is 
able to model the variation in the group decision making process exhibited by the 
various decision makers’ opinion. In addition, the BB-BC optimised HFL-
MCGDM system shows the highest agreement with the real decision outputs from 
the DMs. The proposed system GFL-MCGDM outperforms the MCGDM systems 
based on type-1 fuzzy sets, interval type-2 fuzzy sets and interval type-2 with 
hesitation index with or without using the optimised membership function by BB-
BC algorithm. The BB-BC optimised GFL-MCGDM system also outperforms the 
GFL-MCGDM system without the BB-BC optimisation method.  

8 Conclusions  

Our 1st component, we presented a method that focuses on interval type-2 fuzzy 
logic MCGDM system with intuititonistic evaluation (from IFSs). The proposed 
method is expected to handle the linguistic uncertainties and conflicting decision 
among DMs in MCGDM and give comprehensive evaluation for the membership 
values. Using type-2 fuzzy logic and intuitionistic fuzzy sets separately in multi-
criteria decision making model in representing the inputs from experts’ judgment 
does not seem sufficient in showing the uncertainties and conflicting human-being 
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evaluation. The intuitionistic evaluation in an interval type-2 membership function 
has been derived in the proposed method which includes seven steps for the 
aggregation and ranking of the preferred alternatives. In addition, we proposed an 
approach to extend the interval type-2 fuzzy values into intuitionistic values which 
will help to evaluate the hesitation values which are not present in type-2 and 
other fuzzy set theories. This combination clearly handles the linguistic 
uncertainties by the interval type-2 membership function and simultaneously 
computes the hesitation degree from the intuitionistic evaluation.  

According to Garibaldi (2004), it is possible that the type-2 inferencing used 
may not hold in all cases especially the umbilical code acid-base balance study 
[76]. However, the fact that the type-2 system produced the same result as the 
type-1 FES for this study case (umbilical code acid-base balance) when the 
intervals were reduced to zero, is a hopeful sign that the inference may be valid in 
general. In order to extend the study as as to find agreement values between the 
system and DMs/experts, we created a new decision problem in the intelligent 
environment which involved more uncertainties involving the variety and 
inconsistency of human behaviour. We also increased the number of users to 15 
and showed that the different background, age, culture and experience of all 15 
users are counted in the experiment in order to show the high level of uncertainties 
compared to umbilical cord acid-base analysis where only 5 clinical experts have 
been included. 

Through the experiments, it was found that overall, FL-TOPSIS systems give 
lower correlation values (agreements between the system and DMs based on 
Pearson Correlations) compared to our proposed HFL-MCGDM. Thus the 
proposed interval Type 2-Hesitation FL-MCGDM system better agrees with the 
users’ decision compared to existing fuzzy MCDM including the Fuzzy Logic 
based TOPSIS (Technique for Order of Preference by Similarity to Ideal 
Solution), Type-1 FL-MCGDM and interval Type-2 in FL-MCGDM.  

In order to extend the efficiency of the HFL-MCGDM system, for the 2nd 
component, we presented a General Type-2 Fuzzy Logic based approach for 
MCGDM (GFL-MCGDM) in part VI. The proposed system aimed to handle the 
high levels of uncertainties which exist due to the hesitancy, conflicts, ambiguity 
and vagueness among DMs’ opinions. In order to demonstrate the effectiveness of 
the proposed system, we evaluated the system with a survey conducted randomly 
among 10 postgraduate students at the University of Essex. The analysis 
investigated the preferred location of postgraduate study which is: local, abroad or 
internship. Therefore, the proposed system GFL-MCGDM was able to give a 
better agreement with the human decision compared to type-1 and interval type-2, 
interval type-2 with hesitation fuzzy systems. In addition, GFL-MCGDM system 
was also implemented to the reading data sets for the preferred lighting level in the 
intelligent environment from 15 users. The increased correlation value for both 
study cases showed that the proposed method is considered to be effective in 
handling the high level of uncertainties among the big group of DMs (10 DMs to 
15 DMs). Hence, this demonstrated that the proposed method can play an 
important role in the production of better MCGDM which is able to better settle 
conflicts among the different individual preferences with different alternatives and 
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criteria followed by synthesising the different individual preferences into a 
unanimous approval.  

Finally the 3rd component, we expanded the system to optimise the parameters 
involving the type-2 membership functions, including interval type-2, interval 
type-2 with hesitation and general type-2, in order to maximize the agreements 
between the system and DMs. With the aim of finding the optimal parameters of 
the type-2 fuzzy sets, we employed the Big Bang-Big Crunch (BB-BC) 
optimisation to find the optimal FOU parameters for type-2 membership function 
including interval and general type-2 fuzzy sets. The proposed system showed 
agreement between the proposed method and the real decision outputs from DMs - 
as quantified by the Pearson Correlation - which outperformed the MCGDM 
systems based on type-1 fuzzy sets, interval type-2 fuzzy sets and interval type-2 
with hesitation index and also general type-2 without an optimal BB-BC 
membership function. 

Hence, this showed that the proposed method can play an important role in the 
production of better fuzzy MCGDM which is able to settle conflicts among the 
different individual preferences with different alternatives and criteria followed by 
synthesising the different individual preferences into a unanimous approval. The 
results provided clearly showed that the more the theory can evaluate 
uncertainties, vagueness and conflict, the higher correlation value can be 
determined between the real output data. Hence, the increased correlation value 
revealed that the proposed method is considered to be effective in handling the 
high level of uncertainties among the DMs and the aggregation phase of the 
system.  

In future work, we intend to modify the HFL-MCGDM system with different 
kinds of aggregation operators. There are many kinds of operators which have 
been implemented in decision making. Few have been found unstable to be 
implemented in decision making processes. The results tend to lose the 
information of users opinion such as fuzzy majority which has been proved by 
[Xu 2007]. Nevertheless, there are few which have been found in the literature 
such as score function, Euclidean distance and choquet integral. Next, we plan to 
further the research by testing the system with a larger number of DMs. This is a 
very crucial factor in real world decision problems which have to handle a variety 
of humans’ behaviour. It is very challenging for a system to be able to handle a 
large volume of uncertainties. Such an implementation will be challenging and in 
future work we will make an effort to increase the agreement between the system 
and the DMs. 
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Multi-criteria Influence Diagrams – A Tool for 
the Sequential Group Risk Assessment 

Aleksandar Janjić*, Miomir Stanković, and Lazar Velimirović 

Abstract. This chapter describes the use of influence diagrams in the risk 
assessment and proposes their extension to the group decision making using fuzzy 
logic, sequential approach and multi-criteria evaluation. Instead of classical 
Bayesian networks using conditional probability tables that are often difficult or 
impossible to obtain, a verbal expression of probabilistic uncertainty, represented 
by fuzzy sets is used in this approach. Influence diagrams are modeling the 
multistage decision processes and the interrelations among different chance and 
value nodes as well, enabling the iterative approach to the risk assessment. After 
the first, independent assessment of the group of experts, this preliminary risk 
grade is the input in the second step where the adapted risk grade has been 
adopted based on known evaluations, and interaction among decision makers. The 
different risk components and decision maker’s attitudes are considered by 
ordered weighted averages (OWA) operators. This inference engine is illustrated 
through the assessment of risk caused by improper drug storage in pharmaceutical 
cold chain by the group of experts in the iterative assessment process. 
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1 Introduction 

Risk management is a concept of Business Operations Management, first 
developed and applied in finance, and later, in other industrial branches. Global 
business has brought with itself increased risks, especially in the food and drug 
industries [1]. Its intensity within these industries has become especially 
noticeable in the last decade, which resulted in the passing of various standards 
and recommendations to cover this field [2,3,4,5,6]. Risk became the crucial 
decision making criteria in evaluation of development alternatives of several 
complex systems. In such systems, risk has been usually connected to the 
reliability calculation, assuming that risk and reliability have identical implications 
[7]. Gradually, the concept of risk has been introduced in different areas, including 
asset management and maintenance scheduling as most critical processes in terms 
of the level of investment [8,9,10,11,12].  

1.1 Risk Assessment under Uncertainty 

Risk Assessment is integral part of Risk management process, and represents the 
necessary step before proceeding to the treatment of risk by answering the 
following questions:  
 

• What can happen and why? 

• What are the consequences? 

• What is the probability of their future occurrence? 

• Are there any factors that mitigate the consequence of the risk or that reduce 
the probability of the risk? 

There is a great number of risk assessment techniques, including fault tree, 
event tree, decision tree analysis, FMECA (failure mode criticality and effect 
analysis), Markov processes and Bayes nets. The choice of the right methodology 
depends on various factors, including the complexity of the problem, the nature 
and degree of uncertainty, the extent of resources (required in terms of time and 
level of expertise, data needs or cost), and finally, whether the method can provide 
a quantitative or qualitative output [13]. 

What is common in all approaches mentioned above is the definition of risk 
associated with an event E as the product of probability of event p(E) (failure of 
component or group of components) and consequences of this event C(E): 

 ( ) ( ) ( )Risk E p E C E= ×                      (1) 
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However, this simple relationship takes no account of the factors such as non-
linear dependence of utility on the value of consequences, which requires other 
form of relations: 

 ( ) ( ) ( )x y
Risk E p E C E= ×          (2) 

This approach presumes that both probability and consequences can be 
calculated accurately, which is not always possible, and depends on quality and 
quantity of available data. Generally, the assessment of risk is faced with lack of 
data from the past (equipment history), present (on line condition monitoring) and 
future (uncertainty about operating conditions). Furthermore, the decision making 
in complex systems is always related to uncertainties, either because of different 
criteria weightings of several decision makers, either because of stochastic nature 
of future events. 

It is well accepted that Fuzzy Set Theory provides a useful way to deal with ill-
defined and complex problems in decision making by quantifying imprecise 
information and incorporating vagueness. Dikmen et al. [14] proposed a fuzzy risk 
rating method in international construction projects. The system identifies risks, 
models the risks using influence diagrams, selects the membership function of 
each variable, captures the experts’ opinions using aggregation rules, aggregates 
fuzzy rules into a fuzzy cost overrun risk rating and determines the final level of 
project risk. In [15] fuzzy reasoning has been extended to the AHP approach to 
handle subjective assessments and prioritize diverse risk factors. The model 
quantifies the risk magnitude and combines it with the risk likelihood and risk 
severity into a fuzzy inference system.  

Another form of uncertainty in the risk assessment is the group risk assessment. 
When people are in groups, they make decision about risk differently from when 
they are alone. In the group, they are likely to make riskier decisions, as the shared 
risk makes the individual risk less, which requires the new form of problem 
modeling. 

1.2 Group Risk Assessment 

In all decision making processes, the procedures for combining opinions about the 

alternatives with different points of view are established. The assumption is that 

there is a set of alternatives , … , , , chosen by a group of n agents to 

cooperate in the selection of actions. It is assumed that each agent represents its 

own preference in the form of the fuzzy subset of X presented by the membership 

function. Let Aj indicates a preference for agent j, and let each agent to be unaware 

of the function of the preference of other participants. Approach for obtaining the 

group decision is to gather individual preference functions Aj to obtain the group 

preference functions A, and then choose the one alternative that optimizes the 
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group preference function. One of the most important decisions is the choice of 

operators for aggregating individual preference function. 
Wang and Elang [16] proposed a fuzzy multi-criteria group decision making 

approach, which allows decision makers to rapidly and effectively evaluate 
multiple fuzzy risk factors using linguistic terms by aggregating the assessments 
of multiple risk factors. A methodology which produces the appraisal vector of the 
risky conditions of a construction project by aggregating the weight coefficient of 
any risk groups and fuzzy risk factors obtained from experts using the AHP 
technique, a hierarchical structure of risks, and the fuzzy evaluation matrixes of 
risk factors has been proposed in [17]. Finally, Nieto et al. [18] proposed an 
algorithm to handle the inconsistency in the fuzzy preference relation when pair-
wise comparison judgments are necessary, while [19] proposed an extended 
version of the Technique for Order Preference by Similarity to an Ideal Solution 
(TOPSIS), which resolves the multi-criteria risk assessment model under a fuzzy 
environment. 

Although the mentioned models take account of uncertainties by the 
introduction of fuzzy sets, multiple criteria and multiple experts, the danger that 
some solutions will not be well accepted by some experts in the group is still 
present [20,21]. To overcome this problem, it is advisable that experts carry out a 
consensus process, where the experts discuss and negotiate in order to achieve a 
sufficient agreement before selecting the best alternative [22,23]. A 
comprehensive presentation of the state of the art of different consensus 
approaches is given in [24], with the focus on the soft consensus approach. 

However, unlike standard group decision making procedure where the group 
consensus relies on the principle of majority, the risk assessment process outlines 
some behavioral characteristics that are opposite to this principle. Many studies 
have led to the conclusion that tendency for group decisions to be riskier than the 
average decision made by individuals exists and is referred to as "risky shift". 

The predicted results were first noted in 1961 and similar results have been 
obtained since [25, 26]. This shift toward a riskier group decision is an example of 
a broader result of group decision making called group polarization. In [27], 
findings that groups communicating via computer produce more polarized 
decisions than face-to-face groups are elaborated. 

To solve this particular problem of multi expert risk assessment, sequential 
fuzzy influence diagrams are proposed in this approach. Fuzzy logic is introduced 
in a twofold manner: via fuzzy probability values expressed linguistically, and via 
fuzzy random variables. Instead of classical Bayesian networks using conditional 
probability tables that are often difficult or impossible to obtain, a verbal 
expression of probabilistic uncertainty, represented by fuzzy sets is used in this 
approach. 
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Fig. 1 Risk assessment of individual decision maker (DM 1) 

Influence diagrams are modeling the multistage decision processes, and the 
interrelations among different chance and value nodes as well, enabling the 
iterative approach to the risk assessment. The first stage of the process – 
individual risk assessment using fuzzy influence diagram is presented in Figure 1. 

After the first, independent assessment of the group of experts, this preliminary 
risk grade is the input in the second step where based on known evaluations, and 
interaction among decision makers, the adapted risk grade has been adopted.  

This inference engine is illustrated through the assessment of risk caused by 
improper drug storage in pharmaceutical cold chain by the group of experts in the 
two step assessment process. The different risk components and decision maker’s 
attitudes are considered by ordered weighted averages operators. This model can 
be implemented in many complex systems, like the health care (ex. Health 
Technology Assessment) where is necessary to make decisions based on clinical, 
social and economic criteria. In power systems criteria are economy, social and 
environmental, etc. 

The objective of this work is twofold: to propose an integrated method for the 
sequential decision making and the risk assessment in uncertain environment, 
including decision nodes in the analysis. Second objective is to make this 
methodology practical, by using robust graphic tools that are not sensitive to the 
missing or incomplete input values, modeling the interaction among the decision 
makers and the multi-criteria evaluation. 
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The rest of the chapter is organized as follows: Section 2 describes the one 
stage single criteria fuzzy influence diagram. In Section 3, this model is extended 
with the multi-criteria and sequential group decision making approach. Some 
simulation results are described in Section 4 and finally the concluding remarks 
are presented in Section 5.   

2 Research Method 

2.1 Influence Diagrams in Complex System 

Bayesian networks (BN) and Influence diagrams (ID) are graphical tools that aid 
reasoning and decision-making under uncertainty. The networks represent a 
system over which a probability distribution is defined, modeling uncertainty both 
quantitatively and qualitatively. They allow a user to make inferences when only 
limited information is available. In the artificial intelligence literature, BN and ID 
are among the most popular types of graphical modeling [28,29,30]. They are used 
in expert systems involving problem domains in medical diagnosis, map learning, 
heuristic search, and, very recently, in power systems. Two types of inference 
support are considered: 

•   predictive support for node Xi, based on evidence nodes connected to Xi 

through its parent nodes (also called top-down reasoning), and  

•   diagnostic support for node Xi, based on evidence nodes connected to Xi 

through its children nodes (also called bottom-up reasoning).  

Generally, in complex diagnostic problems there are usually several symptoms, 
and each of these symptoms can result from several failures. Probabilistic methods 
can be used to link symptoms to failures if the necessary failure probabilities can 
be obtained. BN have been effective in modeling probabilistic relationships in 
complex diagnostic situations and in providing a framework to identify critical 
probabilistic mappings. These probabilities can be obtained from operating data, 
(if available for all prior probabilities and fault mappings over a sufficient period 
of time), or through the solicitation of subjective probabilities from experts.  

A generalization of a BN, in which not only probabilistic inference problems 
but also decision making problems (following maximum expected utility criterion) 
can be modeled and solved is the Influence diagram. ID (also called a relevance 
diagram, decision diagram or a decision network) is a compact graphical and 
mathematical representation of a decision situation. Initially, they were proposed 
in [31], as a tool to simplify modeling and analysis of decision trees. Whereas a 
decision tree shows more details of possible paths, an ID shows dependencies 
among variables more clearly.  

Both crisp BN and ID represent a pair N = {(V, E), P} where V and E are the 
nodes and the edges of a directed acyclic graph, respectively, and P is a 
probability distribution over V. Discrete random variables V = {X1, X2, ..., Xn} are 
assigned to the nodes while the edges E represent the causal probabilistic 
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relationship among the nodes. Each node in the network is annotated with a 
Conditional Probability Table (CPT) that represents the conditional probability of 
the variable given the values of its parents in the graph. The CPT contains, for 
each possible value of the variable associated to a node, all the conditional 
probabilities with respect to all the combinations of values of the variables 
associated with the parent nodes. For nodes that have no parents, the 
corresponding table will simply contain the prior probabilities for that variable.  

Building of an ID model is performed with the usage of several graphical 
elements. A circle depicts an external influence (an exogenous variable) – these 
are variables whose values are not affected by the decision being made. Rectangle 
depicts a decision – these are decisions made by the decision maker. Intermediate 
variable depicts an endogenous variable – these are variables whose values are 
computed as functions of decision, exogenous and other endogenous variables. 
Value node, presented as a diamond (objective variable) is a quantitative criterion 
that is the subject of optimization. Chance node (oval) represents a random 
variable whose value is dictated by some probability distribution. Arrow shows 
the influence between variables, and dotted arrow shows information being 
communicated between elements. 

The methods for evaluating and solving ID are based on probabilities and 
efficient algorithms have been developed to analyze them [31,32,33,34,35]. Like 
in BN, the input and output values of a node in an ID are based on the Bayesian 
theorem. The use of probability tables with many elements is, however, very 
difficult, because of the combinatorial explosion arising from the requirement that 
the solution must be extracted by the cross product of all probability tables. 

Instead of probabilities, solving of an ID can be effectuated using fuzzy 
reasoning [36,37,38,39]. Each node in the diagram can be represented by 
appropriate fuzzy set describing the uncertain nature of a given value. A 
predecessors set of nodes is the set of all nodes having an influence arrow 
connected directly to the given node. The combination of predecessor nodes fuzzy 
sets gives the value of resulting node. A commonly used technique for combining 
fuzzy sets is Fuzzy inference system. Mamdany’s type fuzzy inference, used very 
often, expects the output membership functions to be fuzzy sets. After the 
aggregation process, a defuzzification is performed on each output variable. 

However, both fuzzy logic based approximate reasoning and BN have 
limitations in the risk assessment. The main limitation of fuzzy reasoning 
approaches is the lack of ability to conduct inference inversely. Feed-forward-like 
approximate reasoning approaches are strictly one-way, that is, when a model is 
given a set of inputs it can predict the output, but not vice versa.  

On the other hand, utilization of a probability measure to assess uncertainty in 
BN is another limitation. It requires too much precise information in the form of 
prior and conditional probability tables, and such information is often difficult or 
impossible to obtain. In particular, in dealing with indirect relationships, it is 
usually difficult to make precise judgments with crisp numbers. In certain 
circumstances, a verbal expression or interval value of probabilistic uncertainty 
may be more appropriate than numerical values. In this methodology, linguistic 
probabilities are used, which will be explained in the sequel. 
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2.2 Fuzzy Probabilities 

The introduction of fuzzy logic in BN has been performed by the fuzzification of 

random variables [40,41], or by introducing fuzzy probabilities [42,43]. In this 

paper, both random variables, prior and conditional probabilities are presented by 

fuzzy sets. Prior to define the inference engine principle, the definition of fuzzy 

probability that will be used in this paper will be given.  
The basic characteristic of a fuzzy set is its membership function. Let U be the 

universal set, and ( )A xμ the membership function of the classical subset A of U 

such that it takes values from the set {0,1}, where ( ) 1A xμ =  if x A∈ and 

( ) 0A xμ =  for x A∉ . It may be noted that the boundaries of a subset A sharp 

and clear and represent two-class classification of elements of the set U. The fuzzy 
set, on the other hand, introduces ambiguity by canceling sharp boundaries 
between group members and non-members. In other words, the transition from the 
members to the 'non-members' is not too sharp. The transition is gradual. It is 
allowed by the membership function of the A fuzzy subset to the set U, which is 

defined as follows [ ]: 0,1A Uμ → .The main difference from the classical subset 

is now an element x U∈  belongs to the A fuzzy subset with a degree between 0 
and 1. For easier understanding the function belonging to the A fuzzy subset is 
denoted by A(x). Precisely A(x) (the membership function) will be the function of 
the preference in the process of group decision-making, while the alternatives will 
be shown by variable x. 

Based on previous works on linguistic probability [41,42], it is possible to 

define similar probability measure for fuzzy probabilities. 

Definition 1. Given an event algebra ε defined over a set of outcomes Ω, a 

function FP: ε→E is termed a fuzzy probability measure if and only if for all A ∊ ε 0 1  Ω 1 Ø 0  

 If A1, A2, …  are disjoint, then               (3) ∑   1  

FP is fuzzy probability measure on (Ω, ε), the tuple (Ω, ε, FP) is termed fuzzy 
probability space. Embedded real numbers are denoted by χ subscript. Expression 
(3) specify the quantity space in which probabilities will be assessed (linguistic 
probabilities have zero membership outside the unit interval). Also, expression (3) 
is intended to capture the intuition one might know the probability of the union of 
two disjoint events more precisely than the probabilities of either individually.  



A Tool for the Sequential Group Risk Assessment 173 

 

 

 

 

 

 

 

 

 

Fig. 2 Fuzzy probabilities 

Also, it expresses that knowing something about the probability of an event 
translates into equally precise knowledge about the probability of its complement. 

Based on previous definition, fuzzy probabilities, grouped in several fuzzy sets, 
are introduced and denoted with linguistic terms (extremely low, very low, low, 
medium low, medium, medium high, high, very high and extremely high). 
Appropriate fuzzy sets are presented on Figure 2. 

The extension principle may also be used to define fuzzy counterparts to the 
standard arithmetic operators. The extension of a real arithmetic operator will be 
denoted by circling its usual symbol. It is also possible to derive these operators 
by examining the effects of interval based calculations at each α – cut. The 
extended operators are defined by: 

Definition 2. For all a,b  RF the extended operators are defined by: 
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From previous definition, two fuzzy Bayes rules analogue to classical crisp 

number relations are formulated. Operator "≅" stands for "=" operator. 

Fuzzy joint probability 

 ( ) ( ), ( ) \j i i j iFP Y y X x FP X x FP Y y X x= = ≅ = ⊗ = =     (5) 

Fuzzy Bayes rule 

 ( ) ( )
( )

( ) \
\

i j i

i j

j

FP X x FP Y y X x
FP X x Y y

FP Y y

= ⊗ = =
= = ≅

=
      (6) 

Based on the law of total probability another rule for the fuzzy marginalization 

can be added, represented by the expression (7). 

Fuzzy marginalization rule 

 ( ) ( )( ) \j i j i
i

FP Y y FP X x FP Y y X x= ≅ = ⊗ = =∑            (7) 

Using the above equations, fuzzy BN inference can be conducted. Operations 
on fuzzy numbers are defined as operations in terms of arithmetic operations on 
their α – cuts (arithmetic operations on closed intervals).  

The overall risk is calculated with exhaustive enumeration of all possible states 
of nature, and their expected value of risk. Let suppose a system in which risk 
value node has Xn parent nodes, with different number of discrete states. 
According to notation explained in the section 2.1, fuzzy probability of the chance 
node Xi being in the state j is expressed as FP(Xi = xij). Fuzzy value of possible 
consequences in the state xij is represented by FD(Xi = xij). The expected value of 
risk is then calculated: 

 ( )( )i ij
j i

R FP X x FD X x≅ = ⊗ =∑∑              
(8) 

Example 1. The illustration of ID for the power transformer risk assessment is 
given in this example (see Figure 3).  

Power transformer in one transformer substation is planned for the 
replacement, because of its age and unsatisfying diagnostic test results. Node A is 
decision node, bound to two outcomes: whether to replace, or keep the existing 
power transformer in use. Node B is describing the condition of transformer with 
discrete deterioration states. This node represents the chance node, because of 
stochastic nature of transformer condition which cannot be fully determined by 
transformer diagnostic. Node B has the parent node A, because the state of 
transformer health is directly influenced by the decision of replacement. 



A Tool for the Sequential Group Risk Assessment 175 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Influence diagram for the risk assessment of decreased reliability 

 

Increased number of transformer outages is expected, but that number, together 
with consequences that these outages will produce can vary depending on 
uncertain parameters in the future, including weather conditions, loading of the 
transformer, and level of penalties imposed by the regulator. Therefore, one has to 
investigate the possibility of keeping it in service one more year, and to check 
whether this decision greatly increases the risk of surpassing required values for 
system reliability, imposed by the regulator. 

Probabilities for nodes E and F are given in Table 1, while the complete tables 

of prior and conditional probabilities can be found in [44]. 

Table 1 Fuzzy probabilities for chance nodes E and F 

Chance node E 
 Alternative 1(replace) Alternative 2 (not replace) 
FP(E1) – low level of 
power outages 

H VL 

FP(E2) – medium level  VL VL 
FP(E3) – high level of 
power outages 

EL M 

Chance node F 
FP(F1) severe 
penalties 

H PEN1 [0.8 0.9 1] 

FP(F2) mild 
penalties 

L PEN2 [0.2 0.3 0.4] 

 
G

A

B
D

C 

E

F

A – decision node 

B – transformer condition 

C – weather conditions 

D – transformer loading 

E – failure probability 

F – penalty policy 

G – value of risk node 
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The value node G is the risk node, and as was described earlier, standard 

definition of risk as the product of probability and consequence (financial penalty) 

has been used. FP(E) is fuzzy probability calculated for the node E, and final 
value of risk is the expected value of risk for all combinations of event E over n 

possible outcomes of event F. PENj denotes penalties in the case of the j-th 

outcome of event F. Penalties are also represented as fuzzy numbers, and they can 
be represented with per unit values, relative to the maximal possible penalty. 

Using expressions (5) – (8), we are calculating the value of node G: 

 ( ) ( )
,

i j j
i j

Risk FP E FP F PEN≅ ⊗ ⊗∑           
(9) 

Results are presented on Figure 4. Different methods of fuzzy number 
ordering can be used, but it’s obvious that by replacing the transformer the overall 
risk could be reduced in a great extent.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Fuzzy values of risks for value node G for alternatives A1- replace and A2 - not 
replace 

Single criteria ID can be extended to the case of multi-objective analysis: 
instead of single value node, the aggregated value of several nodes [45], or Pareto 
analysis of optimal solution space can be used [46]. In the next section, we will 
present the use of multi-criteria ID to the case of multi expert risk assessment 
where the final solution has been obtained by the iterative process. 
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3 Research Design 

3.1 Multi Expert Sequential Influence Diagram 

In this section, we are elaborating the extension of IDs to the case of group 
decision making. The extension is performed on two levels: "horizontal" level of 
the overall risk assessment by introducing appropriate aggregation function and on 
the "vertical" level of sequential approach by introducing several stages and 
reevaluation of alternatives in decision process. 

Group decision making situation refers to the set of possible alternatives, 

{ }1 2, , , , 2nX x x x n= ≥…  and a group of experts { }1 2, , , , 2mE e e e m= ≥… , who 

express their opinions about X to achieve a common solution. In a fuzzy context, 
the objective is to classify the alternatives from best to worst, associating with 
them some degrees of preference expressed in [0, 1] interval. After the 
aggregation of preferences, the final solution has been selected. To overcome the 
problems of single stage decision process, it is advisable that experts carry out a 
consensus process, where the experts can discuss and share their knowledge about 
the problem and alternatives in order to facilitate the process of alternative 
selection [24]. The risk assessment process however, imposes some restriction to 
the application of majority principle out of two main reasons. 

The first one is the so called "risky shift" explaining the effect that people in 
groups make decision about risk differently from when they are alone. In  
the group, they are likely to make riskier decisions, as the shared risk makes the 
individual risk less [25,26]. The second reason - the group polarization is the 
solidification and further strengthening of a position as a consequence of group 
discussion. That is, the opinions or positions of individuals, once they meet as a 
group, tend to become more "polarized" and move more toward the extremes. Out 
of these reasons, we used the iterative sequential approach of decision making in 
our methodology, allowing the aversion to opinion changing, considering only 
aggregated risk indicators. 

3.1.1 Individual Risk Aggregation 

It is widely accepted that any suitable aggregation of fuzzy sets may be used in 
decision making, modeling different types of decision behavior and choosing a 
decision function that best reflects the goals of the decision. Many methods for 
aggregation can be found in [47,48,49,50,51,52]. Regardless whether the weights 
and scores are linguistic or numeric, the general form of the aggregation function is: ∑                      (10) 
where fi is the final score for alternative i. The weights of experts uk could have 

quantitative or qualitative values. 
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The following three types of aggregation are used most commonly in decision 
making: conjunctive, disjunctive and compensatory aggregation of criteria. 
Conjunctive aggregation of criteria implies simultaneous satisfaction of all 
decision criteria, while the disjunctive aggregation implies full compensation 
amongst the criteria. The compensatory aggregation is more suitable for 
conflicting criteria or the human aggregation behavior, because human beings tend 
to partially compensate between criteria, instead of trying to satisfy them 
simultaneously. 

The process of group decision making is divided into homogeneous and 
heterogeneous processes. The process is homogeneous when no importance score 
is related to the importance of the agent, while it is the opposite case with the 
heterogeneous process. However, when there is not any importance score 
provided, many problems of the group decision making should be classified as 
heterogeneous processes. Indeed, in many cases, it is not necessary to determine 
the presence of importance scores associated to the agent, to be absolutely sure 
that no agent is treated equally. In the case where agents provide information to 
resolve things, this information can be used as a tool for discrimination of agents 
so the agents will not have the same importance. In this case, agents with 
consistent information are given the highest grades. One way of implementing the 
importance scores in the decision process is to encourage the order of value 
preferences before their aggregation. For this to be implemented, the OWA 
operator is used. 

A very efficient for information combination method OWA was suggested by 
R. Yager [53]. Since then OWA operators are studied from different aspects, and 
applied in engineering and different fields of artificial intellect [54,55,56]. An 
OWA operator of dimension n with an associated vector W = (w1, w2, …, wn) is a 
mapping F:Rn → R defined as: 

 , , … , ∑                (11) 

where σ is a permutation that orders the elements : . 
The weights are all non negative ( 0iw ≥ ) and ∑ 1. 

The OWA operators provide a parameterized family of aggregation operators, 
which include many of the well-known operators such as the maximum, the 
minimum, the k-order statistics, the median and the arithmetic mean. In order to 
obtain these particular operators we should simply choose particular weights. 
Since this operator generalizes the minimum and the maximum, it can be seen as a 
parameterized way to go from the min to the max. In this context, Yager 
introduces the operator maxness (initially called orness) which is defined with:        , , , … ∑ ∑      (12) 

The minimal value is obtained for maxness(1,0,…,0) = 0, and the maximal 
value is obtained for maxness(0,0,…,1) = 1. 

The Fuzzy OWA Operator (FOWA) is an extension of the OWA operator that 
uses uncertain information represented in the form of fuzzy numbers. FOWA 
provides a parametrized family of aggregation operators that include the fuzzy 
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maximum, the fuzzy minimum and the fuzzy average criteria, among others. 
FOWA operator of dimension n is a mapping that has an associated weighting 
vector W, such that: 

 , , … , ∑               (13) 

Where bj is the j-th largest of the ia , and ia are fuzzy numbers. 

In [52] Chiclana et al. considered group decision making problems where the 
information about the alternatives was represented using fuzzy preference 
relations and a fuzzy majority guided choice scheme based on OWA operator was 
designed. In [53], set of IOWA operators is introduced, guided by fuzzy linguistic 
quantifiers, allowing the introduction of some semantics or meaning in the 
aggregation. 

In the proposed methodology, both OWA and FOWA aggregation is enabled 
on the level of ID value nodes describing individual experts risk assessments. 
Each step of the algorithm will be described in the next section. 

3.1.2 Algorithm of Multi Stage Risk Assessment 

According to the definition of risk as the product of state probability and possible 
damage in that state of nature, the group has to evaluate both values: probabilities 
and damages. After the expert’s individual risk assessments, experts are 
reevaluating their starting evaluations in the second stage of the decision process. 
Figure 5 shows the ID for a two-stage version of the risk assessment problem. The 
variables X1 and X2 represent possible states of nature with probabilities and 
possible damages assessed by each expert. These values represent the input to the 
second stage of decision making process, where the experts reevaluate their 
starting assessments. Since the same variables occur at each stage, we can make 
the ID arbitrarily large by increasing the number of stages. 

The methodology for the sequential risk assessment consists of several steps: 

Step 1. In this step, experts are evaluating prior and conditional probabilities of 
each chance node, expressing these values in linguistic terms, according to 
notation presented on Figure 2. Experts are expressing possible consequences and 
damages of each state of nature by appropriate fuzzy sets. 

Step 2. Overall value of risk for each expert individually is calculated by the 
expression (8) using the rules of fuzzy arithmetic.  

Step 3. Using the OWA or FOWA operator, the aggregated value of risk is 
calculated. 
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Fig. 5 Two stage risk assessment approach 

Step 4. Experts are discussing these values, share their knowledge and revaluate 
their initial attitudes. In the case of presence of moderator, the advice is given to 
the experts and the consensus phase is finished. 

Step 5. In this step, experts are reevaluating prior and conditional probabilities 
of each chance node, expressing these values in linguistic terms, consequences 
and damages of each state of nature by appropriate fuzzy sets. 

Step 6. If the difference between new and previous aggregated value is below 
some threshold value δ, the iterative process ends and the selection of alternative 
with the lowest risk is made. If not, the process returns to the Step 4. 

The graphical representation of the algorithm is given on Figure 6. The crucial 
step in the algorithm described above is the preference aggregation – step 3. In 
this stage, all experts’ opinions are combined to get a final rating for each 
alternative. The selection of aggregation function plays an important role in the 
accuracy of the final solution. Although the use of linguistic variables makes  
 

 
D 

X1 X2 

D 

X1 X2 

R1 R2 

R1 R2 

X1 X2 X1 X2 

R 

First Stage 

Second Stage 

Final Stage 



A Tool for the Sequential Group Risk Assessment 181 

 

decision makers’ evaluations more flexible and reliable, the aggregation of 
linguistic labels is rather complicate, especially when applies the weighting 
associated with the evaluations. 

Furthermore, it is not clear how to reorder the arguments, and it is necessary to 
establish a criterion for comparing them. The most simple and practical way is to 
select the fuzzy number with the highest value in its highest membership level 
(α=1). If the membership level is interval, the average of interval will be 
calculated. Out of these reasons, both crisp and fuzzy OWA values are calculated 
in this methodology. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Two stage risk assessment approach 
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The weighting vector W (the same in both OWA and FOWA approach) has 
been selected according to the aggregator risk preferences, following the 
expression (12). Another important issue is the selection of the threshold value δ, 
that has to be carefully selected based on the past experience. This method of risk 
assessment is illustrated on an example taken from the supply chain management 
of pharmaceutical cold chain. 

4 Case Study 

The pharmaceutical cold chain concerns the pharmaceuticals that must be 
distributed at temperature between 2 and 8 °C [51]. Stability data from both 
accelerated and long-term studies are used to establish recommended storage 
conditions and expiration dating for drug products. As long as the product remains 
in its approved container within the specified temperature range, the quality of the 
product is assured until the date of expiration. However, it is likely that a product 
will be exposed to temperatures outside of its specified storage range as it passes 
through the distribution chain from the manufacturer to the final customer.  

Although this calculated temperature should not be over 8 °C, some transient 
spikes up to 25 °C are allowed if the manufacturer so instructs. Therefore, some 
uncertainty about the drug efficiency still exists, and that is the reason why 
influence diagrams, with probability chance nodes are used for modelling risk. In 
this case study, a decision should be taken about the shipment of drugs with mean 
kinetic temperature slightly above 8°C. In that case, three possible outcomes are 
present directly affecting patient safety: 

•   drug will not lose its efficiency at all, 

•   drug will lose its efficiency but not provoking any harmful effect, 

•   drug will lose its efficiency with  provoking some harmful effect. 

Taking decisions about recall of whole shipment is obviously very hard, and for 
that reason, besides patient safety risk, one more criteria is introduced: risk of 
possible competitor market takeover. This risk is represented with chance node 
with three possible discrete states: 

•   no market takeover, 

•   50% market takeover, 

•   100% market takeover. 

The possible market takeover depends on patient safety chance node, because 
possible harmful effects or even drug inefficiency could provoke the customer 
switch to other supplier. In the case of second alternative – shipment withdrawal, 
the competitor access does not depend on any other factor then the market itself. 
Complete ID based on these assumptions is presented on Figure 7, with following 
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notation: D – decision node with 2 alternatives: to not withdraw or withdraw the 
shipment; S – chance node of patient safety with three possible states; C – 
competitor access chance node with three possible states; R – risk value nodes for 
three different experts. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 7  Multistage ID for the supply chain risk assessment 

After the first stage, when all experts perform the risk assessment separately, 
their assessment of possible damages, probabilities and conditional probabilities is 
influenced by the results of other experts in the second stage of the risk assessment 
process. If the difference between new and previous aggregated value is below 
some threshold value δ, the iterative process ends and the selection of alternative  
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with the lowest risk is made. If not, the process returns to the previous step. 
Triangular fuzzy values of possible damages in different states of nature are 
denoted as D(Si) and D(Ci)  and presented in Table 2. The financial loss 
provoked by the shipment withdrawal is not taken into account because of its 
negligible values towards the possible market takeover risk. 

Table 2 Fuzzy values of possible damages in different states of nature 

 D (S1) D(S2) D(S3) D(C1) D(C2) D(C3) 

In mil. €€  
No loss of

effectivity

Loss of 

effectivity

Harmfull 

effect  

No market 

takeover

50% 

market 

takeover 

100% 

market 

takeover 

Expert 1 (0, 0, 0) (0, 0, 0) (0, 1, 2) (0, 0, 0) (0, 1, 2) (1, 2, 3) 

Expert 2 (0, 0, 0) (0, 0.5, 1) (1, 2, 3) (0, 0, 0) (0, 1, 2) (1, 2, 3) 

Expert 3 (0, 0, 0) (0, 0.5, 1) (1, 2, 3) (0, 0, 0) (1,1.5,3) (2,3,4) 

 

Table 3 Probabilities and conditional probabilities of different states in the first evaluation 
stage 

    p(C1\Si) p(C2\Si) p(C3\Si) 

Expert 1 
Alternative 1 

p(S1) H H VL EL 
p(S2) L L M VL 
p(S3) EL EL VL H 

Alternative 2 p(Ci)  EL ML M 

Expert 2 
Alternative 1 

p(S1) L H VL EL 
p(S2) ML H VL EL 
p(S3) L VH EL EL 

Alternative 2 p(Ci)  EL VL H 

Expert 3 
Alternative 1 

p(S1) L L M VL 
p(S2) M EL VL H 
p(S3) VL EL EL VH 

Alternative 2 p(Ci)  EL VL H 

 

Probabilities and conditional probabilities are expressed by linguistic terms, 
with following fuzzy sets: extremely low (EL), very low (VL), medium to low 
(ML), medium (M), medium high (MH), high (H), very high (VH) and extremely  
high (EH) presented in Figure 2. Expert’s opinions in the first stage of risk 
assessment process are presented in Table 3. 
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Fig. 8 Calculated values for the overall risk for alternative 1 and alternative 2 

Expected value of risk for alternative 1 and 2 are calculated in MATLAB Fuzzy 
toolbox package. Calculated individual values of risk for both alternatives are 
presented in Figure 8. 

Values that are defuzzified by the centroid method are presented in Table 4. 
These values represent the values of risk expressed in absolute values (106 €), 
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while the aggregated value represents the relative value of risk in the interval 
[0, 1].The adopted threshold value for the difference of calculated risk between 
two successive iteration is δ = 3%. 

Table 4 Calculated risk values in the first evaluation stage 

 Expert 1 Expert 2 Expert 3 

Alternative 1 1.11 1.51 2.97 

Alternative 2 1.48 1.68 2.55 

As stated in previous section, the maxness characterizes the degree to which the 
aggregation is like an or (or and). Therefore, when maxness = 0, the OWA 
becomes a “minimum” operator and, conversely, when maxness = 1, the operator 
becomes a “maximum” operator. In this study following OWA values are used: 
[0.5 0.3 0.2], with the maxness = 0.35.  

Using the ordered weighted average operator (OWA), final risk values for 
alternatives 1 and 2 are given below: 

1 0.5 0.37  0.3 0.51  0.2 1  0.535OWA = × + × + × =  

2 0.5 0.58  0.3 0.65  0.2 1  0.685OWA = × + × + × =  

 

Fig. 9 Calculated values for the overall risk for alternative 1 and alternative 2 

For the sake of comparison, the aggregated risks for both alternatives using 
FOWA are presented on figure 9. After the first stage of risk assessment, experts are 
reevaluating both estimated damages (Table 5) and associated probabilities (Table 6). 
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Table 5 Possible damages in different states of nature in the second stage 

 D (S1) D(S2) D(S3) D(C1) D(C2) D(C3) 

In mil. €€  

No loss 

of 

effectivity 

Loss of 

effectivity

Harmfull 

effect  

No 

market 

takeover

50% 

market 

takeover 

100% 

market 

takeover 

Expert 1 (0, 0, 0) (0, 0.5, 1) (0, 1, 2) (0, 0, 0) (0, 1, 2) (1, 2, 3) 

Expert 2 (0, 0, 0) (0, 0.5, 1) (1, 2, 3) (0, 0, 0) (0, 1, 2) (1, 2, 3) 

Expert 3 (0, 0, 0) (0, 0.5, 1) (1, 2, 3) (0, 0, 0) (1,1.5,3) (2,2.5,3) 

Table 6 Probabilities and conditional probabilities of different states in the second 
evaluation stage 

    p(C1\Si) p(C2\Si) p(C3\Si) 

Expert 1 
Alternative 1 

p(S1) M H VL EL 

p(S2) L L M VL 

p(S3) VL EL VL H 

Alternative 2 p(Ci)  EL ML M 

Expert 2 
Alternative 1 

p(S1) L M VL EL 

p(S2) ML L M VL 

p(S3) L EL EL VH 

Alternative 2 p(Ci)  EL VL H 

Expert 3 
Alternative 1 

p(S1) L M L VL 

p(S2) ML L M VL 

p(S3) L EL VL H 

Alternative 2 p(Ci)  EL VL H 
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Calculated risk values for both alternatives are given in Table 7.  

Table 7 Calculated risk values in the second evaluation stage 

 Expert 1 Expert 2 Expert 3 
Alternative 1 1.68 2.13 2.68 
Alternative 2 1.48 1.68 2.55 

1 0.5 0.62  0.3 0.79  0.2 1  0.747OWA = × + × + × =  

2 0.5 0.58  0.3 0.65  0.2 1  0.685OWA = × + × + × =  

Table 8 Fuzzy values of possible damages in different states of nature in the third 
evaluation stage 

 D (S1) D(S2) D(S3) D(C1) D(C2) D(C3) 

In mil. 
€ 

No loss 
of 

effectivity 

Loss of 
effectivity 

Harmfull 
effect  

No 
market 

takeover 

50% 
market 

takeover 

100% 
market 

takeover 
Expert 

1 
(0, 0, 0) (0, 0.5, 1) (0.5,1,2.5) (0, 0, 0) (0, 1, 2) (1, 2, 3) 

Expert 
2 

(0, 0, 0) (0, 0.5, 1) (1, 2, 3) (0, 0, 0) (0, 1, 2) (1, 2, 3) 

Expert 
3 

(0, 0, 0) (0, 0.5, 1) (1, 2, 3) (0, 0, 0) (1,1.5,3) (2,2.5,3) 

Table 9 Probabilities and conditional probabilities of different states in the third evaluation 
stage 

    p(C1\Si) p(C2\Si) p(C3\Si) 

Expert 1 
Alternative 1 

p(S1) M H VL EL 
p(S2) L L M VL 
p(S3) VL EL VL H 

Alternative 2 p(Ci)  EL L MH 

Expert 2 
Alternative 1 

p(S1) L M VL EL 
p(S2) ML L M VL 
p(S3) L EL EL VH 

Alternative 2 p(Ci)  EL VL H 

Expert 3 
Alternative 1 

p(S1) L M L VL 
p(S2) ML L M VL 
p(S3) L EL VL H 

Alternative 2 p(Ci)  EL VL H 
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Table 10 Calculated risk values in the second evaluation stage 

 Expert 1 Expert 2 Expert 3 

Alternative 1 1.61 2.13 2.68 

Alternative 2 1.58 1.68 2.55 

1 0.5 0.60 0.3 0.79 0.2 1 0.737OWA = × + × + × =  

2 0.5 0.58 0.3 0.65 0.2 1 0.705OWA = × + × + × =  

The value of δ being too great (21.8%), the next iteration is needed, and final 
results are presented in Tables 8, 9, and 10. The difference between results in 
actual and previous iteration of 2,4 % is below the threshold value of 3% and the 
calculation stops.  According to calculated values, the alternative 2 is chosen 
because of lower estimated risk. 

5 Conclusion 

This chapter described the methodology for the group risk assessment of complex 
technical systems in uncertain environment. The methodology is based on 
fuzzification of influence diagrams and their extension to the multi-criteria 
evaluation, demonstrating their use in risk management and group decision 
making. The main advantage of this methodology is its practicality, enabled by 
robust graphic tools that are not sensitive to the missing or incomplete input 
values, modeling the interaction among the decision makers and the multi-criteria 
evaluation. 

Furthermore, the methodology demonstrated the possibility of influence 
diagrams for modeling the multistage decision processes and the interrelations 
among different chance and value nodes as well, enabling the iterative approach to 
the risk assessment. After the first, independent assessment of the group of 
experts, this preliminary risk grade is the input in the second step where based on 
known evaluations, and interaction among decision makers, the adapted risk grade 
has been adopted. To avoid some behavioral characteristics that are opposite to the 
principle of majority (group polarization and risky shift), the iterative sequential 
approach of decision making allowing the aversion to opinion changing, 
considering only aggregated risk indicators has been used. The fuzzy logic is 
introduced in a twofold manner: via fuzzy probability values expressed 
linguistically, and via fuzzy random variables. Calculation of these probabilities is 
performed with interval based fuzzy arithmetic.  
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Results presented in case studies proved that this new form of description - 
influence diagram with linguistic probabilities, that is both a formal description of 
the problem that can be treated by computers and a simple, easily understood 
representation of the problem can be successfully implemented for various class of 
risk analysis problems in complex technical systems. 

In future research, methodology will be further improved using generalized, 
induced and unified aggregation operators. Other applications will be considered 
as well, analyzing in a more precise and quantitative way the relation between a 
group’s attitude and the different parameters of aggregation operators. 
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Consensus Modeling under Fuzziness –  
A Dynamic Approach with Random  
Iterative Steps 

Pasi Luukka, Mikael Collan*, and Mario Fedrizzi* 

Abstract. This chapter presents a new dynamic model for consensus reaching 
under fuzziness that uses randomness in the modeling of the individual process 
iterations. Repeating the process multiple times leads to many singular (different) 
consensus process paths. The imprecision of the overall result, the resulting 
different consensus outcomes, is captured by introducing a simple process to form 
an overall distribution of the outcomes. The model uses a random term that is 
drawn from a uniform distribution to introduce randomness in the consensus 
reaching process, and allows for the modeling of real-world behavioral aspects of 
negotiations, such as negotiator “power” issues by tuning the “amount” of 
randomness used for each negotiation participant. The new model is numerically 
illustrated.  

Keywords: Fuzzy preferences, Consensus modeling, Random steps iteration, 
Negotiation dynamics. 

1 Introduction 

The notion of consensus plays an important role in the theory of group decisions, 
particularly when the collective preference structure is generated by a dynamical 
process of aggregation of the single individual preference structures. In this 
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process of aggregation each single decision maker gradually transforms his/her 
preference structure by combining it, through iterative weighted averaging, with 
the preference structures of the other decision makers. In this way the collective 
decision emerges dynamically, as a result of the consensual interaction among the 
various decision makers in the group. These issues and the importance of reaching 
a consensus is especially relevant, for example, for large industrial investments 
that tie-up large amounts of capital and may carry important risks, and whose 
estimation is mostly based on experts’ judgments. 

From the point of view of applied mathematics, the models of consensual 
dynamics stand in the context of multi-agent complex systems, with interactive 
and nonlinear dynamics. The consensual interaction among the various agents 
(decision makers) acts on their state variables (the preferences) in order to 
optimize an appropriate measure of consensus, which can be of type ‘hard’ 
(unanimous agreement within the group of decision makers) or ‘soft’ (partial 
agreement within the group of decision makers). 

The problem was addressed for the first time by [1] with a mechanism for 
reaching a rational consensus, i.e. the question of which sequence of weights to 
employ in averaging of individual opinions. The consensus modeling framework 
introduced by Lehrer was further extended in the following 1980’s by, among 
others, [2], [3], [4], [5], [6], [7], and [8], mostly in the probabilistic framework. 

An alternative approach, based on ordinal preference aggregation was proposed 
by [9] and [10], as inspired by the Borda-Kendall rule (see [11]), and by 
introducing a distance consensus, measuring the sum for all the individuals of the 
number of pairs of alternatives, on which the relative position is different in the 
individual’s and in the group’s ordinal preferences.  

The complexity of these approaches, in combination with the presentation of 
the related mathematical programming formulations, and the introduction of 
conditions under which the various methods yield the same consensus ranking, 
have been discussed in [12]. [13] provides an interesting overview of distance 
minimizing methods, introducing a way of measuring the degree of disagreement 
prevailing in the profile. 

The approaches previously described can be basically classified in two groups, 
those assigning to each alternative and aggregated value of the votes obtained in 
different rank positions, and those based on the minimization of a distance 
measure, aiming at finding the ranking that maximizes consensus. [14] proposed 
an integration of the two approaches by generating a collective order from a set of 
individual rankings, by associating to each alternative an aggregated value of the 
votes received positions. The consensual solution is obtained by solving a goal 
programming problem. 

Adopting a similar approach, some classes of consensus measures, based on 
metrics on weak orders and indices of contribution to consensus for each decision 
maker, for prioritizing them in order of their contributions to consensus, have been 
introduced by [15]. 

Other approaches to consensus reaching have been developed, assuming that 
individuals are expected to modify their opinions in order to increase the 
consensus level, using, e.g., a mediation process such as Delphi, see [16]. During 
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this consensus process a significant amount of time and resources is used in order 
to move the individuals’ opinions towards a shared group opinion, and therefore 
the problem of minimization of costs becomes relevant. The problem has been 
addressed by [17], assuming that individuals of unequal importance, and with a 
linear cost of changing their opinion are involved in the consensus reaching 
process, and then further extended by [18] for finding the group opinion that 
minimizes a quadratic cost function. A novel framework for achieving minimum 
cost consensus, and extending the previous approaches, has been introduced in 
[19] assuming that collective opinion is obtained from individual opinions, using 
the weighted averaging and OWA operators. 

However, since decision makers typically have different and conflicting 
opinions, to a lesser or greater extent, the traditional strict meaning of consensus is 
often unrealistic. The human perception of consensus is typically ‘softer’, and 
people are generally willing to accept that consensus has been reached, when most 
actors agree on the preferences associated to the most relevant alternatives, or as 
the case is here, on the form and the size of cash-flow estimates.  

Combining the fuzzy notion of consensus with the expressive power of 
linguistic quantifiers [20, 21] the so-called “soft consensus measure” in the 
context of fuzzy preference relations has been discussed in [22-27], and various 
interesting implications of the model in the context of decision support have been 
developed in [28, 29]. 

The soft consensus paradigm proposed in [22] was then reformulated in [30-36]. 
The linguistic quantifiers in the original soft consensus measure were substituted by 
smooth scaling functions with a similar role, and a dynamic model was obtained 
from the gradient descent optimization of a soft consensus cost function that 
combines a soft measure of collective dissensus with an individual mechanism of 
opinion changing aversion, or “resistance”. The resulting soft consensus dynamic 
acts on the network of single preference structures by a combination of a collective 
process of dissensus, and an individual mechanism of resistance to change. 

Introduced as an extension of the crisp model of consensus dynamics described 
in [33], the fuzzy soft consensus model in [35] substitutes the standard crisp 
preferences by fuzzy triangular preferences. The fuzzy extension of the soft 
consensus model is based on the use of a distance measure between triangular 
fuzzy numbers. Similarly with the standard crisp model, the fuzzy dynamics of 
preference change towards consensus derives from the gradient descent 
optimization of the new cost function of the fuzzy soft consensus model. 

When consensus reaching processes are modeled with the help of linguistic scales 
they are most often referred to as soft consensus models, if the linguistic scales are 
mapped into fuzzy number scales the term used is fuzzy soft consensus, in this 
chapter we discuss the use of “directly” fuzzy estimates, given as triangular fuzzy 
numbers, and we thus call such consensus models “fuzzy consensus models”. For the 
interested reader we suggest to refer to the surveys in [37, 38], [39], [40, 41]. 

It is well known that the iterative steps that negotiators take, when trying to 
reach a consensus, are not necessary uniform in size, or even in the direction to 
which the steps are taken. In fact, the size and the direction may vary, depending 
on the negotiation situation and the negotiators. Different negotiators may act 
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differently in “same” situations, and thus generate different new situations. The 
dynamics of the iterations (or situations) of a negotiation can be understood as 
paths to reach consensus – as each iteration may be different, there may be many 
different paths, and many different consensus outcomes.  

It has been the norm that modeling this randomness has been omitted in 
previous consensus models under fuzziness, here we present a new model that 
takes randomness into consideration. The model structure is based on a previous 
approach by Fedrizzi and others from 2008 [37] that uses a two-part formula for 
each iteration step, and that consists of a dissensus component that “drives” the 
expert judgments closer to each other, and of a resistance component that limits 
the speed of the process. The resistance component of the formula can be 
understood as the aversion of the decision-makers to change their judgments. The 
inclusion of randomness causes the new model results not to converge to a single 
solution, this is different from many previous consensus dynamics models that do 
not include randomness, and with a large number of iterations converge to a 
specific single consensus result. 

In the new model we position a component within the resistance component of 
the model that randomizes the size of the resistance component: we use a uniform 
distribution to model the random size of resistance steps (random terms are drawn 
from uniform distributions). When uniform, or flat, distributions are used, the 
probability and size of possible backwards (negative) iteration steps can easily be 
adjusted, by adjusting the probability of large resistance terms. In fact, 
randomness used in the iterations can be tuned differently for each decision-
maker, to allow for “behavioral aspects”.  

Aspects of the behavioral modeling include issues such as modeling: cultural 
aspects, power aspects, negotiation strategy aspects, and other aspects relevant to 
negotiations. For example, a high-power “leader” decision-makers may be 
modeled to have a larger probability to cause a backwards negotiation step than 
“followers”, or “leaders” may be modeled to have a different “speed” of dissensus, 
in other words, they move their position slower towards the others negotiators’ 
position than “follower” decision-makers. Also issues relevant to the “negotiation 
evolution”, such as different size of resistance to change of the negotiators in 
different phases of the negotiation can be modeled, meaning that the further the 
consensus negotiation advances, the smaller the randomness can be modeled to 
become (as a function of the number of iterations). In this chapter we also shortly 
discuss what amount of randomness is practical for this type of modeling. 

The rest of this chapter is organized as follows: in the next three sections we 
present the framework for consensus modeling processes under fuzziness, 
continue with the mathematical presentation of our new model, and present a 
technique for handling the imprecision emanating from the new process. Then we 
illustrate the new model with numerical simulation examples that demonstrate the 
effect of the introduction of randomness into the model, the effect of using 
different negotiation profiles for the different decision-makers, and the method 
used to handle the added imprecision growing from the use of randomness in the 
process. Finally we conclude the chapter with a short summary and a discussion. 
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2 The Consensus Modeling Process Under Fuzziness 

Consensus models start from a set of diverging (different) estimates (opinions, 
preferences, or alternatives) from multiple experts (managers, decision-makers), 
whose estimation depends on the ideas, knowledge, attitudes, experiences, and 
motivations of the experts doing the estimation, and therefore the estimates are 
considered as individual normative judgments. The estimates are often made with 
regards to future events or values and therefore contain imprecision, in such cases 
they can be modeled with fuzzy numbers. If fuzzy numbers (possibility 
distributions) are used as the initial estimates and the consensus is reached in a 
way that the end result is also a fuzzy number, the consensus can be, as was 
discussed above, called fuzzy consensus.  

Let us remark that when dealing with the representation of uncertain experts’ 
judgments in decision making, triangular [42] and trapezoidal [43] shaped fuzzy 
numbers are the most widely used. The main reason is that their membership 
functions are piecewise linear functions, allow simpler calculations, and make 
concrete applications more easily realizable. Then, as the state of the art suggests 
[43-45], they seem be able to represent uncertainty effectively in the majority of 
real applications. 

Consensual dynamics modeling is commonly based on introducing an iterative 
mechanism, based on a “consensus creating” algorithm that drives the experts´ 
(estimates), towards a consensus estimate. The process starts with the 
representation of each expert’s initial estimates with regards to the relevant 
phenomenon under analysis as a fuzzy preference.  

Starting from the results obtained in [33, 35, 36] we introduce the type of 
dynamic process for finding consensus that is used here, the process is based on 
using a cost function C as the driver of the consensus process that is defined as a 
convex linear combination of two components: a measure of collective dissensus 
D, and a component of opinion-changing resistance, R. Here we consider the case, 
where the initial expert estimates are given as triangular fuzzy numbers, and the 
context underlying this paper is the creation of consensual pay-off distributions 
[46, 47] for large industrial investments. 

The process requires the difference between the expert estimates to be 
calculated as a distance, as the estimates are given as triangular fuzzy numbers the 
distance between these must be calculated. In the literature, several definitions 
exist for the calculation of the distance between fuzzy numbers, for example, see 
[48-51]. Here a distance belonging to a family of distances introduced in [48] is 
adopted. 

Given the two triangular fuzzy numbers x=(δL, x, δR) and y=(εL, y, εR), where x 
and y are the central values and  δL, εL and δR, δR are the left and right 
spreadsrespectively. The distance is calculated as  

   
     d(x, y)=(dL+dR)/2                    (1) 

where dL and dR are computed using integrals     
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dL= dα, dR= dα           (2) 

where the difference is calculated using left and right side α-cuts of the triangular 
fuzzy numbers which are given as 

[xL(α), xR(α)]=[x-δL+ δLα, x+ δR-δRα], [yL(α), yR(α)]=[y-εL+ εLα. x+ εR-εRα]  (3) 

for each α [0, 1). 

Let us remark that d is not exactly a distance because it does not always satisfy 
the transitivity axiom, nevertheless for the sake of simplicity, the term distance is 
used when referring to d. By solving the integrals dL and dR we get 

 d(x, y)= ΔD
2+ΔL

2/6+ ΔR
2/6+ ΔD(ΔR-ΔL)/2            (4) 

where    ΔD =x-y, ΔL=δL- εL, and ΔR= δR- εR. 

Assuming now, for the sake of simplicity, that only two alternatives are 
involved, we indicate with p(i)=(δL

(i), p(i),  δR
(i)) and p(j)=(εL(i), p(j), εR(j)) the 

preferences expressed by the decision makers i and j respectively. Following the 
dynamic consensus process introduced in [33], we determine the global dissensus 
measure of the group of decision maker. 

D= ∑ ,               (5) 

where C1(i) is given as 

C1(i)= ∑  , / 1                   (6) 

and        

C1(i, j)=f(d(p(i), p(j))).                         (7) 

Here f(·) is a scaling function defined as f(x)=x- ln(1+eβ(x-α)), where α (0, 1) is a 

threshold parameter and β (0, ∞  is a free parameter controlling the polarization 
of the sigmoid function f’(x)=1/(1+eβ(x-α)). The cost function for changing the 
initial preference π(i) of decision maker i into the new preference p(i) is given as  

C2(i)= f(d(p(i), π(j)))                  (8) 

Accordingly, the global opinion changing aversion of the group of decision 
makers is given by summing up the individual one to C2 by 

R= ∑ (i)                        (9) 

The global cost function C can now be given as  

C=(1-λ)D+λR                                     (10) 
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where λ [0,1] is a parameter representing the relative importance of the resistance 
component R in relation to the dissensus component D. The selection of a proper 
value for the parameter lambda, can be interpreted in a way that for “ex-ante 
difficult negotiations” the weight of the dissensus component D should be lower 
than for “ex-ante straight-forward negotiations”, because component D determines 
a “constant speed” at which the algorithm drives the process towards consensus. 
We leave any further discussion about the size of lambda outside the scope of this 
chapter, however we observe that lambda must be larger than zero.  

We can now clearly see the two-component nature of the cost function. The 
consensual dynamic is based on the minimization of the cost function 
C(p(i))=C(δL

(i), p(i), δR
(i)) through the standard gradient method. The new estimate, 

for any decision maker, is obtained from the previous one according to the 
following iterative process (index i is skipped for simplicity) 

p→ p*=p-γ C.                       (11) 

where γ is the iteration step size.  More exactly, new estimate is obtained by 

 

 

 

The components of the gradient C are obtained deriving C, with respect to δL
(i), 

p(i), and δR
(i). For closer formulation of the iterative process we refer to [36]. Using 

the above described process for reaching consensus we can create a triangular 
consensus estimate. 

3 Extending the Consensus Algorithm with a Random 
Component Drawn from a Uniform Distribution 

The above-presented “general” consensus reaching algorithm under fuzziness 
converges to the mean of the original expert estimates, when a large number of 
iterations is run, even though the convergence does not take place with a small 
number of iterations this is still not a desirable property from the model. The 
reason for the undesirability of the converging result is that it is not realistic, 
negotiations do not always have the same result, in fact if they did negotiations 
would not be needed.  

Also, the iteration step size in the above presented algorithm is constant, this 
may be unrealistic, as in real life negotiations and group discussion processes the 
step size (the amount of how much closer to consensus the participants move 
during a single iteration) may vary from iteration to iteration, and sometimes even  
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the direction of movement may change, it is not unheard of that a discussant may 
even reverse a position, or “back-up” in a negotiation. Differences between 
negotiators may stem from multiple sources such as cultural background [52, 53], 
different negotiation strategies [54, 55], and asymmetric information or power 
between the negotiators [56], and/or any combination of these and other sources. 
The cited references are just a drop in the ocean of negotiation related literature on 
these topics. 

To make the algorithm more realistic, we introduce randomness into the 
resistance component R of the cost function C. First, let us look at the composition 
of the cost function in more detail. The two components of the cost function C, the 
dissensus component D and the resistance component R, can be considered 
separately due to the fact that C is a linear combination of D and R, C 1 λ D λ R               (12) 

For the component D we compute 

          (13) 

where 

1,   ,  

and ∑∑  

∑∑  ∑∑  

Analogously we compute 

              (14) 

               (15) 

Let us next consider our “new” resistance component R, where we introduce 
the randomness into the process. First we have 

         (16) 
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where 

′ , , 
and for left and right side components we have                 (17) 

        (18) 

Now, when we combine the two components we get 1 λ λr ∆ 1 λ ∆ λr ∆π   (19) 

where 

∆ 14  

∆ 14  

∆ 14  

and by adding the random component we get this into form 1 λ λr ∆ 1 λ ∆ λr ∆π φ  (20) 

where φ  is a uniformly distributed random component, divided by the number of 

iterations, creating the effect of changing step size and allowing experts to 

(randomly) “back-up” in the negotiation. It must be noted that the index i refers to 

each individual expert giving their estimates, thus for each expert the random term 

can be assigned to be different, or individual. The backing-up effect takes place in 

the case that φ  is negative and large enough (larger than the effect of the D 

component).  
For the derivative of C, with regards to the left spread of the triangular fuzzy 

number, we have  1 λ λr ∆ 1 λ ∆ λr ∆ φ     (21) 
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where ∆ 16 14  ∆ 16 14  ∆ 16 14  

 
and φ  is the random term. The derivative of C with regards to the right spread of 
the triangular fuzzy number is similarly 
 1 λ λr ∆ 1 λ ∆ λr ∆ φ        (22) 

 
where 
 ∆ 16 14  ∆ 16 14  ∆ 16 14  

 

and φ  is the random term, drawn from a uniform distribution.  

By having introduced the random term for each expert that affects the resistance 
component of the cost function we have achieved a situation, where the model no 
longer converges to one result, and where the iteration step size is no longer 
constant. The non-convergence of the model is a more realistic representation of 
reality, however it has its own challenges, e.g., how can one treat and understand a 
situation, where each “run” of the consensus model may bring a different outcome. 
There is also the issue of “how much” randomness is suitable for realistic modeling 
of consensual dynamics. In the following section we shortly discuss these issues and 
present potential ways to handle the newly arisen challenges. 

4 Handling Randomness in Consensus Dynamics  
and in the Results  

By adding the random component into the consensus forming algorithm we create 
an “effect” that causes the final consensus reached to be partly random, and each 
reached consensus result is likely to be different from the ones created before (for 
the same starting situation). This is realistic, as in reality each negotiation, even 
with the same starting situation, may also be different from each other negotiation, 
if we consider a multiple iteration negotiation process with different negotiators it 
is likely that every negotiation “path” or process is unique and each result is most 
likely different from all the other results. As referred to above, the fact that we get 
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differing outcomes can also be considered a handicap as we are trying to reach 
decision-supporting information with the model – if the result, each time the 
iterative process is run, is unique and different from all other times, the process is 
run the obtained result is not “stable”, or in other words, the outcome is imprecise. 
To capture this imprecision and to make the results usable we propose the 
following simple three-step procedure. 

First, we form (simulate, run) N different triangular consensus estimates and 
see that the result is a distribution of triangular fuzzy estimates, N is a large 
number, such as one hundred or more.  

Second, we rank all the triangular consensus estimates from the smallest to the 
largest by applying the ranking method for fuzzy numbers proposed by Kaufman 
and Gupta [57]. 

Third, after having ranked the triangular consensus estimates, each defined as 
{atri,btri,ctri}we take the minimum and the maximum triangular consensus solutions 
and use them to construct an overall trapezoidal consensus solution so that:  

If we define the trapezoid by {atra,btra,ctra,dtra}, and we take  the trapezoid 
{atra,btra} from the minimum triangular estimate by assigning the minimum 
triangular estimate’s {atri,btri} as the {atra,btra} of the resulting trapezoid and similarly 
by assigning the maximum triangular estimate’s {btri,ctri} as the {ctra,dtra} of the 
resulting trapezoid. This way, our trapezoidal overall consensus estimate is of the 
general form (min(δL),min(p),max(p),max( δR)), and it includes all the triangular 
consensus solutions. We consider this trapezoidal consensus solution to be a stable 
enough consensus estimate solution for any practical purposes, while keeping in 
mind that the exact shape of the trapezoid may vary with different quantity (N) of 
simulation runs that result in random triangular consensus estimates.  

The spread of the triangular consensus estimate results depends on the amount 
of randomness that is used in the simulations, generally, the more randomness is 
used the wider the end-result trapezoid, and when very little randomness is used 
the trapezoid core is very narrow. 

In the new model the randomness term is included in the resistance component 
of the cost function and for each iteration the random term is drawn from a 
uniform distribution, the size of the random effect for each iteration is a part of the 
“speed of change” component  (see equation 11) that is multiplied with gamma 
( ) that has been set in our simulations to 0.005. This means that the effect of the 
randomness term for a single iteration of the algorithm is not necessarily very 
large, it will however accumulate, when iterations are run. 

The uniform distribution, from which the randomness term is drawn, or more 
contextually precisely, the distribution from which the term that determines the 
amount and the direction of the speed of resistance to change is randomly drawn 
from, can be separately selected for each expert. This uniform (interval) 
distribution is defined by the points {auni,buni}, and it uses the same units that are 
used in the original estimates.  
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Fig. 1 Uniform distribution {auni,buni} that uses the same units of observation in which,  
e.g., estimates are made and where (auni,buni) = (-3,1). Index “i” omitted for simplicity.  

Figure 1 shows a uniform distribution that has been tuned for an expert, for 
whom it is three times as likely to draw a negative value, than a positive value. 
This is the expert’s negotiation profile and it is denoted as (auni,buni) = (-3,1). When 
a positive value is drawn the expert accelerates the speed at which the process 
moves towards consensus, and when a negative value is drawn the expert “pushes 
the breaks” and decelerates the speed at which the process moves towards 
consensus. The larger the absolute value of the drawn value the larger is the effect. 
If the deceleration effect caused by the random term to the resistance component 
makes the effect of the resistance component to be larger than the effect of the 
dissensus component a single iteration will move the estimate of the expert 
“backwards”.  

The above issues are further discussed in the next chapter, where the new 
method is illustrated with numerical experiments.  

5 Illustrating the New Method with Some Numerical 
Simulations 

We illustrate the new model with a number of numerical experiments, where we 
show the effect of introducing randomness to the end result, present examples of 
how tuning individual experts’ behavior affects the results, and illustrate how 
using different quantities, or magnitude, of randomness changes the end results. 
The starting point are the expert given initial estimates of cash-flows relevant for 
large industrial investments, these have been given as pay-off distributions that are 
treated as triangular fuzzy numbers. We used 20000 iterations (K) in each 
simulation, and we ran 200 simulation runs (N) for each experiment. 

In the first numerical simulation, we consider two experts with different initial 
estimates in the beginning stage. In Figure 2, the initial estimates (black triangles) 
are clearly apart, after running the consensus model without any randomness the 
resulting consensus triangle (red) can be seen in the middle of the original 
estimates. When the “base model” without the random term is run, the consensus 
end-result converges always to the same resulting triangle. 

auni buni

units 

0
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Fig. 2 Two experts´ initial estimates on the sides (black triangles) and the consensus end 
result (red triangle) in the middle, when no randomness is introduced to the model.  

 

 

Fig. 3 Consensus trapezoids resulting from using randomness in the model, results from 
using the same and individual negotiation profiles for the experts. Initial estimates are 
visible on the sides, and resulting consensus trapezoids in the center 
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The second and the third numerical simulations also consider a two expert case, 
they present the effect of including randomness into the model, when both experts 
have the same negotiation profile, and the effect of considering individual 
negotiation profiles for the two experts.  

The same negotiation profile in the second numerical simulation means 
specifically that the experts have the profile , 1,1   , 1,1 . Generally, this is φU a , b /  where for expert i 1  1 and where the K is 
the number of iterations applied in the computations. In the third simulation the 
negotiation profiles are individual for the two experts, specifically , 1,1    , 1,3 . Expert “b” is more drawn 
towards consensus as the likelihood of drawing an “accelerating” value for the 
random term is 3:1, while expert “a” is equally likely to draw an accelerating and 
a decelerating value for the random term.  

In Figure 3, the two experts’ initial triangular estimates can be seen to the left 
and to the right and the resulting trapezoidal consensus result are visible in the 
middle. The red trapezoid presents the consensus result, when both experts have 
the same negotiation profile, the blue trapezoid that is slightly wider and to the 
right of the red trapezoid, presents the consensus result, when individual 
negotiation profiles are used for the two experts.  

Table 1 Consensus end-result reached with the first three simulations, two expert cases 

Method  Reached consensus end result 
Without any randomness (base 
model) 

(5,6,6,7) 

Uniform distribution with the same 
negotiation profile for both experts 

(4.925,5.963,6.044,7.089) 

Uniform distribution with an 
individual negotiation profile for 
both experts 

(5.241,6.123,6.250,7.495) 

 
The consensus results from the first three simulations, shown in Figures 2 and 

3, are presented in a tabular form in Table 1, and clearly show the effect of 
introducing randomness in the algorithm and the effect of using individual 
negotiation profiles for different experts. Effect of increasing the amount of 
randomness is also examined in Table 2 and in Figure 4. 
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Fig. 4 The effect of increasing the magnitude of randomness in the two expert case. Above, 
when using the same negotiation profile. Below, when using expert specific profiles. 

Table 2 Effect of using behavioral profiles, two expert cases 

Magnitude of 
randomness 

Profile 1 Profile 2 U a , b /K (4.93,5.96,6.04,7.09) (5.24,6.12,6.25,7.49) 
5U a , b /K (4.58,5.79,6.27,7.53)  (6.19,6.61,7.34,9.66) 
10U a , b /K (3.87,5.44,6.47,7.93) (-1.01,1.52,8.66,12.16) 
20U a , b /K (3.09,5.05,6.98,8.96) (-2.55,0.73,9.85,14.57) 
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Our fourth and fifth simulation experiment both used estimates from four 
experts in a setup with the randomness term. The fourth simulation experiment 
was run with all the experts set to have the same negotiation profile and the same 
random term draw, namely φ U a 1, b 1 / . The fifth 
experiment used individual negotiation profiles for all four experts, these are 
visible in Table 3, together with the experts’ initial estimates. 

Table 3 Experts’ behavioral profiles and initial estimates 

Expert Initial estimates Profile 2: U a , b  
1 (-4,4,16) U 1,1  
2 (-3.85,7,25) U 1,3  
3 (-1,6,19) U 0,1  
4 (-8,6,20) U 2,1  

 

Figure 5 and Table 4 present the results of simulation experiments four and 
five. The reached consensus results are rather similar for the two cases, yet they 
are clearly different.  

Table 4 Reached consensus results from simulation experiments 4 and 5, four expert cases 

Behavioral profile Reached consensus 
Profile 1 (-3.00,6.38,7.51,23.45) 
Profile 2 (-3.41,6.18,7.69,23.81) 

 

The amount of randomness used in simulations four and five in the two 
negotiation profiles is in the same order of magnitude, we feel this explains why 
the obtained results are rather similar. When a large number of iterations 
(K=20000) and a relatively large number of simulation runs (N=200) is used, the 
minimum and the maximum triangles that are used for the construction of the 
resulting consensus trapezoid are likely to be “rather stable” for the lack of a better 
word, and reflect the difference in the amount of randomness in the different 
negotiation profiles used, there is slightly more randomness in “profile 2” and thus 
the resulting consensus trapezoid is slightly wider. 

To study the effect of increasing randomness in the iterations we tested the two 
negotiation profiles with four different magnitudes of randomness (simulation 
experiments six and seven). The same initial estimates and users profiles were 
used in these experiments. Table 5 lists the different amounts of randomness used, 
and the obtained results for both profiles. Figure 6 presents the same results 
graphically. 
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Fig. 5 Simulation experiments 4 and 5 with four different decision makers. Consensus 
trapezoids from two different negotiation profiles, four-expert cases 

Table 5 Two behavioral profile comparison within reached consensus when magnitude of 
randomness is increased, four expert cases 

Magnitude of 
randomness 

Profile 1 Profile 2 U a , b /K (-3.95,5.88,6.10,20.69) (-3.95,5.88,6.11,20.72) 
5U a , b /K (-3.00,6.38,7.51,23.45)  (-3.41,6.18,7.69,23.81) 
10U a , b /K (-2.30,6.77,9.46,27.25) (-1.66,7.08,9.43,27.24) 
20U a , b /K (1.23,8.62,13.39,34.93) (1.50,8.74,13.20,34.51) 

 

As was expected, the increase of magnitude to randomness seems to have a 
clearly noticeable effect on the results and the effect is larger in the simulation 
experiment seven, run with negotiation profile 2.  

Another issue that has bearing on the end-result of the consensus result is the 
“location” and distribution of the initial expert estimates. The further apart the 
estimates are initially the wider the resulting consensus trapezoid is likely to be, 
ceteris paribus.  

To study this issue we ran simulation experiments eight thru ten with five 
experts and with initial estimates more widely dispersed, or in other words further 
apart from each other. The used initial estimates are visible in Table 6. Simulation 
experiment eight was run with the randomness set to zero and simulations nine 
and ten used the magnitude of randomness set to U a , b / . To further study the 
effect of individual negotiation profiles we ran experiment nine with the same 
negotiation profile for all experts, specifically the profile φ U a 1, b1 /  and experiment ten with individual profiles and in the second case with 
individual negotiation profiles or each expert, visible in Table 6.  
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Fig. 6 The effect of increasing the magnitude of randomness to the trapezoidal consensus 
results with two different negotiation profiles, four expert cases 

Table 6 Initial estimates used in experiments 8 - 10, and the individual negotiation profiles 
used in experiment 10 

Expert Initial estimates Profile 2: U a , b  
1 (0,2,2) U 1,1  
2 (10,10,12) U 1,3  
3 (-3,1,6) U 0,1  
4 (7,8,9) U 2,1  
5 (3,6,7) U( 2,3) 

 
Figure 7 shows graphically the consensus results from experiments eight thru 

ten. When the simulation is run with the randomness term set to zero the end result 
is a triangular consensus and as expected using a single negotiation profile for all 
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experts results in a narrower consensus trapezoid than using individual negotiation 
profiles for all experts. The results of experiments nine and ten are also 
numerically visible in Table 6. 

 

 
Fig. 7 Results from five experts experiment with two different profiles and five experts. 

To further investigate (experiments eleven and twelve) how the larger 
dispersion of the initial estimates affects the results we ran some more simulations 
with different magnitudes of randomness for the same five expert case with the 
same initial estimates, and with the same two negotiation profiles.  

Table 7 Two behavioral profile comparison, when the magnitude of randomness is 
increased, with five experts. 

Magnitude of 
randomness 

Profile 1 Profile 2 

0 (3.40,5.40,5.40,7.20) (3.40,5.40,5.40,7.20) U a , b /K (3.33,5.36,5.43,7.27) (3.55,5.48,5.60,7.59) 
5U a , b /K (3.16,5.28,5.56,7.53) (4.15,5.80,6.40,9.16) 
10U a , b /K (2.68,5.03,5.87,8.14) (4.98,6.23,7.51,11.34) 
20U a , b /K (1.69,4.53,6.11,8.61) (1.52,4.19,9.42,14.89) 
 
Table 7 presents numerically the resulting consensus trapezoids and shows, as 

was expected, that as randomness increases the width of the consensus trapezoid 
increases, ceteris paribus. What is again show is also the fact that using individual 
negotiation profiles with more imprecision seems to also increase the width of the 
consensus trapezoids. The results are graphically presented in Figure 8. 
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Fig. 8 Effect of increasing the magnitude of randomness, when using a uniform negotiation 
profile  

 
Fig. 9 Effect of increasing the magnitude of randomness, when using individual negotiation 
profiles for all five experts  

It is visible in Figures 8 and 9 that the effect of “strong experts” in the second 
used negotiation profile is pulling the resulting trapezoidal consensus result to the 
right and the effect is accentuated when randomness increases. It seems that both 
increasing the dispersion of the initial estimates and increasing the amount of 
randomness used causes the end results, the resulting consensus trapezoids to be 
wider, this is according to our expectations and rather intuitive.  
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6 Discussion and Conclusion 

This chapter has presented a new modeling approach for dynamic consensus 
modeling under fuzziness that is based on the two-component general construct of 
previous soft consensus and fuzzy soft consensus models. Models such as the one 
presented here are relevant, for example, when multiple experts need to find 
consensus relating to cash-flow estimates for long term industrial investments that 
are commonly done under imprecise knowledge about the future. This new 
approach uses a random term drawn from a uniform distribution to model the 
randomness of human negotiation behavior in a way that has a close resemblance 
to real-world negotiations. Using a random term in consensus modeling in this 
way is, to the best of our knowledge, a new contribution. 

By adjusting the width and range of the uniform distribution from which the 
random term is drawn, different types of behavior can be modeled, including 
issues, such as negotiators sometimes wanting to “go backwards”. The 
randomness term used also changes the iteration step size to random, and changes 
the step size with the number of iterations, which is also more realistic than 
always using a pre-defined constant iteration step size. It is realistic to expect that 
the closer to the final-result the experts are, the less dramatic are their iterations 
likely to be.  

As a result of having included a random term in the process, each simulation 
run of the new model results in a unique consensus reaching negotiation path, 
which also means that any results obtained do not converge to a single triangular 
result – this may be considered a handicap as the resulting randomness in the 
result can be considered “instability”. To remedy this problem we have introduced 
a simple procedure to create a trapezoidal overall consensus estimate from the 
distribution of the random triangular consensus estimates to get a “stable” overall 
consensus result that is representative of all consensus results, and thus usable as 
input in further analysis, or directly in decision-making. On the other hand this 
“instability” can be considered to be a more realistic representation of reality – 
what we see here is the relevance – precision trade-off that commonly haunts all 
mathematical representations of imprecise reality. 

Using increasing amounts of randomness in the consensus process simulations 
causes the overall trapezoidal consensus estimate to be grow in width, this is in 
line with logic and reflects the fact that imprecision increases with more 
randomness. One interpretation of this is that the more volatile the negotiators are 
the harder it is to ex-ante estimate the consensus with precision. If the model is run 
for initial estimates that are far apart the resulting consensus results seem to form a 
wider distribution, which is also intuitive. Also the introduction of individual 
negotiation profiles causes differences in the end-results.  

The new model was illustrated with numerical experiments that show how the 
final consensus result changes as parameter values are changed. Interesting 
research avenues for future research include, in addition to enhancing the existing 
mathematical models, empirical research work for the determination of natural 
levels for the used parameters.   
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Abstract. In this chapter, firstly, according to the problem of the consistency of 
reciprocal judgment matrix, two kinds of consistency recursive iterative 
adjustment algorithms were given.Secondly, according to the consistency problem 
of the fuzzy complementary judgment matrix, the definition of the scale transition 
matrix of the fuzzy complementary judgment matrix was given, then one method 
of additive consistency recursive iterative adjustment algorithms about the fuzzy 
complementary judgment matrix was given.Thirdly, the definition of additive 
consistent intuitionistic fuzzy complementary judgement matrix was given, then 
the addition and subtraction algorithms of intuitionistic fuzzy value representing 
the relative importance degree in the matrix were given, and the definition of the 
scale transition matrix of intuitionistic fuzzy complementary judgement matrix 
was given, then additive consistency recursive iterative adjustment algorithms 
about the intuitionistic fuzzy complementary judgement matrix was 
given.Meanwhile, the priority vectors formula of intuitionistic fuzzy 
complementary judgment matrix was introduced in this paper.Lastly, based on 
additive consistency recursive iterative adjustment algorithms about the 
intuitionistic fuzzy complementary judgement matrix, the steps of intuitionistic 
fuzzy analytic hierarchy process were introduced, then the method was applied in 
actual examples, and the effectiveness was verified. 
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1 Introduction 

In the field of classic decision, the analytic hierarchy process (AHP) is a multiple 
attribute decision making method which is very widely used. With the fuzzy 
thought and methods emerging in the field of decision-making, especially, when 
the expert subjective judgment was given in the form of intuitionistic fuzzy sets, 
fuzzy analytic hierarchy process (FAHP) and intuitionistic fuzzy analytic 
hierarchy process (IFAHP) were proposed one by one. The core of AHP, FAHP 
and IFAHP is the problem of consistency for the judgment matrix, so the method 
of consistency test and correction for the judgment matrix is very important. The 
traditional consistency test and correction method has some deficiencies. This 
study firstly puts forward two methods of consistency recursive iteration 
adjustment algorithm for the judgment matrix in AHP problem. These two 
methods not only avoid large deviation with information of the original judgment 
matrix, but also have great effects in understanding the information of the 
judgment and improving the adjustment accuracy. On this basis, one consistency 
recursive iterative adjustment algorithm is given for the judgment matrix in FAHP 
problem. From the judgment matrix by orders, we adjust judgment matrix by 
electing the random value of the elements in each row vector, and get the 
consistency matrix by orders. Then we compare the deviation between the original 
judgment matrix and consistency adjustment matrix, and select random value of 
the element which satisfies the smallest deviation. Then the consistency 
adjustment matrix is complete consistency by orders.  

In the end, according to characteristics of the information of the analytic 
hierarchy process under intuitionistic fuzzy environment, the consistency 
recursive iteration adjustment algorithm for intuitionistic fuzzy complementary 
judgment matrix is designed and developed in this study, which not only can apply 
core effect about hesitate degrees of intuitionistic fuzzy sets, but also has 
important theoretical significance and application value.  

2 Consistency Adjustment Algorithm of the Reciprocal 
Judgment Matrix 

Since 1980, analytic hierarchy process (AHP) has been widely applied to solve 
many significant practical problems. The key problem of AHP is the consistency 
of judgment matrix based on the comparison between the elements. The 
inconsistency of judgment matrix implies that the weight obtained from the 
elements is not in conformity with the actual situation, ultimately, it can not give 
the accurate sorting of each scheme. In recent years, there are many problems 
about the consistency checking and adjustment of the positive reciprocal judgment 
matrix: For example, some papers give several consistency adjustment methods 
based on the relationship between the weight vector derived from consistency 
positive reciprocal judgment matrix and eigenvectors of judgment matrix; some 
papers adjust the elements of positive reciprocal judgment matrix to be consistent 
based on probability theory and statistical knowledge; some papers introduce the 
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concept of the perturbation matrix, and analyze relationship among the judgment 
matrix, the export matrix and measure matrix to adjust the judgment matrix; Based 
on the optimization point of view, some papers establish the optimization model to 
adjust consistency of the positive reciprocal judgment matrix; some papers 
propose interactive analysis method for the adjustment of the judgment matrix. 
However, the methods of the consistency judgment seem more complex, and also 
are lack of a theoretical basis, so the consistency adjustment method may be 
incomplete consistency, even the results appear seriously inconsistency with the 
information contained in the original judgment matrix. As to the consistency 
adjustment method of the reciprocal judgment matrix, two recursive iterations 
adjustment algorithm are introduced, which essence is to begin with reciprocal 
judgment matrix by order and fix elements values randomly of row vector to 
adjust other elements, then make positive reciprocal judgment matrix to be 
consistency by order, and elect random element corresponding the minimal 
deviation value and the corresponding consistency adjustment matrix of this order 
when compared the deviation value between the adjustment matrix and the 
original judgment matrix, so as to  give the consistency adjustments of the 
reciprocal judgment matrix such by-order. The method avoids large deviation 
value between the adjusted consistency matrix and the original judgment matrix 
information, and adjusted positive reciprocal judgment matrix is complete 
consistency. It improves the awareness and understanding of judge information, as 
well as the accuracy of the adjustment. Then an example is given to adjust the 
reciprocal judgment matrix to be consistency by using the two kinds of recursive 
iterative adjustment algorithm. 

2.1 Preliminaries 

Definition 1. Let ( )ij n nA a ×=  be a judgment matrix, where ija R∈  ( ,i j N∈ ), if 

0ija > , ( , 1,2, , )i j n=                    (1) 

         
1

ji
ij

a
a

= , ( , 1,2, , )i j n=                  (2) 

then A  is called the positive reciprocal judgment matrix. 

Definition 2. Let ( )ij n nA a ×=  be a positive reciprocal judgment matrix for

( , 1,2, , )i j n= , if for each k , ij ik kja a a= , then A  is called consistency 

positive reciprocal judgment matrix. 

Theorem 1. Let ( )ij n nA a ×=  be a positive reciprocal judgment matrix where 

( , 1,2, , )i j n= , and 1( )i nw w ×=  be the weight vector of ( )ij n nA a ×= , then for 

1,2, ,k n∀ = ,  
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   1

/
n

i ik ik
i

w a a
=

= ∑                         (3)                 

2.2 Consistency Recursive Iterative Adjustment Algorithm of 
Positive Reciprocal Judgment Matrix 

2.2.1   Basic Definition and Theorem  

Symbols are as follows: 

(1) Let ( )ij n nA a ×=  be a positive reciprocal judgment matrix, then ( )kA

signifies the leading principal submatrix of order K  of A . 
(2) Let ( )kA be the leading principal submatrix of order K  of A , then ( )s

kA  

signifies the leading principal submatrix of order s  of ( )kA  where 

1 s k≤ ≤ . 
(3) Let ( )kA be the leading principal sub-matrix of order K   of A , then ( )kB  

signifies the consistency positive reciprocal judgment matrix of ( )kA . 

(4) Let ( )ij n nA a ×=  be a positive reciprocal judgment matrix, then 
( 1) ( 1)( )k k
k ij k kC c− −

×=  signifies the leading principal sub-matrix of order K , in 

which the leading principal sub-matrix of order 1k −  is consistency 
positive reciprocal judgment matrix ( 1)kB − and the elements in the kth  

row( column) are the same as A . 

Definition 3. Let ( )ij n nA a ×= be positive reciprocal judgment matrix, then 

1 ( ' )ij n nA a ×=  is called column normalized matrix of A , where 

1

' ij
ij n

ij
i

a
a

a
=

=
∑

 . 

Definition 4. Let 1 ( ' )ij n nA a ×= and 1 ( ' )ij n nB b ×= be column normalized matrix of 

positive reciprocal judgment matrixes of ( )ij n nA a ×=  and ( )ij n nB b ×= , then 

( )ij n nE e ×=  is called the deviation matrix  between A  and B , where 

' 'ij ij ije a b= − . 

Definition 5. Let ( )ij n nA a ×= be positive reciprocal judgment matrix, C  be the 

consistency judgment matrix of  ( )ij n nA a ×= , and 1 2( , , , )nW w w w=  be the 

weight vector of C , then ( )ij n nD d ×=  is called the derived matrix of ( )ij n nA a ×= , 

such that j
ij ij

i

w
d a

w
= .         
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Theorem 2. Let ( )ij n nA a ×= be positive reciprocal judgment matrix, if A  is 

consistency positive reciprocal judgment matrix, then all the value of elements of 

its derived matrix D  are one, and that is 

1 1 1

1 1 1

1 1 1

D

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

.  

2.2.2 Consistency Recursive Iterative Adjustment Algorithm of Positive 
Reciprocal Judgment Matrix 1 

Let ( )ij n nA a ×=  be positive reciprocal judgment matrix, then the consistent 

recursive iterative adjustment algorithm is as follows: 

Step 1: 1 (1)A = and 12
2

21

1

1

a
A

a

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

 which are the leading principal sub-matrix 

of order one and order two of A  respectively are consistency positive reciprocal 
judgment matrix. 

Step 2: Suppose for each 2k > , 1 r k∀ ≤ ≤ , ( 1) ( 1)( )k k
k ij k kC c− −

×= , let ( ) ( 1)

mr

km k
kr kmt a c −=  

and ( ) ( )1/km km
rk krt t= , that is ( )( )

ij

m km
k k kT t ×=  ( 1 m k∀ ≤ < ). 

Step 3: Calculate the deviate value ( )( )
ij

m km
k k kE e ×=  of ( )kA and m

kT . 

Step 4: Determine { | min{ }}kl m
k k k kJ l s s= = such that ( )

1 1
ij

k k
m km
k

j i

s e
= =

=∑∑ , and let 

( ) { | min{ }}klk
k k kB T l J= = . 

Step 5: Let 1k k= + . If k n≤ , then go to step 2. Otherwise, continue to step 6.  

Step 6: let ( )kB B= , then output B .   

Step 7: End. 

Theorem 3. Let ( )ij n nA a ×=  be positive reciprocal judgment matrix, and ( 1)kA −  

is adjusted to ( 1)kB − . If the elements of ( )kB  were recursive iterations adjusted 

such that ( )( ) k

k l jk

lk
kj klb a b= , ( ) ( )1/k k

jk kjb b= , then ( )kB  is consistency positive 

reciprocal judgment matrix. 

Proof. Firstly, since the elements of the kth row of ( )kB  satisfy ( ) ( ) ( )

ks kl l sk k

k k kb b b= , 

( ) ( ) ( )

sj sl l jk k

k k kb b b=  for 1 s k∀ ≤ ≤  and ( ) ( ) ( )

kj kl l jk k

k k kb b b= , then ( ) ( ) ( )

kj ks sj

k k kb b b= .Moreover, 



224 W. Li and C. Zhang 

 

since ( ) ( ) ( )

kj kl l jk k

k k kb b b= , ( ) ( ) ( )

l j l i ijk k

k k kb b b=  for each 1 , 1i j k≤ ≤ − , then ( ) ( ) ( )

ij kj ik

k k kb b b= . 

Hence, ( ) ( ) ( )

ij

k k k
is sjb b b=  where 1 s k∀ ≤ ≤ . Therefore, ( )hB  is consistency positive 

reciprocal judgment matrix.   

2.2.3 Consistency Recursive Iterative Adjustment Algorithm of Positive 
Reciprocal Judgment Matrix 2 

Let ( )ij n nA a ×=  be positive reciprocal judgment matrix, then the consistent 

recursive iterative adjustment algorithm is as follows: 

Step 1: 1 (1)A = and 12
2

21

1

1

a
A

a

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

 that are consistency positive reciprocal 

judgment matrix are the leading principal sub-matrix of order one and order two 
of A  respectively. 
Step 2: Suppose for each 2k > , 1 r k∀ ≤ ≤ , ( 1) ( 1)( )k k

k ij k kC c− −
×= , let 

( ) ( 1)

mr

km k
kr kmt a c −=  and ( ) ( )1/km km

rk krt t= , that is ( )( )
ij

m km
k k kT t ×= ( 1 m k∀ ≤ < ). 

Step 3: Let 
1 2

( ) ( ) ( ) ( )( , , , )
k

k k k kA a a a=  and 
1 2( , , , )

k

m km km km
kT t t t=  where 1 h k∀ ≤ ≤ , 

( )k
ha  is the line vector of ( )kA  and km

ht  is the line vector of m
kT , then calculate 

the value 
( )

( )

( )

( , )
cos h

h

k km
hk

mh k km
h

a t

a t
θ = . 

Step 4: Determine ( ) ( ){ | cos max{cos }}
k

k k
k k l mJ l θ θ= = such that 

( ) ( )

1

cos cos
k

k k
m mh

h

θ θ
=

=∑ , and let ( ) { | min{ }}klk
k k kB T l J= = . 

Step 5: Let 1k k= + ; If k n≤ ,then go to step 2. Otherwise, continue to step 6.  
Step 6: let ( )kB B= , then output B .   
Step 7: End. 

2.3 Case 

Let 

1 1/ 9 3 1/ 5

9 1 5 2

1/ 3 1/ 5 1 1/ 2

5 1/ 2 2 1

A

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

, then adjust A  to be consistency positive reciprocal 

judgment matrix by the two kinds of algorithm above and give the sorting weight 
vector of A . 
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On the one hand, by using the recursive iterations adjustment algorithm 1, we 
can obtain the consistency positive reciprocal judgment matrix of A as follows: 

1 1/ 9 5 / 9 5 /18

9 1 5 5 / 2

1.8 0.2 1 0.5

3.6 0.4 2 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

. Then by the theorem 1, we get the sorting weight vector 

(0.0649,0.5844,0.1169,0.2338) 'w =  and the results are in the table 1 as 
following. 

On the other hand, by using the recursive iterations adjustment algorithm 2, we 
get the consistency positive reciprocal judgment matrix of A as follows: 

1 1/ 9 5 / 9 5 /18

9 1 5 5 / 2

1.8 0.2 1 0.5

3.6 0.4 2 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

. Then by the theorem 1, we get the sorting weight vector 

(0.0613,0.5521,0.1104,0.2761) 'w = and the results are in the table 2  as follows. 

Table 1 The results from recursive iterations adjustment algorithm 1  

k  m m
kT  m

kS  kl  ( )kB  

 
 
 

3 

 
 

1 

1 1/ 9 3

9 1 27

1/ 3 1/ 27 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 

 
3.729 

 
 
 

2 

 
 

1 1/ 9 5 / 9

9 1 5

1.8 1/ 5 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 

 
2 

1 1/ 9 5 / 9

9 1 5

1.8 1/ 5 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 

 
2.933 

 
 
 
 
 
 
 
 

4 

 
 
 

1 

1 1/ 9 5 / 9 1/ 5

9 1 5 1.8

1.8 0.2 1 0.36

5 5 / 9 5 /18 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 
 

3.582 
 

 
 
 
 
 

 
 

3 

 
 
 
 
 

1 1/ 9 5 / 9 5 /18

9 1 5 5 / 2

1.8 0.2 1 0.5

3.6 0.4 2 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 
 

2 

1 1/ 9 5 / 9 2 / 9

9 1 5 2

1.8 0.2 1 0.4

4.5 1/ 2 5 / 2 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 
 
3.446 

 
 

3 

1 1/ 9 5 / 9 5 /18

9 1 5 5 / 2

1.8 0.2 1 0.5

3.6 0.4 2 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 

3.2 
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Table 2 The results from recursive iterations adjustment algorithm 2  

 
k  

 
m  

 
m

kT  
 

( )cos k
mθ  

 

kl  
 
( )kB  

 
 

3 

 
 

1 

1 1/ 9 3

9 1 27

1/ 3 1/ 27 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 
 

2.889 
 

 
 
 

1 

 
 
 

1 1/ 9 5 / 9

9 1 5

1.8 1/ 5 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

  
 

2 

1 1/ 9 5 / 9

9 1 5

1.8 1/ 5 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 
2.962 

 
 
 
 
 
 
 

4 

 
 
 

1 

1 1/ 9 5 / 9 1/ 5

9 1 5 1.8

1.8 0.2 1 0.36

5 5 / 9 5 /18 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 
3.899 

 
 
 
 

 
 
 

2 

 
 
 
 
 
 
 

1 1/ 9 5 / 9 2 / 9

9 1 5 2

1.8 0.2 1 0.4

4.5 1/ 2 5 / 2 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 
 

2 

1 1/ 9 5 / 9 2 / 9

9 1 5 2

1.8 0.2 1 0.4

4.5 1/ 2 5 / 2 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 
 

3.905 

 
 

3 

1 1/ 9 5 / 9 5 /18

9 1 5 5 / 2

1.8 0.2 1 0.5

3.6 0.4 2 1

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 
 
3.895 

2.4 Conclusion  

As to the consistency of the reciprocal judgment matrix, two kinds of consistency 
recursive iterative adjustment algorithm are provided. These two kinds of 
algorithm are complete consistency recursive iterative adjustment algorithm 
satisfying people’s need. In the end the example is given to verify the practicality 
of the methods.     

3 Consistency Adjustment Algorithm of Fuzzy 
Complementary Judgment Matrix  

Analytic hierarchy process (AHP) is an effective way widely used in many fields 
to solve multiple goals and attribute decision making. With fuzzy theory being 
brought into AHP, fuzzy analytic hierarchy process(FAHP) was introduced. The 
core problem of FAHP is to construct fuzzy complementary judgment matrix by 
comparing the relative importance of the two factors, so the consistency of the 
judgment matrix given by experts is important. It directly affects whether sorting 
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weight vectors of this judgment matrix can reflect actual objective sorting of 
compared projects. Some of the consistency judgment methods in former 
literatures have shortage, which ignore consistency of original judgment matrix. 
The situation of big deviation between the original judgment matrix and 
consistency adjustment matrix may appear, and the credibility of the sorting 
weight vectors of the consistency adjustment matrix is weak. Then some paper 
give the concept of consistency index for fuzzy complementary judgement matrix 
based on the consistency index, and adjust the judgement matrix. Some literatures 
provide a test for consistency that will insure a rational ordering of the normalized 
weights when using the methods for normalization. Some literatures give the 
extension principle by which the fuzzy local and global weights are determined. 
Then some paper propose a chi-square method (CSM) for multiplicative and fuzzy 
preference relations to obtain a priority vector. Some literatures select the 
elements which need to be adjusted by constructing the deviation matrix between 
the complete consistent fuzzy complementary judgement matrix and original 
judgement matrix, so as to adjust the fuzzy complementary judgement matrix. 
Some paper based on the additive consistency give the additive consistency 
adjustment of fuzzy complementary judgment matrix. Based on the multiplicative 
consistency definition of the complementary judgment matrix, this paper gives 
method for identifying the consistency of the fuzzy judgment matrix.   

According to the problem of the consistency of fuzzy complementary judgment 
matrix, one consistency recursive iterative adjustment algorithm is given. From 
the fuzzy complementary judgment matrix by orders, we adjust judgment matrix 
by electing the random value of the elements in each row vector, and we get the 
consistency matrix by orders. Then we compare the deviation between the original 
judgment matrix and consistency adjustment matrix, and select random value of 
the element which satisfies the smallest deviation. Then the consistency 
adjustment matrix is complete consistency, and the deviation value between the 
original judgment matrix and consistency adjustment matrix is smaller. In the 
meantime, we discuss the situation of the scale transition, and the definition of the 
scale transition matrix of the fuzzy complementary judgment matrix is given. 
Then the consistency adjustment matrix is complete consistency, and the deviation 
value between the original judgment matrix and consistency adjustment matrix is 
smaller. Hence, it plays great role for the understanding of the judge information 
and the accuracy of the adjustment. At last, we apply the consistency recursive 
iterative adjustment algorithm to an actual fuzzy complementary judgment matrix 
to consistency adjustment. 

3.1 Basic Definitions and Theorems  

Definition 6. Let ( )ij n nA a ×=  be judgment matrix. If [0,1]ija ∈ ,
 

1ij jia a+ =
， and 0.5iia = , then A  is called fuzzy complementary 

judgment matrix. 
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Definition 7.  Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix. If for 

each , , {1,2, , }i j k n∈ , 0.5ij ik jka a a= − + , then A  is called consistency 

fuzzy complementary judgment matrix. 

Theorem 4. Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix, 

1 2( , , , )nω ω ω ω=   be the sorting weight vector of A . If 0.5ij i ja ω ω= − +  

where , (1, 2, , )i j n∈  , then A  is called additive consistent fuzzy 

complementary judgment matrix. 

Definition 8. Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix and 

( 1) ( 1)( )k k
k ij k kC c− −

×= . If ( 1){ | 0.5, {1, 2, , }}
tm

k
k kmI m c a t k−= − < ∀ ∈ , then kI is 

the  consistency index of the consistency adjustment of ( )kA according to the 

elements in the kth  row. 

Definition 9. Let ( )ij k kR r ×=  and ( )ij k kT t ×=  be consistency fuzzy 

complementary judgment matrix., then 2

1 1

( ( ) ) /
k k

ij ij
j i

e r t k
= =

= −∑∑  is called 

deviate value of R and T . 

Definition 10. Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix, then

1( )i nP p ×=  is  called sum and normalized vector of line where 1

1 1

n

ij
j

i n n

ij
i j

a

p
a

=

= =

=
∑

∑∑
. 

Theorem 5. Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix, P  be 

sum and normalized vector of line. Then A  is consistency fuzzy complementary 
judgment matrix if and only if P  is the sorting weight vector of A . 

Theorem 6. Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix and w  

be the sorting weight vector of A . If A  is additive consistent fuzzy 
complementary judgment matrix, then 0.5ij i ja w w= − + . 
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3.2 The Consistency Adjustment Algorithms of Fuzzy 
Complementary Judgment Matrix  

3.2.1   Basic Definition and Theorem  

Symbols are as follows: 

(1) Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix, then ( )kA

signifies K  order master array of A .  

(2) Let ( )kA be K  order master array of A , then ( )s
kA  signifies s  order 

master array of ( )kA  where 1 s k≤ ≤ . 

(3) Let ( )kA be K  order master array of A , then ( )kB  signifies the additive 

consistent fuzzy complementary judgment matrix of ( )kA . 

(4) Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix, then 

( 1) ( 1)( )k k
k ij k kC c− −

×=  signifies K  order master array, which satisfied 1k −  

order master array is additive consistent fuzzy complementary judgment 
matrix ( 1)kB − and the elements in the kth  row( column) are the same as A . 

3.2.2   Scale Transition Matrix of Fuzzy Complementary Judgment Matrix 

Under the 0.1-0.9 nine scales, for the consistent judgment of fuzzy complementary 

judgment matrix: If for each k , adjust ija  to 'ija  such that 1
'

2ij ik jka a a= − + . 

If the unconsistency degree of ( )ij n nA a ×=  is serious, then the scale of the 

elements may overflow, that is 0ija <  or 1ija > . Let the additive consistent 

fuzzy complementary judgment matrix ' ( ' )ij n nA a ×=  be the adjustment matrix, 

0.3b = −  and 1.3a = , then we give the “b a− ” scales. 
Considering it is inconvenient that the relative importance scale is negative, we 

unify scales into positive range. Hence, we transform the adjustment matrix of 
additive consistent fuzzy complementary judgment matrix 'A  into the scale 

transition matrix B  whose elements take for 0.1-0.9 scales such that ( ' )ij ijb f a=
0.8 ' 0.8

(0.1 )ija b

a b a b
= + −

− −
.   

Definition 11. Let ' ( ' )ij n nA a ×=  be additive consistent fuzzy complementary 

judgment matrix. If ,i j∃  such that ' 0ija < ,  then transform all the elements of 
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'A  into the elements of ( )ij n nB b ×= by 
0.8 ' 0.8

( ' ) (0.1 )ij
ij ij

a b
b f a

a b a b
= = + −

− −
,then 

B  is called the scale transition matrix of 'A . 

Theorem 7. Let ' ( ' )ij n nA a ×=  be additive consistent fuzzy complementary 

judgment matrix, and ( )ij n nB b ×=  is the scale transition matrix of 'A  such that 

0.8 ' 0.8
( ' ) (0.1 )ij

ij ij

a b
b f a

a b a b
= = + −

− −
.Then ( )ij n nB b ×=  is fuzzy complementary 

judgment matrix. 

Proof: Since 1a b+ =  and ' ' 1,ji ija a+ =  then 

0.8 ' 0.8 '0.8 0.8
[ (0.1 )] [ (0.1 )]ij ji

ij ji

a ab b
b b

a b a b a b a b
+ = + − + + −

− − − −

0.8( ' ' ) 1.6
0.2ji ija a b

a b a b

+
= + −

− −
 

0.8 1.6
0.2

b

a b a b
= + −

− −
0.8(1 2 )

0.2 1
1 2

b

b

−= + =
−

. For ' 0.5ija = , then 

0.8 ' 0.8 0.8 0.5 0.8 0.1 0.1
( ' ) (0.1 )ii

ii ii

a b b a b
b f a

a b a b a b a b a b

× −= = + − = − +
− − − − −

0.4( ) 0.8 0.1 0.1
0.5

a b b a b

a b a b a b

+ −= − + =
− − −

. Hence, B  is fuzzy complementary 

judgment matrix. 

Theorem 8. Let ' ( ' )ij n nA a ×=  be additive consistent fuzzy complementary 

judgment matrix, and ( )ij n nB b ×=  is the scale transition matrix of 'A  such that 

0.8 ' 0.8
( ' ) (0.1 )ij

ij ij

a b
b f a

a b a b
= = + −

− −
.Then ( )ij n nB b ×=  is additive consistent fuzzy 

complementary judgment matrix. 

Proof: Since 1
'

2ij ik jka a a= − + ,then 
1

'
2ik jk ija a a− = −  and 1a b+ = .Thus, 

1

2ik jkb b− +
0.80.8 0.8 0.8 1

[ (0.1 )] [ (0.1 )]
2

jkik
aa b b

a b a b a b a b
= + − − + − +

− − − −
 

0.8( ) 1

2
ik jka a

a b

−
= +

−
0.8( 0.5) 1

2
ija

a b

−
= +

−
0.8 0.4

0.1 0.4ija

a b a b
= + + −

− −
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0.8 0.8
0.1ija b

a b a b
= + +

− − ijb= , hence, B  is additive consistent fuzzy 

complementary judgment matrix. 

3.2.3   Consistency Recursive Iterative Adjustment Algorithm of Fuzzy 
Complementary Judgment Matrix  

Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix, then additive 

consistent adjustment algorithm is as follows: 

Step 1: 
1 (1)A = and 12

2
21

1

1

a
A

a

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

 that are consistent fuzzy complementary 

judgment matrix are the one order master array and the two order master array of 
A  respectively. 

Step 2: Suppose for 2k > , 1,2, , 1h k= − , all the ( )h
kA  have been adjusted to 

additive consistent fuzzy complementary judgment matrix. Then we adjust the 
elements of the kth  row of ( 1) ( 1)( )k k

k ij k kC c− −
×=  whose 1k −  order master array 

equals ( )kB . If iI φ≠ （ 1, 2, , 1i k= − ） , then ( ) ( 1) 0.5
mt

km k
kt kmt a c −= − + , 

( ) ( )1km km
tk ktt t= −  where {1,2, , }t k∈ , continue to Step 3. Otherwise, if 

1 1h k∃ ≤ ≤ − , and hI φ= , then go to Step 7. 

Step 3: If kI φ≠ , then let ( )( )
ij

m km
k k kT t ×=  where 

km I∈  and calculate deviate 

value m
ke  of 

( )kA and m
kT , continue to Step 4. Otherwise, go to Step 5. 

Step 4: Determine { | }k k k kJ l l I= ∈ such that min{ }kl m
k ke e= , then let 

 and go to Step 8. 

Step 5: Let ( )( )
ij

m km
k k kT b ×=  where {1, 2, , }m k∈ , then calculate deviate value 

m
ke  of ( )kA and m

kT . 

Step 6: Determine { | }k k k kJ l l I= ∈ such that min{ }kl m
k ke e= , then get the scale 

transition matrix kl
kS of kl

kT  . Let  then go to Step 8. 

 

 



232 W. Li and C. Zhang 

 

Step 7: If 1 1h k∃ ≤ ≤ −  such that hI φ= , then get ( ) ( 1)( ) 0.5
mt

km k
kt kmb f a c −= − + , 

( ) ( )1km km
tk ktb b= −  by the scale transition formula. Calculate  the scale transition 

matrix ( )kS of ( )kA , and let ( ) ( )k kA S=  , then go to Step 3. 

Step 8: Let 1k k= + ; If k n≤ , then go to Step 2. Otherwise, continue to Step 9. 

Step 9: let ( )kB B= , then output B . 

Step 10: End. 

Theorem 9. Let ( )ij n nA a ×=  be fuzzy complementary judgment matrix, and 

( )hB  be the adjustment matrix by consistency recursive iterative adjustment 

algorithm such that ( ) ( ) 1

2hj h h

h j
hr jrb a b= − +  and ( ) ( )1

jh hj

j hb b= −  where  

2 h n∀ ≤ ≤  and 2 1j h∀ ≤ ≤ − . Then ( )hB  is additive consistent fuzzy 

complementary judgment matrix. 

Proof: According to consistency recursive iterative adjustment algorithm above, we get 

( ) ( ) 1

2ij i i

i j
ir jrb a b= − +  where 1 k n≤ ≤ . Since ( ) ( ) 1

2ik i i

i k
ir krb a b= − +  for each 1 k n≤ ≤ , 

then ( ) ( ) 1

2i ik i

i k
ir kra b b= + − . Thus, ( )( ) ( ) ( ) ( ) ( )1 1 1

( )
2 2 2

i

i i

ri i k i j
ij ik kr r j ik jkb b b b b b= + − − + = − +  

where 1 k h≤ ≤ , hence, ( )hB  is additive consistent fuzzy complementary 

judgment matrix. 

3.2.4   Case 

Let the original judgment matrix 

0.5 0.1 0.6 0.7

0.9 0.5 0.8 0.4

0.4 0.2 0.5 0.9

0.3 0.6 0.1 0.5

A

⎛ ⎞
⎜ ⎟
⎜ ⎟=
⎜ ⎟
⎜ ⎟
⎝ ⎠

,  then we adjust it by 

the consistency recursive iterative adjustment algorithm and get the results in table 
3, then we get the sorting weight vectors. 
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Table 3 Adjust the fuzzy complementary judgment matrix by the algorithm  

k  
m  m

kT  
kI m

ke  kl  
( )kB  

 

 

3 

 

1 

0.5 0.1 0.6

0.9 0.5 1

0.4 0 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 

 

{2}

 
_ 

 

 

 

2 

 
 

0.5 0.1 0.4

0.9 0.5 0.8

0.6 0.2 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 

2 

0.5 0.1 0.4

0.9 0.5 0.8

0.6 0.2 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 
2 

 

 

 

 

 

4 

 

 

1 

0.5 0.1 0.4 0.7

0.9 0.5 0.8 1.1

0.6 0.2 0.5 0.8

0.3 0.1 0.2 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟−⎝ ⎠

 

 
 
 
 

 

φ  

 
 
 

 
 

0.26 
 

 

 

 

 

 

 

1 

 
 
 

0.5 0.3 0.45 0.6

0.7 0.5 0.65 0.8

0.55 0.35 0.5 0.65

0.4 0.2 0.35 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

2 

0.5 0.1 0.4 0

9 0.5 0.8 0.4

0.6 0.2 0.5 0.1

1 0.6 0.9 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 
 

0.38 
 

 

3 

0.5 0.1 0.4 0.8

0.9 0.5 0.8 1.2

0.6 0.2 0.5 0.9

0.2 0.2 0.1 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟−⎝ ⎠

 

 
 

0.29 

 

Hence, we get the additive consistent fuzzy complementary judgment  

matrix 

0.5 0.3 0.45 0.6

0.7 0.5 0.65 0.8

0.55 0.35 0.5 0.65

0.4 0.2 0.35 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

, then we get the sorting weight vectors

(0.2312  0.3313  0.2563  0.1812 ) 'w = . 

3.2.5   Conclusion  

One consistency recursive iterative adjustment algorithm which resolved 
consistency problem of the fuzzy complementary judgment matrix is given. From 
the fuzzy complementary judgment matrix by orders, we adjust judgment matrix 
by electing the random value of the elements in each row vector, and get the 
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consistency matrix by orders. Then we select random value of the element which 
satisfies the smallest deviation. Then the consistency adjustment matrix is 
complete consistency, and the deviation value between the original judgment 
matrix and consistency adjustment matrix is smaller. In the meantime, we discuss 
the situation of the scale transition, and the definition of the scale transition matrix 
of the fuzzy complementary judgment matrix is given. At last, we use the actual 
example to verify the effectiveness of the adjustment algorithms. 

4 Consistency Adjustment Algorithm of Intuitionistic Fuzzy 
Complementary Judgment Matrix  

Since 1980, the decision-making theory of analytic hierarchy process(AHP) and 
fuzzy analytic hierarchy process（FAHP）have been more and more practically 
applied. As the generalization of fuzzy sets, intuitionistic fuzzy set (IFS) is more 
practical, scientific and reasonable than fuzzy value in solving the fuzziness and 
the uncertainty problems, but it makes calculation more complicated, so there are 
few research of the IFAHP. At present, there are few the research paper about the 
IFCJM. The definition of IFCJM is introduced in some paper, then ACIFCJM and 
multiplicative consistent intuitionistic fuzzy complementary judgement matrix 
(MCIFCJM) are given, but there are few research of consistency adjustment 
algorithms of IFCJM. In fact, the reason is that the elements of the IFCJM are 
intuitionistic fuzzy value, but the operation process of this kind of matrix is very 
complex. Thus, the method of consistency adjustment is difficult, then the theory 
about intuitionistic fuzzy analytic hierarchy process is few. One kind of 
consistency adjustment method has been given in some paper, and this method 
was based on the approximation theory in a paper and inversion theory between 
the IFS and the fuzzy set. Although a paper has resolved the consistency 
adjustment problem of IFCJM, this method isn’t based on the proper of IFCJM 
itself.Hence, We consider directly dealing with strict consistency adjustment, then 
we apply it in IFAHP, and open a new way for the research and application of 
AHP under the intuitionistic fuzzy environment. the definition of additive 
consistent intuitionistic fuzzy complementary judgement matrix (ACIFCJM) is 
given; The addition and subtraction algorithms of intuitionistic fuzzy value 
representing the relative importance degree in the matrix are given, then the 
definition of the scale transition matrix of intuitionistic fuzzy complementary 
judgement matrix (IFCJM) is given; The additive consistency recursive iterative 
adjustment algorithm about the IFCJM is given, then priority vectors formula of 
IFCJM is introduced; At last, the steps of intuitionistic fuzzy analytic hierarchy 
process (IFAHP) are introduced, then the method is applied in actual examples, 
and its effectiveness is verified.  
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4.1 IFCJM and Its Propers 

Definition 12. Let ( )ij n nA a ×=  be a judgement matrix, where ( , , )ij ij ij ija t f π=
 

（ ,i j N∈ ），if [0,1]ijt ∈ ， [0,1]ijf ∈ ， ji ijt f= ， ji ijπ π= ， 0.5ii iit f= = ，

1ij ijt f+ ≤ ，then A  is called IFCJM. 

Note: The meaning of the elements ( , , )ij ij ij ija t f π=  is as follows: ijt  

represents importance degree of ix  relative to jx  , ijf  represents importance 

degree of jx  relative to ix  and ijπ  represents the uncertainty importance 

degree of ix  relative to jx . The scale of the elements ijt and ijf  takes for 0.1-

0.9 nine scales. 

Definition 13. Let ( )ij n nA a ×=  be an IFCJM where ( , , )ij ij ij ija t f π= , if for each 

k , ij ik jka a a= − , such that 0.5ij ik jkt t t= − + , 0.5ij ik jkf f f= − +  and 

ij ik jkπ π π= − , then A  is called ACIFCJM. 

Definition 14. Let ( )ij n nA a ×=  be an IFCJM, kja  and ija  be the elements of 

A , then ( 0.5, 0.5, )ij kj ij kj ij kj ij kja a t t f f π π− = − + − + − is called the 

subduction and  ( 0.5, 0.5, )ij kj ij kj ij kj ij kja a t t f f π π+ = + − + − +  is called 

addition. 

Note: let ija  be adjusted for ijb such that ij ik jkb a a= −  where ( , )ij ij ijb tb fb= . 

If the unconsistency degree of ( )ij n nA a ×=  is serious, then the scale of the 

elements may overflow 0.1-0.9 scales, so that 0.3 1.3ijtb− ≤ ≤ , 0.3 1.3ijfb− ≤ ≤ , 

0.8 0.8ijbπ− ≤ ≤ . 

Definition 15. Let ( , )ij ij ijb tb fb=  be intuitionistic fuzzy value, then ( )ij ija f b=  

is called the conversion equation from ijb  to ( , , )ij ij ij ija t f π=  such that 

0.1 ( 0.3) / 3

0.1 ( 0.3) / 3

1

ij ij

ij ij

ij ij ij

t tb

f fb

t fπ

⎧ = + +
⎪ = + +⎨
⎪ = − −⎩

. 

Definition 16. Let ( )ij n nB b ×=  be ACIFCJM where ( , )ij ij ijb tb fb= . If 0ijtb <  

or 0ijfb <  or 1ijtb > or 1ijtb > , then all the elements of B  are adjusted for 
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( , , )ij ij ij ijp tp fp pπ= of ( )ij n nP p ×= such that 
0.1 ( 0.3) / 3

0.1 ( 0.3) / 3

1

ij ij

ij ij

ij ij ij

tp tb

fp fb

p t fπ

⎧ = + +
⎪ = + +⎨
⎪ = − −⎩

. Then 

P  is called the scale transition matrix of B . 

Theorem 10. Let ( )ij n nA a ×=  be an IFCJM where ( , , )ij ij ij ija t f π= , B be the 

ACIFCJM of A , P  be the scale transition matrix of B , then the equally 

important degree (0.5, 0.5, 0)be =  of ix  relatives to jx  is transformed into  

(11/ 30,11/ 30,8 / 30)pe =  of ix  relatives to jx  .   

Theorem 11. Let ( )ij n nA a ×=  be an IFCJM where ( , , )ij ij ij ija t f π= , B be the 

ACIFCJM of A , P  be the scale transition matrix of B , then P  is an 
ACIFCJM. 

4.2 The Consistency Adjustment Algorithm 

4.2.1   Basic Definition and Theorem  

Symbols are as follows: 

(1) Let ( )ij n nA a ×=  be an IFCJM where ( , , )ij ij ij ija t f π= , then ( )kA signifies 

the leading principal submatrix of order K  of A . 

(2) Let ( )kA be the leading principal submatrix of order K  of A , then ( )s
kA  

signifies the leading principal submatrix of order s  of ( )kA  where 

1 s k≤ ≤ . 

(3) Let ( )kA be the leading principal submatrix of order K  of A , then ( )kB  

signifies the ACIFCJM of ( )kA . 

(4) Let ( )ij n nA a ×=  be an IFCJM, then ( 1) ( 1)( )k k
k ij k kC c− −

×=  signifies the leading 

principal submatrix of order K , which satisfied the leading principal 
submatrix of order 1k −  is ACIFCJM ( 1)kB − and the elements in the kth  

row( column) are the same as A . 

Definition 17. Let ( )ij n nA a ×=  be an IFCJM, ( 1)kB −  be the  

ACIFCJM of ( 1)kA − . let ( 1) ( 1) ( 1)([ , ])k k k
k ij ij k kC tc fc− − −

×= , if

, then 
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kI  is called the  consistency index of the consistency adjustment of ( )kA

according to the elements in the kth  row. 

Definition 18. Let ([ , ])ij ij k kR tr fr ×= and ([ , ])ij ij k kP tp fp ×=  be consistent IFCJM, 

then 
1 1

( ( )) /
k k

ij ij ij ij
i j

e tr tp fr fp k
= =

= − + −∑∑  is called deviate value of R and P . 

4.2.2 The Additive Consistent Adjustment Algorithm of IFCJM  

Let ( )ij n nA a ×=  be IFCJM where ( , , )ij ij ij ija t f π=  , then the additive 

consistent adjustment algorithm is as follows: 

Step 1: 
1 (1)A = and 12

2
21

1

1

a
A

a

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

 that are ACIFCJM are the leading principal 

submatrix of order one and order two of A  respectively. 

Step 2: Suppose for each 2k > , 1,2, , 1h k= − , all the ( )h
kA  have been 

adjusted for ACIFCJM. Then we adjust the elements in the kth  row of  
( 1) ( 1) ( 1)([ , ])k k k
k ij ij k kC tc fc− − −

×=  whose leading principal submatrix of order 1k −  

equals ( )kB . If iI φ≠ （ 1, 2, , 1i k= − ） , then ( ) ( 1) 0.5
mt

km k
kt kmtb t tc −= − + , 

( ) ( 1) 0.5
mt

km k
kt kmfb f fc −= − +  , ( ) ( 1)

mt

km k
kt kmb cπ π π −= − and ( ) ( )km km

tk kttb fb= ,

( ) ( )km km
tk ktfb tb=  where {1, 2, , }t k∈ . Continue to step 3. Otherwise, if 

1 1h k∃ ≤ ≤ − , such that hI φ= , then go to step 7. 

Step 3: If kI φ≠ , then let ( )( )
ij

m km
k k kT t ×=  where 

km I∈  and calculate deviate 

value m
ke  of ( )kA and m

kT . Continue to step 4. Otherwise, go to step 5. 

Step 4: Determine { | }k k k kJ l l I= ∈ such that min{ }kl m
k ke e= , then let 

 and go to step 8. 

Step 5: Let ( )( )
ij

m km
k k kT b ×=  where {1,2, , }m k∈ , then calculate deviate value 

m
ke  of ( )kA and m

kT . 

Step 6: Determine { | }k k k kJ l l I= ∈ such that min{ }kl m
k ke e= , then get  

the scale transition matrix kl
kS of kl

kT  . Let  then go to 

step 8. 
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Step 7: If 1 1h k∃ ≤ ≤ −  such that hI φ= , then get ( )km kmb f a= , 
( ) ( 1) 0.5

mt

km k
kt kmtb ta tc −= − + , ( ) ( 1) 0.5

mt

km k
kt kmfb fa fc −= − + , and ( ) ( )km km

tk kttb fb= , 

( ) ( )km km
tk ktfb tb=  by the scale transition formula. Calculate the scale transition 

matrix ( )kS of ( )kA , and let ( ) ( )k kA S=  , then go to step 3. 

Step 8: Let 1k k= + ; If k n≤ , then go to step 2. Otherwise, continue to step 9. 

Step 9: let ( )kB B= , then output B . 
Step 10: End. 

4.2.3   Priority Vectors Formula of IFCJM  

Definition 19. Let ( )ij n nB b ×= be consistent IFCJM where ( , , )ij ij ij ijb t f π= , and 

( , , )e e ee t f π=  represents the equal importance degree of ix  relative to jx  , 

then 1( )i nb b ×=  is called sum and normalized vector of line where ( , )i i ib t f= , 

1

( ( )) /
n

i ij e e
j

t t t n t
=

= − +∑ ,
1

( ( )) /
n

i ij e e
j

f f f n f
=

= − +∑ , 1, 2, ,i n=  . 

Theorem 12. Let ( ), ( )A Ax u x v x=< >  be intuitionistic fuzzy number of IFS 

A , then ( ) ( ) ( ) (2 1) ( )A A AE x u x v x xλ λ π= − + −  which is based on the risk 

preference coefficient is sorting function of the intuitionistic fuzzy number, where 
λ  is decision makers’ risk preference coefficient and [0,1]λ ∈ . 

Definition 20 let ( )ij n nB b ×= be consistent IFCJM, 1( )i nb b ×=  be sum and 

normalized vector of line of B  where ( , )i i ib t f= . Then 1( )i nc c ×=  which is 

based on the risk preference coefficient is called sorting of intuitionistic fuzzy 
number of B  where ( ) (2 1)

i i ii i b b bc E b u vλ λ π= = − + − . 

Definition 21 lets ( )ij n nB b ×= be consistent IFCJM, 1( )i nc c ×=  be sorting of 

intuitionistic fuzzy number of ( )ij n nB b ×=  , then 1( )i nW w ×=  is weight ordering 

vector of B  and satisfies as follows: 
(1) If 0ic∃ ≤ , then determine 1( )i nR r ×=  such that 

0.8 /(max( ) m ( )) (0.1 0.8 m ( ) /(max( ) m ( )))i i i i i i i
i i ii i

r c c in c in c c in c= − + − −  

and 
1

/
n

i i i
i

w r r
=

= ∑ . 

(2)    If 0ic∀ > , then 
1

/
n

i i i
i

w c c
=

= ∑ .  
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4.3 Analytic Hierarchy Process under the Intuitionistic Fuzzy 

Environment and Its Application 

4.3.1 Intuitionistic Fuzzy Analytic Hierarchy Process  

Suppose nnijvV ×= )(  as IFCJM, it is usually given by decision maker’s personal 

experience and practical conditions and other factors. However, it is worthy of 
discussion how to avoid the subjective arbitrary of decision-makers to confirm the 

value of ijv . In order to ensure ijv  more reasonable, decision-makers can ask k
experienced experts to compare the attributes each other in the same level. 

Suppose ( , )q q q
ij ij ijv t f= is given by the expert q , we can get the arithmetic mean of 

all the q
ijt and all the q

ijf  respectively to summarize the opinions of experts, that is

1

( ) /
k

q
ij ij

q

t t k
=

= ∑ ,
1

( ) /
k

q
ij ij

q

f f k
=

= ∑ , then ( , )ij ij ijv t f= can be confirmed, where 

, 1, 2, ,i j n= ⋅⋅ ⋅ . 

Step 1: By analyzing the relationship of different factors in the system, a 
systematic hierarchical structure can be established. 

Step 2: By asking the experts to establish the IFCJM ( )ij n nV v ×=  which is the 

pair-wise comparisons of all the elements on the same level with respect to the 

element on the above level, where ( , )ij ij ijv t f= , , 1, 2, ,i j n= ⋅⋅⋅ , and ijt , ijf  

are given quantity standard on the scale of 0.1 to 0.9 . 

Step 3: Do the consistency adjustment for the IFCJM V by additive consistency 
recursive iterative adjustment algorithm. Then obtain the ACIFCJM . 

Step 4: Calculate the priority vector. Calculate the weights of the elements on 
every level, and then calculate the combined weight of all the elements on the 
bottom level with respect to the element on the top level.  

4.3.2 The Example Analysis 

Recently, people pay more attention on the evaluation of ecological architecture. 
Based on others’ research, a comprehensive evaluation model of ecological 
architecture is constructed by using IFAHP. 

Step 1: Construct an evaluation index system and establish a hierarchical structure 
in Table 4. 
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Table 4 The evaluation index system of the evaluation of ecological architecture  

Target layer Primary index Secondary index 

 
O ：

Ecological 
construction 
level 

1A ： 
Land-saving and 
outdoor environment 

1B ：Wasted land use 
2B ：Surrounding air quality 
3B ：Surrounding the daylighting 
4B ：Surrounding greening 
5B ：Public facilities 

2A ： 
Indoor environment 
 

6B ：Indoor air quality 

7B ：Indoor thermal environment 

8B ：Indoor light environment 

9B ：Indoor sound environment 

3A ： 
Energy conservation 
and energy use 

10B ：Energy saving of main body  
Of building 

11B ： Conventional optimal 
utilization of energy system 

12B ：Renewable energy and energy 
recovery 

13B ： Energy consumption and 
environmental 

4A ： 
Operation 
management 

14B ：To the periphery environment 
influence 

15B ：Waste treatment 

16B ：Equipment monitoring system 

17B ： Management measure and 
system 

5A ： 
Water saving and 
water use 

18B ：Water supply and drainage 
system 

19B ： Sewage treatment and 
recycling system 

20B ： The rain recovery and 
utilization 

21B ：Water saving appliances and 
facilities 

6A ： 
Saving material and 
resource reuse 

22B ：Green building materials 

23B ：Use local materials 

24B ：Recycling 

25B ：Indoor decoration 
Step 2: We ask the senior experts to give the evaluation values and get the IFCJM 
which is the pair-wise comparisons for all the primary indexes (or secondary 
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indexes) with respect to the objective in the target layer (or primary indexes) as 
follows:  

Table 5 IFCJM O  which is the pair-wise comparison for all the primary indexes with 
respect to the objective in the target layer 

O  1A  2A  3A  4A  5A  6A  

1A  (0.5,0.5) (0.6,0.4) (0.7,0.2) (0.7,0.1) (0.8,0.2) (0.9,0.1)  

2A  (0.4,0.6) (0.5,0.5) (0.6,0.4) (0.6,0.3) (0.7,0.2) (0.8,0.2)  

3A  (0.2,0.7) (0.4,0.6) (0.5,0.5) (0.5,0.4) (0.6,0.3) (0.7,0.2)  

4A  (0.1,0.7) (0.3,0.6) (0.4,0.5) (0.5,0.5) (0.8,0.1) (0.9,0.1)  

5A  (0.2,0.8) (0.2,0.7) (0.3,0.6) (0.1,0.8) (0.5,0.5) (0.6,0.3)  

6A  (0.1,0.9) (0.2,0.8) (0.2,0.7) (0.1,0.9) (0.3,0.6) (0.5,0.5)  

Table 6 IFCJM 1A  which is the pair-wise comparison for all the secondary indexes with 
respect to 1A in the primary indexes layer  

1A  1B  2B  3B  4B  5B  

1B  (0.5,0.5)  (0.1,0.7) (0.1,0.7)  (0.3,0.6)  (0.2,0.8)  

2B  (0.7,0.1)  (0.5,0.5) (0.5,0.5)  (0.8,0.1)  (0.8,0.2)  

3B  (0.7,0.1)  (0.5,0.5) (0.5,0.5)  (0.8,0.1)  (0.8,0.2)  

4B  (0.6,0.3)  (0.1,0.8) (0.1,0.8)  (0.5,0.5)  (0.6,0.3)  

5B  (0.8,0.2)  (0.2,0.8) (0.2,0.8)  (0.3,0.6)  (0.5,0.5)  

 

Similarly, we get the IFCJM 2A , 3A , 4A , 5A , 6A . 

 
Step 3: Do the consistency adjustment for the IFCJM, and get the weight vector.  

(1) Do the consistency adjustment for the IFCJM, and get the ACIFCJM as 

follows in table 7: 



242 W. Li and C. Zhang 

 

Table 7 The consistency adjustment for the IFCJM 

 
 

(1)O

0.5 (0.6,0.4) (0.7,0.3) (0.7,0.2) (0.8,0.1) (0.9,0)
(0.4,0.6) 0.5 (0.6,0.4) (0.6,0.3) (0.7,0.2) (0.8,0.1)
(0.3,0.7) (0.4,0.6) 0.5 (0.5,0.4) (0.6,0.3) (0.7,0.2)
(0.2,0.7) (0.3,0.6) (0.4,0.5) 0.5 (0.6,0.4) (0.7,0.3)
(0.1,0.8) (0.2,0.7) (0.3,0.6) (0.4,0.6) (0.5,0.5) (0.6,0.4)
(0,0.9) (0.1,0.8) (0.2,0.7) (0.3,0.7) (0.4,0.6) 0.5

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

 
(1)A

(0.3667,0.3667) (0.2333,0.4333 ) (0.2333,0.4333 ) (0.4,0.3667) ( 0.5333,0.4)
(0.4333,0.2333) (0.3667,0.3667) (0.3667,0.3667) ( 0.4667,  0.2333 ) (0.6667,0.3333)
(0.4333,0.2333) (0.3667,0.3667) (0.3667,0.3667) ( 0.4667,  0.2333 ) (0.6667,0.3333)

(0.3667,0.4) (0.2333,0.4667 ) (0.2333,0.4667 ) (0.3667,0.3667) (0.5333,0.4333)
(0.4,0.5333) (0.3333 , 0.6667) (0.3333 , 0.6667) (0.4333 ,0.5333 ) (0.3667,0.3667)

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

 

Similarly, we get the ACIFCJM (2)A , (3)A , (4)A , (5)A , (6)A . 
(2) Then we get the weight sorting vector of the ACIFCJM in the following 

table 8:  

Table 8 The weight sorting vector 

α  0.5 

(1)W  (0.2937,0.2372, 0.1808,0.1526,0.0961,0.0397)' 

(1)ω  ( )0.1842,0.2519,0.2519,0.1729,0.1391 '  

(2)ω  ( 0.4299, 0.3452, 0.1759, 0.0489)' 

(3)ω  (0.3664, 0.3664, 0.0701,0.1971)' 

(4)ω  (0.3664,0.0701,0.1971,0.3664) '  

(5)ω  (0.4405,0.1019,0.1442,0.3135)'  

(6)ω  (0.377,0.123, 0.2077, 0.2923)' 

 
Step 4: Aggregate the global weight. 
Let 0.5α = , then we can get a weight matrix )1(W of all the secondary indexes 

on the third level with respect to all the primary indexes on the second level where 
(1) (1) (2) (3) (4) (5)( , , , , )W ω ω ω ω ω= . Aggregate the global weight. The combined 

weights of the elements in the secondary index level relative to the objective in the 
target layer is 

2 1 TW W w= ⋅（ ） （）   

(0.0541, 0.074, 0.074, 0.0508, 0.0409, 0.102, 0.0819, 0.0417,  0.0116,=  

  0.0662,0.0662,0.0127,0.0356,0.0559,0.0107,0.0301,0.0559,  

  0.0423,0.0098, 0.0139, 0.0301,0.015,0.0049,0.0082,0.0116) . 
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5 Conclusion 

This paper gives two kinds of consistency recursive iterative adjustment algorithms 
for judgment matrixes in AHP. Then one method of additive consistency recursive 
iterative adjustment algorithms about the fuzzy complementary judgment matrix 
was given. It is critical that additive consistency recursive iterative adjustment 
algorithms about the intuitionistic fuzzy complementary judgement matrix was 
given, and an actual case shows the effectiveness of the consistency recursive 
iterative adjustment algorithms. 
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Collaborative Decision Making by Ensemble 
Rule Based Classification Systems 

Han Liu and Alexander Gegov1* 

Abstract. Rule based classification is a popular approach for decision making. It 
is also achievable that multiple rule based classifiers work together for group deci-
sion making by using ensemble learning approach. This kind of expert system is 
referred to as ensemble rule based classification system by means of a system of 
systems. In machine learning, an ensemble learning approach is usually adopted in 
order to improve overall predictive accuracy, which means to provide highly 
trusted decisions. This chapter introduces basic concepts of ensemble learning and 
reviews Random Prism to analyze its performance. This chapter also introduces an 
extended framework of ensemble learning, which is referred to as Collaborative 
and Competitive Random Decision Rules (CCRDR) and includes Information En-
tropy Based Rule Generation (IEBRG) and original Prism in addition to 
PrismTCS as base classifiers. This is in order to overcome the identified limita-
tions of Random Prism. Each of the base classifiers mentioned above is also intro-
duced with respects to its essence and applications. An experimental study is  
undertaken towards comparative validation between the CCRDR and Random 
Prism. Contributions and Ongoing and future works are also highlighted. 

Keywords: Data Mining, Machine Learning, Rule Based Classification, Ensemble 
Learning, Collaborative Decision Making, Random Prism. 

1 Introduction 

Rule based classification is a common approach used for decision making. It is  
also feasible for multiple rule based classifiers to collaborate for group decision 
making by adopting ensemble learning approaches. This kind of expert system is 
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referred to as ensemble rule based classification system by means of a system of 
systems. In this context, the ensemble rule based classification system is seen as a 
super system and consists of a number of single rule based classification systems, 
each of which is seen as a sub-system of the ensemble rule based classification 
system. In machine learning, an ensemble learning approach is usually adopted in 
order to improve overall predictive accuracy, which means to provide highly 
trusted decisions. 

Ensemble learning can be done in parallel or sequentially. In the former way, 
there are no collaborations among different algorithms in training and only their 
predictions are combined for final decision making [1]. In this context, the final 
prediction is typically made by means of majority voting as part of the classifica-
tion tasks. In the latter way of ensemble learning, the first algorithm learns a mod-
el from data and then the second algorithm learns to correct the former one etc [1]. 
In other words, the model built by the first algorithm is further corrected by the 
following algorithms sequentially. In parallel ensemble learning, a popular ap-
proach is to take sampling to a data set in order to get a set of samples. A classifi-
cation algorithm is then used to train a classifier on each of these samples. The 
group of classifiers constructed will make predictions on test instances indepen-
dently and final predictions on the test instances will be made based on majority 
voting. A commonly used sampling method is Bagging [2]. The Bagging method 
is useful especially when the base classifier is not stable due to high variance of 
data sample. This is because the method is robust and does not lead to overfitting 
as the number of generated hypothesizes is increased [1]. Some unstable classifi-
ers include neural networks, decision trees and some other rule based methods [3]. 

In this chapter, all of the base classifiers used for ensemble learning tasks are 
rule based classification methods, namely original Prism [4], PrismTCS [5] and 
Information Entropy Based Rule Generation (IEBRG) [6]. All of the three me-
thods follow ‘separate and conquer’ approach [7], which is one of the rule genera-
tion approaches. This is because each of the three methods generates if-then rules 
directly from training instances. The other approach of rule generation is referred 
to as ‘divide and conquer’ approach [8], which generates classification rules in the 
intermediate form of decision trees. As the generation aims to construct decision 
trees, the above approach is also referred to as Top-Down Induction of Decision 
Trees (TDIDT). A principal problem that usually arises with rule based classifica-
tion methods is the overfitting of generated hypothesis to training data [9]. As 
mentioned earlier, the Bagging method is robust and helps avoid overfitting for 
rule based classifiers. It thus motivates the use of Bagging as a sampling method 
for ensemble learning tasks, especially when rule based methods are used as base 
classifiers. 

The rest of this chapter is organized as follows. Section 2 introduces the three 
rule based classification methods, namely original Prism, PrismTCS and IEBRG. 
An existing ensemble learning method, called Random Prism [10, 11], is also in-
troduced in the Section 2 in order to comparatively analyze the performance of the 
method. Section 3 introduces an extended framework of ensemble learning, which 
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is referred to as Collaborative and Competitive Random Decision Rules (CCRDR) 
and includes the three base classifiers mentioned above. An experimental study is 
undertaken towards comparative validation between the CCRDR and Random 
Prism in Section 4. The contributions and further directions of this research area 
are also highlighted in Section 5. 

2 Related Work 

As mentioned in Section 1, this chapter investigates parallel ensemble learning 
approaches which use Bagging as the sampling method and rule based methods as 
base classifiers. Therefore, this section introduces three rule based methods, name-
ly original Prism, PrismTCS and IEBRG, the Bagging method and Random Prism. 

2.1 Original Prism 

The original Prism method was introduced by Cendrowska in [4] and the basic 
procedure of the underlying Prism algorithm is illustrated in Fig. 1. This algorithm 
is primarily aimed at avoiding the generation of complex rules with many redun-
dant terms [9] such as the ‘replicated subtree problem’ [4] that arises with decision 
trees as illustrated in Fig. 2. 

 
Execute the following steps for each classification (class= i) in turn and on the 
original training data S:  
1. S’=S. 
2. Remove all instances from S’ that are covered from the rules induced so far. If 
S’ is empty then stop inducing further rules 
3. Calculate the conditional probability from S’ for class=i for each attribute-
value pair.  
4. Select the attribute-value pair that covers class= i with the highest probability 
and remove all instances from S’ that comprise the selected attribute-value pair 
5. Repeat 3 and 4 until a subset is reached that only covers instances of class= i 
in S’. The induced rule is then the conjunction of all the attribute-value pairs 
selected.  
Repeat 1-5 until all instances of class i have been removed  
 
*For each rule, no one attribute can be selected twice during rule generation  

Fig. 1 Basic Prism algorithm [12] 

The original Prism algorithm cannot directly handle continuous attributes as it 
is based on the assumption that all attributes in a training set are discrete. When 
continuous attributes are actually present in a dataset, these attributes should be 
discretized by preprocessing the dataset prior to generating classification rules [12, 
13, 14]. In addition, Bramer’s Inducer Software handles continuous attributes as 
described in [12, 13, 14].  
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If a clash occurs while generating rules for class i: 
1. Determine the majority class for the subset of instances in the clash set.  
2. If this majority class is target class i, then compute the induced rule by assign-
ing all instances in the clash set to class i. If it is not, discard the whole rule.  
3. If the induced rule is discarded, then all instances that match the target class 
should be deleted from the training set before the start of the next rule induction. 
If the rule is kept, then all instances in the clash set should be deleted from the 
training data.  

Fig. 3 Dealing with clashes in Prism [12, 16, 17] 

Also, the original Prism may generate a rule set which may result in a classifi-
cation conflict in predicting unseen instances. This can be illustrated by the  
example below: 

Rule 1: If x=1and y=1 then class= a 
Rule 2: If z=1 then class= b 

What should the classification be for an instance with x=1, y=1 and z=1? One rule 
gives class a, the other one gives class b. A method is required to choose only one 
classification to classify the unseen instance [12]. Such a method is known as a 
conflict resolution strategy. Bramer mentioned in [12] that Prism uses the ‘take the 
first rule that fires’ strategy in dealing with the conflict problem and therefore it is 
required to generate the most important rules first. However, the original Prism 
cannot actually introduce an order to a rule according to its importance as each of 
those rules with a different target class is independent of each other. As mentioned 
in [5, 13, 14], this version of Prism would restore the training set to its original 
size after the completion of rule generation for class i and before the start for class 
i+1. This indicates the rule generation for each class may be done in parallel so 
the algorithm cannot directly rank the importance among rules with different tar-
get classes. Thus the ‘take the first rule that fires’ strategy may not deal with the 
classification confliction well. 

2.2 PrismTCS 

Bramer pointed out that the original Prism algorithm always deletes instances 
covered by those rules generated so far and then restores the training set to its 
original size after the completion of rule generation for class i and before the start 
for class i+1. This results in a high number of iterations resulting in high computa-
tional cost [5] when the training data is very large. For the purpose of increasing 
the computational efficiency, a modified version of Prism, called PrismTCS, was 
developed by Bramer [5]. PrismTCS always chooses the minority class as the tar-
get class pre-assigned to a rule being generated as its consequence. Besides this, it 
does not reset the dataset to its original state and thus introduces an order to  
each rule according to its importance [5, 13, 14]. Therefore, PrismTCS is not only 
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faster in generating rules compared with the original Prism, but also provides a 
similar level of classification accuracy [5, 13, 14]. 

As mentioned in Section 2.1, original Prism has some disadvantages in dealing 
with continuous attributes, tie-breaking, clashes and classification conflict. For 
each of these issues, Bramer introduces a corresponding solution in [12]. Each of 
the solutions is also applied to PrismTCS for each of the corresponding issues. In 
comparison to original Prism, PrismTCS can deal with conflict of classification 
better. This is because PrismTCS generates a set of ordered rules as mentioned 
earlier in this section. However, similar with original Prism, the way of dealing 
with clashes also results in underfitting of training data. As mentioned earlier, 
PrismTCS always chooses the minority class in the current training set as the tar-
get class of the rule being generated. Since the training set is never restored to its 
original size as mentioned above, it can be proven that one class could always be 
selected as target class until all instances of this class have been deleted from the 
training set because the instances of this minority class covered by the current rule 
generated should be removed prior to generating the next rule. This case may re-
sult in that the majority class in the training set may not be necessarily selected as 
target class to generate a list of rules until the termination of the whole generation 
process. In this case, there is not even a single rule having the majority class as its 
consequence (right hand side of this rule). 

Although PrismTCS can generate a rule set which includes a default rule as in-
troduced in [15] and thus leads to the decrease of number of unclassified  
instances, the default rule is likely to give a wrong classification to those unseen 
instances that are not covered by the generated rule set. This is because the as-
sumption needs to be guaranteed that the training set covers complete patterns in a 
domain, which is in order to make the default rule unlikely to give wrong classifi-
cations. Otherwise, the rule set could still underfit the training set as the conditions 
of classifying instances to the other classes are probably not strong enough. 

2.3 Information Entropy Based Rule Generation 

IEBRG is developed in [6] in order to overcome the limitations of both original 
Prism and PrismTCS. This method is attribute-value-oriented like Prism but it 
uses the ‘from cause to effect’ approach. In other words, it does not have a target 
class pre-assigned to the rule being generated. The main difference from Prism is 
that IEBRG focuses mainly on minimizing the uncertainty for each rule being 
generated no matter what the target class is. A popular technique used to measure 
the uncertainty is information entropy introduced by Shannon in [18]. The basic 
idea of IEBRG is illustrated in Fig.4 as below: 
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1. Calculate the conditional entropy of each attribute-value pair in the 
current subset 

2. Select the attribute-value pair with the smallest entropy to spilt on, i.e. 
remove all other instances that do not comprise the attribute-value 
pair. 

3. Repeat step 1 and 2 until the current subset contains only instances of 
one class (the entropy of the resulting subset is zero). 

4. Remove all instances covered by this rule. 
Repeat 1-4 until there are no instances remaining in the training set. 
 
* For each rule, no one attribute can be selected more than once during gen-

eration. 
 

Fig. 4 IEBRG algorithm 

As mentioned in Section 2.1, all versions of Prism need to have a target class 
pre-assigned to the rule being generated. In addition, an attribute might not be  
relevant to each particular classification and sometimes only one value of an 
attribute is relevant [19]. Therefore, the Prism method chooses to pay more atten-
tion to the relationship between attribute-value pair and a particular class. Howev-
er, the class to which the attribute-value pair is highly relevant is probably  
unknown, as can be seen from the example in Table 1 below with reference to the 
lens 24 dataset reconstructed by Bramer in [12]. This dataset shows that P 
(class=3|tears=1) =1 illustrated by the frequency table for attribute “tears”. The 
best rule generated first would be if tears=1 then class=3. 

Table 1 Lens 24 dataset example 

Class Label Tears=1 Tears=2 
Class=1 0 4 
Class=2 0 5 
Class=3 12 3 
total 12 12 

 
This indicates that the attribute-value “tears=1” is only relevant to class 3. 

However, this is actually not known before the rule generation. According to 
PrismTCS strategy, the first rule being generated would select “class =1” as target 
class as it is the minority class (Frequency=4). Original Prism may select class 1 
as well because it is in a smaller index. As described in [12], the first rule generat-
ed by Original Prism is “if astig=2 and tears=2 and age=1 then class=1”. It indi-
cates that the computational efficiency is slightly worse than expected and the  
resulting rule is more complex. When a large data set is used for training, the 
Prism method would be even likely to generate an incomplete rule covering a 
clash set as mentioned in Section 2.2 if the target class assigned is not a good fit to 
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some of those attribute-value pairs in the current training set. Then the whole rule 
would be discarded resulting in underfitting and redundant computational effort. 

In order to find a better strategy for reducing the computational cost, the 
IEBRG method is developed in [6]. In this method, the first iteration of the rule 
generation process for the “lens 24” dataset can make the resulting subset’s entro-
py reach 0. Thus the first rule generation is complete and its rule is represented by 
“if tears=1 then class=3”. 

In dealing with continuous attributes, IEBRG takes the same way as applied to 
the Prism family, which includes original Prism and PrismTCS in the Inducer 
software implementation. With regard to tie-breaking, IEBRG deals with this issue 
in the way similar to that Prism family does, which means that when two or more 
attribute-value pairs have the same smallest entropy value the one with the highest 
total frequency is selected as introduced by Bramer in [12]. IEBRG can also deal 
with conflict of classification well because the method also generates a set of or-
dered rules like PrismTCS. In dealing with clashes, majority voting, which assigns 
the most common classification of the instances in the clash set to the current rule 
[12], is usually used for IEBRG, especially when the objective is to validate this 
method and to find its potential in improving accuracy and computational efficiency. 

In comparison with the Prism family, this algorithm would reduce significantly 
the computational cost when the training set is large. In addition, in contrast to 
Prism, the IEBRG method deals with clashes by assigning a majority class in the 
clash set to the current rule. This would potentially reduce the underfiting of rule 
set thus reducing the number of unclassified instances although it may increase the 
number of misclassified instances. As mentioned in [12], Prism prefers to discard 
a rule rather than to give a wrong classification when a clash occurs and thus is 
more noise tolerant than TDIDT. However, if the reason that a clash occurs is not 
due to noise and the training set covers a large amount of data, then it would result 
in serious underfitting of the rule set by discarding rules as it would leave many 
unseen instances unclassified at prediction stage. The fact that Prism would decide 
to discard the rules in some cases is probably because it uses the so-called ‘from 
effect to cause’ approach. As mentioned in Section 2.1, each rule being generated 
should be pre-assigned a target class and then the conditions should be searched 
by adding terms (antecedents) until the adequacy conditions are met. Sometimes, 
it may not necessarily receive adequacy conditions even after all attributes have 
been examined. This indicates the current rule covers a clash set that contains in-
stances of more than one class. If the target class is not the majority class, this in-
dicates the search of causes is not successful so the algorithm decides to withdraw 
the task by discarding the incomplete rule and deleting all those instances that 
match the target class in order to avoid the same case to happen all over again [13, 
14]. This actually not only increases the irrelevant computation cost but also re-
sults in underfitting of the rule set. On the other hand, the IEBRG would also have 
the potential to avoid occurring clashes better compared with Prism. This is due to 
the strategy of rule generation from IEBRG as mentioned earlier in this section. 
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2.4 Bagging 

As mentioned in Section 1, Bagging is a popular method of data sampling for en-
semble learning tasks due to its robustness in avoiding overfitting. The term Bag-
ging stands for bootstrap aggregating which is a method for sampling of data with 
replacement [1]. In detail, the Bagging method is to take a sample with a size as 
same as the original data set and to randomly select an instance from the original 
data set to be put into the sample set. This means that some instances in the origi-
nal set may appear more than once in the sample set and some other instances may 
not even appear once in the sample set. According to the principle of statistics, the 
bagging method would produce a sample that is expected to contain 63.2% of the 
original data instances [1, 2, 10, 11]. Therefore, the Bagging method is useful es-
pecially when the base classifier is not stable due to high variance of data sample 
as mentioned in Section 1 and thus helpful to rule based classification methods in 
avoiding overfitting. For example, the method is successfully applied with 
PrismTCS into Random Prism for construction of ensemble learners [10, 11], 
which is further introduced in Section 2.5. 

2.5 Random Prism 

Random Prism, an existing ensemble learning method [10, 11], follows the parallel 
ensemble learning approach and uses Bagging for sampling as illustrated in Fig.5. It 
has been proven in [10, 11] that Random Prism is a noise-tolerant method alternative 
to Random Forests [20]. However, the Random Prism has two aspects in which can 
be improved in training and testing stages respectively. The above two aspects are 
also mentioned with suggestions for further improvements in [10, 11]. 

The first aspect is that there is only a single base classifier, PrismTCS, involved 
in training stage for Random Prism, which cannot always generate strong hypo-
thesis (robust models). In fact, it is highly possible that a single algorithm per-
forms well on some samples but poorly on the others. From this point of view, it is 
motivated to extend the ensemble learning framework by including multiple base 
classifiers involved in training stage. This is in order to achieve that on each data 
sample the learner created is much stronger.  

On the other hand, Random Prism uses weighted majority voting to determine 
the final prediction on test instances. In other words, each model is assigned a 
weight, which is equal to the overall accuracy checked by validation data from the 
sample. In prediction stage, each model is used to predict unseen instances and 
give an individual classification. The ensemble learning system then makes the fi-
nal classification based on weighted majority voting instead of traditional majority 
voting. For example, there are three base classifiers: A, B and C. A predicts the 
classification X with the weight 0.8 and both B and C predicts classification Y 
with the weights 0.55 and 0.2 respectively so the final classification is X if using 
weighted majority voting (weight for X: 0.8> 0.55+0.2=0.75) but is Y if using tra-
ditional majority voting (frequency for Y: 2>1). However, for the weighted major-
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set and a classifier correctly predicts the 5 instances as positive but incorrectly 
predicts other 5 instances as positive as well. In this case, the recall/true positive 
rate is 100% as all of the five positive instances are correctly classified. However, 
the precision on positive class is only 50%. This is because the classifier predicts 
10 instances as positive and only five of them are correct. This case indicates the 
possibility that high recall could result from low frequency of a particular classifi-
cation. Therefore, precision is sometimes more reliable in determining the weight 
of a classifier on a particular prediction from this point of view. Overall, both pre-
cision and recall would usually be more reliable than overall accuracy in determin-
ing weight of a classifier especially for unbalanced data sets but it is important to 
determine which one of the two metrics is used in resolving special issues. 

The modifications to Random Prism with regard to its two weak points general-
ly aim to improve the robustness of models built in training stage and to more  
accurately measure the confidence of each single model in making a particular 
prediction. In this chapter, original Prism, PrismTCS and IEBRG are used as base 
classifiers in the CCRDR framework due to the better noise tolerance of Prism 
family in comparison with TDIDT as well as the advantages of IEBRG listed in 
Section 2.3 in comparison with Prism family. However, in general, this framework 
could incorporate any type of rule based classification methods or even other type 
of machine learning methods such as Neural Networks [36] and Support Vector 
Machine [37]. With regard to the way to choose machine learning methods that 
are incorporated into the framework, it is typically based on theoretical analysis on 
the suitability of a particular method to a particular dataset. For example, some 
methods cannot directly deal with continuous attributes such as some rule based  
methods. In this case, it is required to discretize continuous attributes by prepro-
cessing the dataset prior to training stage. One of popular approaches is ChiMerge 
[38]. There are also some methods that cannot effectively discrete attributes such 
as Neural Networks and Support Vector Machine. In this case, it needs to split the 
discrete attributes into n binary attributes, while n is the number of values for the 
attribute, and each of the n binary attributes corresponds to a value of the original 
attribute. For example, gender is a discrete attribute with two values (male and 
female) and can be divided into two binary attributes named male and female re-
spectively. Each of the binary attributes is judged either yes or no. If a dataset con-
tains a large number of discrete attributes and each of them has a large number of 
possible values, it would significantly increase the number of attributes for the da-
taset resulting in the curse of dimensionality [39]. On the basis of above descrip-
tion, one way to decide which methods are chosen for training could be based on 
the type of attributes as part of data characteristic. On the other hand, as men-
tioned in Section 2.4, the training instances are randomly selected from original 
dataset and different methods may demonstrate different level of robustness with 
respect to the change of sample. Therefore, the decision on choosing methods 
could also be based on the robustness of a particular method validated in experi-
mental studies. Appropriate selection of algorithms would obviously help increase 
the overall performance of using the CCRDR framework with respects to both 
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predictive accuracy and computational efficiency. The empirical validation of 
CCRDR framework against Random Prism is introduced in Section 4.  

The authors also define a novel way of understanding ensemble learning in the 
context of system theory by referring an ensemble classifier to as an ensemble rule 
based classification system. This is because an ensemble classifier actually con-
sists of a number of single base classifiers as mentioned in Section 1. Therefore, in 
the context of system theory, an ensemble rule based classification system consists 
of a group of single rule based classification systems as mentioned in Section 1, 
each of which is a subsystem of the ensemble system. In other words, it is a sys-
tem of systems like a set of sets in set theory. In addition, an ensemble rule based 
classification system can also be a subsystem of another ensemble system in 
theory. In other words, a super ensemble rule based classification system contains 
a number of clusters, each of which represents a subsystem that consists of a 
group of single rule based systems. 

4 Comparative Validation 

The validation of CCRDR framework against Random Prism is in terms of classi-
fication accuracy. The experimental study is undertaken by splitting a data set into 
a training set and a test set in the ratio of 80:20. For each data set, the experiment 
is repeated five times and the average of the corresponding accuracies is used for 
comparative validation. The reason is that ensemble learning is usually computa-
tionally more expensive because the size of data set dealt with by ensemble learn-
ing is as same as n times the size of the original data set when using Bagging. In 
other words, a data set should be pre-processed to get n samples, each of which 
has the same size of original data set. In addition, the proposed ensemble learning 
method includes two or more base classifiers in general (three base classifiers in 
this experiment) used for each of the n samples. Therefore, in comparison with 
single learning such as use of IEBRG or Prism, the computational efforts would be 
the same as 3*n times that conducted by a single learning task. In this situation, 
the experimental environment would be computationally quite constrained on a 
single computer if cross validation is used to measure the accuracy. On the other 
hand, instances in each sample are randomly selected with replacement from the 
original data set. Thus the classification results are not deterministic and the expe-
riment is setup in the way mentioned above to make the results more convincing. 
Besides, the accuracy performed by random guess is also calculated and compared 
with that performed by each chosen algorithm. This is in order to check whether a 
chosen algorithm really works on a particular data set as mentioned earlier. The 
validation of the proposed ensemble learning method does not include this meas-
ure of efficiency. This is because, on the basis of above descriptions, the computa-
tion conducted using the proposed method is theoretically much more complex if 
it is done on a single computer. However, the efficiency can be easily improved in 
practice by adopting parallel data processing techniques and is thus not a critical 
issue. 
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In addition, the comparison is also against the random classifier, which predicts 
classification by random guess. The corresponding accuracy depends on number 
of classifications and distribution of these classifications. For example, if the ob-
jective function is a two class classification problem and the distribution is 50:50, 
then the accuracy performed by random guess would be 50%. Otherwise, the ac-
curacy must be higher than 50% in all other cases. This setup of experimental 
study is in order to indicate the lower bound of accuracy to judge if an algorithm 
really works on a particular data set. 

All of the data sets used in this evaluation are retrieved from UCI repository 
[21], some of which contain missing values in input attributes or class attributes. 
This is usually a far large issue that needs to be dealt with effectively as it would 
result in infinite loops for rule based methods in training stage. In machine learn-
ing tasks, there are typically two ways of dealing with missing values [12]: 

 
1) Replace all missing values by the most frequent occurring value for 

each attribute. 
2) Discard all instances with missing values. 

In this experimental study, the first way is adopted because all of the chosen da-
ta sets are relatively small. It indicates that if the second way is adopted both train-
ing and test sets would be too small to be representative samples. Under this kind 
of situation, the model generated is likely to introduce biased patterns with low 
confidence especially if the model overfits the training data. However, this way of 
dealing with missing values also potentially introduces noise to the data set. Thus 
such an experimental setup would also provide the validation with respect to the 
noise tolerance of an algorithm in the meantime. On the other hand, if missing 
values are in the class attribute, then the best approach would be by adopting the 
second way mentioned above. This is because the first way mentioned above is 
likely to introduce noises to the data sets and thus incorrect patterns and predictive 
accuracies would be introduced. It is also mentioned in [12] that the first way is 
unlikely to prove successful in most cases and thus the second way would be the 
best approach in these cases. In practice, the two ways of dealing with missing 
values can easily be achieved by using the implementations in some popular ma-
chine learning software such as Weka [22, 23]. 

The validation is divided into two parts of comparison. The first part is to prove 
empirically that combination of multiple learning algorithms would usually out-
performs a single algorithm as a base classier for ensemble learning with respect 
to accuracy. The second part is to prove that the use of precision instead of overall 
accuracy or recall as the weight of a classifier would be more reliable in making 
final prediction. In Table 2, CCRDR I represents that the weight of a classifier is 
determined by the overall accuracy of the classifier. In addition, the CCRDR II 
and III represent the weight determined using precision for the former and using 
recall for the latter.  
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Table 2 Ensemble learning results 

Dataset  Random 
Prism 

CCRDR I CCRDR II CCRDR III Random clas-
sifier 

anneal  71% 78% 79% 80% 60% 

balance-scale 44% 56% 68% 64% 43% 

diabetes 66% 68% 73% 68% 54% 

heart-statlog 68% 71% 74% 63% 50% 

ionosphere 65% 68% 69% 65% 54% 

lympth 68% 60% 89% 65% 47% 

car 69% 68% 71% 70% 33% 

breast-cancer 70% 72% 74% 73% 58% 

tic-tac-toe 63% 65% 66% 67% 55% 

breast-w 85% 75% 81% 75% 55% 

hepatitis 81% 84% 87% 82% 66% 

heart-c 70% 74% 83% 65% 50% 

lung-cancer 75% 79% 88% 75% 56% 

vote 67% 82% 95% 80% 52% 

page-blocks 90% 90% 90% 89% 80% 

 
The results in Table 2 show that all of the chosen methods outperform the ran-

dom classifier in classification accuracy. This indicates that all of the methods re-
ally work on the chosen data sets. In the comparison between Random Prism and 
CCRDR I, the results show that the latter method outperforms the former method 
in 12 out of 15 cases. This indicates empirically that combination of multiple 
learning algorithms usually helps generate a stronger hypothesis in making classi-
fications. This is because the combination of multiple algorithms could achieve 
both collaboration and competition. The competition among these classifiers, each 
of which is built by one of the chosen algorithms, would make it achievable that 
for each sample of training data the learner constructed is much stronger. All of 
the stronger learners then effectively collaborate on making classifications so that 
the predictions would be more accurate. 

As mentioned earlier, the second part of comparison is to validate that precision 
would usually be a more reliable measure than overall accuracy and recall for the 
weight of a classifier. The results in Table 2 indicate that in 12 out of 15 cases 
CCRDR II outperforms CCRDR I and III. This is because in prediction stage each 
individual classifier would first make classifications independently and their pre-
dictions are then combined in making a final classification. For the final predic-
tion, each individual classifier’s prediction would be assigned a weight to server 
for final weighted majority voting. The weight is actually used to reflect how reli-
able the individual classification is. The heuristic answer would be based on the 
historical record on how many times the classifier has recommended this classifi-
cation and how correct it is. This could be effectively measured by precision. The 
weakness of overall accuracy is that this measure can only reflect the reliability  
of a classifier on average rather than in making a particular classification as  
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mentioned in Section 2.5. Thus overall accuracy cannot satisfy this goal  
mentioned above. In addition, although recall can effectively reflect the reliability 
of a classifier in making a particular classification, the reliability is affected by the 
frequency of a particular classification and thus cheats the final decision maker, 
especially when the frequency of the classification is quite low as mentioned in 
Section 3. Therefore, the results prove empirically that precision would be more 
reliable in determining the weight of a classifier for weighted majority voting. 

The basis of above description with regard to CCRDR validates that combina-
tion of multiple learning algorithms would be more effective in improving the 
overall accuracy of classification and that precision would be a more reliable 
measure in determining the weight of a classifier to successfully serve for 
weighted majority voting, especially on unbalanced data sets. 

5 Conclusion and Future Work 

This chapter reviews an existing ensemble learning method called Random Prism 
and three rule based classification methods, namely original Prism, PrismTCS and 
IEBRG. An extended framework of ensemble learning is developed, which is re-
ferred to as CCRDR and includes the three methods mentioned above as the base 
classifiers. The experimental study reports that CCRDR outperforms Random 
Prism in terms of classification accuracy while the overall accuracy measured by 
validation data is used as the weight of a particular base classifier. In addition, the 
study also reports that precision would usually be more reliable than recall and 
overall accuracy in measuring the confidence of a classification made by a clas-
sifier. However, all of the data sets used in the validation introduced in Section 4 
are noise free and include well representative samples. Each method may have a 
particular level of noise tolerance and stability with regard to change of sample. 
Therefore, the authors will further check the tendency with respect to the change 
of level of predictive accuracy as the change of noise level. The authors will also 
further check the variance of the accuracy when the sample of training and test da-
ta is changed. These are in order to validate the noise tolerance and stability of the 
CCRDR against Random Prism. 

On the other hand, as mentioned in Section 4, ensemble learning methods are 
usually computationally more expensive than single learning methods such as 
IEBRG and Prism family. This is because the size of data set dealt with by ensem-
ble learning is as same as n times the size of the original data set. In the CCRDR 
framework, the size would be m× n times the size of the original data set, where m 
is the number of learning algorithms involved in training stage. However, as men-
tioned in Section 1, this type of ensemble learning tasks belongs to parallel en-
semble learning, which indicates the tasks can be parallelized to improve the com-
putational efficiency in both training and testing stages. In practice, each company 
or organization may have branches in different cities or countries so the databases 
for the companies or organizations are actually distributed over the world. As the 
existence of high performance cloud and mobile computing technologies, the  
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ensemble learning framework can also be easily transplant into distributed or mo-
bile computing environments such as multi-agent systems [29]. 

However, the theoretical framework introduced in this chapter still has space 
for extension. The ensemble learning concepts introduced in the chapter focus on 
parallel learning, which means that the building of each classifier is totally parallel 
to the others without collaborations in training stage and only their predictions in 
testing stage are combined for final decision making. However, the ensemble 
learning could also be done in sequential ways with collaborations in training 
stage. For example, there are two learning algorithms involved; the first one learns 
a model and the second one learns to correct the former as mentioned in Section 1. 
This is a direction to extend the theoretical framework further. 

So far, ensemble learning concepts introduced in the machine learning literature 
lie in single learning tasks. In other words, all algorithms involved in ensemble 
learning need to achieve the same learning outcomes in different strategies. This is 
defined as local learning by the authors in the chapter. In this context, the further 
direction would be to extend the ensemble learning framework to achieve global 
learning by means of different learning outcomes. The different learning outcomes 
are actually not independent of each other but have interconnections. For example, 
the first learning outcome is a prerequisite for achieving the second learning out-
come. This direction of extension is towards evolving machine learning approach 
in a universal vision. To fulfil this objective, the networked rule bases as illu-
strated in Fig.7 can actually provide this kind of environment for discovering and 
resolving problems in a global way.  

 

 

Fig. 7 Rule Based Network (modular rule bases) from [24, 25, 26, 27, 28] 

In this network, each node represents a single rule base. The nodes can be con-
nected sequentially or in parallel. In detail, each variable labelled xm-1, while m 
represents the number of layer in which the node locates, represents an input and y 
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represents the output. In addition, each of these labels labelled zm-2 represents an 
intermediate variable, which means this kind of variable is used as output for a 
former rule base and then again as inputs for a latter rule base as illustrated in 
Fig.7. On the other hand, there are two kinds of nodes representing rule bases as il-
lustrated in Fig.7, one of which is a type of standard rule bases and labelled RBm-1. 
This kind of nodes is used to transform the input(s) to output(s). The other type of 
nodes, in addition to the standard type, represents identities. It can be seen from the 
Fig.7 that this type of nodes does not make changes between inputs and outputs. 
This indicates the functionality of an identity is just like an email transmission, 
which means the inputs are exactly the same as the outputs. 

In practice, a complex problem could be subdivided into a number of smaller sub-
problems. The sub-problems may need to be solved sequentially in some cases. 
They can also be solved in parallel in other cases. In connection to machine learning 
context, each sub-problem could be solved by using a machine learning approach. In 
other words, the solver to each particular sub-problem could be a single machine 
learner or an ensemble learner of which a single rule base can consist. 

In military process modelling and simulation, each networked rule base can be 
seen as a chain of command (chained rule bases [24]) with radio transmissions 
(identities). In a large scale raid, there may be more than one chain of command. 
From this point of view, the networked topology should have more than one net-
worked rule bases parallel each other. All these networked rule bases should final-
ly connect to a single rule base which represents the Centre of command.  

The basis of above descriptions highlights the further directions of this research 
area. The extensions with respects to both sequential ensemble learning and net-
worked rule bases would improve the intractability among different algorithms or 
models during the process of collaborative decision making. In addition, this also 
improves towards reduction of complexity in problem solving by dividing a com-
plex problem into a set of simple problems. Therefore, the contributions would al-
so be to complexity management [30], systems engineering [31, 32, 33, 34] and 
Big Data processing [35] in addition to machine learning. 
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Abstract. An academic library, as a service organization, has to maintain a level
of service quality that, satisfying its users, will assure funding for its existence and
development. To do so, the general manager, which is in charge of distributing the
funding, asks to the staff of the library about their opinions in the allocation of the
budget. An important issue here is the level of agreement achieved among the staff
before making a decision. In this paper, we propose a group decision making method
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1 Introduction

Since the appearance of the first libraries in Academic Institutions, until today, the
main role of academic libraries, and at the same time the fundamental reason of
their existence, has been the support of the educational and research work performed
within an Academic Institution [20, 27]. It is such an integral, functional part of a
University, that it is very difficult to imagine a University without a library [5].

By the reason of academic libraries play an important role in the educational
progress, it is vital to improve their services. However, since funding for higher
education and universities has been reduced year after year [3, 46], the improvement
of the quality of service in academic libraries according to the available funding is
a critical and important task. Therefore, there is a need to determine the value and
measure the performance of the academic library to distribute the funds among the
different services which are offered to the users.

The funding distribution is a complex task because it is necessary to adapt the
distribution to the users’ needs, which are different in each case. For instance, it is
not the same to manage an academic library whose users are students of Engineer-
ing that one which is frequented by specialists in History, because resources and
information are different.

Usually, the person in charge of distributing the funds, called general manager,
asks to the staff of the academic library about their impressions because they deal
directly with the users and know their needs and worries about the library services.
In addition, the general manager has confidence in the staff to consider their criteria
about the distribution of the budget.

Considering the above factors, the main problem for the general manager is to
rank the different library services in order to distribute the funds among them ac-
cording to the staff’s opinions. This situation can be seen as a Group Decision
Making (GDM) problem, as it includes all the required conditions for this kind of
problems.

A GDM problem is a situation where there is a set of possible alternatives to
solve the problem and a group of decision makers who express their preferences
about the alternatives [10, 18, 39]. Each decision maker may approach the decision
process from a different angle, but they have a common interest in reaching an
agreement on choosing the best alternative to solve the problem. In the case of the
funding distribution among the library services, the alternatives are these services,
and the set of decision makers of the problem is the staff of the academic library.
Furthermore, here, the objective is to classify the library services from best to worst
in order to distribute the funds.

An important question here is the level of agreement achieved among the staff
of the academic library before making the decision. When decisions are made by a
group of decision makers, it is recommendable that they are engaged in a consensus
process [6, 28], in which all the decision makers discuss their reasons for making
decisions in order to arrive at a sufficient level of agreement that is acceptable (to
the highest possible extent) to all. Otherwise, it could be obtained solutions that are
not well accepted by some decision makers in the group [6, 41], because they could
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consider that the solution achieved does not reflect their preferences, and hence, they
might reject it. Therefore, GDM problems are usually faced by applying a consensus
process before obtaining a final solution [9, 22, 23, 31, 33, 43, 47, 49, 57]. In any
case, consensus needs that each decision maker has to allow a certain degree of
flexibility and be ready to make modifications of his/her first opinions and, here,
information granularity [36, 37, 38] may come into play.

Information granularity is an important design asset and may offer to each mem-
ber of the staff a real level of flexibility using some initial preferences which can
be adjusted with the intent to obtain a higher level of consensus. There exist several
different representation formats in which decision makers can express their prefer-
ences [12, 13]. However, fuzzy preference relations [12, 26] have been widely used
because they have proved to offer a very expressive representation and also because
they present good properties allowing to operate with them easily [12, 26]. Hence,
assuming that each member of the staff provides his/her preferences using a fuzzy
preference relation, this required flexibility is brought into the fuzzy preference re-
lations by allowing them to be granular rather than numeric. We consider that the
entries of the fuzzy preference relations are not plain numbers but information gran-
ules, say intervals [4], fuzzy sets [51, 52, 53, 54], rough sets [42], probability density
functions [56], and so on. In summary, information granularity that is present here
serves as an important modeling asset, offering an ability of the member of the staff
to exercise some flexibility to be used in modifying his/her initial opinion when be-
coming aware of the opinions of the other members of the staff. To do so, the fuzzy
preference relation is elevated to its granular format.

The aim of this study is to present a GDM method based on granular computing to
improve the academic library management. To do so, an allocation of information
granularity as a key component to facilitate the achievement of consensus is pro-
posed. We introduce a certain level of granularity in the realization of the granular
representation of the fuzzy preference relations. It supplies the required flexibility
to increase the level of consensus among the opinions expressed by the members of
the staff. This proposed concept of granular fuzzy preference relation is used to op-
timize a performance index, which quantifies the level of consensus within the staff.
Given the nature of the required optimization, the ensuing optimization problem is
solved by engaging a machinery of population-based optimization, namely Particle
Swarm Optimization (PSO) [32]. We should point out that the granulation formal-
ism being considered concerns intervals (sets). However, it applies equally well to
any other formal scheme of information granulation.

This study is outlined as follows. In Section 2, we start with the GDM scenario
considered in this study and we describe the method which is utilized to obtain the
level of consensus reached among the members of the staff. Section 3 deals with
the GDM method based on granular computing for academic library management
proposed in this study. Furthermore, we describe the use of PSO as the underlying
optimization tool, giving strong attention to the content of the particles used in the
method and a way in which the information granularity component is utilized in the
adjustment of the single numeric values of the original fuzzy preference relations.
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An example of application of the proposed method is reported in Section 4. Finally,
we point out some conclusions and future works in Section 5.

2 Group Decision Making

In a classical GDM situation [10, 18, 29], there is a problem to solve, a solution set
of possible alternatives, X = {x1,x2, . . . ,xn} (n ≥ 2), and a group of two or more de-
cision makers, E = {e1,e2, . . . ,em} (m ≥ 2), characterized by their background and
knowledge, who express their opinions about the alternatives to achieve a common
solution. In a fuzzy context, the objective is to classify the alternatives from best
to worst, associating with them some degrees of preference expressed in the [0,1]
interval.

As aforementioned, among the different representation formats that decision
makers may use to express their opinions, fuzzy preference relations [29, 34] are
one of the most used because of their effectiveness as a tool for modelling decision
processes and their utility and easiness of use when we want to aggregate decision
makers’ preferences into group ones [29, 44].

Definition 1. A fuzzy preference relation PR on a set of alternatives X is a fuzzy set
on the Cartesian product X ×X , i.e., it is characterized by a membership function
μPR : X ×X → [0,1].

A fuzzy preference relation PR may be represented by the n× n matrix PR =
(pri j), being pri j = μPR(xi,x j) (∀i, j ∈ {1, . . . ,n}) interpreted as the preference de-
gree or intensity of the alternative xi over x j: pri j = 0.5 indicates indifference be-
tween xi and x j (xi ∼ x j), pri j = 1 indicates that xi is absolutely preferred to x j, and
pri j > 0.5 indicates that xi is preferred to x j (xi � x j). Based on this interpretation
we have that prii = 0.5 ∀i ∈ {1, . . . ,n} (xi ∼ xi). Since prii’s (as well as the corre-
sponding elements on the main diagonal in some other matrices) do not matter, we
will write them as ‘–’ instead of 0.5 [25, 29].

Usually, GDM problems are faced by applying two different processes before a
final solution can be given [2, 30]:

• Consensus process. It refers to how to obtain the maximum degree of agreement
within the group of decision makers.

• Selection process. It obtains the final solution according to the preferences given
by the decision makers.

The selection process is composed of two steps [7, 40]: aggregation of prefer-
ences provided by the decision makers and exploitation of the aggregated prefer-
ence obtained previously. Clearly, it is recommendable that decision makers discuss
and negotiate in order to achieve a sufficient agreement. Once the consensus level
is higher than a specified threshold, the selection process is applied. For this reason,
consensus has become a major area of research in GDM [6, 22, 28, 31, 33, 43, 57].
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In order to evaluate the agreement achieved among the decision makers, we need
to compute coincidence existing among them [24]. Usual consensus approaches de-
termine consensus degrees, which are used to measure the current level of consensus
in the decision process, given at three different levels of a preference relation [8, 22]:
pairs of alternatives, alternatives, and relation.

In such a way, once the fuzzy preference relations have been provided by the
decision makers, the computation of the consensus degrees is carried out as follows:

1. For each pair of decision makers (ek,el) (k = 1, . . . ,m− 1, l = k+ 1, . . . ,m) a
similarity matrix, SMkl = (smkl

i j ), is defined as:

smkl
i j = 1−|prk

i j − prl
i j| (1)

2. Then, a consensus matrix, CM = (cmi j), is calculated by aggregating all the
(m−1)× (m−2) similarity matrices using the arithmetic mean as the aggrega-
tion function, φ :

cmi j = φ(smkl
i j ), k = 1, . . . ,m− 1, l = k+ 1, . . . ,m (2)

In this case, the arithmetic mean is utilized as aggregation function, although
different aggregation operators could be utilized according to the particular
properties that we want to implement.

3. Once the consensus matrix has been computed, the consensus degrees are
obtained at three different levels:

a. Consensus degree on pairs of alternatives. The consensus degree on a pair
of alternatives (xi,x j), called cpi j, is defined to measure the consensus de-
gree among all the decision makers on that pair of alternatives. In this case,
this is expressed by the element of the collective similarity matrix CM:

cpi j = cmi j (3)

The closer cpi j to 1, the greater the agreement among all the decision mak-
ers on the pair of alternatives (xi,x j).

b. Consensus degree on alternatives. The consensus degree on the alternative
xi, called cai, is defined to measure the consensus degree among all the
decision makers on that alternative:

cai =
∑n

j=1; j 	=i(cpi j + cp ji)

2(n− 1)
(4)

c. Consensus degree on the relation. The consensus degree on the relation,
called cr, expresses the global consensus degree among all the decision
makers’ opinions. It is computed as the average of all the consensus degree
for the alternatives:

cr =
∑n

i=1 cai

n
(5)
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The consensus degree of the relation, cr, is the value used to control the consensus
situation. The closer cr is to 1, the greater the agreement among all the decision
makers’ opinions.

3 Applying a GDM Method Based on Granular Computing in
Academic Library Management

Academic libraries have changed from the storehouses of books to the powerhouses
of knowledge and information since the middle of the 20th century. The informa-
tion and communication technology, which is responsible for this revolution, has
drastically changed the organization, management and operation mode of modern
academic libraries.

Nowadays, the existence of an academic library is fully dependent on the satisfac-
tion of its users. Therefore, academic libraries are now more concerned about their
users, and their satisfaction, the quality of their services, and their proper marketing.
A user is satisfied when the academic library is able to rise to his/her expectations
or actual needs. Thus, the academic library and the information professionals have
to properly understand the users, what they want, how they want it and when they
want the documents or information from the academic library.

It is needless to say that it is important to have a system through which the user
needs are taken into account and it has to be used to improve the quality of the li-
brary services by distributing the funds according to these needs. There are several
methods, tools or techniques to measure, control and improve the service quality
of an academic library. In particular, the LibQUAL+ survey model [15] is a pop-
ular method to evaluate the quality of the academic libraries according to the user
satisfaction.

We propose a GDM method in which the members of the staff are who give
their opinions about the needs of funding in each library service with the aim of
distributing the funds according to the user needs. Taking it into account, the general
manager will distribute the funds among the library services in order to improve
their quality.

To establish the library services to be assessed by the members of the staff,
we follow the LibQUAL+ survey model [15], where three library services are
considered:

• Affect of service. This library service assesses empathy, responsiveness, assur-
ance, and reliability of library employees. In this case, new funds could con-
tribute to improve the staff knowledge by means of courses, to hire new staff,
and so on.

• Information control. This library service measures how users want to interact
with the modern library and include scope, timeliness and convenience, ease
of navigation, modern equipment, and self-reliance. In this case, new funds
could contribute to buy new books, to subscribe new journals, to actualize old
computers, and so on.
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• Library as place. This library service measures the usefulness of space, the
symbolic value of the library, and the library as a refuge for work of study. In
this case, new funds could contribute to buy new furniture, to build new rooms,
and so on.

Furthermore, by considering the advance of use of new technologies in traditional
academic libraries [21], we identify other library services related to the development
of the new 2.0 functionality in the library activities:

• New 2.0 functionality. This library service measures the usefulness of the web
2.0 services. In this case, new funds could contribute to actualize the web page,
to make new web services (wikis, blogs, podcast, etc.), and so on.

In such a way, we consider four library services which could be potential recep-
tors of funds depending on the general manager’s decision which is taken according
to the opinions provided by the members of the staff. To do so, we present a GDM
model that collects the individual staff’s opinions about the funding needs of the
library services and shows to the general manager the computed ranking of these
services. With this kind of model, if the staff members reach a consensual collective
solution, the problem can have a quickly and precise solution. As it is known, the
consensus calls for some flexibility exhibited by all members of the group, who in
the name of cooperative pursuits give up their initial opinions and show a certain
level of elasticity. Therefore, here, information granularity [36, 37, 38] can be used.

In the following subsections, the two steps of the GDM model proposed in this
study, that is, the consensus process and the selection process, are described in detail.

3.1 Improving Consensus through an Allocation of Information
Granularity

The improvement of consensus becomes a very important aspect in order to arrive a
solution that each member of the staff is comfortable with. It is not necessary to say
that it calls for some flexibility exhibited by them.

The changes in the opinions provided by the members of the staff are articulated
through alterations of the entries of the fuzzy preference relations. In such a way,
if the pairwise comparisons of the fuzzy preference relations are not managed as
single numeric values, which are inflexible, but rather as information granules, it
will bring the essential factor of flexibility.

This means that the fuzzy preference relation is abstracted to its granular format.
The notation G(PR) is used to emphasize the fact that we are interested in granu-
lar fuzzy preference relations, where G(.) represents a specific granular formalism
being used here (for instance, fuzzy sets, intervals, probability density functions,
rough sets, and alike). We propose the concept of granular fuzzy preference relation
and accentuate a role of information granularity being regarded here as an impor-
tant conceptual and computational resource which can be exploited as a means to
increase the level of consensus achieved among the members of the staff. In short,
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the level of granularity is treated as synonymous of the level of flexibility, which
makes easy the improvement of consensus.

The higher level of granularity is offered to the members of the staff, the higher
the possibility of arriving at decisions accepted by all them. In this contribution,
the granularity of information is articulated through intervals and, hence, the length
of such intervals can be sought as a level of granularity α . As here we are using
interval-valued fuzzy preference relations, G(PR) = P(PR), where P(.) denotes a
family of intervals.

The flexibility given by the level of granularity can be effectively used to opti-
mize a certain optimization criterion to capture the essence of the reconciliation of
the individual opinions. In what follows, we give the details both the optimization
criterion to be optimized and its optimization using the PSO framework.

3.1.1 The Optimization Criterion

We suppose that each member of the staff feels equally comfortable when choosing
any fuzzy preference relation whose values are located within the bounds estab-
lished by the fixed level of granularity α . This level of granularity is employed to
increase the level of consensus within the staff by bringing all opinions close to each
other.

This goal is realized by maximizing the global consensus degree among all the
preferences of the staff members, which is quantified in terms of the consensus
degree on the relation described in Sect. 2:

Q = cr (6)

Therefore, the optimization problem reads as follows:

MaxPR1,PR2,...,PRm∈P(PR)Q (7)

The aforementioned maximization problem is carried out for all interval-valued
fuzzy preference relations admissible because of the introduced level of information
granularity α . This fact is underlined by including a granular form of the fuzzy
preference relations allowed in the problem, i.e., PR1, PR2, PR3, PR4, . . ., PRm, are
elements of the family of interval-valued fuzzy preference relations, specifically,
P(PR).

This optimization task is not an easy one. Because of the nature of the indirect
relationship between optimized fuzzy preference relations, which are selected from
a quite large search space formed by P(PR), it calls for the use of advanced tech-
niques of global optimization, as for instance: evolutionary optimization, genetic
algorithms, PSO, ant colonies, simulated annealing, and so forth.

Here the optimization of the fuzzy preference relations, coming from the space of
interval-valued fuzzy preference relations, is realized by means of the PSO, which
is a viable optimization alternative for this problem, as it offers a substantial level of
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optimization flexibility and does not come with a prohibitively high level of com-
putational overhead as this is the case of other techniques of global optimization
(for example, genetic algorithms). Of course, some other optimization mechanisms
could be use as well.

3.1.2 PSO Environment in Optimization of Fuzzy Preference Relations

The optimization of the fuzzy preference relations coming from the space of granu-
lar preference relations (more precisely, interval-valued fuzzy preference relations)
is realized by means of the PSO, which occurs to a viable optimization alternative
for this problem.

It is a population-based stochastic optimization technique developed by Kennedy
and Eberhart [32], which is inspired by social behavior of bird flocking or fish
schooling. A particle swarm is a population of particles, which are possible solu-
tions to an optimization problem located in the multidimensional search space. The
PSO is well documented in the existing literature with numerous modifications and
augmentations [17, 19, 32, 45, 59].

One the one hand, what is important in this setting is finding a suitable mapping
between problem solution and the particle’s representation. Here, each particle rep-
resents a vector whose entries are located in the interval [0,1]. Basically, if there is
a group of m members of the staff and a set of n alternatives, the number of entries
of the particle is m ·n(n− 1).

Starting with the initial fuzzy preference relation provided by the member of the
staff and assuming a given level of granularity α (located in the unit interval), let
us consider an entry pri j . The interval of admissible values of this entry of P(PR)
implied by the level of granularity is equal to:

[a,b] = [max(0, pri j −α/2),min(1, pri j +α/2)] (8)

Let assume that the entry of interest of the particle is x. It is transformed lin-
early according to the expression z = a+(b− a)x. For example, consider that pri j

is equal to 0.7, the admissible level of granularity α = 0.1, and the corresponding
entry of the particle is x = 0.4. Then, the corresponding interval of the granular
fuzzy preference relation computed as given by Eq. (8) becomes equal to [a,b] =
[0.65,0.75]. Subsequently, z = 0.69, and, therefore, the modified value of pri j

becomes equal to 0.69.
The overall particle is composed of the individual segments, where each of

them is concerned with the optimization of the parameters of the fuzzy preference
relations.

On the other hand, the performance of each particle during its movement is as-
sessed by means of some performance index (fitness function). Here, the aim of the
PSO is the maximization of the consensus achieved among the members of the staff.
Therefore, the fitness function, f , associated with the particle is defined as:

f = Q (9)
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being Q the optimization criterion presented previously. The higher the value of f ,
the better the particle is.

Finally, it is important to note that, in this contribution, the generic form of the
PSO algorithm is used. Here, the updates of the velocity of a particle are realized
in the form v(t+1) = w×v(t)+ c1a · (zp − z)+ c2b · (zg − z) where “t” is an index
of the generation and · denotes a vector multiplication realized coordinatewise. zp

denotes the best position reported so far for the particle under discussion while zg is
the best position overall and developed so far across the entire population. The cur-
rent velocity v(t) is scaled by the inertia weight (w) which emphasizes some effect
of resistance to change the current velocity. The value of the inertia weight is kept
constant through the entire optimization process and equal to 0.2 (this value is com-
monly encountered in the existing literature [35]). By using the inertia component,
we form the memory effect of the particle. The two other parameters of the PSO,
that is a and b, are vectors of random numbers drawn from the uniform distribution
over the [0,1] interval. These two update components help form a proper mix of the
components of the velocity. The second expression governing the change in the ve-
locity of the particle is particularly interesting as it nicely captures the relationships
between the particle and its history as well as the history of overall population in
terms of their performance reported so far. The next position (in iteration step “t+1”)
of the particle is computed in a straightforward manner: z(t+ 1) = z(t)+ v(t+ 1).

When it comes to the representation of solutions, the particle z consists of “m ·
n(n−1)” entries positioned in the [0,1] interval that corresponds to the search space.
One should note that while PSO optimizes the fitness function, there is no guarantee
that the result is optimal, rather than that we can refer to the solution as the best one
being formed by the PSO.

3.2 Selection Process

When all members of the staff have provided their fuzzy preference relations about
the library services and the above procedure has been applied in order to increase the
level of consensus, a ranking of library services can be obtained applying a selection
process [7, 25]. This selection process is carried out in two sequential phases:

• Aggregation. It defines a collective fuzzy preference relation indicating the
global preference between every pair of alternatives.

• Exploitation. It transforms the global information about the alternatives into a
global ranking of them, from which a set of alternatives is derived.

In what follows, we describe in detail both the aggregation phase and the
exploitation phase.
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3.2.1 Aggregation: The Collective Fuzzy Preference Relation

In this phase, a collective fuzzy preference relation, PRc = (prc
i j), is obtained by

aggregating all individual fuzzy preference relations, {PR1, . . . ,PRm}. Each value
prc

i j represents the preference of the alternative xi over the alternative x j according
to the majority of the staff’ opinions. To do that, an OWA operator is used [50].

Definition 2. An OWA operator of dimension n is a function φ : [0,1]n −→ [0,1],
that has a weighting vector associated with it, W = (w1, . . . ,wn), with wi ∈ [0,1],
∑n

i=1 wi = 1, and it is defined according to the following expression:

φW (a1, . . . ,an) =W ·BT =
m

∑
i=1

wi ·aσ(i) (10)

being σ : {1, . . . ,n} −→ {1, . . . ,n} a permutation such that pσ(i) ≥ aσ(i+1),
∀i = 1, . . . ,n− 1, i.e., aσ(i) is the i-highest value in the set {a1, . . . ,an}.

The OWA operators fill the gap between the operators Min and Max. It can be
immediately verified that OWA operators are commutative, increasing monotonous
and idempotent, but in general not associative.

In order to classify OWA aggregation operators with regards to their localization
between “or” and “and”, Yager [50] introduced the measure of orness associated
with any vector W expressed as:

orness(W ) =
1

n− 1

n

∑
i=1

(n− i)wi (11)

This measure, which lies in the unit interval, characterizes the degree to which the
aggregation is like an “or” (Max) operation. Note that the nearer W is to an “or”, the
closer its measure is to one; while the nearer it is to an “and”, the closer is to zero.
As we move weight up the vector we increase the orness(W ), while moving weight
down causes us to decrease orness(W ). Therefore, an OWA operator with much of
nonzero weights near the top will be an “orlike” operator (orness(W) ≥ 0.5), and
when much of the weights are nonzero near the bottom, the OWA operator will be
“andlike” (orness(W)< 0.5).

A natural question in the definition of the OWA operator is how to obtain the
associated weighting vector. In [50], it was defined an expression to obtain W that
allows to represent the concept of fuzzy majority [29] by means of a fuzzy linguistic
non-decreasing quantifier Q [55]:

wi = Q
( i

n

)

−Q
( i− 1

n

)

, i = 1, . . . ,n (12)

The membership function of Q is given by Eq. (13), with a,b,r ∈ [0,1]. Some
examples of non-decreasing proportional fuzzy linguistic quantifiers are: “most”
(0.3, 0.8), “at least half” (0, 0.5), and “as many as possible” (0.5, 1).
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Q(r) =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

0 if r < a

r−a
b−a if a ≤ r ≤ b

1 if r > a

(13)

When a fuzzy quantifier Q is used to compute the weights of the OWA operator
φ , it is symbolized by φQ

3.2.2 Exploitation: Ranking the Library Services

Using again the OWA operator and the concept of fuzzy majority (of alternatives),
two choice degrees of alternatives may be used: the quantifier-guided dominance
degree (QGDD) and the quantifier-guided non-dominance degree (QGNDD) [7, 12,
25]. These choice degrees will act over the collective preference relation resulting in
a global ranking of the alternatives (library services), from which the solution will
be obtained.

• QGDDi: This quantifier guided dominance degree quantifies the dominance that
one alternative has over all the others in a fuzzy majority sense. It is defined as
follows:

QGDDi = φQ(prc
i1, prc

i2, . . . , prc
i(i−1), prc

i(i+1), . . . , prc
in) (14)

• QGNDDi: This quantifier guided non-dominance degree gives the degree in
which each alternative is not dominated by a fuzzy majority of the remaining
alternatives. It is defined as follows:

QGNDDi = φQ(1− ps
1i,1− ps

2i, . . . ,1− ps
(i−1)i,1− ps

(i+1)i, . . . ,1− ps
ni) (15)

where ps
ji = max{prc

ji − prc
i j,0} represents the degree in which xi is strictly

dominated by x j. When the fuzzy quantifier represents the statement “all”,
whose algebraic aggregation corresponds to the conjunction operator Min, this
non-dominance degree coincides with Orlovski’s non-dominated alternative
concept [34].

The application of the above choice degrees of alternatives over X may be carried
out according to two different policies: sequential policy and conjunctive policy
[11, 25]. On the one hand, in the sequential policy, one of the choice degrees is
selected and applied to X according to the preference of the members of the staff,
obtaining a selection set of alternatives. If there is more than one alternative in this
selection set, then, the other choice degree is applied to select the alternative of this
set with the best second choice degree. One the other hand, in the conjunctive policy,
both choice degrees are applied to X , obtaining two selection sets of alternatives.
The final selection set of alternatives is obtained as the intersection of these two
selection sets of alternatives.
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The latter conjunction selection process is more restrictive than the former
sequential selection process because it is possible to obtain an empty selection set.

4 Example of Application

In this section, we show an example of application which helps quantifying the per-
formance of the GDM method proposed in this study. In particular, we highlight the
advantages, which are brought by an effective allocation of information granularity
in the improvement of consensus.

Proceeding with the details of the optimization environment, PSO was used with
the following values of the parameters which are selected as a result of intensive
experimentation:

• The size of the swarm consisted of 50 particles. This size of the population was
found to produce “stable” results meaning that very similar or identical results
were reported in successive runs of the PSO. Due to the research space, this
particular size of the population was suitable to realize a search process.

• The number of iterations (or generations) was set to 200. It was observed that
after 200 iterations, there were no further changes of the values of the fitness
function.

• The parameters in the update equation for the velocity of the particle were set as
c1 = c2 = 2. These values are commonly encountered in the existing literature.

Let us suppose that the manager of an academic library wants to invest a sum of
money in improving the following library services:

• x1: Affect of service.
• x2: Information control.
• x3: Library as place.
• x4: New 2.0 functionality.

To do so, the general manager asks to the four members of the staff, {e1,e2,e3,e4},
about their opinions on what library services need more funds in order to improve
them. According to opinions of the members of the staff, the general manager will
distribute the funds among the different library services.

The four members of the staff provide the following fuzzy preference relations:

PR1 =

⎛

⎜

⎜

⎝

− 0.40 0.30 0.30
0.40 − 0.70 0.70
0.40 0.10 − 0.20
0.20 0.30 0.70 −

⎞

⎟

⎟

⎠

PR2 =

⎛

⎜

⎜

⎝

− 0.20 0.60 0.30
0.60 − 0.50 0.30
0.20 0.30 − 0.50
0.10 0.30 0.90 −

⎞

⎟

⎟

⎠

PR3 =

⎛

⎜

⎜

⎝

− 0.20 0.50 0.10
0.40 − 0.20 0.80
0.50 0.40 − 0.90
0.90 0.10 0.40 −

⎞

⎟

⎟

⎠

PR4 =

⎛

⎜

⎜

⎝

− 0.60 0.20 0.60
0.40 − 0.60 0.20
0.80 0.60 − 0.50
0.40 0.60 0.60 −

⎞

⎟

⎟

⎠
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Furthermore, the general manager has decided that the minimum consensus
threshold is 0.75. Therefore, the consensus level achieved among the members of
the staff has to be higher than 0.75 in order to apply the selection process.

4.1 Consensus Process

Considering a given level of granularity α , Fig. 1 illustrates the performance of
the PSO quantified in terms of the fitness function (optimization criterion) obtained
in successive generations. The most notable improvement is noted at the very be-
ginning of the optimization, and afterwards, there is a clearly visible stabilization,
where the values of the fitness function remain constant.

To put the obtained optimization results in a certain context, we report the perfor-
mance obtained when no granularity is allowed (α = 0), that is, when considering
the entries of the fuzzy preference relations are single numeric values. In such a
case, the corresponding consensus level achieved among the members of the staff is
0.722, which is lower than the minimum consensus threshold.

0 50 100 150 200
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0.
80

0.
85

0.
90

0.
95

1.
00

generation

f

α = 0.2
α = 0.4
α = 0.6
α = 0.8
α = 1.0
α = 2.0

Fig. 1 Fitness function f in successive PSO generations for selected values of α
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Comparing with the values obtained by the PSO, the level of agreement or con-
sensus takes on now lower values. As we can see in Fig. 1, the higher the admitted
level of granularity α , the higher the values obtained by the fitness function f . It is
not surprising because the higher the level of granularity α , the higher the level of
flexibility introduced in the fuzzy preference relations and, therefore, the possibility
of achieving a higher level of consensus among the members of the staff. In particu-
lar, when each entry of the granular preference relation is treated as the whole [0,1]
interval (it occurs when α = 2.0), the value of the fitness function is the maximum
one, which is 1. However, when the level of granularity is very high, the values of
the entries of the fuzzy preference relation could be very different in comparison
with the original values provided by the member of the staff and, therefore, he/she
could reject them.

Comparing this consensus approach with the majority of the existing ones, where
several consensus rounds are carried out, we can see that here the consensus is
built in a single step. It reduces the amount of time required for building consensus.
However, as negotiations among the decision makers are not included, the decision
makers influencing each other are not considered.

4.2 Selection Process

Once the consensus among the members of the staff is higher than the minimum
threshold, the selection process can be applied in order to rank the library services
according to the opinions provided by the members of the staff.

For example, with a level of granularity α = 0.6, the consensus level achieved
among the members of the staff is 0.788, which is higher than 0.75.

In such a way, using this level of granularity, the new fuzzy preference relations
obtained using the PSO are:

PR1 =

⎛

⎜

⎜

⎝

− 0.22 0.12 0.12
0.22 − 0.52 0.52
0.22 0.08 − 0.10
0.10 0.12 0.52 −

⎞

⎟

⎟

⎠

PR2 =

⎛

⎜

⎜

⎝

− 0.10 0.42 0.12
0.42 − 0.52 0.12
0.10 0.12 − 0.32
0.08 0.12 0.68 −

⎞

⎟

⎟

⎠

PR3 =

⎛

⎜

⎜

⎝

− 0.10 0.32 0.08
0.22 − 0.10 0.60
0.32 0.22 − 0.68
0.68 0.08 0.22 −

⎞

⎟

⎟

⎠

PR4 =

⎛

⎜

⎜

⎝

− 0.30 0.00 0.30
0.10 − 0.30 0.00
0.50 0.30 − 0.20
0.10 0.30 0.30 −

⎞

⎟

⎟

⎠

4.2.1 Aggregation

Once the fuzzy preference relations have been optimized in order to increase the
consensus level, we aggregate them by means of OWA operator. We make use of
the linguistic quantifier “most”, defined in Sect. 3.2.1, which, applying Eq. (12),
generates a weighting vector of four values to obtain each collective preference
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value prc
i j. As example, the collective preference value prc

12 is calculated in the
following way:

w1 = Q(1/4)−Q(0) = 0− 0 = 0
w2 = Q(2/4)−Q(1/4)= 0.4− 0 = 0.4
w3 = Q(3/4)−Q(2/4)= 0.9− 0.4= 0.5
w4 = Q(1)−Q(3/4) = 1− 0.9 = 0.1
prc

12 = w1 · pr4
12 +w2 · pr1

12 +w3 · pr2
12 +w4 · pr3

12 = 0.15

Then, the collective fuzzy preference relation is:

PRc =

⎛

⎜

⎜

⎝

− 0.15 0.19 0.12
0.21 − 0.37 0.27
0.25 0.16 − 0.24
0.10 0.12 0.38 −

⎞

⎟

⎟

⎠

4.2.2 Exploitation

Using again the same linguistic quantifier “most” and Eq. (12), we obtain the
following weighting vector W = (w1,w2,w3):

w1 = Q(1/3)−Q(0) = 0.07− 0= 0.07
w2 = Q(2/3)−Q(1/3)= 0.73− 0.07= 0.66
w3 = Q(1)−Q(2/3) = 1− 0.73= 0.27

Using, for example, the quantifier guided dominance degree, QGDDi, we obtain
the following values:

QGDD1 = 0.15
QGDD2 = 0.26
QGDD3 = 0.22
QGDD4 = 0.13

Finally, applying the sequential policy with the quantifier guided dominance
degree, the following ranking of alternatives is obtained:

x2 � x3 � x1 � x4

Using this information, the general manager will distribute the available funds
according to this ranking. In such a way, information control will be the library
service which will receive more funds whereas new 2.0 functionality will be the
library service that will receive less funds.

5 Concluding Remarks and Future Works

Policies, budget plans, and other organizational tasks frequently involve group dis-
cussions or meetings due to their effectiveness in making decisions. Academic li-
brary management is one of these situations in which several decision makers have
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to interact to reach a decision. It is important in order to distribute the available funds
to improve the library services. An important issue here is the level of agreement
achieved among the group members before making the decision.

Here, we have proposed a GDM method based on granular computing for aca-
demic library management. To do so, we have proposed a method based on an al-
location of information granularity as an important asset to increase the level of
consensus achieved among the members of the staff. Here, information granularity
is an important and useful asset that support to improve consensus among the pref-
erences given by the member of the staff. It offers a badly needed flexibility so that
the granular fuzzy preference relations can produce numeric realizations so that the
level of consensus is increased. To do so, the PSO environment has been shown to
serve a suitable optimization framework.

In the future, it is worth continuing this research in several directions:

• The granular representation of fuzzy preference relations discussed in this con-
tribution was the one using intervals. However, any other formalism of granular
computing, especially fuzzy sets, could be equally applicable here.

• In the scenario analyzed in this contribution, a uniform allocation of granularity
has been discussed, where the same level of granularity α has been allocated
across all the fuzzy preference relations. However, a non-uniform distribution
of granularity could be considered, where these levels are also optimized so
that each member of the staff might have an individual value of α becoming
available to his/her disposal.

• PSO has been used an optimization framework because it offers a great deal
of flexibility. Different fitness functions could be easily accommodated and a
multi-objective optimization can be sought. The need for the two-objective be-
comes apparent in case of a GDM problem where, in addition to the criterion
of consensus, one can consider a maximization of the consistency achieved by
each decision maker in his/her opinions. Due to the complexity of most GDM
problem, decision makers’ opinions may not satisfy formal properties that fuzzy
preference relations are required to verify. Consistency is one of them, and it
is associated with the transitivity property. Definition 1 dealing with a prefer-
ence relation does not imply any kind of consistency property. In fact, pref-
erence values of a fuzzy preference relation can be contradictory. However,
the study of consistency is crucial for avoiding misleading solutions in GDM
[1, 14, 16, 48, 58]. To make a rational choice, properties to be satisfied by such
fuzzy preference relations have been suggested [26]. For instance, the additive
transitivity property could be used as it facilitates the verification of consistency
in the case of fuzzy preference relations.
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7. Cabrerizo, F.J., Heradio, R., Pérez, I.J., Herrera-Viedma, E.: A selection process based
on additive consistency to deal with incomplete fuzzy linguistic information. Journal of
Universal Computer Science 16(1), 62–81 (2010)
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Spatial-Taxon Information Granules
as Used in Iterative
Fuzzy-Decision-Making
for Image Segmentation

Lauren Barghout

Abstract. An image conveys multiple meanings depending on the viewing
context and the level of granularity at which the viewer perceptually orga-
nizes the scene. In image processing, an image can be similarly organized by
means of a standardized natural-scene-taxonomy, borrowed from the study of
human visual taxometrics. Such a method yields a three-dimensional repre-
sentation comprised of a hierarchy of nested spatial-taxons. Spatial-taxons are
information granules composed of pixel regions that are stationed at abstrac-
tion levels within hierarchically-nested scene-architecture. They are similar
to the Gestalt psychological designation of figure-ground, but are extended
to include foreground, object groups, objects and salient object parts. By us-
ing user interaction to determine scene scale and taxonomy structure, image
segmentation can be operationalized into a series of iterative two-class fuzzy
inferences. Spatial-taxons are segmented from a natural image via a three-
step process. This chapter provides a gentle introduction to analogous human
language and vision information-granules; and decision systems, modeled on
fuzzy natural vision-based reasoning, that exploit techniques for measuring
human consensus about spatial-taxon structure. A system based on natu-
ral vision-based reasoning is highly non-linear and dynamical. It arrives at
an end-point spatial-taxon by adjusting to human input as it iterates. Hu-
man input determines the granularity of the query and consensus regarding
spatial-taxon regions. The methods of concept algebra developed for comput-
ing with words [42] [48] are applied to spatial-taxons. Tools from the study of
chaotic systems, such as tools for avoiding iteration problems, are explained
in the context of fuzzy inference.
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1 Introduction

Computer vision is a subset of the field of Artificial Intelligence (AI). AI
researchers fall into two camps: those trying to build machines that think
and/or act like people; or those trying to build machines that think and/or
act rationally. The methods described in this chapter live squarely in the
camp attempting to build machines that see and/or act as though they see
like people.

In his IPMU 2014 talk titled “Unifying Logic and Probability: A New
Dawn for AI?”, Stuart Russell predicts that we are currently at a new dawn
for AI [33]. Historically, he points out, classical AI noticed that the world
had things in it and used first-order logic to model knowledge about those
things. Modern AI noticed that the world had lots of uncertainty and used
tools, such as probability, to model uncertain knowledge about the world. As
he tells it:

“What happened next, of course, is that classical AI researchers noticed the
pervasive uncertainty, while modern AI researchers noticed, or remembered,
that the world has things in it. Both traditions arrived at the same place: the
world is uncertain and it has things in it.” -Stuart Russell [33]

Researchers in granular computing and fuzzy set theory also noticed that
the world had things in it. They noticed that there was uncertainty as to
the probability of things, set-membership of things, the possibility of these
things and, most relevant to this chapter, the meaning of these things [44],
[45], [51]. They created computational methods that enabled precise variables
to be replaced with granular variables,1 bins of values defined by general
constraints [51]. Thus fuzzy logical inference and control systems were able
to handle information at the scale most appropriate to the task at hand.
This is contrary to what happened in the field of computer vision, where
computational precision was so subordinate in scale to the tasks at hand
that they lost the ability to apply first-order logic to these variables.

As defined by Bargiela & Pedrycs, information granules are conceptual
entities that compactly encapsulate information at a specific level of abstrac-
tion (scale). Their properties result from the aggregation of even smaller
information granules. Information granules give rise to hierarchies of cogni-
tive entities. [51] Bargiela & Pedrycs note that the techniques associated with
information granules are particularly useful for images.

1 I.e. a variable X when replaced with X is R W, where W is A, constrains the
precision of X. See Zadeh 2006 for a full description.
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“At the higher end of abstraction, we are interested in image description and
interpretation. Here the level of detail (or level of abstraction) depends on the
task we have to handle. Images perceived by humans are full of information
granules. An image of any landscape consists of trees, houses, roads, lakes,
shrubs, etc. They are spatially distributed and this distribution is an im-
portant factor in describing the content of the image. Interestingly, all these
objects are generic information granules. ” -Bargiela & Pedrycs [1]

The information granules we’ll be looking at in this chapter are called
spatial-taxons. They are regions of pixels that are organized in a nested hi-
erarchy of information. As with human perceptual organization, the organi-
zation of spatial-taxons depends on context and granularity.

Human vision is typically thought of as an open universe problem because
every possible outcome is unknown. However, in this chapter, we start by
framing image segmentation as a closed universe problem defined by a classi-
cal binary tree composed of spatial-taxons. We can frame it this way because,
by our method, every pixel in the image must belong to a spatial taxon or
its complement.

Defined in this way, the image segmentation problem can be operational-
ized into a series of iterative two-class fuzzy inferences. This framing of image
segmentation is the only classical set theory used in this chapter. I choose to
use crisp sets because image segments, as used by most application program-
ming interfaces (APIs), require crisp sets. The rest of the chapter is devoted to
methods for using fuzzy decision making to generate these ‘de-fuzzified’image
segments.

Definition 1. Hierarchy of nested spatial-taxons:
Let X be the universe of discourse consisting of all pixels within the rect-

angular (or square) pixel array of an image, such that X1,1 is located at the
upper left corner, and pixel XI,J at the lower left corner. Let ST0 be a non-
empty set that contains all pixels in the universe of discourse (the image).
ST0 has two mutually exclusive children ST1 and ST0 - ST1 such that ST1 ∧
(ST0 - ST1) = ∅ and ST1 ∨ (ST0 - ST1) = ST0 (the parent). We have now
defined abstraction level 0 and level 1. The most abstract information granule
is the whole image and the second most abstract level contains two mutually
exclusive children subsets.

Let’s next define the set ST1 as having two children subsets: ST2, (ST1 -
ST2). As before, these children are mutually exclusive, such that ST2 ∧ (ST1

- ST2) = ∅ and ST1 ∨ (ST0 - ST1) = ST0 (the parent). This is the third
most abstract level in nested spatial-taxon hierarchy.2

Though the hierarchy of nested spatial-taxons comprise crisp sets, not
all the common properties of crisp sets apply. For one thing, a parent-child

2 I could have used subset (ST1 - ST2) as a root for a new child subset. However,
to make this chapter readable, I limit the definition and all the examples to
spatial-taxon children stemming from the initial image root
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Fig. 1 A classical nested binary tree forms the architecture of a natural-scene-
taxonomy. It’s comprised of a hierarchy of nested spatial-taxons. Because each
image (set) is a de-fuzzified output, it is represented as a crisp set. However, this
frame can be made fuzzy and used in decision-making algorithms that require larger
image information granules. By assuming the taxonomy prior to segmentation,
segmentation becomes a series of two-class fuzzy inferences.

structure means that any one pixel may belong to many sets (though each at a
different level of abstraction). This structure is not monotonic, i.e., entailment
does not always increase information. This is especially true because the
decision-making process described later may, over the course of its iteration,
change its decision regarding pixel classification.

In the next section, I will introduce spatial-taxons within the framework of
visual taxometrics. An example fuzzy-inference algorithm will be explained
and applied to two simplified example images. Prior to explaining visual tax-
ometrics, however, I will discuss an analogous linguistics problem. In this
analogy, spatial-taxons correspond to basic-level words. Thus the isR rela-
tionships in visual taxometrics correspond to the isR relationships between
basic-level words and their superordinate and subordinate word categories.
My hope is that the framework for decision-making in the linguistics problem
serves as a helpful analogue, clarifying and reinforcing the usefulness of such
a framework for visual taxometrics.

2 Visual Taxometrics

2.1 Taxometric Observation from an Analogous
System: Language

Before delving into the parsing of images into spatial-taxons, let’s examine
an analogous problem: the parsing of text documents for interpretation. To
interpret a document, it must be subdivided into its relevant components,
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such as characters, words, sentences and paragraphs. Text documents (un-
like images) have a standardized architecture with components designated
by punctuation. Traditional punctuation and modern innovations, such as
hypertext mark-up language (HTML), minimize uncertainty in the process
of selecting which characters to include or exclude within a subdivision. [4]

Standardized architecture for written documents provides an example of a
complex system that has proven to be stable across history, culture, and tech-
nical innovation. As pointed out by Nobel Laureate Herbert Simon (1962),
“hierarchy is one of the central structural schemes that the architect of com-
plexity uses.”He further observes that hierarchic systems have some common
properties that are independent of their specific content ”and he roughly de-
fines a complex system as a system in which “the whole is more than the
sum of the parts. . . in the pragmatic sense that given the properties of the
parts and the laws of their interaction, it is not a trivial matter to infer the
properties of the whole.”

Text-document architecture succeeds because its structure is independent
of content semantics. Letters, words, sentences, and paragraphs follow the
same structure - regardless of whether they belong to a document discussing
fashion, religion or nature, or any other topic.

Now, let’s shift our focus for a moment, and consider certain language
restrictions or rules and how children learn them. In this case, we’ll look
at how children learn the relative granule restrictions between words. After
all, the approach described in this chapter is squarely in the cognitive AI
camp, a system built to think, see, or act like people. To build a decision-
making system that infers spatial-taxons, we can borrow linguistic rules or
restrictions from natural systems. In this case, the natural system we look to
borrow from is the system parents use to teach language to children.

Parents, when teaching their children, chose words a child is most likely
to grasp, i.e., words at the most basic level of abstraction. Abstraction levels
in a word taxonomy range from the most basic term to the most specific, or
specialized term, as well as ranging in the opposite direction from the most
basic to the most generalized term.

“Children do not try to guess what it is that the adult intends; rather they
have certain concepts of these aspects of the world they find interesting and
in successful cases of word acquisition it is the adult (at least in Western
middle-class society) who guesses what the child is focused on and applies an
appropriate word. ” -Katherine Nelson [26]

Linguist Paul Bloom [14] describes the above quote as an example of word
learning as an inductive process that stems from children’s ability to form
associations.3. The adult (or trainer in a machine learning context) pro-
vides the granular constraints by indicating the word’s level of abstraction.
In machine learning, the trainer provides this information per labeled data,

3 Variable binding and the ability form associations about never before encountered
things or experiences continues to be a challenge within the A.I. community.
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and expects the machine learning systems to infer by example (as the child
infers by example). Bloom explains that children learn this relevancy princi-
ple directly from what we, in the fuzzy logic community, would call linguistic
constraints; those in the linguistic community call it linguistic support:

Words are learned when they are relevant to what the child has in mind
. . . parents tailor their use of words to accord with their children’s mental
states. When interacting with young children, they tend to talk in the here
and now, adjusting their conversational patterns to the fit the situation. They
engage in follow-in labeling, in which they notice what their babies are
looking at and name it. They even seem to have an implicit understanding
that children assume that new words referring to objects will be basic-level
names, such as ‘dog ’or ‘shoe ’, so when adults present children with words
that are not basic-level names, they use linguistic cues to make it clear that
the words have a different status. For instance, when adults present part
names to children they hardly ever point and say ‘Look at the ears ’. Instead
they typically begin by talking about the whole object. ‘This is a rabbit ’and
then introduce the part name with a possessive construction ‘and these are
his ears. ’Similar linguistic support occurs for subordinates ‘A pug is a kind
of dog ’and superordinates ‘These are animals’. ‘Dogs and cats are kinds of
animals’. ” -Lois Bloom [26]

The analogy between linguistic and visual organization is powerful enough
to give us a very useful model for the structure of visual information. For
example, in visual hierarchies, the granule level is equivalent to the basic level
of words. And the role of the expert designing the fuzzy inference is somewhat
like the role of the parent teaching the child. The expert, in both cases, needs
to indicate (and in the case of the fuzzy inference expert, designate), by means
of constraints, the hierarchy status of any given word or spatial-taxon. The
child in this analogy is the homunculus/observer.

To establish an image-specific knowledge base, we use spatial-taxons, and
the domain-specific natural vision-processing rules used to derive the spatial-
taxons, in the role of the parent/teacher.4

If you accept this premise, then spatial-taxons, as defined in Definition 1,
are the appropriate level for granule computing within the visual taxometric
model. These information granules are also at the appropriate level to elicit
human interaction and feedback. Just as an adult provides linguistic support
to children learning non-basic level words, users can provide taxometric des-
ignation support regarding primary, subordinate and superordinate image
granules.5

4 As put by Russell and Norvig “one might say that to solve a hard problem, you
have to almost know the answer already. ”[34]

5 Latin term means little man inside the head. Strong A.I. attempts to model
reasoning - hence the cartoon illustrates a privileged teacher correcting miscon-
ceptions. Note, Nobel Laureate Vladimir Vapnik suggests the use of the privileged
teacher, as an augmentation to support vector machines and Bayesian models.
However, they can also be used to inform a system of mistakes in abstraction
designation.
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2.2 Spatial-Taxons: Basic Level Categories in Vision

Spatial-taxons are the granular level best suited to making decisions about
the relevant way to slice-and-dice an image.

Prevailing theories on image segmentation are contrary to this approach.
The majority of image segmentation systems work at the level of granularity
of their feature extractors. Decision-making revolves around building larger
information-granules comprised of pixel with similar features. Support-vector
machines and/or machine learning techniques try to match these pixel re-
gions with known reconstructions of objects. Though this approach works for
specific image types, it still views image segmentation as an open universe
problem - which when framed this way is likely to be intractable. I view trying
to segment images at granules extracted by lower level visual attributes as

Fig. 2 Alternative knowledge models used in artificial intelligence. Left Column
We try to solve the homunculus problem (little man inside the head, which be-
comes, in our context, the nested spatial taxonomy inside the head), by positing
the following: that it is only by informing and constraining knowledge, that the ho-
munculus can infer relationships between different levels of knowledge. In the case
of language acquisition, relationships between taxonomy hierarchies are provided
by a privileged teacher, such as the parent in the quote by Lois Bloom. Right Col-
umn Alternative A.I. models try to solve computer vision problems by measuring,
at a high precision, statistical co-occurrences within very large data sets. They use
these statistics to infer probability priors of the relations between data as mined
from their training data. These methods fall short when the correct associations
requires the A.I. system to extrapolate relations not already existing in the training
data.
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Fig. 3 Graphical user interface helps identify spatial-taxon abstraction. Graphical
user interface asks user to indicate the center of the subject. The system infers
the abstraction level of the spatial-taxon hierarchy and increases the utility of hy-
pothetical spatial-taxons that provide visual support. The graphical user interface
mimics ‘follow-in’behavior, enabled the system to notice where the user is looking.

Fig. 4 Computational phase and corresponding uncertainty as per the visual-
taxometric model. Unlike the visual taxometric approach, prevailing theories such
as support-vector machines, machine learning and convolution networks attempt to
infer relations at the feature extraction phase. At this phase uncertainty in the oc-
currence of a sensor event, or feature is typically managed with Bayesian statistics.
In contrast, visual taxometrics uses fuzzy inference to manage uncertainty at low
levels and makes decisions at the spatial-taxon level whose primary uncertainty is
with respect to meaning and causality

analogous to trying to sub-divide property by trying to connect trees, bushes
and rocks without the prior structure of a map or aerial view.

Images convey multiple meanings that depend on the context in which a
viewer perceptually organizes the scene. Visual taxometrics provides tools
for investigating context by distinguishing categorical scene structures from
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continuous percepts. Using these tools, Barghout [6] [11]6 showed that scene
architecture is comprised of spatially distinct taxons that are characterized
by the dichotomy of foreground/background sets, where the foreground is
referred to as a spatial-taxon.

Spatial-taxons are regions (pixel-sets) that are figure-like, in that they are
perceived as having a contour, are either ‘thing-like’, or a ‘group of things’,
that draw our attention. Backgrounds, the complements of spatial-taxons, are
shapeless regions that are perceived as the space existing around or behind the
spatial-taxons. Notice that spatial-taxons are defined solely by their intrinsic
properties, independent of the extrinsic properties of the particular objects
of which they are composed.7

Spatial-taxon examples include foreground, figure, object groups or ob-
jects. [6] They are the ‘building blocks’, of scenes. In essence, they serve as a
proxy for the figural status of a region. When human subjects are asked to
mark the center of the subject of the image, they tend to choose the center of a
spatial taxon, with little variance. They rarely choose locations defined solely
by continuous visual percepts [6] [11]. This enables graphical user interfaces
to query users directly, by asking them to locate what they are interested
in (see figure 3). Graphical user interfaces can also query users indirectly, by
using the reverse search queries to infer objects of interest. Because consensus
location is centralized at the center of spatial taxons, this type of user query
scales to large number of people. Furthermore, evidence suggests that the
frequency at which people choose spatial-taxons at a particular abstraction
level, regardless of image content follows a Zipfian distribution associated
with Zipfs law [11]. This is consistent with the law of least effort demon-
strated in other cognitive systems, and consistent with Simon’s observations
of complex systems [36].

The spatial-taxon view of scene perception assumes that humans parse
scenes not between regions of similar features that vary continuously, but by
categorically discrete spatial scene configurations. Theories of visual attention
make a similar distinction. The ‘spotlight theory’[38] assumes that attention
regions vary continuously. Theories of ‘object based’attention assume that
attended spatial regions vary discretely to accommodate attended objects.

If humans are parsing scenes by inferring categories, then quantifying pixel-
regions as to their aggregate ‘trueness’relative to the category prototype is

6 Jolicoeur, Gluck & Kosslyn[24] showed that entry level categories, similar to
primary level words, exist in human vision

7 This distinction between the intrinsic and extrinsic properties is what enables
image segmentation without object recognition. Object recognition requires some
sort of description of what the object looks like. If an object is subdivided, the
object-part may not retain the ‘looks’of the whole object. Suppose for example,
we have a spatial-taxon comprised of a ladybug. If we cut the ladybug’s head off
- the head no longer fits the description of a ladybug. The region segmentation
that comprises of the ladybug head, however, retains the properties of being a
spatial-taxon.
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necessary. As discussed earlier, fuzzy-logic provides tools for handling the
partial or relative truth of meaning [53], and this allows us to make inferences
based on visual percepts. [9]. I use the phrase “natural-vision-processing”to
refer to the parsing of images into psychological variables whose relative truth
(fuzzy membership) corresponds to human phenomenological interpretation.

The scene taxonomy enables us to side step the chicken/egg problem. Its
spatial-taxons are independent of scene content semantics, providing the com-
putational homunculus much more information as to where to look for ‘visual-
grammar conflicts’[9]. Adaptive filters can be chosen to optimize the spatial
taxon cut. The optimal spatial taxon cut has been shown to be the point
at which utility is maximized and use of attentional resources is minimized.
Barghout [4] provides examples of how to calculate utility and attentional
resource metrics. As in earlier models [5] [9] , the properties of local filters
are changed to favor good grammar, i.e., transducer functions for contrast are
shifting left or right. However, the taxonomy structure provides a theoretical
basis on which to hang the concepts of good and bad visual grammar.

Furthermore, the Zipfian relationship between spatial-taxon hierarchies
means that user feedback provided regarding a spatial-taxon at one abstrac-
tion can be used to infer information at all levels in the hierarchy.

In order to understand and use these ideas, we need concrete examples.
I’ll be using fuzzy cognitively relevant attributes, from the domain of vision
science. I’m going to introduce spatial-taxon rules, adapted from Gestalt
psychology, into sentential logic. As we continue through this section, we will
apply these rules examples that increase in sophistication.

2.3 Spatial-Taxons: Gestalt Phenomenology

I’d like to take a moment to distinguish the the term “phenomenology ”as
used in this chapter. As a thought experiment image yourself as the per-
son illustrated in figure 5. You are wearing stereoscopic 3D glasses that
show different images to each eye. Your experience, when viewing the
through the 3D glasses is of a unified image in depth. This experience
(phenomenology/spatial-taxon) is in the bottom row of the chart in figure 4.
It is a Gestalt experience that can not be subdivided without losing the
phenomenology.

To demonstrate this to yourself, imagine that a light was flashed in the
image shown to the left eye, as illustrated in the figure. Your experience will
not enable you to determine which eye the flash occurred.

This distinction between sensory feature and the phenomenology experi-
enced by people is important to keep in mind. Note that much of knowledge
of inferred by the cognitively relevant variables used to infer the fused spatial-
taxon are lost once the observer experiences a single unitary visual reality.
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Fig. 5 Thought experiment: phenomenology of spatial-taxon. This thought exper-
iment reveals the difference between the phenomenology of a Gestalt spatial-taxon
and a group of features. Two pictures are presented separately to each eye. We ex-
perience the fused image of the vase (spatial-taxon) in depth. We do not experience
a separate right eye vase, a separate left eye vase and a fused whole image of a vase.
To demonstrate this to yourself, imagine a flash of light appears in the left image
(as illustrated in the figure). Psychologists have found that humans can’t tell which
eye the flash of light is shown to, but they do experience a light flash in the whole
image.

Fig. 6 Thought experiment: unitary experience of a fused object in depth.The
fused image experienced when presented as in the previous figure. Note phenomenol-
ogy as used in this chapter references the experience of the human observer within
his or her head (also known as the homunculus)

2.4 Color Antecedent to Infer Spatial-Taxon
Consequence Using Domain Specific Knowledge
from Human Vision

As discussed earlier, the nested-spatial-taxon structure does not assume
monotonicity. A monotonic logic-knowledge base grows as each predicate and
consequence is verified to be true enough. In the natural-vision-processing
system described however, the predicate-consequence rules defining a spatial-
taxon are assumed by default. The default is circumscribed, once human
interaction or iteration (box c, figure 5) provides a clue indicating that a
non-default case considered, when decision system (box c, figure 5) needs to
resolve conflicts. Thus the knowledge base can both expand and shrink.
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Fig. 7 Photograph of a red apple on a white background

A real world example in which default logic might be circumscribed, is what
vision scientists call color constancy: the perception of object colors as stable
- despite variable color illumination. [21] A red apple, for example, looks red
regardless of whether it is within a low-lit cupboard or on a windowsill in
full sunshine. Color constancy is an example of visual grammar, that may
cause the system to change its mind regarding the pixel regions designated
to a particular spatial-taxon due to its spatial configuration. Another reason
we don’t assume monotonicity is because the belief set that defines a spatial-
taxon does not grow as more evidence is accumulated.

In Wang’s work on concept algebra [42] defines objects as follows:

Definition 2. Definition of Objects taken from Wang’s paper on concept
algebra and CWW (computing with words)

Let ϑ denote a finite or infinite nonempty set of objects, and A be a finite
or infinite set of attributes, then a semantic environment or universal context
θ is denoted by a triple: i.e.

θ � (ϑ,A,R) = R: ϑ → ϑ alternatively
ϑ → A alternatively
A → ϑ alternatively
A → A

where R is a set of alternative relations between ϑ (i.e. spatial-taxons) and
A (i.e. cognitively relevant attributes).

Notice that the universal context θ in which the objects ϑ , spatial-taxons,
lives is the nested spatial-taxon hierarchy.

Definition 3. Spatial-taxons K:
Let CVa, ..., z be a set of information granules, subordinate to spatial-

taxon information granules, defined as the aggregated fuzzy membership of
all pixels within the universe of discourse X for which possibilistic (x isCVR)
where CVR is a set of possibility distributions on cognitively relevant variable
CVa, ..., z

Let CRAa, ..., z be a set of information granules, defined as the aggregated
fuzzy attributes A(X) = GTU(x), where A are cognitively relevant attributes
defined by the generalized-theory-of-uncertainty (GTU) restraint as defined
in Zadeh (2006)
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Knowledge:
If Poss(CVa) andif Poss(CVb) . . . andif Poss(CVz) then Spatial-taxon K
If CRAa is true enough, then Spatial-taxon K
If CRAb is true enough, then Spatial-taxon K
. . . If CRAz is true enough, then Spatial-taxon K
Facts: CRAa is μa CRAb is μb . . .CRAz is μz

Conclusion:
then let Spatial-Taxon K belong to the set of hypothetical taxons under

consideration.

‘True enough’ encompasses linguistic constraints designed by the domain
specialist.

To clarify the definition of a spatial-taxon, let’s take a trivial example.
In this example, we define a spatial-taxon as being the color red and apply
it to a photograph of an apple on a white background. Figure 8 shows the
fuzzy partitioning of red, which will be defined shortly. in definition 4 and
applied to the photograph of an apple. Note that all colors, including the
white background and gray shadow have the possibility of being Red. Because
Red and Green are mutually exclusive possible partitions of X is constrained
by possibility functions as defined in 4. All pixels not red are the background,
¬(spatialtaxon) Figure 9 shows the generalized constraints for red applied
to the pixels in the universe of discourse X

Fig. 8 Graphical representation of generalized constraints for primary colors as
defined in definition 3. The x-y plane of the image is shown in skew to enable height
(fuzzy membership) to be vertical. The figure also shows the color opponency of the
green leaf, which requires that red and green cannot be simultaneously perceived
in the same location. This forces the green left to have zero possibility and zero
membership of red.

Example 1. Let ST0 be a non-empty set that contains all pixels in the universe
of discourse in the photograph of the apple. ST0 has two mutually exclusive
children STred and ST0-STred called the background, which is equal to ¬
Red.



298 L. Barghout

If Possred(x) > 1 ∨ Xk is μred then X → STred

Xk is μred.
∴ Xk is STk

In this trivial example, our decision has one hypothetical spatial-taxon to
consider. The background in this example, ¬ red does not overlap our hypo-
thetical spatial taxon. However, this is rarely the case in real vision segmen-
tation problems. Consider that under this definition the leaf was designated
as background. However, most people tend to group the apple and leaf in
a superordinate spatial-taxon, referred to in lay terms as the ‘foreground of
the image ’. Human interaction and the Zipfian relationship between spatial-
taxon hierarchies enable the natural-vision-processing AI system shown in
Figure 10 to combine information from many - sometimes conflicting hypo-
thetical spatial-taxons.

The fuzzy-natural-vision-processing model begins by partitioning an image
into a set of cognitively relevant fuzzy sets. In the model described I directly
implement the fuzzy-logical-color-naming model introduced by Berlin & Kay
in1969 [13] This yields the 11 interval-valued color antecedents as defined in
definition 4. Many cultures also include a fuzzy partition for light blue. In this
model I used English color names, in which there is no primary level word
for light blue. This fuzzy partition enables us to answer many color related
queries, such as is it possible for this color patch to be green? To what degree
of truth does this color patch is green imply?

Fig. 9 Graphical representation of the constraint of Red, as adapted from the
World Color Survey (see next section). Note that fuzzy membership extends deep
into the yellow colors. The possibility function, is adapted from the color opponency,
which requires that red and green can not be simultaneously perceived in the same
location. Thus the green leaf is excluded from the spatial-taxon because it does not
overlap green. Other spatial-taxon rules adapted from field perceptual organization
would be required to group the green leaf with the red apple.
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Fig. 10 Figure 4: Natural Vision Processing System. Natural vision processing
system implements image segmentation as a nested two-class fuzzy inference system.
Box A show domain specific knowledge that is used to design the fuzzy partitioning
of cognitively relevant variables, such as color. Hypothetical spatial-taxon inference
rules, also designed using domain specific knowledge, partition the image into fuzzy
hypothetical spatial-taxon regions. Box C contains a decision making system that
decides on the subset of spatial-taxons which the weights of the fuzzy rules. This
section combines the spatial-taxons implication functions, such as the Max-min rule
(Zadeh), which results in the defuzzified spatial taxon.

Fig. 11 World Color Survey Berlin and Kay 1968. Colors by Berlin and Kay in
the 1969 world color naming survey. They discovered that all humans, regardless
of culture, used a naming hierarchy that referred to the same color prototypes.

Definition 4. World Color Survey as Universe of Discourse Let X be the
universe of discourse consisting of all pixels within the rectangular (or square)
pixel array of an image, as defined in definition 1. Let WCS be the universe of
discourse first described in the world color survey by Berlin & Kay 1969. [13]
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For each pixel Xi,j their exists one-to-many mappings with generalized
constraints defined by the world color survey [13] such that GTCcolor entails
Xi,j.

8

GTCred → Xi,j

GTCgreen → Xi,j

GTCyellow → Xi,j

GTCblue → Xi,j

GTCwhite → Xi,j

GTCblack → Xi,j

and by opponent color theory
if Xi,j is Green then ¬ Possred(x)
if Xi,j is Red then ¬ PossGreen(x)
if Xi,j is Yellow then ¬ PossBlue(x)
if Xi,j is Blue then ¬ PossY ellow(x)
and by derived color theory
if Xi,j is (Red ∧ Blue) then GTCPurple → Xi,j

if Xi,j is (Red ∧ Yellow) then GTCOrange → Xi,j

if Xi,j is (Red ∧ White) then GTCPink → Xi,j

if Xi,j is (Yellow ∧ Black) then GTCBrown → Xi,j

if Xi,j is (White ∨ Black) then GTCGray → Xi,j

Note
It is beyond the scope of this paper to detail granularization of these colors.

However, other works propose various linguistic constraints such as Bargh-
out(2003) which uses Gaussian distributions for “a little bit of colorname”and
“some colorname”and a saturating sigmoid constraint “very color ”. Figure
6 provides a graphical description and figure 7 shows the fuzzy red partition
within the universe of discourse defined by World Color Survey.

The second example will make use of several spatial-taxon rules: The
aperture-frame rule, the centering rule and to small rule.

Definition 5. Cognitive relevancy attribute: Aperture Frame
Let X be the universe of discourse consisting of all pixels within the aper-

ture of a rectangular image, such that X1,1 is located in the upper left hand
corner, pixel XI,J is located in the bottom left most corner and is a pixel
that has non-zero fuzzy membership in at least one cognitively relevant at-
tribute set. Suppose also that it has (high) connectivity with the outermost
pixels of the image such that (i ∨ j)= 1, where the upper most corner of the
image has indices X1,1. This pixel is defined as having (aperture-frameness),
where connectivity is a linguistic constraint whose membership decrease with
connectivity with image frame decreases.

8 In my implementation of the model in Barghout(2014), I implemented generalized
color constraints that are functions of white anchoring (such as the Retinex
model) and the relative distance between prototype colors [13] and RGB colors
in the image. However, a detailed discussion is beyond the scope of this paper.
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Fig. 12 Application of fuzzy color rule set (definition 4) applied to the World
Color Survey. The x-y plane of the image is shown in skew to enable height, which
illustrates color membership to be represented vertically.

Definition 6. Cognitive relevancy attribute: Centered
Suppose Xi,k is a pixel that has non-zero fuzzy membership in at least one

cognitively relevant attribute set. Suppose also that it has non-zero member-
ship within circle of radius = Center, centered in the middle of the photo-
graph. For this example, let’s set the Center to be about 1/3 the width of
length. Fuzzy membership is equal to 1 at center, and decreases with distance
falling to zero beyond the radius.

Definition 7. Cognitive relevancy attribute: Too Small
Suppose STk is pixel region posited to be a hypothetical spatial-taxon. Let

Size be the number of pixels included in STk. If Size is less then 1 percent of
the total size of the photograph then dilate the magnitude of the spatial taxon
membership such that μ (new) =

√
muk.

Definition 8. Fuzzy partition by cognitively relevant attributes blur and
high detail

Suppose CVk is pixel region partitioned as a fuzzy variable. Let MOMS be
a set of Sobal filters tuned to spatial frequency filter bandwidths of about .01 of
size of an image and three orientations: vertical, both diagonals and horizon-
tal. Let CVH ighDetail be the sum over all the convolutions of each MOMS
filter and the monochromatic image. The designer may choose a threshold. In
the work presented at IPMU 2014, the threshold was set to 5 percent contrast.

Let CVH ighDetail be those pixels above frequency. Let CVBlurry = STk

- CVH ighDetail

Example 2. Spatial-taxon by Blurry Aperture-Frame

Knowledge

If CVBlurry is true enough, ∧ Xk is μBlurry then X → BackgroundBlurry

If CVApertureFrame is true enough, ∧ Xk is μBlurry then X → BackgroundBlurryFrame

If CVApertureFrame is true enough, ∧ Xk is μBlurry then X → BackgroundBlurryFrame

Facts

Xgreen is μBlurry&Xgreen is μblurry .

Xblue is μhighdetail&Xblue is μcenter .
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Fig. 13 Fuzzy partition of cognitively relevant variables blurry and green. Exam-
ple of the region parsed by the blurry and green-aperture frame rule. The x-y plane
of the image is shown in skew to enable height to be represented vertically. Height
designates aggregated cognitively relevant variable.

Xred is μhighdetail&Xred is μcenter .

Xorange is μblurry&Xorange is μcenter .

Conclusion

∴ Hypothetical Spatial taxon is (not XblurryF rame) ∧ XbluehighDetail ∨ XcenterRed ∨
XcenterOrange

The rule base in this fuzzy reasoning example, contains 13 cognitively
relevant fuzzy partitions: 11 colors, Blurry and Centered. It contains one
spatial-taxon fuzzy partition: Too Small. The other reasoning rules were cho-
sen to clarify the example, but the full rule base and linguistic constraints
are summarized in figure 11 & 12. Note that all consequences in the inference
system were fuzzy spatial-taxon information granules. In this example, all
the rules had equal weights.

Requiring the consequences to all be at the spatial-taxon information
granule is key to dealing with complex images. As noted earlier, the nested
spatial-taxon taxonomy enables images to be segmented as a nested two-class
inference problem. Getting all the information granules into the spatial-taxon
level is the first step. The next step is distinguishing the correct abstraction
level. This is where direct human interaction or off line consensus building as
to image taxometric structure becomes useful. Also note, that though in this
system all rules are used with equal weight, in the system shown in 4, the
decision making system needs to decide on the optimal weights and if some
hypothetical spatial-taxons should abstain from the process. Abstaining is
important, because when defuzzifing in the fuzzy stage the conclusions will
need to be normalized. The abstaining hypothesis should not be counted in
the normalization process.

Each spatial-taxon is formed from the conjunction of visual-taxometric an-
tecedents, where the antecedent is a fuzzy reasoning paradigm regarding how
the foreground is distinguished from the background at that level granularity.
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Fig. 14 Combined hypothetical spatial-taxon membership. The x-y plane of the
image is shown in skew. Height, combined fuzzy membership, is vertical. The com-
bined fuzzy membership is the weighted sum of memberships as parsed by the
blurry-rule, green-aperture frame rule, too-small rule and center rule.

3 Autonomous Decision Making: Hypothetical
Spatial-Taxons

As discussed earlier, spatial-taxons are the granular level best suited for de-
cision making about image segmentation. In section 2, we detailed meth-
ods for inferring hypothetical spatial-taxons and how to elicit user feedback
about the hierarchical relationships between spatial-taxons within nested tax-
ometric structure. In this section we focus on the issue of combining hypo-
thetical spatial-taxons. We start by discussing an example of a hypothetical
spatial-taxon combination that incorrectly infers a foreground containing a
hole within it rather than an object laying upon it. We then discuss the gen-
eral case autonomous decision making process that uses an estimation of the
utility and attentional resource requirements to make an educated guess on
how best to combine and weigh hypothetical spatial-taxons.

Figure 15 illustrates the autonomous process of deciding on the best hypo-
thetical taxon set and appropriate weighting of the natural-vision-processing-
system shown in figure 10, box C. The autonomous decision making algorithm

Fig. 15 Autonomous decision making system, as used Visual Taxometric Ap-
proach to Image Segmentation Using Fuzzy-Spatial Taxon Cut
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(box C in figure 15) has two functions: the selection the set of hypothetical
spatial-taxons for consideration and the weighting of each spatial-taxon in the
fuzzy inference system.

The autonomous system decides on the hypothetical spatial-taxon set and
appropriate weighting by iterating through various combinations of hypo-
thetical spatial-taxons, to infer the defuzzifed spatial-taxon that would re-
sult from each combination, and to score the output for each combination.
This enables posits to abstain.9. The score is a combination of spatial-taxon
utility and the attentional resource requirement of the hypothetical spatial-
taxon combination. The optimal set is chosen such that it maximizes utility
and minimizes attentional resources.

3.1 Example: Whole Object or Hole Within an
Object?

The next example shows the fuzzy spatial-taxon membership returned from
the natural-vision-processing engine on a photograph of a ladybug on a yellow
daisy. This image was run on the same engine whose results were presented
at the vision science society annual meeting in 2013 and at IPMU 2014. [10]
[4] In this engine, hypothetical spatial-taxon inference systems were chosen
to simulate meaningfulness cues, known composition styles that the domain
expert expects the segmentation system to encounter. The meaningfulness

Fig. 16 Linguistic constraints derived by decision making system from meaning-
fulness cues. On the left is the original image. [29] On the right is spatial-taxon mem-
bership (height) inferred by autonomous decision making system. The x-y plane of
the image is shown in skew. Height, fuzzy membership, is vertical. Note that both
the black background and ladybug are at zero or close-to-zero membership. The
system grouped the ladybug with the background, incorrectly inferring a hole in
the flower.

9 The idea to allow psychological detectors to abstain from contributing infor-
mation to the system was suggested to me by Lotfi Zadeh in 2006, personal
communication.
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spatial-taxon by blurry-aperture-frame inference described in example 2, is
an example of a meaningfulness spatial-taxon. The engine also included a
meaningfulness spatial-taxon inference that responded to an image composi-
tion consisting of an object in front of a plain uniformed color background.

As you can see, the system incorrectly inferred that the ladybug was a hole
[27] in the flower! Why?

As explained in section 2.4, the system needed to decide how to combine
the non-mutually exclusive cognitively relevant color antecedents to infer the
spatial-taxon consequence. The ladybug has white eyes, a black head and
black dots on it’s wings. The red wings have bright areas (where light is re-
flected off the wing) and areas in shadow. Since cognitively relevant variables
are not mutually exclusive, the bright pixels have membership in red, pink and
possibly white. The shadowed pixels have membership in red, gray and pos-
sibly black (or brown).10 What appears to us humans as a coherent ladybug,
has several possible visual grammatically correct colors interpretations. Each
hypothetical spatial-taxon inference system inferred the color most correct
for it’s grammar [9] [5]. A hypothetical spatial-taxon inference that assumes
a uniform color ¬(spatialtaxon) background as black would included these
desaturated pixels as possibly ¬(spatialtaxon). Thus the combined aggregate
designates these pixels as ¬(spatialtaxon). In other words, system infers the
flower as having a hole in it rather than it being a whole foreground composed
of a daisy with an object on it.

3.2 Deciding Spatial-Taxon Weight Combination

We now discuss how to choose an optimal set of non-mutually exclusive hy-
pothetical spatial-taxons and how to choose optimal weighting for combining
these hypothesis.

The utility function used to score the posited spatial-taxon was inspired
by a seminal study of pictorial object naming [24] that found that objects
were identified first at an “entry point ”level of abstraction. Curious as to
the whether the scene-architecture had an “entry level ”region, I began

10 This example illustrates the power of using fuzzy sets to regulate uncertainty
with respect to meaning. There is little uncertainty regarding the classification
of a pixel that has the color characteristics of prototypical red. But what does it
mean for a pixel to be desaturated? Is the desaturated pixel meaningful because
of properties intrinsic to the ladybug such as loss of pigmentation due to disease
or genetic variation? Or is the color desaturation meaningful because of extrinsitc
conditions caused by the lighting environment? Conventional probability meth-
ods would treat this a Bayesian problem, attempting to enumerate the likelihood
of all possible events correlated with the desaturated pixels. Fuzzy logic, however,
enables the system to entail the uncertainty with respect to the meaning of the
desaturated pixel with symbolic logic. In short, fuzzy logic enables us to navigate
uncertainty without having to specify each and every possible causal event with
a prior probability.
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experimenting with the visual taxometric approach [6] [5]. As discussed in
section 2.2, I found that the frequency at which people labeled spatial-taxons
correlated with the abstraction rank with the nested-scene-hierarchy. This
suggested an underlying power-law, such as Zipf-law might be underlying
human spatial-taxon choice.

The Zipfian result suggested an underlying cognitive law of least effort
similar to that found in other cognitive processes [15]. Thus the utility func-
tion is inspired by the law of least effort. I define it operationally over an
ordinal scale such that entry-level had the most utility, super-ordinate the
next highest utility and all sub-ordinate decrease utility as a function of ab-
straction. This is a soft restriction, with granularity at abstraction levels. Use
of attentional resources was also defined on an ordinal scale with granularity
at the number of hypothetical spatial-taxons possible in the natural-vision
processing engine. It’s constrained to be inversely related to the number of
significant spatial-taxon combination sets above threshold, where threshold
was defined in terms of sub-population variance verses variance of the sub-
population with the lowest within-group variance.

Definition 9. Attentional Resource Requirement
Suppose there are K hypothetical spatial-taxons under consideration. Sup-

pose a high quality segmentations have similar centers and similar contours.
Also suppose that similarity is defined as per C.L. Chang (2014). Registra-
tion artifacts, where the same correct pixel match is chosen by two or more
hypothetical spatial-taxons, but are mislabeled as a false-hit or incorrect rejec-
tion, are common. Thus contour similarity is defined as the interval-valued
intersection of spatial-taxons with uncertainty α k1,kNo for each hypothetical
contour in the set K.

Assume that attentional resource load increase with the number of poten-
tial spatial-taxons the system has to monitor.11 The attentional load is then
the cardinality of the set of similar hypothetical spatial-taxons under consid-
eration.

More formally attentional load = fuzzy cardinality = Under consideration
count of Similar(Hypothetical Spatial taxons))).

Definition 10. For [k2:Q] defuzzifications calculate utility and attention-
resources-requirement where

Utility(Φ) =

∫ ∫

Φ

hypothetical− spatial− taxon− utility(Φ)dΦ (1)

11 Vision scientists have devoted considerable study to understanding how channels
(psychophysical correlate of specialized neural receptive field structures ) detect
signals within complex scenes and the presence of noise. [5] [12][39] In this chap-
ter, I use a simplified version of signal detection theory and assume that the
attention increases with the number of receptive fields being monitored. A more
nuanced implementation of signal detection theory would require multiple rules,
mechanisms and possibly a large field of irrelevant channels.
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Attentionalresources(Φ) =

∫ ∫

Φ

Attentional− inference− load(Γ )dΦ (2)

Let A be a fuzzy set defined on a universe of Φ discrete meaningfulness
cues Φ = [Φ1, Φ2, ..., Φa] defined on the universe of discourse of images ex-
pected to be encountered by segmentation system. Let ST1 be the spatial-taxon
definition in definition 1. The spatial-taxon ‘cut ’results from the defuzzifica-
tion that optimizes F(U,A) where U the utility function defined to me most
similar to meaningful cues chosen by the designer and A is the attentional
load. In this case the attentional load increases as the variance of error be-
tween spatial taxons. Calculation of spatial-taxon error will be described in
the section on performance metrics. The crisp conclusion is normalized to lie
between zero and one. Spatial-taxon threshold is chosen according to use-case.
In this system the threshold was set to 0.5.

Fig. 17 Results presented at IPMU 2014, which used the autonomous decision
making system

Results for the autonomous system described were presented at IPMU
2014. To familiarize the reader, I show the results again here along with the
weights of the spatial-taxon meaningfulness cues.
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Fig. 18 Meaningfulness cues along with linguistic hedges

4 Consensus Building

Now that we have discussed the automated decision-making process, we will
turn to an interaction process that enables iteration.

It’s one thing to say12 that humans choose a spatial-taxon, according to a
series of fuzzy inference rules, emulate those rules, and decide among them
by maximizing utility and minimizing effort; it’s another to say when humans
make the choice. Since this approach attempts to emulate human thinking,
the decision point at which the experience of the phenomenology of a specific
scene organization is relevant.

Vision scientist Ken Nakayma (2012) of Harvard University has suggested
that “we abandon fixed canonical elementary particles of vision as well as
a corresponding simple-to-complex cognitive architecture for vision.”Studies
of postdiction, retrospective modulation of feature extraction (Eagleman and
Sejnowski, 2000), Shin Shimojo’s work at the California Institute of technol-
ogy suggesting the phenomenological sequence human perceive which visual
events occur are not isomorphic to the physical sequence of neural correlate
events which caused them. In other words, by the time a human makes a deci-
sion regarding the spatial-taxon scene organization, he/she may have revised
memory into causal “story ”consistent with how the human mind thinks the
world works.

If the human interaction we elicit is not isomorphic with sequence of the
feature extraction phase, than dynamical feedback may be required to modify
fuzzy inference of the cognitively relevant variables. I refer to this as backward
causation.

From a design perspective, backward causation allows us to re-set the
posited weights, which in turn provides an improved segmentation.

12 For the sake of clarity, I’m assuming that visual-taxometrics provides a strong
enough theory of cognition to justify mimicking. There is much back and forth
about using computer models from A.I. to suggest psychological theories, but
until these have been tested psychophysically, they are strongly speculative.
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Fig. 19 Illustration of mixing behavior: Adaptation of figure 10.12, p521 from
Chaos and Fractals [31]. This illustration of mixing behavior of the quadratic iter-
ation. This is analogous to iterating weighting functions in the decision phase. (A)
Initial weight of Aperture Rule, yields the weight for that rule in the next inference
cycle. (B) After the 11th iteration the system is clearly filling in the unit interval,
not converging. it. (C ) The equation used to illustrate this point is the logistics
equation, however, the visual-taxometric systems will be similarly nonlinear.

Re-setting the early visual processes - modeled as cognitively relevant fuzzy
constraints is the next step. Human survey and/or reverse search query should
yield several clusters - all of which could be potential spatial-taxons. For
these images, it’s possible that the image composition is not at all like the
meaningfulness cues designed for by the domain expert. For these cases, the
fuzzy partitions that were designed to simulate early human visual processes
should be adapted. Barghout (2003, 2014a) shows examples where contrast
transduction was altered to simulate color constancy illusions. This was done
by altering contrast transduction, amplifying color memberships for pixels
close to the potential spatial-taxon and decreasing fuzzy membership for
cognitively relevant variables that support the non-selected spatial-taxon.
This process, meta-iteration, simulates very low level processing that enables
humans to alter their perception in favor of a visual insight.

Highly non-linear dynamical systems, such as the backward causation pro-
cess described here are capable of deterministic chaos.13 Though we want an
iterative system capable of deterministic chaos, we need a decision system
with stable behavior.

13 Andrey Kolmogorow of the former Soviet Union and the American mathe-
matician Stephen Smale started classifying such natural phenomenon of by the
early 60s.
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Fig. 20 Color constancy, a visual grammar rule applied during backward causa-
tion, enables phenomenological color to be invariant under different illuminations.
The left (green post-anchor ) fuzzy membership of green brings up the membership
of the white background from zero, enabling the possibility of those pixels being
included in red-inference. The chart uses dark red to indicate membership close to
one and dark blue as membership close to zero.

Fig. 21 Example of backward causation: In the red apple example (example 1), we
designed the hypothetical spatial-taxon as Red. Color constancy (red post-anchor)
applied to red inference rule, removes the dark blue (zero) membership. This en-
ables the formerly zero red-membership pixels to now be grouped as part of the
spatial-taxon. Notice that the reduction in luminance in of the bright spot on the
apple, as illustrated in post Red Post-Anchor. The chart uses dark red to indicate
membership close to one and dark blue as membership close to zero.

There is much quality work on chaotic non-linear systems. I point the in-
terested reader to Chaos and Fractals, Peitgen, Jurgens and Saupe for an
in depth study, and to Chaos by James Glick for an overview. For the pur-
poses of iterative decision making, I’m borrowing two key concepts: Ljapunov
exponents and very low precision arithmetic (also known as grid arithmetic).

As pointed out by Peitgen et al, an artifact of very-low-precision arith-
metic is periodicity for a system that if iterated at high precision would
exhibit erratic or chaotic behavior. This works to our advantage, since fuzzy
granulation is a form of low-precision-arithmetic. Thus when designing your
system, be aware that increasing the size of the information granules may
stabilize an otherwise unstable system.
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Figure 19 illustrates an ergostic system, which though it eventually con-
verges, would be extremely challenging to iterate. If mixing behavior seems to
be occurring after several iterations, try dampening the nonlinearities in the
function that changes the weights. Set your halting procedure to stop after
it’s cycled through that number of states or sooner if the Ljapunov exponent
is high. Increase granularity of the arithmetic grid to stabilize an unstable
system - though use this sparingly.

4.1 User Interaction for Meta-Iteration

User interaction serves two purposes. First, the user can select the center
of the spatial-taxon of interest, which enables the system to reset its pa-
rameters to favor hypothetical spatial-taxons with similar centers. Second,
after sampling many users we can determine the rank frequency distribution
spatial-taxons for the nested spatial-taxon hierarchy for that image. Users
tend to agree on the centers of spatial-taxons, but disagree about the borders
[11] [5]. Depending on the depth of the image taxonomy, clear clusters will
emerge at the centers of spatial-taxons.

Fig. 22 Users typically choose (or have the highest consensus at) the primary
level spatial-taxon, in this case the ladybug. The superordinate, in this case the
ladybug on the flower is chosen less often. The subordinate level spatial-taxon, in
this case the ladybug ‘face ’, is occasionally chosen.

The natural vision processing system discussed in section 3, assumed de-
fault maximum utility occurred at spatial-taxon width 66 percent of the total
image width. After eliciting enough user feedback to infer two or three levels
of the spatial-taxon hierarchy, this assumption can be replaced with one that
assumes each spatial-taxon a local utility maximum. Figure 20 illustrates
a typical spatial-taxon rank frequency diagram that would be expected by
human subjects.
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Reverse image queries provide information about the number of objects
in the image and the type of image. If, for example, the search query is
“Mary and Bob ”then we can assume that there will be a foreground spatial-
taxon with at least two children taxa (one for Mary and one for Bob), a deep
hierarchy and smaller sized spatial-taxons. The query “close-up of a humming
bird ”indicates that the background may be blurry. This enables the system
favor the burry hypothetical ¬(spatialtaxon).

Fig. 23 Utility a function of the inverse square of the width. The default logic
assumes that the utility of the hypothetical spatial-taxon inversely related to length
of the width. The red dotted line shows the very very low utility of a segmentation
to is too small or too large. Once the system obtains feedback, the default logic is
circumscribed in favor of a more contextually relevant utility function.

Designing methods for measuring human feedback is notoriously difficult.
Fields such as psychophysics, psychology, library science and human factors
all share significant bodies of work that design experimental methods to tease
out the important human metrics. I point the interested reader to: Introduc-
tion to the Taxometric Method [32], Introduction to Psychophysics and of
course a text on Statistics.

A few pointers to keep in mind when designing such a method are:

− Design metrics that distinguish between taxa (categorical) and dimen-
sional data and incorporate consistency testing across several methods.

− Include metrics that assume human criterion will vary. Signal detection
theory from psychophysics provides useful methods for handling this issue.

− When applying performance data, be sure that the machine metrics corre-
late with the human measures of performance - across several naive human
subjects.

Spatial-taxon are taxa, which means they vary categorically in the dimen-
sion of abstraction. This can make it tricky to measure performance of nested
taxons that overlap in space. Take for example the apple shown in figure 7.
The center of the apple is displaced from the leaf. Thus a human metric
that measure performance in terms of agreement between the center of these
spatial-taxons will yield meaningful results.
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Fig. 24 Human interaction system for improving utility calculation. The user
choses the center of the spatial taxon of interest. This increases the utility of the
hypothetical spatial-taxons, which in turn adjust the rule weights.

Fig. 25 Alternative decision segmentation. Ladybug is grouped with aperture-
frame and is thus considered a ‘hole ’. For this to occur the, the decision system
asked the Spatial-taxon as center rule to abstain.

Meta-iteration repeats the method of backward causation, but optimizes
the reparameterization to support the visual grammar of spatial-taxons in-
ferred by human iteration. Figure 20 and figure 20 show the fuzzy member-
ships of green and red after reparameterization in support of ¬(spatialtaxon)
being white and the application of color constancy to within inferred spatial-
taxons.

When including human interaction in a segmentation system to implement
meta-iteration and/or backward causation take the followings into consider-
ation while designing the system.

5 Conclusion

This chapter described iterative fuzzy-decision-making for image segmenta-
tion using spatial-taxon information granules as the primary level of decision
making. Important points are as follows:
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− Assuming a universe of discourse consisting of a hierarchy of nested-spatial-
taxons enables us to approach image segmentation as a closed universe
problem. It operationalizes the solution into an iterative fuzzy two-class
inference problem. Each operation infers a distinct level of abstraction
within the nested spatial-taxon scene taxonomy originally assumed.

− Domain-specific knowledge based on human vision provides the basis for
these fuzzy inference systems. These inferences are not monotonic, because
the support for a specific belief set does not always grow as evidence is ac-
cumulated. Common perceptual phenomena, such as color constancy, may
cause a system to change it’s mind regarding the belief supported by ac-
cumulated. This is particularly true for cases where the phenomenological
sequence of perceptual events is not isomorphic to the sequence physical
events driving perception.

− Automated decision making regarding scene organization involves at least
two steps: (1) maximizing utility and minimizing attentional resources
among multiple possible combinations of hypothetical spatial-taxons (2)
implementing reverse-causation parameter adjustment of fuzzy-inference
rules.

− Eliciting user feedback by exploiting the human tendency to agree on the
center of spatial-taxons, enables dynamical feedback. Since the dynamical
system is highly nonlinear, care must be taken when designing the feedback
to avoid unstable behavior.
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Bibliographical and Historical Notes

− In his 2010 paper, On Concept Algebra For Computing With Words,
Yingxu Wang defines a concept as:

“a basic cognitive unit to identify and/or model a concrete entity in the
real world and an abstract subject in the perceived world. ”

I define concepts slightly differently. My own view is that the basic cogni-
tive unit is defined as a phenomenological unit. Phenomenology, the con-
sciousness of what is perceived by a person as directed toward an object
from a particular point of view, may not correspond to physical struc-
tures in the world. A phenomenological variable exhibits uncertainty as to
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meaning, not it’s occurrence in the real world. Fuzzy logic provides a well
developed methodology for handling uncertainty with respect to meaning,
making it well suited for phenomenological inference.

− In this chapter, I avoid the controversy of defining information. Many
consider the 1948 Bell Labs technical paper titled A Mathematical Theory
of Communication by C.E. Shannon as the start of the modern field of
information theory. In his paper, Shannon defined information in terms of
the carrying capacity of the system transporting messages, not in terms
of the semantics (meaning) of the message or the phenomenology of the
human. Thus information, as he described in that paper, is not closed loop
because it requires a person (homunculus) to interpret the meaning.
The second paragraph of Shannon’s paper makes this distinction clear.

“The fundamental problem of communication is that of reproducing at
one point either exactly or approximately a message selected at another
point. Frequently, the messages have meaning : that is they refer to or are
correlated according to some system with certain physical or conceptual
entities. These semantic aspects of communication are irrelevant to the
engineering problem. ”

-C.E. Shannon, A Mathematical Theory of Communication. [37]

Recent work in Information Theory [28] describes a phenomenological ex-
perience as an irreducible conceptual structure. According to this theory,
integrated information theory, the example shown in Figure 5 has inte-
grated information as specified by fusion of binocular inputs that can not
be reduced to it’s components without losing the phenomenology.

− Stanley A. Klein, discusses the importance of addressing the role of the ob-
server (homunculus) in his chapter, Will Robots See, [25] in distinguishing
Weak A.I., Strong A.I. and Cognitivism.
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Group Decision Making in Fuzzy Environment 
– An Iterative Procedure Based on Group 
Dynamics** 

Mahima Gupta* 

Abstract. Group decision making (GDM) has become a necessity to seek a 
solution to real life complex problems. The complexity of the problem is due to 
multiple aspects of any problem such as social, political and economical that is 
perceived differently by multiple actors (members) due to their diverse, often 
conflicting evaluation system.  In order to reach consensus in the group, members 
tend to change their opinions guided by the views of other members in the group. 
In this paper, we have given a methodology that obtains group’s consensus view 
by finding the shift in the members’ opinions as dictated by group’s dynamics i.e. 
their importance and support in the group. The members’ preferences for the 
alternatives are elicited using linguistic terms by comparing pairs of alternatives. 
Also, importance values of a member as perceived by others in the group are taken 
in linguistic terms. We have developed a Fuzzy Inference System that gives a rule 
base for the likely shift in the members’ opinions given the group dynamics. The 
methodology proceeds iteratively to calculate likely shift in the members’ 
opinions till the time consensus in the group reaches a predefined threshold value. 

Keywords: Group Decision Making, Linguistic Expression, Pair –Wise Preferences, 
Group Dynamics, Fuzzy Inference System. 

1 Introduction 

GDM is an approach to problem solving by using information provided by 
multiple decision makers. In many real life decision making problems, a solution 
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is sought under a group setting, due to the complexity and importance of problem 
at hand. The GDM is used in various domains such as information retrieval, 
investment and planning etc. [1]. In order to obtain the group’s view, one common 
approach is to aggregate individual’s opinions to arrive at the group’s view [2]. In 
this approach, it is possible that aggregated view (group view) deviates from some 
members’ views to a large extent and thereby leads to high discontent among the 
members. In our work, we obtain the group’s consensus view as a result of an 
iterative procedure wherein the members change their views depending on their 
importance and support of their views in the group.  The members would be 
influenced by other members whom they consider important in the group. Thus 
they are amenable to shift their opinion if their views find less acceptability in the 
group. The challenges to obtain group’s consensus view for such approach are as 
follows: 

1) The members give vague expressions of their preferences by comparing a 
pair of alternatives.   

2) In the group, the members give different importance to each other’s 
views depending on their common interest or confidence on other’s 
knowledge or expertise.  Their perception of importance of other 
members in the group is given in fuzzy terms.  

3) The members change their views depending on their importance and 
support of their views in the group. The resultant shift of each member is 
to be calculated considering both the factors.  

In our work we propose an iterative procedure to solve GDM problems using 
Fuzzy MCDM techniques. The member’s preferences for alternatives by 
comparing a pair of alternatives are elicited using fuzzy linguistic approach. 
Further, their views about the importance of other members in the group are also 
taken in linguistic terms.  Using the concept of similarity between two linguistic 
tuples, we obtain support to the views of each member. The importance of each 
member in the group is obtained by fuzzy aggregation of the importance accorded 
to that member by other members in the group. Next, we design a Fuzzy inference 
system that calculates the probable shift in the opinions of members in the group 
given the current group dynamics i.e. their importance and support in the group. 
Thus iteratively, making changes in the members’ views, our methodology obtains 
the group’s view. Graphically, our methodology can be described as shown in 
fig.1 below. 

There exist many variants of GDM problem in the literature [3], [4], [5]. In 
general, the methodologies focus on aggregation of views of individual members 
in the group given in exact and complete terms. In [4], [5], [6], the members are 
asked to evaluate the complete set of alternatives either by attribute wise utility 
value or their pair wise preferences in numeric, linguistic or ordinal scale. This is 
deviant from real life situations where the members do not have expertise or 
interest to evaluate entire set of alternatives and decisions are based on incomplete 
preference knowledge. In [7], [8], [9], the group members are asked to submit a  
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Fig. 1 Methodology’s description 

partial preference list of the alternatives. Though the methodologies given in [7], 
[8], [9] take into account the partial preference information in precise form, and 
arrive at consensus, these cannot be implemented for real life decision making 
situations as  realistic data or information very often are imprecise, or in fuzzy 
terms. There are works where the members’ imprecise information in GDM is 
incorporated using fuzzy sets [10], [11] . The other dimension of decision making, 
the members’ changing preferences, group decision making in dynamic 
environment [8], [12], [13], [14] has been discussed in the literature. The GDM 
has been studied extensively in the literature with the focus on different aspects of 
decision making such as input information, group characteristics and output (pair 
wise or ranked list of alternatives).  To the best of our knowledge, we could not 
find any work that arrives at group’s consensus by considering group dynamics. In 
our work, we have given a methodology to obtain group’s view in an exploratory 
way where the members change their views depending on their importance and 
support in the group.  
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Section 2 describes the problem statement and linguistic framework of 
members’ expressions. In section 3, formalization of the concepts of group 
dynamics such as importance and support of the members in the group is 
explained. In section 4, construction of Fuzzy Inference System is explained. In 
section 5, the algorithm for obtaining group’s view is outlined. In section 6, the 
procedure is explained with the help of a numerical example. Some concluding 
remarks are made in section 7. 

2 Elicitation of Members’ Preferences 

Consider a group decision making problem where the members give their 
preferences by comparing the pairs of alternatives. In general, many aspects of the 
evaluation of alternatives cannot be assessed in quantitative form, but rather in a 
qualitative one with vague or imprecise knowledge. In such cases, a better 
approach is to use linguistic assessments  instead of numerical ones. The 
linguistic approach facilitates them to express their preferences of alternatives in 
the event of their imprecise or insufficient knowledge about the problem or 
inability to discriminate explicitly one alternative over the other. In linguistic 
approach, a term set consisting of a finite number of linguistic terms with their 
appropriate descriptors and semantics are defined.  The cardinality of term set 
depends on the level of granularity and distinctness in members’ expressions. The 
semantics of these terms are defined as fuzzy sets whose membership functions 
map the domain values to the semantics of the linguistic terms [15] [16]. The 
linguistic term set , …  is a finite and totally ordered discrete term 
set where  represents a possible value of a linguistic variable such that 

i. The set of linguistic terms are ordered such that  ;   

ii.      There is a negation operator (Neg) such that Neg (   

iii. The maximization operator Max satisfies that Max ( ,  ; if 
 

iv. The minimization operator Min satisfies that Min ( ,  ; if 
 

Following [17] we have taken a term set S of 9 linguistic terms to express the 
members’ pair wise preferences. The descriptors and semantics of 9 terms are 
shown in figure 2 below. 

S = (s0=IMP,s1=NLG,s2=VL,s3 =L,s4=M,s5=H,s6=VH,s7=SH,s8=EH) 
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Fig. 2 Membership functions of basic Linguistic terms in S

Impossible  IMP(0,0,0.125), 

Negligible  NLG( 0,0.125,0.25), 

Very Low  VL(0.125,0.25,0.375), 

Low  L( 0.25,0.375,0.5), 

Medium M(0.375,0.5,0.625), 

High  H(0.5,0.625,0.75), 

Very High VH ( 0.625,0.75,0.875), 

Significantly High SH(0.75,0.875,1), 

Extremely High EH(0.875,1,1) 

 

The fuzzy linguistic approach allows the member’s expression to be 
represented as one of the linguistic terms and make the computations directly on 
their membership functions. This approach has certain limitations: a linguistic 
expression may not match exactly to any of these terms; secondly, in 
computational procedure when we perform retranslation step as an approximation 
process to express the result (a value in domain) in original term set, it may lead to 
lack of accuracy.  In order to overcome above shortcomings, the 2-tuple linguistic 
computational model is introduced, by treating the linguistic domain as continuous 
but keeping the linguistic basics (linguistic terms and semantics). In this model, 
linguistic information is represented by a linguistic tuple that consists of a pair of 
values namely , , where  is a linguistic term     0.5,0.5  a 
numerical value representing the symbolic translation. For instance, if we have 
linguistic termset as {Very Low, Low, Medium, High, Very High} and a member 
gives her preference as “above medium” or “somewhat high”, the expression can 
be represented as (M,α) where α signifies the difference of information between 
the linguistic term “Medium” and the linguistic statement “Above Medium”.  

2.1 Linguistic 2-Tuple and Its Transfomation to a Numeric 
Value in [0,g] or [0,1] 

Let (sk, ) be a linguistic 2-tuple ( , … …  and 0.5,0.5  ). 
We have its numerical equivalent 0,   and a fractional value 0,1  
that supports the information represented by it through a transformation process 
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[17], [18]. Let (sk,  ) be a linguistic 2-tuple ( , … … and 0.5,0.5  ). Its numerical equivalent 0,   is obtained as  

 

Further, to obtain a fractional value 0,1 , first we find a pair of 2-tuples  , 1 , , }where β ; γ β h and calculate  as shown 

below. CV 1 CV  

Where CV(.) is a function providing a characteristic value. 
Example: For a tuple  , 0.3  in linguistic termset in fig. 2, we have  5 0.3 5.3 
Correspondingly we have a pair of 2-tuples as {(H,0.7),( VH,0.3)} with 5.3 5; γ 5.3 5 = 0.3 0.625 0.7 0.75 0.3 0.6625 

2.2 Linguistic Preference Relation 

Suppose ‘q’ members  , , … … . .   evaluate ‘n’ alternatives  , … } in the GDM problem. For a set of alternatives , … }, 
the preference information of pair wise comparison for a member is represented 
on the set , … …  of linguistic terms where the tuple  , ; ( , … …  and 0.5,0.5  ) estimates the degree of linguistic 
preference of the alternative  over .  

Particularly,  / , 0  indicates indifference between  and  ,  / , 0  indicates that  is preferred   and  / , 0  that  is 
preferred   [19]. A linguistic matrix  is known a 2-tuple linguistic 
preference relation (LPR), if  

; 

 

A 2-tuple LPR is said to be additively consistent if  , ,  , we have 1.5  or 0.5  

However, in real life situation LPR may not be additively consistent. In our 
work, we have not assumed the relations to be additively consistent.  

In our work kth member’s initial  pair wise linguistic preferences for the 
alternatives ,  are converted into their numerical equivalents. The kth 
member’s preference for the pair ,  in numerical terms is denoted as , .  
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3 Group Dynamics 

In many approaches to GDM, aggregated decision is taken as consensus decision 
of the group, assumed to be acceptable to all the members. If a member’s views 
differ from group’s consensus view to a large extent, it might arouse discontent in 
her and lead to unstable decisions for the group. In order to have a stable decision, 
consensus should be evolved among the members by leading them to change their 
views as guided by group dynamics. Depending on their importance and support 
in the group, the members will change their views to facilitate group’s consensus 
view. The members having low support as well as low importance in the group are 
more amenable to changes in comparison to the members with high importance 
and high support in the group. Thus we need to determine the shift in the 
members’ opinion determined by their importance and support in the group.  
The methodology to calculate importance of the members and their support in the 
group is described below. 

3.1 Importance in the Group 

The members give importance to other group members depenpending on their 
perceived knowledge of others’ expertise or knowledge. Further, importance can 
be ascribed due to mutual trust, similar tastes or past interactions. In our work, we 
elicit the member’s importance as perceived by other members in the group in 
linguistic terms. Suppose the members use the following linguistic termset Simp to 
give importance of members in the group. 

Simp={(VL,(0,0,0.25)), 

L,(0,0.25,0.5)),(M,(0.25,0.5,0.75)),(H,(0.5,0.75,1)),(VH,(0.75,1,1))} 

For instance member ei’s importance as perceived by the member ej  |  is VH (say). Similarly, we have the member’s importance expressed 
by all other members in the group. The member’s overall importance in the group 
is obtained by aggregating his/her importance perceived by other members in the 
group. Depending upon the context of the problem, we may define the member’s 
importance in the group as perceived by some, at least a few or most of the 
members in the group. We use concept of fuzzy linguistic quantifier,to obtain the 
member’s importance in the group as shown in equation (1) below. The readers 
are referred to the works [20], [21] for the concepts on linguistic quantifiers and 
the associated aggregation.   | , | , | … … .  …  (1) 

In equation (1), Q could be any linguistic quantifier. 

Example 3.1: Suppose for a member  we have associated importance as  | , | , |  
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These linguisic expressions are converted to their fractional counterparts as 

discussed in section 2. | 0.25, | 0.75, | 0.5 

If we define over all importance of the member in the group as her imporance 
percieved by ‘most’ of the members in the group, the weights are calculated in 
accordance with the quantifier ‘Q=most’ whose membership function is defined in 
equation (2).  

                                 0, 0.3.. ,  0.3 0.8             1,             0.8      …               (2) 

The individual values are aggregated by calculating the weights using formula 

in equation (3).     1,2 … .    …            (3) 

Since over all importance of member  is as perceived by most of  other 
members in the group. | , | , |  

There fore for n=3, we have  0.06, 0.66, 0.28   
After obtaining the weights contextually, we have aggregated value using 

OWA aggregation of a member’s perceived importance by most of the members 
in the group. The definition  for OWA aggregation procedure is given below:   

An OWA operator of dimension n is a mapping :  with associated 
weighting vector , … .  with 0 and . 1 

Such that  , …   

where  is  largest of , … . 

Using  0.06, 0.66, 0.28 , we have the importance of 

member  using OWA aggregation principle as  0.06 0.75 0.66 0.5 0.28 0.25 =0.445. 

3.2 Support in the Group 

The members’ views may conflict with some and  be supported by others. In our 
work , we calculate similarity between members’ views to calculate their support  
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in the group. Suppose for a pair of alternatives say , ,  we have two 
members giving the preferences as ,  and , , 
similarity between two members for the pair of alternatives ,   [22] is 
obtained as:  

, , 1  | |
  …                        (4) 

The support of  a member in the group for a pair of alternatives ,  is 

defined as aggregation of the similarity of an individual’s opinion with other 

members in the group.  

 , , , , , , … . . , ,         … (5) 

Example 3.2: Suppose for a pair of alternatives ,  we have members’ 

expressions as , ′ ′  , , ′ ′  , , ′ ′  , , ′ ′ 

Using equation (4), we have  

, , 1  | | 0.875   

Similarly we have , , 0.875 and , , 0.375 

Using equation (5), we have support of ′  opinion for alternatives ,  in 

the group is  

, , , , , , , , 0.7083  

4 Fuzzy Inference System 

We have designed a FIS to calculate the shift in the individual’s opinions in order 
to reach consensus in the group. Here we have two input variables namely net 
importance and support in the group and one output variable i.e. shift in the 
opinion . For both the factors (antecedents) i.e. importance and support in the 
group and output variable, fuzzy sets and their membership functions were defined 
on the range based on their characteristic values [23], [24]. Cardinality of fuzzy 
sets were chosen to be either 5 or 9, reflecting the tradeoff  between granularities 
of uncertainty and distinguishing ability of human mind. After defining input and 
output variables, their interrelationships are modelled in the form of linguistic if-
then rules. The fuzzy sets and membership functions for the member’s support,  
importance and likely shift in the view are given in figure 3, 4 and 5 respectively.   
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Fig. 3 Support of a member Fig. 4 Importance of a member 

 

 

Fig. 5 Shift in the opinion 

We have 25 sets of rules covering all possible compinations of input variables 
and resultant output i.e. shift in individual’s opinion. The members with less 
support and importance in the group will have larger shift in their earlier opinions 
in comparison to the ones with high support and importance. The rules for GDM  
problem are given in Table 1 below. 
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Table 1 (Rule Base System) 

 If 
Support 
is 

If 
importance 
is 

Then 
shift 
is 

 If 
Support 
is 

If 
importance 
is 

Then 
shift 
is 

1 VL VL EH 14 M H L 

2 VL L VH 15 M VH SL 

3 VL M SH 16 H VL H 

4 VL H H 17 H L M 

5 VL VH M 18 H M L 

6 L VL VH 19 H H SL 

7 L L SH 20 H VH VL 

8 L M H 21 VH VL M 

9 L H M 22 VH L L 

10 L VH L 23 VH M SL 

11 M VL SH 24 VH H VL 

12 M L H 25 VH VH NLG 

13 M M M     

4.1 Evaluation of FIS  

When a crisp input set of antecedents is entered into a rule, membership value of 
each input is calculated. Implication operator AND connects through minimum 
function and gives membership value of consequent (output)  according to the 
rule. This membership value gives weight of the rule.  

Example 4.1: Suppose a member ei with importance 0.445  gives her 

preference for the pair ,  ,  = ‘L’ that generates the support , 0.7083 for her in the group.  

In order to calculate shift in her opinion, we will use rule base given in Table 1 

as follows: 
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Rule 1 min , 0.7083 , 0.445  min 0,0 0, 0 

.. 

... 

Rule 12:  min , 0.7083 , 0.445  min 0.1688,0.220.1688 , 0.1688 

Rule 13:  min , 0.7083 , 0.445  min 0.1688,0.780.1688 , 0.1688 

                                       ... 

… 

Rule 17: min , 0.7083 , 0.445  min 0.8332,0.220.22 , 0.22 

Rule 18 min , 0.7083 , 0.445  min 0.8322,0.780.78 , 0.78 

… 

Rule 20: 

 

 
… 

Rule 25: min , 0.7083 , 0.445  min 0,0 0, 0 

Therefore, for above inputs 0.445 and  support , 0.7083, 

rules 12,13,17 and 18 are activated.  

4.2 Defuzification Method 

This FIS is used to calculate likely shift in the member’s opinion  ,  

using centroid method [23]. Corresponding to each rule we have the consequent 

linguistic term in liguistic termset (Fig. 5) as an output and its weight 

corresponding to input values to the rule.  



Group Decision Making in Fuzzy Environment – An Iterative Procedure 331 

 

 , …..
  …         (6) 

Where 12  denotes characteristic value of consequent of rule 12 ‘If 

Support is M and importance is L then shift is H’. For instance in our rule base 

CV(Rule 12), corresponding to output’H’ is 0.625. 

Example 4.2: For all the rules with non-zero membership, we have (H, 0.1688) 

(M, 0.1688) (M, 0.22) (L, 0.78)  For the above scenario, 0.445 and 

preference for the pair ,  ,  = ‘L’ that generates the support , 0.7083 for him/her in the group, the shift in the opinion is   ,  = 
. . . . . . . .. . . . 0.4412. 

5 Algorithm 

The algorithm that iteraively generates the consensus view of the preference of the 
alternatives in pair wise form considering group dynamics is explained below. The 
algorithm proceeds from one iteration to next till the group’s view i.e. average of 
individual views are acceptable to majority in the group. In our work we calculate 
dispersion of views of individual members from group’s average and if it is found 
to be  below a predetermined threshold value, we take that average view of  
the members as group’s consensus view. Otherwise, the algorithm calculates the 
possible shift in the members’ opinions and correspondingly chanaged view of the 
members.  

Step-1: Elicit the members’ opinions giving pair wise preferences for the 
alternatives , , i= 1,2…q and ,  using the linguistic 
termscale given in fig. 2. Convert the linguistic expression into their equivalent 
numerical ones [0,8] and denote them as , . Take the member’s views for 
the importance of other members in the group | . Set iteration count  
r =0. Set dispersion threshold  . 

Step-2: Calculate average of the opinions of the members for each pair of 
alternatives denoted as _ , . The group’s view for the 
preference of  over  is taken as average of the members’ views , , , , … , , . 

Step-3: Calculate dispersion in group’s opinion  as  2 abs e a , a  – Group_view a , aE, X  q n n 1       7  

In the above equation, we have taken pair wise relations ,  ;  

because ,   ,  are reciprocal relations. 

Step-4: If   , Set r = r+1.Go to Step-5 
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Else stop. Take _ ,  as group’s consensus view. 

Step-5: Calculate support of the members in the group using equation (5). 

Step-6: Also, calculate importance of the members in the group using equation (1). 

Step-7: Calculate shift of each member  ,  from their respective 

positions towards average of the opinion using the fuzzy Inference System 

explained in section 4.   

The new opinion of the  for the pair of alternatives ,  is equal to ,  =  ,  , _ ,,  …                                                              (8) 

Repeat the procedure for all the members and pairs of alternatives. 

Step-8: Go to step 2.  

6 Example 

Consider a problem of 4 members in a group giving pair wise preferences for 
evaluation of six alternatives as shown in tables (2.1-2.4) below. The members 
give their preference for the alternatives using the linguistic term scale given in 
fig. 2.  

 

Table 2.1 Member e1’s preferences Table 2.2 Member e2’s preferences ,  1 2 3 4 5 6 

1 VL NLG H M L 

2 L NLG H SH 

3 VH L M 

4 EH VL 

5 VL 

6 
 

, 1 2 3 4 5 6 

1  L M VL M VH 

2   H L M VL 

3    NLG NLG L 

4     L H 

5      SH 

6       

In above GDM problem, the members give importance to others’ views using 
linguistic term scale Simp in section 3.1 in table 3 below. 

Above information on members’ pair wise preferences and member’s 
preference for other members are used as an input to algorithm given in section 5. 
For the problem, threshold for group’s dispersion is taken 0.5.  
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Table 2.3 Member e3’s preferences Table 2.4 Member e4’s preferences 

, 1 2 3 4 5 6 

1  L M VL L EH 

2   NLG L VH EH 

3    VL H NLG 

4     M VL 

5      L 

6       

, 1 2 3 4 5 6 

1 SH VH SH NLG VL 

2 SH EH M L 

3 IMP NLG L 

4 M L 

5 VL 

6 

Table 3 Members’ Importance 

 1 2 3 4 

1 - L VH VL 

2 L - M M 

3 H VL - VH 

4 M H M - 

Iteration (0) 
The group’s view as an average of individual’s opinions is shown in table 4 
below. 

Table 4 Group view _ ,   

 1 2 3 4 5 6 

1  3.75 3.75 4 3 4.75 

2   4 3.75 4.75 5 

3    2.25 2.5 2.75 

4     4.75 3 

5      3.5 

6       
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Using equation (7), we have dispersions in the group’s opinion as 0 1.5. 
Since 0 0.5; we move to next iteration. 

Iteration (1) 
We calculate support to the members using equation (5). Support to each member 
in the group is given in tables 5.1-5.4 below. 

Table 5.1 Support to member e1 

,  1 2 3 4 5 6 

1 0.708333 0.541667 0.666667 0.833333 0.625 

2 0.666667 0.541667 0.875 0.583333 

3 0.375 0.75 0.791667 

4 0.458333 0.833333 

5 0.75 

6 

Table 5.2 Support to member e2 

,  1 2 3 4 5 6 

1 0.791667 0.791667 0.666667 0.833333 0.625 

2 0.666667 0.708333 0.875 0.5 

3 0.708333 0.75 0.875 

4 0.708333 0.666667 

5 0.416667 

6 

Table 5.3 Support to member e3 

,  1 2 3 4 5 6 

1 0.791667 0.791667 0.666667 0.833333 0.458333 

2 0.5 0.708333 0.791667 0.5 

3 0.708333 0.583333 0.708333 

4 0.791667 0.833333 

5 0.75 

6 
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Table 5.4 Support to member e4 

 ,  1 2 3 4 5 6 

1 0.458333 0.625 0.5 0.666667 0.541667 

2 0.5 0.291667 0.875 0.583333 

3 0.625 0.75 0.875 

4 0.791667 0.833333 

5 0.75 

6 

Using equation (1), we have importance of the members as 0.445;  0.21;   0.53; 0.39;   

With this information, we use FIS to determine shift in the members’ opinions 
and the resultant opinions are given below in tables 6.1-6.4. The value in 
parenthesis gives resultant shift.   

Table 6.1 Member e1’s revised opinion and (shift)  , 1 2 3 4 5 6 

1 
3.3744 

(0.4992) 
3.8752 

(0.4992) 
3.1502 

(0.5751) 
3.5196 

(0.4804) 
5.263 

(0.5896) 

2 
4.4249 

(0.5751) 
3.4199 

(0.5599) 
4.3486 

(0.4648) 
3.9503 

(0.6501) 

3 
1.6999 

(0.5599) 
1.7875 
(0.525) 

2.884 
(0.4648) 

4 
3.9798 

(0.5599) 
3.8498 

(0.5751) 

5 
4.5489 

(0.7003) 

6 
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Table 6.2 Member e2’s revised opinion and (shift)  ,  1 2 3 4 5 6 

1 

2.7721 

(0.4412) 

2.3926 

(0.5064) 

4.5409 

(0.4591) 

3.637 

(0.363) 

3.8274 

(0.4728) 

2 

3.4591 

(0.4591) 

2.3926 

(0.5064) 

4.913 

(0.3479) 

6.0242 

(0.4879) 

3 

3.7579 

(0.5979) 

2.796 

(0.4077) 

3.523 

(0.3816) 

4 

6.1602 

(0.5661) 

2.363 

(0.363) 

5 

2.6115 

(0.4077) 

6 

Table 6.3 Member e3’s revised opinion and (shift) 

  ,  1 2 3 4 5 6 

1 
3.242 

(0.3227) 
3.919 

(0.3227) 
2.8002 

(0.4001) 
3 

(0.3065) 
6.354 

(0.5065) 

2 

2.4421 

(0.4807) 

3.2858 

(0.3811) 

5.5966 

(0.3227) 

6.5579 

(0.4807) 

3 

2.0953 

(0.3811) 

3.922 

(0.4312) 

1.669 

(0.3811) 

4 

4.242 

(0.3227) 

2.3065 

(0.3065) 

5 

3.1776 

(0.3552) 

6 
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Table 6.4 Member e4’s revised opinion and (shift) 

 ,  1 2 3 4 5 6 

1 
3.242 

(0.5854) 
3.919 

(0.4954) 
2.8002 

(0.5563) 
3 

(0.4811) 
6.354 

(0.5288) 

2 
2.4421 

(0.5563) 
3.2858 
(0.654) 

5.5966 
(0.3705) 

6.5579 
(0.5093) 

3 
2.0953 

(0.4954) 
3.922 

(0.4316) 
1.669 

(0.3705) 

4 
4.242 

(0.404) 
2.3065 

(0.3845) 

5 
3.1776 

(0.4316) 

6 

With the revised opinion, we calculate group’s opinion _   as 

shown in table 7 below. 

Table 7 Group view (Iteration 1) 

 _  1 2 3 4 5 6 

1 3.6215 3.7681 3.9556 3.0297 4.725 

2 3.9143 3.5797 4.784 5.13775 

3 2.1669 2.5383 2.7453 

4 4.6713 2.879 

5 3.246 

6 

At this stage dispersion in group view is 1 0.769  
Since it is above threshold value, we go to next iteration. 

Iteration (2) 
We proceed with same steps and obtain _   as shown in table 8 

below. 
Corresponding to above group view we have dispersion as 2 0.4639. 

The algorithm terminates here and we take _  as final view of the 
group.  
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Table 8 Consensus Group View 

 _   1 2 3 4 5 6 

1 3.5935 3.7707 3.947 3.0284 4.7202 

2 3.874 3.547 4.807 5.1908 

3 2.1611 2.5714 2.7313 

4 4.6629 2.836 

5 3.196 

6 

7 Conclusion 

In our work, we have given an algorithm to obtain group’s view by an iterative 
procedure based on group’s dynamics. The group’s dynamics are captured by the 
members’ support and importance in the group. The group’s consensus decision 
obtained in this way is expected to be more stable as the members are induced to 
change their views in accordance to their importance and support in the group. We 
have obtained the shift in the member’s opinions by considering two factors i.e. 
their importance and support in the group. The work can be extended by 
incorporating other relevant factors in group decision making such as trust and 
various other interrelationships among the members.  
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Fuzzy Optimization in Decision Making of Air 
Quality Management 

Wang-Kun Chen and Yu-Ting Chen* 

Abstract. This study presents an optimization method in fuzzy decision making of air 
quality management. The optimization method presented in this chapter gives the 
mathematical representation to find the equilibrium point. How to obtain and express 
these optimal data depends on the fuzzy optimization techniques. The methodology 
and algorithm of fuzzy decision making process by interactive multi-objective 
approach and iterative optimization method are described, with the application in the 
process of air quality management. This paper also provides the interactive multi-
objective model and iterative calculation method for the application of air quality 
management. First, the comparison of model output and field monitoring results was 
discussed, and then the experimental outcome of interactive fuzzy optimum model 
was presented. Secondly, the comparison of optimum decision from different 
decision makers was considered, and the experimental outcome of iterative fuzzy 
optimum model was presented. The combined approach of interactive and iterative 
method for fuzzy optimization model makes the decision of air quality management 
more accurate and pragmatic. 

Keywords: Fuzzy decision making, Optimization method, Air quality management. 

1 Introduction 

1.1 Decision Making for Policy Maker  

Decision making analysis is a very important routine task for management. 
Decision analyst decides what kind of strategy to take from the data they obtained 
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every day. Their decision will affect the future operating of an enterprise and 
many people's welfare; therefore, such decision must be made carefully. However, 
decision making analysis is a very difficult job, because the data comes from 
many different sources, and its credibility is not the same. Finally, what is 
believable? This is the biggest difficulty faced by policy-makers. In addition, what 
kind of message is provided among large amounts of data? These factors must be 
considered when conducting policy analysis. Fortunately, big data analysis 
techniques provide us the solution in this respect. Through big data analysis, we 
can get a more accurate analysis result. 

How to get a reliable decision is the issue which policymakers continue to 
consider. The results of decisions are usually ”Yes “or “No”. And the data support 
decision may come from simulation results of the theoretical model or real 
observed results. If there is a difference between the two, what can be trusted for 
the decision-makers? The analysis results from theory provide observation 
mechanism of detailed changes. However, if the assumptions have errors, it can 
easily lead to erroneous results. That's why the results of theoretical analysis need 
to be verified through empirical analysis. 

In addition to theoretical analysis and real observations, we also often get the 
support of decision-making through the expert. Because the experts have many 
valuable implicit knowledge, these knowledge is unable to acquire by theoretical 
models or real observations. While how is this valuable knowledge of experts join 
our decision-making process? The expert knowledge is usually hidden and 
unknown, but appears to be very reliable.  This situation is a problem faced by 
policy makers, in the same way, how will this knowledge be put into our decision-
making process. If in another case, the opinions from different experts are not the 
same, what people really can believe? Is there a solution to based on the 
advantages of the above three methods to get the best solution for decision-
makers? It is an issue to be discussed in this article. 

1.2 Review of Previous Studies 

Air quality management is a very typical problem of decision analysis, it is related to 
the above three dimensions. As such, how the decision analyst obtains the message 
from above three sources to make the best judgment become the problems they faced 
every day. This chapter described the methodology of the decision analysis which 
combines the three issues. Theoretical development and its characteristics are 
presented. The experiment results are also shown in the article.  

Before discussing this article, first, make a review of the past research that 
scholars have done. The representation of observational data and theoretical 
results of the model exist in all walks of life. So long, many scholars presented 
their views. (1oldstein and Landoritz, 1977) (Gustafson et al,, 1977) Sasaki first 
proposed in Calculus of Variation to optimize the best of meteorological data, to 
improve the consistency of observational meteorological data and results from 
meteorological model. And because air pollution is increasingly importance for 
everyone, Heimbach and Sasaki apply it to the assessment of air pollution. 
(Heimbach and Sasaki, 1977) They deal with the question of discrepancy between 
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air quality monitoring stations and results of diffusion model. However, due to the 
large number of air pollution sources, his research has not described how to deal with 
the problem of value inconsistency between pollution sources and monitoring station. 

Liang further developed his theory of optimization so that the theoretical model 
of air pollution can be capable of interaction with actual observed value. The 
model tries to have a good balance between each other. The constrained 
conditions of this theory were derived so that policy makers can have good space 
to determine what extent to be used. Thus, their decision will be the most realistic 
situation.  His control theory was divided into two parts, strong and weak. And a 
parameter was derived to represent the degree of interaction between the two. 
There are also a lot of practical applications done by his theory. (Liang, 
1979)(Liang, 1980)(Liang and Young, 1980) 

Hsieh and Liang together use the finite element method to interact the 
information between the results from numerical models and observational data. 
(Liang and Hsieh, 1980) But they did not take into consideration of the air 
pollution sources. Liang and Lee take the example of carbon monoxide pollution 
in Taipei and apply the calculus of variation method for analysis. (Liang and Lee, 
1980) Liang and Lee take the example of sulfur dioxide pollution in Kaohsiung to 
make good assessment between the values of observations and theoretical output. 
(Liang and Lee, 1980) And Chen and Liang use multivariate statistical analysis to 
optimize the value of model and observation (Liang and Chen, 1981) 

However, Sasaki with the above researchers only takes into account of 
comparison and interaction between observations and model results. They did not 
consider the participation of wisdom from experts. And no doubt the wisdom of 
experts is a very important part of the decision analysis process. If not applying 
this part, the result is bound to be something omissions in the decision-making 
process. How to solve the problem of expert’s wisdom participation is the focus of 
this article. In this chapter, the author tries introducing fuzzy decision theory to have a 
good inter-connected among the above three. Using fuzzy mathematics and iteration 
procedure, the opinions of expert’s can be integrated. The expertise and advantages 
could give full play to obtain the best strategy. (Novák, 2005) (Torof, 1970) 

Nevertheless, the above research only focuses on establishing the mathematical 
representation of the decision making of air quality management by Calculus of 
Variation. And these studies are mainly on the comparison of model output results 
and field monitoring results. In addition, there is very little discussion about the 
application of granular computing in air quality management. Although there are 
some researches which applies the fuzzy method to forecast the air quality. It is 
still remain empty in the way to obtain the optimum value of the parameters in the 
environmental simulation models.  

This study applied the fuzzy method to define the optimum value in the 
parameters of the model, such as the wind speed, stability in the Gaussian 
diffusion model. The main topics in this chapter include the air quality forecasting 
and decision making method is in the second section. , Framework of fuzzy 
optimization in decision making of air quality management is described in the 
third section.  Finally, the application of this model is presented in section four.  
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2 Air Quality Forecasting and Decision Making Method 

2.1 Forecasting by Monitoring 

To predict future results, using current information to speculate is the most direct 
way. Especially when the time interval is not far away from now, the best way to 
do the estimation is the estimation by current situation. As shown in Figure 1, it is 
the results of an air quality monitoring stations for three consecutive observing 
days. We can use the results of this three-day observation to speculate one-day, 
two-day, and three-day or future value. Because the data comes from the actual 
observation, if all the processes are in line with the necessary procedures, then the 
data is reliable. So there will be not much controversy of this data. (Liang and 
Tsai, 1980)(Liang and Chang, 1983)(Chen, 2009)(Yuan et al, 2000a,b) 

 

Fig. 1 An example to obtain the data by observation from a monitoring station (Source: 
Taipei EPD, 2014) 

But when the time to speculate is far away from the observation time, say, in 
the case when the policymakers want to know whether typhoon will happen or not 
in the time next year? Or the environmental protection authorities now want to 
know how the air quality in Taipei is in order to decide the possibility to hold 
large outdoor sports without affecting the participant's health. These data this time 
has been inadequate clearly. Then we need the help of other ways to get more 
information for policymakers to analyze. 

Another drawback of actual monitoring is that it is unable to simulate different 
scenarios. For example: the policymakers want to know what possible disasters of 
petrochemical plants is, when the gas explosion occurs, so as to make an 
emergency response plan to the local residents after gas explosion. However we 
cannot create a gas explosion situation for the policymakers to monitor. And most 
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of the monitoring may not be the scenario that policymakers need to know because 
the situations policymakers want to know are always the situation of extreme 
condition. The real example such as the Kaohsiung oil pipeline gas explosion 
incident, Japan's Fukushima nuclear power plant accident events, both are not able to 
be analyzed by the actual monitoring data from a particular situation we designed and 
set in advance.(Lipscy et al., 2013)(Chen and Hong, 2014)  

Another economy consideration is the burden from the cost. Monitoring 
stations usually takes a very high cost, and the information obtained in the 
monitoring can be used in the current time and space only. Change to other 
scenarios, then the monitoring information cannot be applied. Therefore, the 
monitoring result data are usually regarded as a verification and corroboration of 
decision. For example, if the environmental decision-making officials wondered 
the effectiveness of air pollution control measures, then they can conduct field 
monitoring in certain locations at certain times. The results obtained can be used 
as the verification of control strategy effectiveness. (Goldstein, 1977) 

2.2 Forecasting by Model 

Model provides us with more information than monitoring data, including time 
and space. For example in Figure 2, that is the distribution of air pollution in 
Taipei, it provides us with the distribution in each point of contamination on this 
map. This is what the actual monitoring cannot be done. It can also be obtained of 
the values in domain of different times. For example, time series analysis model, it 
can simulate the concentration distribution of the time for period of decision 
analysis. (Chang and Chang, 2002)(Chen and Wang, 2007)(Chen,2009)(Chen, 
2010a,b)(Chen et al., 2008). 

Model can be divided into two categories, physical models and mathematical 
models. The physical condition is to reduce the actual type into the laboratory,  
and then use the laboratory data backstep to the real field size for evaluation.  
The example is the water canal experiments in water conservancy engineering and 
the wind tunnel experiments in aeronautical engineering. (Faunae et al., 1986) 
(Uehara et al., 2000 )(Naidu et al., 2013) Since the model is controlled in a 
laboratory, so it is possible to create a variety of different scenarios for simulating. 

Mathematical model considers the various changes in physical and chemical 
factors. (Yao and Liu, 2013) If expanded to other areas, it is also possible to 
include social factors and economic factors. The advantage of mathematical model 
is that it is able to set a variety of different parameter to make the different 
contexts. Helping the decision-makers to get a clearer idea and make their 
decision more explicit. For example, in a mathematical model of socio-economic, 
the birth rate can be taken into account for considerations, so that the real GDP 
results can be forecasted. In the chemical reaction, the chemical reaction rate at 
different temperatures changes can be considered to know what species to be 
generated finally. In an air pollution dispersion model, It is also possible to 
include different weather conditions, including wind speed, wind direction, 
atmospheric stability degree, to know the distribution of air pollution under 
different scenarios for policy makers. 
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(a) An example for air quality distribution in a city 

 

(b) Air quality distribution of Taiwan (Source: Taiwan EPA, 2014) 

Fig. 2 Spatial distribution pattern predicted results by air quality model 
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(c) Air quality map for decision making, the condition before control 

 

(d) Air quality map for decision making, the condition after control 

Fig. 2 (continued) 
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However, the results of models are often challenged. The most common 
challenge comes from the reasonability of model variable settings. Since the 
model is the simplification of the nature phenomenon, therefore, there are many 
assumptions in the model. If the assumption is far from the actual situation, then it 
is not suitable to take into account as a basis for decision-making analysis. But in 
model the trend of the real situation and the simulated conditions in a particular 
context is showing clearly. These are the basis for decision making which can 
offer very effective suggestion decision-makers. So make the best use of the 
advantages of model is a big help for decision-makers of air quality management. 

2.3 Expert Decision Making Process for Air Quality 
Management 

Both of the above analysis provides a lot of help for us. But in the decision-
making process, the most important thing is the wisdom of experts from policy 
makers. So we have to add the experts involving process in decision-making so 
that experts can be adequately demonstrated their wisdom. The expert usually 
have different opinions, and these opinions are different, how to integrate these 
opinion together is the main issue to be considered in this research. 

Wisdom of experts from different levels: In the above example, the measured 
data and model data, although both have advantages and disadvantages, but 
experts may also have their valuable experience. These valuable resources cannot 
be observed, and not covered by the parameter among the model. Even more, 
under certain circumstances, experts’ intuitions alone can get a good decision. 
That is the hidden wisdom of an expert. Make good use of this expert's hidden 
wisdom can make the quality of decisions more ideal. 

Wisdom of experts may come from their intuition, yet it can be derived from 
their professional judgment. For example, those values setting for the parameters 
in the model, experts with their research experience can provide good advice to 
decision-makers. Using their recommended values also tend to get preferable 
simulation results. It also helps decision analysis for those who make the final 
decision making. Therefore, this chapter will use the fuzzy theory to derive a 
method which takes the expert wisdom into the results of model analysis and 
actual observations. Combine all three, which is the real field observations, model 
simulations, and expert wisdom to make the best combination, and provide policy-
makers to make the best possible decisions. (Green et al., 2007) 

2.4 Decision Making Process for Air Quality Management 

Knowing the true value of air quality is essential for decision making of air quality 
management. The air pollutant uniformly distributed in the atmosphere so it is 
difficult to decide the representative point. Scientist has to find the way to tell the 
decision makers. Good quality of data help us to know the truth of environmental 
phenomenon, therefore the methodology to find the optimum predicting results 
becomes more important.  
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The information of air quality includes the domain of time and space. To know 
the detail variation, it is necessary to include time segment and space grid. 
Measuring by equipment is the most direct method, although the cost is very 
expensive. Developing the cheapest method of measurement can provide more 
information although it seems not possible in the near future.  

The other way to obtain the air quality information is through the simulation 
model derived from physical, chemical, and mathematical principle. The model 
made the assumption according to the real situation, nevertheless there is always a 
bias to the reality. The simulation model plays an important role in forecasting the 
air quality because it provide adequate data in both time and space domain.  

The concept to combine the two data system, measurement and simulation, is a 
complex procedure. Advantage of them should be involved so as to obtain the 
optimum solution. If there is no mistake in the measuring procedure, then the 
observed results are reliable, even if there is only one or few points in the space or 
time domain. The simulated results undoubtedly include the systematic errors 
which come from the theoretical assumption. Thus, the errors can be eliminated 
through properly adjustment by the observed data.  

Using statistical methods to force the numerical model to approach the 
observed value may cause the deletion of the loss of significant physical meaning 
in the simulation results, although mathematically meet the requirements of 
optimization. This is the issue of internal consistency many scholars have 
repeatedly stressed in the study of objective analysis. This issue has been solved 
until they get a reasonable solution in the year 1958. Sasaki proposed a theoretical 
basis to engage objective analysis with the variational principle. It is able to 
maintain internal consistency of the analysis field in a variety of constraints. This 
method later was known as numerical variational analysis (NVA), or variational 
objective analysis, also known as variational optimization analysis. This method is 
able to combine the dynamic, energy, statistical, or empirical condition into an 
optimal analysis process In order to analyze the variables in weather or ocean. It 
provide a reliable basis for decision-making for the purposes of air quality 
management.  

But this method has little progress in the subsequent decade. It is not until 
1969, Sasaki (1969, a,b) noted characteristic feature of this method is that the 
constraint functions and filters. Sasaki (1970) has continuously published three 
articles, it laid the theoretical foundation variational analysis, and the feasibility of 
its use in meteorology decision analysis. Later, there are many scholars engaged in 
the application research of variational analysis and objective analysis.   Groll 
(1975) uses Lewis’ (1972) model to analyze the weather in Europe and found 
using binding conditions can really filter out short wave. Sasaki (1976) use 
integral condition of energy conservation to control the truncation error generated 
in the integral calculation of numerical weather prediction. It can avoid the errors 
formation of short wave and high-frequency. 

The reliability of weather forecast is the basis of air quality management 
decisions. After the variational method can be successfully applied in the case of 
weather forecast, it can also be used in air quality management. The application of 
variational optimization method allows the interaction patterns between the model 
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and monitored value have more physical meaning. The weighting factor of 
parameters in the optimization process can be determined by fuzzy expert 
decision-making process to make it more representative in the variational analysis.  

3 Granular Computing in Air Quality Management 

3.1 Interactive and Iterative Fuzzy Optimization Model 

This chapter described the methodology of the fuzzy optimization by interactive 
and iterative method. Theoretical development and its characteristics are 
presented. The experiment results are also shown in the article. Figure 3 is the 
research framework of this chapter.  

 

 

 

 

 

 

 

Fig. 3 Framework of fuzzy optimization in decision making of air quality management 

Granular computing is the basis of fuzzy decision-making. (Dubois and Prade, 
1988) (Goguen, 1967) This chapter also uses the spirits of granular computing to 
carry out fuzzy decision analysis for air quality management. Assume the experts 
and human judgment in the fuzzy decision, although very reliable, but it is often 
based on a lack of clearly and vague. The fuzzy mathematics tries to find a trusted 
basis from the semantic of expert, although it is often lack of clarity. Zadeh first 
derived the theoretical equations of fuzzy mathematics.(Zadeh, 1965) (Zadeh, et 
al. 1996).With his thesis proposed, researchers successor one after another to 
apply the fuzzy theory to different areas.(Chen, 2010a,b) (Chen and Cheng, 
2010)(Yang and Yuan, 2003)(Yuan and Shaw,1995) 
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3.2 Fuzzy Optimization Method (FOM)   

A fuzzy optimization method was developed in this chapter which includes the 
interactive and iterative stage to obtain the optimum solution of air quality 
management decision. In the interactive stage, the observed and simulated results 
are optimized through the fuzzy determination and calculus of variation method. 
The relative advantage of them can be considered and tuned by the decision 
makers. In the iterative stage, the optimum value of each parameter in the physical 
models is determined by the   iterative procedure of the invited experts. 

This article use calculus of variation to combine and interact between the 
monitoring data and model results, and take advantage of fuzzy theory to link 
different expert opinions for the parameters in a model, using fuzzy mathematics 
to allocate the relative importance of each parameter, and finally obtaining the 
optimum simulated result.  

Because there is a big gap between the different expert opinions, so we reach 
convergence through iteration process, and provide a clear basis for decision-
makers. After each opinion inquiry, repeat the same process for expert’s 
participation, and set minimum threshold of expert opinion which could be 
tolerated. When the views of the experts reached a minimum requirement of 
threshold, which is the convergence of expert decisions. 

3.3 Mathematical Representation of Interactive Multi-objective 
Approach 

Let{ }mc
m

,.....,2,1~ = represent the observed value of M places, and { }nq
n

,.....,2,1~ = be 

the emission amount of N sources. The distributed concentration is a function of 

Qn. Assume the concentration in location (x,y) be C(x,y), then  

∑
=

=
N

n
nn QyxfyxC

1

),(),(                            (1) 

where f(x,y) is the function determined by the environmental factors such as 
topography, meteorology, and location, etc. 

From the view point of fuzzy theory, the representative of 
mc~  

is better than 

c(x,y) because it is an actual observed data . However, the value of c(x,y) provide 
more information than 

mc~  because it offers the pattern of the trend in both time 

and space domain. The other reason to take notice on the value from the simulated 
model is because the cost of observation is always very expensive. The simulated 
results could help us to know the phenomenon in case only the limited budget 
provided.  

The uncertainty of simulated value comes from the emission amount of sources 
and the parameters of diffusion functions, fn. The ambiguous condition should be 
treated by the fuzzy theory to obtain the optimum judgments. Thus, the Ѓemi, Ѓmet, 
and Ѓopt were defined as the parameters which come from the influence of source  
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Table 1 Main factor affecting the final results of air quality assessment 

No. Symbol name description 
1 Ѓemi Source emission 

influence factor 
Point, line, area source etc.  

2 Ѓmet Metrological influence 
factor 

Wind speed, wind direction, 
mixing height etc 

3 Ѓtop Topographical influence 
factor 

Elevation, surface roughness 
etc. 

 
emission, meteorology, and topography. The main factors affecting the final 
results of air quality assessment value of them are shown in table 1. 

Sasaki and Liang proposed the optimization theory to link the observed value 
and simulated value by the variational technique. First, considering the errors, 
R1m, between them is  

( )
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−=                          (2) 

where fn(x,y) is the dispersion function. Since there are M observed value and N 
source, in order to use the most value of observed information, it is essential to 
consider the errors from source emission, which means not only Cm close to 

mC
~ , 

but also the Qn has to be close to 
mQ

~ . Thus 
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where β is the weighting factor determined by the relative importance of these two 
factors.  

If there are more parameters which influence the factor, β, then 

2
3

3
2

2
1

2 ββββ ++=                             (5) 

where β1 represent the influence of source emission, β2 represent the influence of 
meteorology, β3 represent the influence of topography.  

Expanding the above equation, if there are more parameters involved in the 
simulation model, the general forms of equation becomes 

22
3

3
2

2
1

2 ......... κβββββ ++++=                    (6) 

where κ is the total number of parameters which exists in the simulation model.  
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therefore, the optimum value for decision making could obtained when the E 
value is minimum, thus  

0)( =Eδ                                (7) 

3.4 The Interactive Calculation between the Analytical and 
Observed Data 

In case of only one parameter, say source emission, considered in the optimization 
procedure, then the optimum strength of source should be determined. To obtain 
the optimum source emission strength, The matrix form of equation is rewritten as 
the following(Liang, 1979) 
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T is the transformation of matrix, and I is the unit matrix.  

The equation (8) become  
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The optimum emission strength can be determined by the interactive procedure as 
the following equation 

,1BAQ −=                                (10) 

The optimum concentration for decision making of air quality management is 
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Liang proposed a Strong Optimization and Weak Optimization method in 
decision making theory to solve the problem of differences between measured and 
simulated value, and how to get the best approach by interaction tradeoff. The 
strong interactive optimization (SINO) requires all the data consistent with the 
observed results. Thus the sum of errors has the minimum value to make sure all 
of them are closed to the observed data.  
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3.5 Mathematical Representation of Iterative Calculation 
Approach  

In this paragraph, Gaussian diffusion equation will be used as an example in the 
air quality assessment. It is used to describe the method using three variables in 
the function and obtain the best decision. The best optimization of expert’s 
opinion was obtained by fuzzy optimization method. Commonly used Gaussian 
diffusion equation is as follows (Stern, 1968) 
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In the above formula, Q is the amount of emissions, U is the wind speed, in 
addition, sigma x, y is the diffusion coefficient in the horizontal and vertical 
direction. Because they are independent of the function, therefore, the above 
equation can be removed individually, and individually treated by optimization. 

Let β1, β2, β3, β4 represents the influence from emissions, wind speed, 
atmospheric stability, and diffusion coefficient. Then equation (6) can be written as 
β2= (source variation) + (wind speed variation) + (stability variation) + (diffusivity 

variation ) 

= βsource
2+βmeteorology

2+ βstability
2 +βdiffusivity

2              

= β1
2+β2

2+ β3
2 +β4

2                                       (12) 

When individually consider of their impact, the above equation can be rewritten as 
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Qn, Un,Sn, Kn, Qn, Un, Sn, and Kn in formula (13), (14), (15), (16) respectively 
represent the errors from the pollution emissions, wind speed, atmospheric 
stability, and diffusion coefficient. Qn, Un, Sn, Kn, these four key variables are 
part of Gaussian dispersion function, therefore, it is possible to obtain the 
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optimized emission amount, wind speed, atmospheric stability, and diffusion 
coefficient.  
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3.6 Iterative Calculation from Different Decision Maker  

The determination of an environmental condition can be judged by a group of 
expert through the fuzzy optimization procedure. The procedure is an iterative 
process to obtain the optimum results among a group of experts. In the beginning, 
the opinion from these experts is not the same, so the second time choose the most 
closed results and re-run the procedure. After a certain runs, the opinion comes to 
consistent. (Rowe and Wright, 2001) (Green et al, 2007) (Tapio, 2003)  

If the iteration among the experts is very strong, then it is called “Strong 
Interactive Optimization (SITO), which means the results comes from the common 
idea of all the experts is high. The SITO method requires the results from the experts 
be very close. If the iteration among the experts is few, then it is called “Weakly 
Interactive Optimization (WITO), which means the results comes from the common 
idea of all the experts is low. The extent of these parameters should be determined 
by the expert through a fuzzy determination process as list in table 2. 

Table 2 The fuzzy representation of the main parameters affecting the simulated results 

type Extremely 
low 

very 
low 

low slight 
low 

medium slightly 
high 

strong very 
high 

extremely 
high 

symbol A B C D E F G H I 
number 1 2 3 4 5 6 7 8 9 
Percent 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
The above values are determined by the experts of decision makers for further analysis. The 
decision makers can decide the value by the objective determination based on their 
understanding. ( Rescher, 1998) 

 
Delphi method was used in this study to make the expert advice to achieve 

convergence condition. (Michael et al.,1996)Delphi method, also known as an 
expert investigation, is a way of consultation using the communication method with 
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experts. It requires the experts to solve the problem alone by the questionnaires, and 
summarizes the views of all the experts and recovered, then sorting out a 
comprehensive advice. (Harold et al., 2002)) Subsequently the comprehensive 
advice and prediction problems then were back to the experts, consultation with the 
experts once again. So many times of iteration over and over again, And gradually 
obtain more consistent approach to the decision making predictions. (Rowe and 
Wright,1999) (Basu, et al.,1977) (Dalkey, and Helmer ,1963) 

The optimum value of the parameters applied in the model depends on the 
opinion expert from different view point. Thus an iteration procedure to obtain  
the optimum value is required. Procedure for determining the value is as the 
following. (Harold et.al,1975) (Adler and Ziglio,1996) 

(1) Form a group of experts. Identify experts in accordance with the required 
knowledge of the subject. The number of experts is according to the subject 
size, Usually it is no more than 20 people.  

(2) Raise the issue to be predicted and the requirements to all the experts, attach 
all the background material on the subject, and also requested experts what is 
the required material. Then, make a written reply from the experts. 

(3) Each expert make their forecast opinions according to the material they 
received, and explain how they use these materials to make the suggested value. 

(4) Make a summary of the views of the first time judgment of experts, tabulated 
chart are compared, then circulated to the experts again. Let the experts 
compare themselves with others of different opinions, Modify their opinions 
and judgments. Is also possible to collate the views of the experts, requested 
higher status or other experts to comment, then put these views again distributed 
to the experts so that they can modify their own views for reference. 

(5) Collect the modified views of all the experts, summarize, and once again 
circulated to all the experts in order to make the second revision. By-round 
collection of advice and feedback expert information is the main part of 
Delphi method. Collect comments and feedback generally through three or 
four round. In time feedback to the experts, only give various opinions, but 
does not indicate the specific names of all opinions of experts. This process is 
repeated until each expert does not change views. 

(6) Comprehensive handle on expert advice. 

The opinion among the experts is very different. However, the final decision 
still necessary, therefore, the results is the aggregate solution of all these experts, 
as shown in the following figure.  

4 Application of FOM in Air Quality Management 

4.1 Comparison of Model Output Results and Field Monitoring 
Results 

Figure 4 is the result obtained by monitored data. Because it is impossible to obtain 
the monitoring value in each grid point, so it is using the information of different 
monitoring stations and curve drawing program to get the final concentration.  
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Fig. 4 Air pollution distribution using the interpolate data of monitoring station 

The monitoring results provide us the concentration in the exact point. On the 
other hand, Gaussian modes can obtain the different concentrations distribution at 
respective grid points. This is a mathematical model with analytical solution. We 
can also use different numerical models to get similar distribution pattern. 

4.2 Influences of Interactive Fuzzy Optimum Method  

The results from the simulated results have much useful information. In some 
condition, it is not necessary to force the data to consistent with the observed data. 
This situation could be regarded as the “weak interactive optimization (WINO), 
which means the interaction between the observed data and simulated data is very 
weak. The air quality model is a Gaussian type air quality model, and there are 
five stations in this study, if all the results are fitted by the stations, then the results 
may lost its physical meaning, just because of the purpose to fit the measured data.    
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Table 3 Determine the relative importance weighting by iteration method among the experts 

No. of expert First round Second round Third round 

Parameters in the model β1 β2 β3 β1 β2 β3 β1 β2 β3 

A 0.7 0.2 0.1 0.75 0.2 0.05 0.67 0.25 0.09 

B 0.6 0.3 0.1 0.65 0.25 0.1 0.70 0.20 0.10 

C 0.8 0.1 0.1 0.75 0.1 0.15 0.69 0.10 0.21 

D 0.6 0.2 0.2 0.72 0.1 0.18 0.70 0.11 0.19 

E 0.4 0.4 0.2 0.55 0.35 0.1 0.58 0.32 0.10 

F 0.55 0.4 0.05 0.65 0.3 0.05 0.65 0.30 0.05 

G 0.7 0.25 0.05 0.72 0.23 0.05 0.70 0.2 0.1 

Average 0.6214 0.2642 0.1142 0.6842 0.2185 0.0971 0.67 0.2114 0.12 

 
Because the SINO forced the simulated value to be equal to the value of 

monitoring station, so it has to adjust the value of diffusion equation in emissions 
or other parameters. It may result in the circumstances of negative emissions, or 
the wind speed is less than 0.  This method provides a mechanism for policy 
makers to decide the weighting by themselves. The results of strong iterative 
optimization are shown in figure (a) in this figure. Apart from the previous 
researches which only apply the monitored data and simulated results to decide the 
optimum value, our method includes the expert opinion the uncertainty of 
parameter value. So it reserves the physical meaning of the model and offer a 
more reasonable explanation of our decision.  

4.3 Influences of Iterative Fuzzy Optimum Method 

The optimum value for decision from different decision makers is usually not the 
same. In order to get the optimum values in line with the physical significance. it 
is suggested to determine the best value beta with experts iteration. 
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Which is the optimum value of the different parameters can be obtained by the 
fuzzy decision procedure. In this model, for example, after expert discussions, the 
set of weights were  0.2,0.3,0.4,and 0.1。 

4.4 Experimental Outcome of Fuzzy Optimum Model  

Take the information of Figure 4 as the basis and applying the fuzzy optimization 
method to obtain the results of figure 5. This result is in line with the actual 
monitoring data obtained after correction interaction. 

 

Fig. 5 Results of air pollution distribution using interactive correction between actual value 
and monitored values 

4.5 Limitations and Future Research Needs 

In this study, the fuzzy variational optimization theory was deduced and applied in 
the simulation of an air quality management. From preliminary results it seems 
this method can really be used in the decision making process of air quality 
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management.  Not only the value can be verified by the actual observations, but 
also keep the physical meaning in the air quality dispersion model.  The results of 
air quality diffusion model after the handle of variational optimization method still 
can clearly describe the behavior of air pollutant dispersion. Therefore, the 
conclusions of policy become more reliable.  

Owing to the limit time and resource, this research cannot provide more detail 
results of various parameters. The future study should focus on the different 
parameters’ characteristic such as the wind speed, temperature, and diffusion 
coefficient etc.  

5 Conclusions 

This chapter has described an optimization model for decision making in air 
quality management which can combine the observed value and simulated output.  
The variational calculus was used to maintain the physical meaning of the model.  
The optimized value of the parameters in the physical model was determined by 
the fuzzy expert decision method.  

The optimization method gives the mathematical representation to find the 
equilibrium point. Yet, how to obtain and express these optimal data depends on 
the fuzzy optimization techniques. The methodology and algorithm of fuzzy 
decision making process by interactive multi-objective approach and iterative 
optimization method are described, with the application in the process of air 
quality management.  

A numerical experiment was presented in this chapter, a physical diffusion 
model was used to calculate the air pollutant concentration, and then some 
variational equations were derived. Then the calculated results were corrected by 
the monitored data with the variation calculus.  The experts determine the 
weighting factor of each parameter. Therefore, the final decision was determined 
by the interactive process between the simulated and monitored results. The 
combined approach of interactive and iterative method for fuzzy optimization 
model makes the decision of air quality management more accurate and 
pragmatic. 
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