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Preface

During the past few decades, we have been faced various critical challenges in

various dimensions, ranging from energy to environment and from economy to

sustainability. In all these dimensions, energy plays the most critical roles since the

way that we produce, transfer, transport, convert, and use energy affects all other

dimensions significantly. There is a strong need for clean energy solutions to

overcome environmental, resource, efficiency, cost, energy security, and sustain-

ability issues.

The first volume of this edited book entitled “Progress in Clean Energy” focuses

on analysis and modeling of clean energy systems and applications and contains

67 uniquely selected papers out of the conference papers presented in the 13th

International Conference on Clean Energy (ICCE-2014) which was held in Istan-

bul, Turkey from June 8 to 12, 2014. This distinctive event was not only organized

to bring all the researchers, scientists, policy makers, and engineers conducting

research on the clean energy field together but also to honor Dr. Veziroglu’s 90th

birthday in Istanbul, which is also his birthplace. This conference provided a forum

for the exchange of latest technical information, the dissemination of the high-

quality research results on the issues, the presentation of the new developments in

the area of clean energy, and the debate and shaping of future directions and

priorities for better environment, sustainable development, and energy security.

The recent research findings in the clean energy topics including solar, wind,

hydropower, nuclear, and hydrogen energy technologies, fuel cells, biomass and

biofuels, clean fossil fuels, carbon sequestration and carbon tax, energy storage and

energy conservation, environmental impact and remediation, and sustainable devel-

opment and energy management were presented and discussed in this conference.

This volume covers a number of major topics focusing on design, analysis,

modeling, optimization, assessment, evaluation, and improvement. Some signifi-

cant subjects covered include sustainability modeling, thermodynamic analysis

through energy and exergy methods, forecasting approaches, numerical studies,

kinetic studies, fabrication and characterization of new energy materials, advanced

optimization, performance evaluation, system integration, and multigeneration.
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We hope that the first volume of this edited book will provide a unique source of

clean energy systems and applications with a prime focus on analysis, modeling,

and optimization. We sincerely appreciate the help and assistance provided by

various individuals and conference organizing committee members who deserve a

clear acknowledgement.

Oshawa, ON, Canada Ibrahim Dincer

Izmir, Turkey C. Ozgur Colpan

Isparta, Turkey Onder Kizilkan

Izmir, Turkey M. Akif Ezan
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Chapter 1

Sustainability Assessment of Hybrid
Community Energy Systems

Kevork Hacatoglu, Ibrahim Dincer, and Marc A. Rosen

Abstract The goal to achieve a sustainable society that will endure over the long

term is generally regarded as a positive evolutionary course. One of the challenges

with this goal is developing a quantitative assessment of the sustainability of a

system. Despite the different measures available in the literature, a standard and

universally accepted index for assessing sustainability does not yet exist. Here, we

develop a novel integrated sustainability index (ISI) for energy systems that

considers critical multidimensional sustainability criteria. The originality of this

new index is that it incorporates fundamental thermodynamic, economic, and

environmental constraints to combine indicators from multiple dimensions into a

single-score evaluation of sustainability. The index is therefore unique because it

can assess sustainability relative to an ideal reference state instead of being limited

to ranking systems via relative assessments. The ISI is applied to a stand-alone

solar-PV-battery system designed to meet the needs of a small community in

Southern Ontario. The ISI of the system ranges from 0.52 to 0.66, where one is

considered to be a sustainable system. The weighting factors associated with critical

economic and global environmental criteria have the greatest effect on the ISI. This

index is expected to prove useful as a high-level, multi-criteria decision analysis

tool for understanding and fostering sustainable energy systems, alone or in concert

with other approaches.

Keywords Energy system • Integrated sustainability index • Life-cycle

assessment • Sustainability • Solar-PV-battery system

Nomenclature

a Azimuth angle, �

A Dimensional sustainability indicator

B Nondimensional sustainability indicator

Cn Clearness number

K. Hacatoglu (*) • I. Dincer • M.A. Rosen

University of Ontario Institute of Technology, 2000 Simcoe Street,

North Oshawa, Canada, L1H 7K4

e-mail: kevork.hacatoglu@uoit.ca; ibrahim.dincer@uoit.ca; marc.rosen@uoit.ca

© Springer International Publishing Switzerland 2015

I. Dincer et al. (eds.), Progress in Clean Energy, Volume 1,
DOI 10.1007/978-3-319-16709-1_1

1

mailto:marc.rosen@uoit.ca
mailto:ibrahim.dincer@uoit.ca
mailto:kevork.hacatoglu@uoit.ca


kC Local extinction coefficient
_Q Heat rate, kW

W Weighting factor

Greek Letters

β Collector tilt angle, �

θ Elevation angle, �

ϕ Incidence angle, �

Subscripts

Col Collector

ETR Extraterrestrial radiation

i Sub-indicator

j Category indicator

m Number of sub-indicators

n Number of category indicators

T Target

Abbreviations

ADP Abiotic depletion potential

AF Affordability

APP Air pollution potential

CFC Chlorofluorocarbon

CV Commercial viability

EF Economic factor

EnER Energy efficiency ratio

EP Eutrophication potential

ER Efficiency ratio

ExER Exergy efficiency ratio

FAETP Freshwater aquatic ecotoxicity potential

GEIP Global environmental impact potential

GWP Global warming potential

IPCC Intergovernmental panel on climate change

ISI Integrated sustainability index

MAETP Marine aquatic ecotoxicity potential

PM Particulate matter

SF Size factor

SODP Stratospheric ozone depletion potential

WPP Water pollution potential
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Chemical Compounds

CO Carbon monoxide

CO2 Carbon dioxide

N2O Nitrous oxide

NO2 Nitrogen dioxide

O3 Ozone

Pb Lead

SO2 Sulphur dioxide

1.1 Introduction

The struggle to achieve a sustainable society is not unique to the modern age.

Sustainability has been a goal since the earliest human civilizations. Ever since the

Neolithic Revolution approximately 10,000 years ago, when human beings

transitioned from mobile hunter-gatherers to agriculture and settlements, the sus-

tainability of the local lifestyle has been essential to avoid societal collapse [1].

One of the most ambitious goals of a society is to achieve sustainability. Making

sustainability operational as opposed to a grand but ambiguous idea is a challenge.

For example, various definitions of sustainability exist, none of which applies to all

circumstances. Even after selecting a definition, there is no universal method of

measuring sustainability, which makes it extremely difficult to track progress

towards sustainability.

Although there are numerous methods of assessing the sustainability of energy

systems, a standard and universally accepted approach does not exist. Some studies

comment on the sustainability of an energy system from a thermodynamic [2–6] or

environmental [7–9] perspective. More comprehensive approaches that consider

different aspects of sustainability but rank indicators without normalization with

respect to sustainability target values are better suited to relative assessments of

energy systems [10, 11]. Other studies develop quantitative sustainability assess-

ment tools that address technical, economic, social, and environmental criteria

[12–15]. However, sustainability indicators are not normalized with respect to a

reference state that represents limits on, for example, emissions of pollutants.

The original contribution of this research is the development of a novel sustain-

ability assessment index for energy systems that considers several critical

multidimensional sustainability criteria such as exergy efficiency, affordability,

land area, greenhouse gas (GHG) emissions, stratospheric ozone depletion, air

pollution, and water pollution. This new integrated sustainability index (ISI) incor-

porates fundamental thermodynamic, economic, and environmental constraints to

combine indicators from multiple dimensions into an overall composite index. The

index is therefore unique because it can assess the sustainability of a system relative

to an ideal reference state. Other approaches are limited to relative assessments

between systems that are useful for ranking purposes but provide little insight with

respect to overall sustainability.

1 Sustainability Assessment of Hybrid Community Energy Systems 3



1.2 Assessment Methodology

Sustainability is a multidimensional concept that links the economy, society, and

environment. A sustainability analyst must combine results from disparate fields to

make an assessment on the sustainability of a system. The field of multi-criteria

decision analysis is therefore very applicable to sustainability assessment.

1.2.1 Normalization

Normalization transforms a sustainability indicator into a nondimensional value

between zero and one through a comparison to a sustainable reference level.

Normalization is a necessary precursor to weighting and aggregation procedures

in compensatory multi-criteria decision analysis.

Nondimensional sustainability sub-indicators (Bi,j) between zero (undesired) and

one (desired) are derived by comparing actual sustainability sub-indicators (Ai,j) to

smaller target values (Ai,j,T). In special cases where an actual sub-indicator is less

than its target value, the nondimensional sub-indicator is adjusted to one. A

nondimensional sub-indicator is therefore calculated by

Bi, j ¼
Ai, j,T

Ai, j
, Ai, j > Ai, j,T

1, Ai, j � Ai, j,T

8<: ð1:1Þ

where Ai,j represents sub-indicator i for category j and Ai,j,T is the associated target

value with the same units as Ai,j.

The selection of Ai,j,T is of critical importance to the sustainability assessment.

For a given sub-indicator, Ai,j,T represents the threshold beyond which a system may

exhibit negative impacts from an economic, social, or environmental perspective.

The selection of Ai,j,T often depends on local characteristics but may also be of a

global nature. For example, a sub-indicator related to freshwater consumption is

strongly linked to the local context and its sustainable target value will vary across

geographic regions. On the other hand, climate change has a global impact and

international carbon budgets have been proposed to limit the rise in global average

surface temperatures below certain levels. A sustainable target value for GHG

emissions should therefore exhibit less variability although the method of allocating

a carbon budget has a strong effect on local target values.

1.2.2 Weighting

Determining the weighting factors of indicators is an essential but often controver-

sial step in a sustainability assessment. Many sustainability assessments circumvent
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the pitfalls associated with weighting by assuming equivalent weighting factors for

all indicators or by not assigning weights at all, which is analogous to the equiv-

alency assumption [16].

There are many different approaches to determine weighting factors, all of

which have advantages and drawbacks. One popular approach is the panel method,

where a panel of experts and stakeholders are asked to weight the importance of

various criteria. A typical approach in life-cycle impact assessment for deriving

weighting factors is the distance-to-target method [17], where weights are derived

based on political or other targets. Monetary valuation methods are another class of

weighting approaches. The relative importance of criteria in monetary valuation

methods is assessed depending on market prices, willingness to pay, or avoidance

costs [18]. However, there are well-known challenges associated with ecosystem

valuation.

The exact meaning of a weight depends on whether a compensatory or

non-compensatory aggregation method is being implemented [16]. Weights used

with compensatory approaches represent trade-off factors or substitution rates.

They describe the capacity for trade-offs between indicators. Weights used with

non-compensatory approaches represent importance coefficients that describe the

relative importance of an indicator in comparison to others.

Eliciting the relative importance of an indicator or its trade-off with respect to

other indicators is a subjective, inexact science. One possibility is to use the relative

importance of an indicator to then determine trade-offs with respect to other

indicators. Relative importance coefficients can then be utilized in

non-compensatory sustainability assessments while trade-off factors can be utilized

in compensatory approaches.

The suggested approach for evaluating the relative importance of sustainability

indicators is based on time, space, and receptor criteria. The time and physical

scales of an indicator are important characteristics of sustainability, which are

related to intergenerational and intragenerational equity, respectively. The receptor

criterion is related to the extent of the indicator’s impact on human or ecosystem

receptors.

The importance of a sustainability indicator is evaluated on a scale of 1–5 (“very

unimportant” to “very important”) with respect to each of the aforementioned

criteria. This type of rating scale is similar to Likert responding formats, which

are commonly used in questionnaires across many different fields [19]. These

Likert-type rating scales provide the most benefit when respondents are presented

with 5–7 response categories [20]. Questionnaires with less than five categories do

not provide much range to differentiate between responses, whereas more than

seven is confusing to respondents. In addition, response formats that feature an odd

number of response categories (equal number of “positive” and “negative”

responses plus a “neutral” middle option) provide the most balance [20]. The

uncertainty associated with evaluating the importance of sustainability

sub-indicators led to the decision to adopt a five-point rating scale, which is easier

to manage and still within the recommended range.
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The score assigned by a sustainability analyst to an indicator with respect to

time, space, and receptor criteria is a function of the perspective of the decision-

maker. A summary of the different archetypes and how they relate to the weighting

factor criteria is presented in Table 1.1.

The individualist perspective is self-seeking and uninterested in inter- and

intragenerational equity. Consequently, the evaluation of indicators is of a short-

term and local perspective. The individualist view of nature is as resilient and

plentiful, which translates into concerns regarding human as opposed to ecosystem

receptors.

The egalitarian perspective is concerned with inter- and intragenerational equity

and thus exhibits a long-term and global perspective. The egalitarian view of nature

as fragile leads to concerns with respect to ecosystem receptors.

The hierarchist perspective is more moderate, believing that nature and natural

resources can be managed within certain limits. It leads to a balanced approach to

decision-making, predicated on negotiation and compromise.

The process of developing importance coefficients and trade-off factors is

described in [21].

1.2.3 Aggregation

The aggregation of sustainability indicators into a single-value composite index is

attractive to decision and policymakers because it is simple and can be easily

communicated to stakeholders and the general public.

Compensatory aggregation procedures combine sub-indicators into a composite

index but allow for the possibility of offsetting a disadvantage on some indicators

by a sufficiently large advantage on other indicators [16]. Nondimensional

sub-indicators can be aggregated into a category indicator (Bj) using a linear

aggregation procedure. Consequently,

B j ¼
Xm
i¼1

Bi, j �Wi, j

� � ð1:2Þ

Xm
i¼1

Wi, j ¼ 1;

where m represents the number of sub-indicators in a category and Wi,j represents

the weight associated with sub-indicator i in category j.

Table 1.1 Summary of the

different archetypes for

scoring and evaluating

weighting factors

Archetype Time Space Receptor

Individualist Short Local Humans

Egalitarian Long Global Ecosystems

Hierarchist Medium Regional Both
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Overall sustainability is represented by the ISI, which is determined by aggre-

gating category indicators and their respective weights using a linear aggregation

procedure. This leads to

ISI ¼
Xn
j¼1

B j �W j

� � ð1:3Þ

Xn
j¼1

W j ¼ 1;

where n represents the number of categories in an assessment andWj represents the

weight associated with category j.

1.2.4 Components of the Integrated Sustainability Index

The scope of the assessment is limited to several key indicators and sub-indicators

as shown in Fig. 1.1. The ISI is composed of six category indicators, each of which

consists of at least two sub-indicators. Each of the category indicators and

sub-indicators are described in [21].

Fig. 1.1 Components of the integrated sustainability index
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1.3 Case Study

A stand-alone, solar-based photovoltaic (PV) system integrated with lead-acid

battery storage is proposed to meet the heat, cooling, and electricity needs of a

50-household community in Ontario.

1.3.1 System Description

The system consists of solar PV panels that collect solar radiation and convert

photons to electricity, a lead-acid battery for storage, and a heat pump for heating

and cooling needs. The integrated system is presented in Fig. 1.2. A solar-PV-battery

system is entirely free of fossil fuels during operation, but the absence of a fossil-

based backup system means that a very large storage system is required to reliably

meet the energy needs of a community. When the power delivered by the PV panels

is greater than the load, the battery enters a charging mode. When there is unmet

demand, the battery discharges. The area of the PV panels is selected such that the

year-end net charge of the battery is positive. Similarly, the size of the battery needs

to be sufficient to ensure a reliable supply of energy for the community.

1.3.2 Analysis

A thermodynamic model of the system developed through the Engineering Equa-

tion Solver (EES) was run for 365 days with input variables that define the

electricity (Fig. 1.3) and heat (Fig. 1.4) demand over 1 year for a typical household

in Ontario [22].

Fig. 1.2 General layout of

a solar-PV-battery system

with an air-source

heat pump

8 K. Hacatoglu et al.
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The following assumptions were made to model the solar-PV-battery system:

• Energy efficiency of a PV cell is constant.

• Charging and discharging efficiencies of the lead-acid battery are constant.

• Fugitive emissions of refrigerant (R-410A) are negligible.

The solar irradiance available to the city of Toronto can be approximated by a

semiempirical model [23]. The solar irradiance ( _QSolar) on a tilted plane is a function

of the extraterrestrial solar irradiance ( _QETR), clearness number (Cn), local extinc-
tion coefficient (kc), elevation angle (θ), and incidence angle (ϕ). Thus,

_QSolar ¼ _QETRCnexp �kc sin θð Þ cos ϕ: ð1:4Þ

The incidence angle is a function of the elevation angle, solar azimuth angle (aSolar),
collector azimuth angle (aCol), and collector tilt angle (β). Consequently,

cos ϕ ¼ cos θ cos aSolar � aColð Þ sin β þ sin θ cos β: ð1:5Þ

Elevation and solar azimuth angles can be determined from the day of the year,

latitude, and longitude of the location. The parameters used to calculate solar

irradiance can be found in Tables 1.2 and 1.3.

Combining Eqs. (1.4) and (1.5) with the data in Tables 1.2 and 1.3 yields the daily

average solar irradiance for Toronto, Canada, over the course of 1 year (Fig. 1.5).

Table 1.2 Monthly

parameters required to model

solar irradiance for Toronto,

Canada

Month kc Cn β (�) aCol (
�)

January 0.142 0.85 70 0

February 0.144 0.85 60 0

March 0.156 0.85 50 0

April 0.180 0.85 30 0

May 0.196 0.85 20 0

June 0.205 0.85 20 0

July 0.207 0.85 20 0

August 0.201 0.85 30 0

September 0.177 0.85 40 0

October 0.160 0.85 60 0

November 0.149 0.85 70 0

December 0.142 0.85 70 0

Table 1.3 Parameters

required to model solar

irradiance for Toronto,

Canada

Parameter Value Reference

Extraterrestrial solar irradiance 1,353 W m�2 [23]

Latitude (Toronto) 43.7�N [24]

Longitude (Toronto) 79.4�W [24]

Solar noon 720 min [23]

Time zone (eastern) 75�W [23]
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1.4 Results and Discussion

The behaviour of the lead-acid battery over the course of 1 year for a panel area of

3,500 m2 is illustrated in Fig. 1.6. The battery is continuously discharged after day

80 as the solar irradiance declines throughout the winter months. The battery is then

continuously charged after day 220, when the solar irradiance begins to increase in

intensity. The net increase in the charge of the battery after 1 year is 0.8 MWh. The

capacity of the battery to ensure a reliable supply of energy to the community needs

to be at least 130 MWh.

Each component of the solar-PV-battery system is associated with a certain

amount of exergy destruction. The annual exergy destruction for each subsystem

over 365 days is presented in Fig. 1.7.

The largest share of exergy destruction is attributed to the solar PV subsystem

(21 TJ per year) due to the low electric conversion efficiency of a PV panel. Since

the total exergy destruction is 22 TJ per year, the solar PV subsystem is responsible

for 95 % of total exergy destruction. The energy and exergy efficiencies of the

system are 24 % and 12 %, respectively.

A thermodynamic analysis is a precursor to sustainability assessment. Thermo-

dynamic, cost, and life-cycle emission factors are combined with weighting factors

for three different perspectives to yield the sustainability assessment results

presented in Tables 1.4, 1.5, and 1.6.

The ISI for the solar-PV-battery system ranges from 0.52 to 0.66, where the

primary determinant of the score depends on the perspective. The EF category,

specifically the AF sub-indicator, is the largest contributor to the score for the
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Fig. 1.5 Daily average solar irradiance in Toronto, Canada, over 1 year (day “1” corresponds to

August 1, 2009)
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individualist perspective. The expected annual cost of a stand-alone solar-PV-

battery system to a household is approximately $64,000, whereas the median

after-tax income of a household in Ontario is $69,300 [25], of which no more

than 10 % should be allocated to energy needs [26].

Sustainability sub-indicators in Tables 1.4, 1.5, and 1.6 with a Bi,j value equal to

one have no negative effect on ISI. Sub-indicators with a Bi,j value less than one will

have a negative effect on ISI, which is a function of the actual Bi,j value and its
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Fig. 1.6 Variation in the charge of the battery over the course of 1 year for the solar-PV-battery

system (day “1” corresponds to August 1, 2009)
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weight. The range of the negative effect of each sustainability sub-indicator on ISI

is graphed in Fig. 1.8.

The sub-indicators that can have the greatest potential reduction in the ISI of the

system are AF and GWP. The effects of the weighting factors associated with these

sub-indicators as well as SODP are therefore studied in Figs. 1.9 and 1.10.

The ISI from the individualist perspective (Fig. 1.9) is highly sensitive to the

weighting factor attached to the AF sub-indicator. The ISI decreases from 0.86 to

0.51 as the weighting factor associated with the AF sub-indicator varies from zero

to one. As a comparison, the actual individualist ISI for the system is 0.66

(Table 1.4). The effect of varying the GWP and SODP weighting factors on the

individualist ISI is much less significant.

The ISI from the egalitarian perspective (Fig. 1.10) is much more sensitive to

changes in the weighting factors associated with the GWP and SODP

sub-indicators. The egalitarian ISI decreases from 0.74 to 0.43 as the weighting

factor associated with the GWP sub-indicator varies from zero to one. Similarly, the

egalitarian ISI decreases from 0.62 to 0.29 when the weighting factor associated

with the SODP sub-indicator varies from zero to one. As a comparison, the actual

egalitarian ISI for the system is 0.52 (Table 1.5). Unlike with the individualist ISI,

the effect of varying the AF weighting factor on the egalitarian ISI is insignificant.

Table 1.4 Sustainability assessment results for the solar-PV-battery system from the individualist

perspective

Category Sub-indicator Bi,j Wi,j Bj Wj Bj�Wj

ER EnER 0.63 0.00 0.00 0.07 0.000

ExER 0.84 1.00 0.84 0.056

EF AF 0.11 0.50 0.05 0.42 0.023

CV 1.00 0.50 0.50 0.211

SF Mass 0.00 0.00 0.00 0.04 0.000

Area 1.00 1.00 1.00 0.042

Volume 0.00 0.00 0.00 0.000

GEIP GWP 0.11 0.24 0.03 0.11 0.003

SODP 0.07 0.69 0.05 0.005

ADP 1.00 0.07 0.07 0.007

APP PM2.5 1.00 0.21 0.21 0.30 0.062

PM10 1.00 0.21 0.21 0.062

SO2 1.00 0.04 0.04 0.013

CO 1.00 0.11 0.11 0.033

NO2 1.00 0.11 0.11 0.033

O3 1.00 0.11 0.11 0.033

Pb 1.00 0.21 0.21 0.061

WPP EP 0.74 0.08 0.06 0.07 0.004

FAETP 0.30 0.78 0.23 0.015

MAETP 0.03 0.14 0.00 0.000

ISI 0.66
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Figures 1.8, 1.9, and 1.10 demonstrate the importance of GWP and SODP to the

sustainability of the system. These sub-indicators are studied in more detail in

Figs. 1.11 and 1.12.

The dashed horizontal line in Fig. 1.11 represents actual annual per capita

emissions from the solar-PV-battery system, while the solid line represents allow-

able emissions under the Intergovernmental Panel on Climate Change (IPCC)

scenario RCP2.6 [27], where the global carbon budget is equally distributed

amongst the population. The intersection of the two functions is the maximum

allowable global population to stay within the international RCP2.6 carbon budget.

For example, the allowable emissions curve intersects the horizontal solar-PV-

battery system line at a population of approximately 800 million people. If every-

one in the world had an energy-demand profile as a typical Ontario household and

met that demand through a solar-PV-battery system, the planet would be

constrained to 800 million people to stay within the confines of the RCP2.6 carbon

budget. The intersection point can be shifted to the right by increasing the carbon

budget or reducing per capita GHG emissions.

Table 1.5 Sustainability assessment results for the solar-PV-battery system from the egalitarian

perspective

Category Sub-indicator Bi,j Wi,j Bj Wj Bj�Wj

ER EnER 0.63 0.00 0.00 0.16 0.000

ExER 0.84 1.00 0.84 0.134

EF AF 0.11 0.67 0.07 0.04 0.003

CV 1.00 0.33 0.33 0.015

SF Mass 0.00 0.00 0.00 0.25 0.000

Area 1.00 1.00 1.00 0.247

Volume 0.00 0.00 0.00 0.000

GEIP GWP 0.11 0.65 0.07 0.37 0.025

SODP 0.07 0.25 0.02 0.007

ADP 1.00 0.11 0.11 0.040

APP PM2.5 1.00 0.04 0.04 0.03 0.001

PM10 1.00 0.04 0.04 0.001

SO2 1.00 0.15 0.15 0.004

CO 1.00 0.04 0.04 0.001

NO2 1.00 0.15 0.15 0.004

O3 1.00 0.04 0.04 0.001

Pb 1.00 0.52 0.52 0.013

WPP EP 0.74 0.08 0.06 0.15 0.009

FAETP 0.30 0.19 0.06 0.009

MAETP 0.03 0.72 0.02 0.003

ISI 0.52
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Fig. 1.8 Reduction in ISI for each sustainability sub-indicator for the solar-PV-battery system

Table 1.6 Sustainability assessment results for the solar-PV-battery system from the hierarchist

perspective

Category Sub-indicator Bi,j Wi,j Bj Wj Bj�Wj

ER EnER 0.63 0.00 0.00 0.15 0.000

ExER 0.84 1.00 0.84 0.129

EF AF 0.11 0.67 0.07 0.17 0.012

CV 1.00 0.33 0.33 0.057

SF Mass 0.00 0.00 0.00 0.15 0.000

Area 1.00 1.00 1.00 0.153

Volume 0.00 0.00 0.00 0.000

GEIP GWP 0.11 0.57 0.06 0.31 0.019

SODP 0.07 0.33 0.02 0.007

ADP 1.00 0.10 0.10 0.030

APP PM2.5 1.00 0.10 0.10 0.08 0.008

PM10 1.00 0.10 0.10 0.008

SO2 1.00 0.10 0.10 0.008

CO 1.00 0.05 0.05 0.004

NO2 1.00 0.17 0.17 0.013

O3 1.00 0.05 0.05 0.004

Pb 1.00 0.44 0.44 0.036

WPP EP 0.74 0.08 0.06 0.13 0.008

FAETP 0.30 0.58 0.17 0.022

MAETP 0.03 0.34 0.01 0.001

ISI 0.52

1 Sustainability Assessment of Hybrid Community Energy Systems 15



The graph in Fig. 1.12 estimates the allowable amount of ozone-depleting

substance emissions per capita per year as a function of the percent loss in

stratospheric ozone over the time scale for considering sustainability. For example,

a 2 % loss in ozone over 50 years is equivalent to 0.04 % per year. Actual annual per

capita emissions from the solar-PV-battery system are approximately 0.0009 kg

CFC-11, most of which is due to the effect of nitrous oxide (N2O) [28]. This

corresponds to approximately 26 % stratospheric ozone depletion over 50 years,

which is much higher than the 2 % target value. Although the actual effect on the
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Fig. 1.9 Variation of the individualist ISI with respect to weighting factor for the solar-PV-battery
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Fig. 1.10 Variation of the egalitarian ISI with respect to weighting factor for the solar-PV-battery

system
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ozone layer is hard to determine due to the complexities associated with the

photochemical reactions [29], this is a useful approximation of potential impact.

The photovoltaic efficiency and battery charging efficiency are important param-

eters for the solar-PV-battery system. The impacts of these parameters on ISI are
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Fig. 1.11 Actual and allowable annual per capita GHG emissions for the solar-PV-battery system

based on the lower limit of the representative concentration pathway (RCP2.6) carbon budget
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illustrated in Figs. 1.13 and 1.14. At higher efficiencies, both of these parameters

have a modest but positive effect on ISI. However, there may potentially be higher

costs associated with more advanced batteries, which could have a negative effect

on ISI.
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Fig. 1.13 Variation of ISI with respect to photovoltaic efficiency for the solar-PV-battery system
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1.5 Conclusions

This study introduces a new approach for assessing the sustainability of energy

systems based on normalizing, weighting, and aggregating several different criteria.

The index is applied to a stand-alone solar-PV-battery system, which is estimated to

require a 130 MWh lead-acid battery to ensure a reliable supply of energy to the

community. The results of the analysis demonstrate that a solar-PV-battery system

has an ISI that ranges from 0.52 to 0.66. The ISI of the system is strongly affected

by the weighting factors associated with the AF, GWP, and SODP sub-indicators.

Improvements in the electric conversion efficiency of PV cells and lead-acid

batteries can modestly increase the ISI of the system. An assessment of life-cycle

GHG emissions reveals that widespread adoption of a solar-PV-battery system at

Southern Ontario energy demand levels can only meet the needs of 800 million

people while staying within a stringent global carbon budget that limits the rise in

average surface temperature to 2 �C by the year 2100.
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Chapter 2

Thermodynamic Modeling of an Integrated
Energy System for Poly-generation Design

Yunus Emre Yuksel and Murat Ozturk

Abstract Integrated energy production systems based on the renewable or fossil

energy sources for poly-generation applications are inevitable in the near future for

both environmental and sustainability concerns. Increasing the overall efficiency by

combining system decreases the energy consumption and increases the system

outputs such as electricity, heat, hot water, cooling, hydrogen, oxygen, and ext.

Considering the global energy demands, the increase of efficiency of poly-

generation systems will decrease emissions and therefore helps to protect the

environment. Moreover, not only decreasing the emissions but also reducing the

energy consumption is very important to achieve more sustainable systems, and it is

again possible with integrated systems. In this chapter, thermodynamic assessment

formulations and energy and exergy efficiency of a new poly-generation design

which consists of biomass gasification, solid oxide fuel cell (SOFC), organic Ran-

kine cycle (ORC), and double-effect absorption cooling and heating systems are

given and analyzed in detail through energy, exergy, and sustainability approaches.

Keywords Thermodynamic analysis • Energy analysis • Exergy analysis •

Integrated system • Poly-generation • Rankine cycle • Gasification

Nomenclature

E Energy, kJ

Ė Energy rate, kW

ex Specific exergy, kJ/kg

Ėx Exergy rate, kW

G Gibbs free energy, kJ

h Specific enthalpy, kJ/kg
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ṁ Mass flow rate, kg/s

n Mole number

Q Heat, kJ
_Q Heat rate, kW

s Entropy, kJ/kg

T Temperature, K

x Mole fraction

W Work, kJ

Ẇ Power, kW

Greek Letters

Δ Change in variable

ξ Chemical exergy coefficient

η Energy efficiency

ψ Exergy efficiency

Subscripts

A Ash

a Ambient

c Coal

ch Chemical

D Destruction

f Fuel

H Hydrogen

in Inlet

ke Kinetic energy

O Oxygen

out Outlet

pe Potential

ph Physical

S Sulfur

W Water

Acronyms

HHV Higher heating value

LHV Lower heating value
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2.1 Introduction

Energy supply is one of the significant subjects for human economy and social

development. Increased energy production and consumption rate especially in

manufacturing and standards of living in the growing population causes some

global problems, such as greenhouse gas effects, global warming and climate

change, melting ice, acid precipitation, and stratospheric ozone depletion. Nowa-

days, most of the world’s energy is produced and consumed in ways that it cannot

be sustained if energy technologies remain unchanged and rates of consumption

increased substantially. Thermal energy available in sustainable energy source

should be used for different aims, directly in the process plant or converted into

mechanical work to generate electrical power.

Methods of converting sustainable thermal energy into useful mechanical work

represent a very important issue regarding the achievement of developing a clean,

nonpolluting, non-exhaustible energy supply system for future generations. Changes

are required in energy systems, partly through the adoption of advanced energy

technologies and systems where advantageous, to address serious environmental

concerns. Thus, there is a direct link between energy efficiencies and renewable

energies on one hand and sustainable development on the other hand. In this manner,

integrated energy systems for poly-generations are very significant for effective

energy production and environmental friendly ecological energy. Cogeneration sys-

tems produce both the power and heat energy, but integrated systems offer more

useful outputs, such as power, heat, fresh water, cooling, hydrogen, chemicals,

drying, or fuel. Poly-generation energy systems have many advantages such as higher

system performance, decreased thermal losses and wastes, decreased operating cost,

decreased greenhouse gas and pollution emissions, better use of sources, shorter

transmission lines, fewer distribution units, multiple generation options, increased

reliability, and less grid failure [1]. The development in performance is often the most

important parameter in implementing a poly-generation energy system. Further

evaluations before choosing poly-generation systems, such as evaluations of initial

capital and operating costs, are needed to ensure performance and economic poly-

generation system construction and efficiency [2].

Thermodynamic assessment of the energy production system should be given for

system efficiency, cost, and also environmental effects. Exergy analysis according

to the second law of thermodynamics is a tool for understanding and improving

efficiency and is used throughout this investigation in addition to energy analysis.

Rosen and Scott [3] have performed energy and exergy analysis of a system for

methanol facility production from natural gas sources. The system involved pro-

duction of synthesis gases through steam methane reforming process, compression

of the product gases, methanol synthesis, and distillation of the methanol. They

have found the energy and exergy efficiency for the methanol production system as

39 % and 41 %, respectively.

Bilgen and Kaygusuz [4] have given the credit method to the energy and exergy

analysis, which is the effective thermodynamic method for using the conservation

of mass and energy principle together with the second laws of thermodynamic for
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the design and analysis of integrated system. This particular study has presented the

completed methodologies and mainly focused on exergy analysis that helped to

identify the process of estimating the physical, chemical exergy, and exergy

destruction.

According to the exergy analysis, two basic indicators as chemical and physical

exergies are needed to be determined, before processing to the overall exergy

efficiency. Kamate and Gangavati [5] have described the methodology in deter-

mining fuel chemical exergy, and the limitation was made when the mass ratio of

oxygen to carbon (O/C) is in the range from 0.667 to 2.67.

The exergy analysis which has been investigated by Gao et al. [6] on a coal-

based poly-generation system for power and chemical production shows significant

improvement in energy savings when compared to individual systems. The results

of the analysis indicate that the combination of a power system with a chemical

process achieved a 3.9 % increase in energy savings. Also, it is indicated that the

synthesis on the basis of thermal energy cascade utilization is the main contribution

to the performance benefit of the poly-generation system. A key criterion of a poly-

generation system is the capacity ratio of the chemical process to the power system.

This ratio strongly affects the matching of the two sides involved in the poly-

generation system. Moreover, besides the thermal energy integration, the cascade

utilization of the chemical exergy is likely to be a key issue in further studies of

poly-generation systems.

Carvalho et al. [7] designed a tri-generation system to be installed in a hospital to

minimize total annual cost and CO2 emissions. Among those systems, the most cost-

effective and the most environmentally benign configurations were then compared

to each other and one configuration was selected that meets the optimum criteria.

Based on the size of the hospital and its geographical location, they have assumed the

annual electricity consumption, the cooling demand, and the heat requirements.

They have ended up with several configurations; in each case, an inversely propor-

tional relationship was observed with emission reduction and cost-effectiveness.

Khaliq et al. [8] have studied an energy and exergy analyses of an integrated

electric production and refrigeration cycle, as well as a parametric study of the

impacts of exhaust gases inlet temperature, pinch point and gas composition on

energy and exergy efficiency, electricity to cold production ratio, and exergy

destruction rate for the components of system.

Ahmadi et al. [9] have studied a new integrated tri-generation energy system

consisting of a gas turbine, a double-pressure heat recovery steam generator, and a

single effect absorption chiller and an organic Rankine cycle. The authors have also

performed a parametric study to see the variation of exergy efficiency, cooling and

heating load, and cost of environmental impact. The results of this study demon-

strated that system performance is notably affected by the compressor pressure

ratio, the gas turbine inlet temperature, and the gas turbine isentropic efficiency.

Fossil energy sources are still the most used source for power production,

particularly coal, which has the highest portion among these sources. Coal is the

most carbon-intensive fossil fuel source in the world as well as the most common

primary energy source used in power plants. It also emits significant amount

of greenhouse gas emissions based on common power production systems.
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For these reason, increasing performance and applying low-carbon emission

systems can decrease the associated environmental impacts considerably. Nowa-

days, gasification technology is one of the most promising methods to make use

of coal with higher performance and lower environmental impacts. Solar energy

technologies are one of the emerging energy production systems based on its

availability, low cost, and environmental impact during the operation, especially

for off-grid utilization.

Ozturk and Dincer [10] conducted a thermodynamic analysis of a solar-based

multi-generation system with hydrogen production. The solar-based multi-

generation considered for this analysis consists of four main subsystems: a Rankine

cycle, an organic Rankine cycle, an absorption cooling and heating, and a hydrogen

production and utilization. The exergy efficiency and exergy destruction rate for

the subsystems and the overall system show that the parabolic dish collectors

have the highest exergy destruction rate among constituent parts of the solar-

based multi-generation system.

Ozturk and Dincer [11] have studied a multi-generation energy production

system supported by solar energy and coal gasification. Also, parametric studies

have given by the change in design parameters, such as an ambient temperature,

a compressor pressure ratio, a nitrogen supply ratio for the combustion chamber,

and a gas turbine inlet temperature.

The main purposes of this chapter are to investigate a thermodynamic analysis of

the poly-generation system supported by a solar concentrating collector and coal

gasification system, with a gasification process, a concentrating collector, a double-

effect absorption cooling system, a Rankine cycle, a methanol production plant,

and a water-gas shift reactor, and to decrease environmental impacts and cost.

In order to understand the relation among various parameters affecting the perfor-

mance of an integrated energy system for poly-generation, parametric studies are

presented. The other purposes of this chapter should be given as follows:

• To develop an advanced Engineering Equation Solver (EES) software code and

carry out parametric studies for system components

• To calculate the exergy content for each stream of the process including the

chemical exergy for the gasification-based plant

• To determine the exergy destruction rate and exergy efficiency of each system

component

• To perform a complete parametric study and the performance assessment of the

system

2.2 System Analysis

The schematic diagram of the integrated energy system for poly-generation is

shown in Fig. 2.1. This integrated system consists of five main subsystem as

(1) concentrating collector, (2) coal gasification, (3) Rankine cycle, (4) double-
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effect absorption cooling system, and (5) methanol production. The significant role

of the solar concentrating concentrator is to minimize the area of the solar receiver

with respect to the aperture area. These methods are utilized to reduce heat losses

through radiation with respect to the useful heat flux, increase the solar collector

efficiency, and reach the higher temperatures.

Gasification technologies convert solid fuel such as coal and biomass into

product gas that can be used in different technologies as an input. The product

gas is mainly composed of CO, CO2, CH4, and H2 and can be combusted to generate

heat and work. It can also be used as a feedstock for the production of synthesis gas,

liquid fuel, and chemicals. The lower heating value (LHV) of the synthesis gas is

calculated by using the gas composition data. The outputs of the gasifier also

include particulates, tar, ammonia, and hydrogen sulfide.

The lithium bromide-water absorption system is used instead of a conventional

refrigeration system to utilize surplus heat in the system. In this chapter, it is

assumed that the required energy for the double-effect absorption cooling and

heating subsystem can be provided by the heat recovered from the solar thermal

collector subsystem. As it can be seen in Fig. 2.1, it contains the most significant

components of the double-effect absorption system: high- and low-pressure gener-

ator, high- and low-temperature heat exchanger, solution and refrigerant pump,

absorber, condenser, and evaporator. Also, it involves three pressure levels: high,

medium, and low. The high-pressure generator functions at high pressure and high

temperature, whereas the low-pressure generator and condenser operate at medium

pressure, and the evaporator and absorber work at low pressures. It should be noted

Fig. 2.1 Schematic diagram of the integrated energy system for poly-generation
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that the integrated system is modeled according to the optimum operating para-

meters for the double-effect absorption subsystem.

The significant purpose of the integrated system is to minimize waste energy and

improve the sustainability of useful products generation. The heat taken from a high

temperature process is converted into mechanical work through a heat engine,

which has a maximum efficiency equal to the Carnot cycle efficiency. Heat engines

must reject heat, which can be made useful by integrating with another system to

yield a higher efficiency. Heat exchangers are devices that are used to transfer

thermal energy between media without mixing the fluid themselves. The media

may be fluid to fluid, fluid to solid, and solid to solid at different temperatures and in

thermal contact directly or through another conductive material. Depending on the

process or application, heat exchangers are designed to achieve an efficient transfer

of heat.

2.3 Assumptions

The following simplified assumptions are made in the present work:

• All the components operate at steady-state conditions and the heat losses from

piping are also ignored.

• All the gases are ideal gases.

• Ambient air is considered as 79 % nitrogen and 21 % oxygen on the volume

basis.

• Ambient temperature and pressure of the reference environment are chosen as

25 �C and pressure 1.013 bar, respectively.

• All the components of the steam cycle have adiabatic boundaries. In addition,

pressure drops, kinetic energy, and the change in potential energy of system

components are negligible.

• Real steam turbines have isentropic efficiencies in the range of 60–90 %, while

pumps have isentropic efficiencies in the range of 75–100 %. It is assumed that

isentropic efficiency of each turbine is 85 %, while each pump has an isentropic

efficiency of 88 %.

• Mechanical efficiency of turbine is in the range of 95–99 %. Mechanical

efficiency of each steam turbine is assumed to be 99 % in the present analysis.

• Generator efficiency is in the range of 98–99 %. In the present work, the

generator is assumed to be 98 % efficient.

• The proton exchange membrane (PEM) electrolyzer operates at 30 bar with

65 % efficiency.

• The hydrogen generated by the electrolyzer is stored at 25 bar on a seasonal

storage basis.

• The size of the storage tank is determined based on the seasonal need for

hydrogen.
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2.4 Fuel Characteristics

Lignite sample has been chosen for the system analysis. The lower heating value

(LHV) of coal is calculated from the following formula proposed by Ghamarian and

Cambel [12]:

LHVc ¼ 427:0382nC þ 90:88110nH � 207:46424nO þ 297:0116nS ð2:1Þ

where subscripts c and n represent coal and number of moles of respective

constituents, C, H, S, and O, which are the carbon, hydrogen, sulfur, and oxygen

contents of coal sample in weight %, respectively. For the given coal sample, the

higher heating value should be calculated as follows:

HHV ¼ LHV þ 21:978nH ð2:2Þ

Proximate and ultimate analyses (wt%) of lignite, which is used as coal sample in

this chapter, are given in Tables 2.1 and 2.2, respectively. Lower and higher heating

values of the lignite are calculated as 19,070 kJ/kg and 20,070 kJ/kg, respectively,

from Eqs. (2.1) and (2.2).

2.5 Thermodynamic Analysis

General thermodynamic assessments involving the mass, energy and exergy

balance equations, and energy and exergy efficiencies are presented to investigate

for the integrated system improvement potentials. In the most general viewpoint, a

balance equation for a given quantity in a process should be written as follows:

Inputþ Generation� Output� Consumption ¼ Accumulation ð2:3Þ

Equation (2.3) is known as the quantity balance for the process and used for

determination of accumulated quantity. In order to investigate the poly-generation

system, the principle of the mass, energy, and exergy conservation and also energy

Table 2.1 Proximate analysis (wt%) of lignite utilized in the analysis [13]

Ash Fixed carbon Volatile matter Moisture

8.1 35.0 44.5 12.4

Table 2.2 Ultimate analysis (wt%) of lignite utilized in the analysis [13]

Ultimate analysis (received basis) Ultimate analysis (dry ash-free basis)

C O H N S C O H N S

51.0 23.8 4.1 0.4 0.16 64.2 29.9 5.2 0.5 0.2
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and exergy efficiency is given in this chapter. These approaches are applied to each

component of the system and whole system.

2.5.1 Mass Balance Analysis

The mass balance analysis is a basic principle in analyzing any thermodynamic

system. In the steady-state conditions, the rate form of the mass balance for the

steady-state condition can be given as follows:X
_min ¼

X
_mout ð2:4Þ

2.5.2 Energy Balance Analysis

The energy balance equation is applied to the description of a wide variety of the

given process. The energy balance of a considered process is always conserved

within the system according to the first law of thermodynamics. The sum of all

energy types is constant in an isolated system. The rate form of the energy balance

equation for the steady-state condition with negligible kinetic and potential energy

effects can be given below as the total energy input equal to the total energy output,

with all energy types, including heat, power, and material flows, as follows:X
i

_Ei þ _Qi ¼
X
e

_Ee þ _W ð2:5Þ

where _Q and Ẇ are the heat and work transfer rate, respectively. Neglecting

potential and kinetic energy, the above equation can be written as follows:

_Q þ
X

_mihi ¼ _W net þ
X

_mehe ð2:6Þ

where h is the specific enthalpy.

2.5.3 Exergy Balance Analysis

Nowadays, exergy analysis of the energy production system is considered as an

important tool in the engineering system designs. In any system, when energy is

converted into another less useful type, the rest of the useful part of the energy

cannot be recovered again, a portion that is not conserved as total energy of the
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process. According to this procedure, the amount of useful work can be given in the

exergy (also called available energy or availability) terms for a better understanding

of the energy conversion. The properties of a reference environment have to be

given in the exergy analysis. This is generally done by given the temperature,

pressure, and chemical proportion of the reference environment [14]. When a

system is in equilibrium with reference environment, its exergy content is zero.

In this study, real environment cases are accepted as the reference condition or

environment properties.

Exergy analysis based on the second law of the thermodynamics can support to

create the strategies and managements for more economical and effective use of

energy sources and is utilized to study integrated systems. The sources of the

irreversibility and proposed approaches to increase the whole efficiency of the

given system should be considered by using exergy analysis. Exergy content of

matter is generally divided into four parts which are physical exergy (exph),

chemical exergy (exch), kinetic exergy (exk), and potential exergy (exp). In this

study, kinetic and potential exergy are negligible, as the elevation difference is low

and speeds in the process are small. In general, physical exergy is represented by the

maximum effective work available as a process interacts with the environment.

Chemical exergy is connected with the departure of the chemical configuration of a

matter from its chemical equilibrium and also is considered necessary in systems

including combustion and whole chemical variations [15]. Using the first and

second laws of thermodynamics, balance equation for exergy analysis can be

written as follows:X
i

_minexin þ _ExQ ¼
X
e

_moutexout þ _ExW þ _ExD ð2:7Þ

ĖxQ and ĖxW are the heat and work exergy flow rates through the boundary at

temperature Tj at location j, respectively.

_ExQ ¼ 1� To

Ti

� �
_Qi ð2:8Þ

where Ti is the temperature in the ith given state.

_ExW ¼ _W ð2:9Þ

ex is the specific exergy of the process inlet and outlet flow and ĖxD is the exergy

destruction rate. The specific exergy can be given as follows:

ex ¼ exke þ ex pe þ exph þ exch ð2:10Þ

Any substance of which the temperature, pressure, or composition is different

from the thermodynamic equilibrium with the surroundings (thermal, mechanical,

30 Y.E. Yuksel and M. Ozturk



and chemical) has the possibility to produce a change. As given before, since the

variations of the kinetic and potential exergy are accepted negligible in this study,

both physical and chemical exergies are defined for the system components. The

physical exergy or general flow exergy of the ith flow is given as

exph, i ¼ hi � hoð Þ � To si � soð Þ ð2:11Þ

where h is the specific enthalpy and s is the specific entropy, respectively. The

chemical exergy of an ideal gas mixture can be determined by

exch ¼
X

xiex
o
ch, i þ RTo

X
xiln xið Þ þ ΔGe ð2:12Þ

where exoch;i is the standard chemical exergy of a pure chemical combination and xi
is the mole fraction of the ith component, R is the gas constant, and ΔGe is the

excess free Gibbs energy [16]. In this study, free Gibbs energy is negligible, as

the amount difference for free Gibbs energy is small at low pressure and at a given

gas mixture. The specific chemical exergies of the usual fuels are defined using the

corresponding ratio of simplified chemical exergy as follows:

_Ex f
ch ¼ ξiLHV f ð2:13Þ

where the factor ξi gives the division of the chemical exergy to the LHV (lower

heating value) of the ith fuel components. The factor ξi of the most usual gaseous

fuels with CxHy can be calculated as [17]

ξi ¼ 1:22þ 0:0169
y

x
� 0:0698

x
ð2:14Þ

In the literature [18], the numerical correlation for ξ of the biomass-based fuels

is given as follows:

ξ ¼
1:044þ 0:016

XH2

XC
� 0:34493

XO2

XC
1þ 0:053

XH2

XC

� �
1� 0:4124

XO2

XC

ð2:15Þ

where Xi is the mass fraction of the ith element. The specific chemical exergy of a

dry assumption coal involving sulfur, assuming that it occurs as a free element, is

given as [19]

_Ex coalch ¼ LHVcoal þ hWð Þξcoal þ _ExSch � hS
� �

XS þ _ExAchXA þ _ExWchXW ð2:16Þ

where W, S, and A subscripts refer to water, sulfur, and ash, respectively, hi is the

specific enthalpy of the ith chemical components, Ėxich is the standard chemical

exergy of the ith chemical components, and ξcoal is the chemical exergy coefficient

of the selected coal type.
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ξcoal ¼
LHVcoal þ 2442XWð Þξdry þ 941XS2

LHVcoal

ð2:17Þ

where ξdry is the chemical exergy coefficient in dry assumption [18]. Equation

(2.17) is valid only for a mass ratio xO2
=xCð Þ � 0:667 [11]. Many researchers

[20–23] have proposed methods to calculate the chemical exergy of elements,

organic, and inorganic substances. However, the chemical values used in this

chapter have been taken from Szargut [24]. The values given in this model are

based on standard temperature as 25 �C. These values were corrected for the

reference temperature by the following equation [25]:

exchi ¼
To

Tsex
i
ch � h

o

f

Ts � To

Ts ð2:18Þ

where exchi , h
o

f , T
s, and To are standard molar chemical exergy, enthalpy of

formation, standard temperature, and reference temperature, respectively. The

values of standard molar exergy of the substance used in this chapter are given in

Table 2.3.

2.5.4 Thermodynamic Efficiencies

A thermodynamic efficiency can be based only on the first law of thermodynamics

(energy efficiency) or consider both laws of thermodynamics (exergy efficiency).

In order to evaluate the performance of the poly-generation system, energy and

exergy analyses are commonly used to establish the whole system. Energy and

exergy efficiency of the components of the system and whole system should be

given for detailed thermodynamic analysis.

Table 2.3 The values of standard molar exergy of the substance [26]

Substances Standard enthalpy (MJ/mol) Standard exergy (MJ/mol)

O2(g) 0 3.97

N2(g) 0 0.72

CO2(g) �393.52 19.87

H2O(g) �241.82 9.5

H2O(l) �285.83 0.9

SO2(g) �297.10 313.40

NO(g) 90.59 88.90

NO2(g) 33.72 55.60
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2.5.4.1 Energy Efficiency

The energy efficiency (η) of the process can be defined as the ratio of useful energy
produced by the process to the total energy input. The useful produced energy

represents the desired results produced by the system components. The energy

efficiency for the single production option can be given as follows:

η ¼ useful energyoutput ratewithproducts

total energy input rate
¼

_Eout,usefulX
_Ein, total

ð2:19Þ

2.5.4.2 Exergy Efficiency

In order to evaluate the performance of the poly-generation system from the exergy

analysis point of view, it is essential to determine both the product and the fuel for

the components of the system and whole system. The exergy efficiency (ψ) of the
process should be defined as the divided exergy output rate (Ėxout, useful) that is

created by the considered system to the overall exergy inlet rate
X

_Exin, total

� �
that

crosses the boundaries of the system, as follows:

ψ ¼ total useful exergy output rate with products

total exergy input rate
¼
X

_Exout, totalX
_Exin, total

ð2:20Þ

The exergy efficiency for the process should also be given in terms of exergy

destruction rate as follows:

ψ ¼
X

_ExoutX
_Exin
¼
X

_Exin � _ExDX
_Exin

¼ 1�
_ExDX
_Exin

ð2:21Þ

Using the derived equations, a model is generated by using EES. With the help

of this model, the system performance and emissions are investigated by varying a

series of input conditions.

2.6 Results and Discussion

The investigation of exergy destruction for each component is given in this anal-

ysis, besides the assessment of system components efficiencies. The thermal energy

is lost from the components during the process that has been approved in many

literatures. In the definition of exergy destruction, the generation of entropy always

destroys exergy, because of that the useful work is reduced and cannot be recov-

ered, and sometimes exergy destruction can refer to irreversibility such as chemical
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reaction, expansion work, compression work, and heat transfer through the

temperature difference that always involves entropy generation. In order to evaluate

the overall cogeneration performance, the study of exergy destruction can help to

identify the defect within the cogeneration plant, and the performance can be

improved by the redesign or modification of the existing cogeneration plant from

considering reduction of heat loses in the further improvement and development.

The results of the energy and exergy analysis, including the energy and exergy

efficiency, and exergy destruction rate for the system components are reported.

It is shown that the inlet and outlet exergy flows of the coal gasification plant are

mainly attributed to the energy and exergy inlet with the coal sample and process

air. In addition, the exergy loss is determined to be due to emission and internal

consumption associated with chemical reaction, especially those related to gasifi-

cation. Note that inlet exergy values are evaluated for coal on an LHV basis.

Also, the results in energy and exergy efficiencies variation by changing oper-

ating conditions are investigated in depth using the thermodynamic laws. Besides

the energy and exergy efficiencies examinations, the thermodynamic analysis is

also going to examine the influences of the work output and process heat from

operating conditions though the parametric studies. Also, the exergy destruction

rate is another important matter to be emphasized because the study of irreversibil-

ity can help to identify where the work or energy is lost during the operation.

Various factors identified in the design section can influence both the energy and

exergy efficiencies of the integrated system.

The effect of varying ambient temperature from 10 to 30 �C on the exergy

destruction rate and exergy efficiencies for the concentrating solar collector, coal

gasification system, Rankine cycle system, double-effect absorption cooling sys-

tem, methanol production system, and whole system is illustrated in Figs. 2.2, 2.3,
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2.4, 2.5, 2.6, and 2.7, respectively. Figure 2.2 shows that the exergy destruction rate

of the concentrating solar collector subsystem decreases with increasing ambient

temperature, but its exergy efficiency rate increases. Figures 2.3, 2.4, and 2.6 show

that varying the ambient temperature in the coal gasification system, Rankine cycle

system and methanol production system studies, respectively, have the same effect

on the exergy destruction rate and exergy efficiencies. The exergy destruction rate

of these subsystems decreases with increasing ambient temperature, while their
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for the coal gasification subsystem
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exergy efficiencies increase. The variations of exergy destruction rate and exergy

efficiencies of these subsystems remain almost linear depending in the ambient air.

In contrast, as seen in Figs. 2.5 and 2.7, the exergy destruction rate in the double-

effect absorption cooling system and whole system increases with the increasing

ambient temperature, but their exergy efficiencies decrease.
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2.7 Conclusions

Poly-generation systems can make significant supports for energy and other useful

outlet products due to their potential for high performance as well as low operating

costs and greenhouse gas and pollution emissions. Environmental problems such as

fossil fuel depletion and climate change amplify the advantages and significance of

performance poly-generation energy systems. An important reserve of low-quality

lignite in many countries such as Turkey should be used with clean coal technology

for sustainable development. Turkish lignite sources have high ash, volatile matter,

and sulfur content, which draw a non-feasible picture for conventional combustion

techniques. In this chapter, energy and exergy analysis is carried out for the coal-

and solar-based poly-generation system to evaluate the system performance and

exergy destruction rates for system components. This integrated coal and solar

energy-based system is developed to accommodate different poly-generation

options. In addition to that, the energy and exergy analyses are performed and

applied to the poly-generation system components to calculate the rates of energy

and exergy flows, the efficiencies, and the unit exergy destruction rate of flows in

the components. The main conclusions drawn from the present study are as follows:

• The capacities and performances of the integrated system depend on solar

weather data and on the design parameters of the system components.

• The coal gasification system is the source of 18 % of the total exergy destruction

and 14 % of the annual exergy destruction in the concentrating collector system.

• The overall energy and exergy efficiencies of the integrated system are calcu-

lated as 67 % and 58 %, respectively.
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• Integrated energy system for poly-generation is a promising technology for

electricity, hydrogen, chemicals, hot water production, and volume heating

and cooling application for rural areas. They are undergoing research and

experimentation, and further research is needed to improve understanding of

integrated systems.

The poly-generation design model can also be used to help decision makers in

selecting the optimum size and/or efficiencies of the components when designing

integrated fossil and renewable power generation systems.
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Chapter 3

Assessment of Maisotsenko Combustion
Turbine Cycle with Compressor Inlet Cooler

Hakan Caliskan, Ibrahim Dincer, and Arif Hepbasli

Abstract In this study, a Maisotsenko combustion turbine cycle (MCTC) with

compressor inlet cooling system is proposed and studied through energy, exergy

and exergoeconomic analysis methods. The present system consists of a

Maisotsenko air cooler, a compressor, a turbine, a generator, a combustor, and a

compressed air saturator. The results show that an exergy efficiency of 58.27 % is

higher than the corresponding energy efficiency of 51.55 % for the MCTC system,

due to the fact that the exergy content of the fuel fed into the combustion chamber is

lower than its energy content. Also, the maximum exergy destruction rates occur in

the compressor and turbine with the values of 166.964 kW and 150.864 kW,

respectively. Furthermore, the exergoeconomic results indicate that the highest

exergetic cost factor defined as the destruction in the component per cost is

determined to be 0.013148 kW/$ for the turbine, while the Maisotsenko cycle air

cooler has a minimum rate of 0.000006 kW/$. The better optimization of this

component may be considered. It is concluded that Maisotsenko cycle systems

can be effectively integrated to turbine cycle systems. Also, energy, exergy and

exergoeconomic analyses give more useful information together about assessing

the MCTC system and minimizing the thermodynamic inefficiencies.

Keywords Energy • Exergy • Exergoeconomics • Maisotsenko combustion turbine
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3.1 Introduction

According to the International Energy Agency (IEA), energy demand will increase

steadily from 2000 to 2030 with an increase of 1.7 % per year, and electricity

demand will grow by 2.4 % per year. So advanced technologies for power gener-

ation are necessary [1]. In recent years, humid air turbine (HAT) cycle, in which the

humid air is used to generate work and/or electricity, has been used as an advanced

technology for power production. It is environmentally friendly and its working

fluid is not harmful to the atmosphere [2]. But generally, the efficiency of a HAT is

lower than other turbines, because it cannot work at high pressures, and as a result,

it generates less power. In HATs, increasing humidity requires heating the com-

pressed air at high temperatures. So more fuel consumption and a separate boiler are

needed to do this operation. As a result, a high-cost additional component is

necessary for a HAT [3].

Practical limitations have prevented the HAT cycle from being commercialized.

So there is a new developed technology named the Maisotsenko cycle (M-cycle)

that can be a solution for limitations of the HAT cycle [2]. M-Cycle systems are

commonly known with air conditioning systems, and this cycle includes the wet

and dry sides of a plate similar to indirect evaporative coolers, but with a much

different airflow creating a new thermodynamic cycle resulting in product temper-

atures which approach the dew point temperature of the air [4]. The enthalpy

difference of the air at the dew point temperature and the air saturated at a higher

temperature to reject the heat from the product is used in this M-cycle. Also, it

allows the product fluid to be cooled into the dew point temperature of the incoming

air ideally. The air is then precooled before passing into the heat rejection stream

where the water is evaporated [5–8].

The HAT cycle and the M-cycle-integrated Maisotsenko combustion turbine

cycle (MCTC) have some similar specification/works. They may increase power

output while maintaining the optimum system efficiency by supplying the moist air

to the turbine without an additional compressor work. They can also recover the

turbine exhaust heat by putting it back into the cycle and lower emissions by

providing the combustor with moist air. But the MCTC has additional advantages

by further increasing the moisture in the compressed air stream, which increases

power and efficiency. In addition, the M-cycle uses souped-up heat transfer process

and minimizes the size of the heat transfer surface, the pressure losses, and the

capital cost. Also, the M-cycle air cooler is used to increase the compressor effi-

ciency by supplying the compressor with the cool air that has not had humidity added

to it. Thus, this cooler air can be compressed easily using less compressor work.

Thermodynamic systems can be understood better with advanced analysis

methods. Energy analysis is based on the first law of thermodynamics, but there are

some limitations, such as not taking into account the environment properties, the

degradation of the energy quality, and the process irreversibility. On the other hand,

exergy analysis is based on both of the first and second laws of thermodynamics, and it

characterizes the work potential of a system. Exergy is generally defined as a
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maximum work that can be obtained from the system, when its state is brought to the

dead state (also known as environmental condition) [9]. Also, there is exergoeconomic

analysis methodology that is a combination of thermodynamics and cost accounting

disciplines. Normally, energy-based unit costs are used for the cost accounting. But

exergy cost accounting is essential in evaluating the system input and output [7].

In the open literature, there have been numerous studies on the M-cycle for

cooling applications and two studies about the MCTC. In this regard, Wicker [2]

theoretically explained the possible combination of the M-cycle with a turbine.

In this regard, MCTC with a Maisotsenko compressor inlet cooler was designed and

studied theoretically. Alsharif et al. [3] presented energy and exergy analyses of the

M-cycle, and the theoretical information of Wicker [2] was used with additional

assumptions for analyzing purposes.

In this study, energy, exergy and exergoeconomic analysis methods are applied

to an empirically designed MCTC with a compressor inlet cooler. So this study

differs from the previously conducted ones as follows: (1) the new data (assump-

tions) are considered for the MCTC system, (2) entropy generation rates are

determined, (3) exergy destruction ratios of the system components are calculated,

and (4) exergoeconomic analysis is applied to the system for evaluation.

3.2 System Description

The system (the MCTC with Maisotsenko compressor inlet cooler) consists of a

Maisotsenko air cooler, a compressor, a turbine, a generator, a combustion chamber

(combustor), and a Maisotsenko compressed air saturator. The schematic layout of

the system is illustrated in Fig. 3.1.

The MCTC takes the dry, hot, and compressed air and cools it toward its dew

point temperature without adding the humidity. Then the cool air extracts the heat

from the exhaust gases of the turbine, bringing them to a lower temperature at

which even more heat may be extracted. Two streams occur from the cooled air.

One of these streams cools itself by being passed in the counterflow to the air being

cooled and by adding the moisture to it through an indirect evaporative heat and

mass transfer process. The other stream is then passed in the counterflow to the

turbine exhaust gas stream while evaporating the water into the air again in an

indirect evaporative heat and mass exchanger. The two high-humidity air streams

are then recombined and sent to the combustor for heating before entering the

turbine. The humid air, however, has a higher specific heat and takes more fuel to

increase the temperature. However, the additional heat in the turbine exhaust gases

allows additional water to be evaporated and more heat to be recovered [2].

The process can be explained as follows: the air enters the M-cycle air cooler at

25 �C temperature and 101.325 kPa pressure. Hence, it exchanges its heat with

working air and the air is cooled down to a compressor inlet temperature of 8 �C,
while the pressure is 101.325 kPa, the air is fully dry (without moisture) in this

condition. In the compressor, the pressure and temperature of the air are increased
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to 1,200 kPa and 462.1 �C, respectively. The air then reaches the Maisotsenko

compressed air saturator and exchanges its heat with the secondary air coming from

the turbine and the water from the water reservoir. After the Maisotsenko com-

pressed air saturator, the air enters the combustion chamber at 600 �C temperature

and 1,200 kPa pressure. In the combustion chamber, the temperature of the air is

raised to 1,127 �C using the energy of the fuel. Thus, the air enters the turbine at

1,127 �C temperature and 1,200 kPa pressure to obtain the power and leaves the

turbine to enter the Maisotsenko compressed air saturator (as a secondary air) at

674.1 �C temperature and 101.325 kPa pressure. After the Maisotsenko compressed

air saturator, the air exits at 487.61 �C temperature and 101.325 kPa pressure.

Hence, this air heats the water in the reservoir.

It is assumed that the isentropic efficiency of the compressor is 70 %, the

isentropic efficiency of the turbine is 71.1 %, the combustion gases are air,

the combustion chamber temperature is equal to the turbine inlet temperature,

and there is no energy loss in the combustion chamber. The assumed data of the

system can be seen in Table 3.1.

Fig. 3.1 Maisotsenko combustion turbine cycle with Maisotsenko compressor inlet cooler
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3.3 Analyses

The general flow energy rate (Ėni) can be written as follows:

_Eni ¼ _mi hi ð3:1Þ

where “ṁi” and “hi”are the mass flow rate and the enthalpy of the related compo-

nent in the given condition, respectively.

The general flow exergy rate (Ėxi) can be determined by [10]

_Exi ¼ _mi exi ¼ _mi hi � h0ð Þ � T0 si � s0ð Þ½ �

¼ _mi c p Ti � T0ð Þ � c pT0 ln
Ti

T0

� �
þ T0R ln

Pi

P0

� �� 	
ð3:2Þ

where “exi” is the specific exergy, “hi” is the enthalpy in the given condition, “h0” is
the enthalpy in dead-state condition, “si” is the entropy in the given condition, “s0”
is the entropy in dead-state condition, “T0” is the dead-state (reference) tempera-

ture, “Ti” is the temperature in the given condition, “R” is the universal gas

constant, “Pi” is the pressure in the given condition, “P0” is the dead-state pressure,

and “cp” is the specific heat.

3.3.1 Maisotsenko Cycle Air Cooler

The mass balance of the M-cycle air cooler is written as [3]

_m1 ¼ _m2 ð3:3Þ

Table 3.1 Data considered for the system

State No m (kg/s) T (�C) T (K) P (kPa)

Dead state—air 0 – 25 298.15 101.325

Air 1 2 25 298.15 101.325

Air 2 2 8 281.15 101.325

Air 3 2 462.1 735.25 1,200

Air 4 2 650 923.15 1,200

Air 5 2 1,127 1,400.15 1,200

Air 6 2 674.1 947.25 101.325

Air 7 2 487.6 760.75 101.325

Air a 3.01 3.5 276.65 101.325

Air b 3 12 285.15 101.325

Dead state—water 0 – 25 298.15 101.325

Water Water 0.01 25 298.15 101.325
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_ma ¼ _mb þ _mwater ð3:4Þ

The energy balance of the M-cycle air cooler is given by

_En1 þ _Ena ¼ _En2 þ _Enb þ _Enwater þ _Enloss,M-cycle ð3:5Þ

where “Ėnloss,M‐cycle” is the energy loss rate of the M-cycle air cooler.

The exergy balance of the M-cycle air cooler becomes

_Ex1 þ _Exa ¼ _Ex2 þ _Exb þ _Exwater þ _Exloss,M-cycle þ _Exdest,M-cycle ð3:6Þ

where “Ėxloss,M‐cycle” and “Ėxdest,M‐cycle” are the exergy loss and destruction rates of

the M-cycle air cooler, respectively.

_Exloss,M-cycle ¼ _Enloss,M-cycle 1� T0

TM-cycle

� 	
ð3:7Þ

where “T0” is the dead-state temperature and “TM‐cycle” is the M-cycle operation

temperature (25 �C).

3.3.2 Compressor

The mass balance of the compressor is given by

_m2 ¼ _m3 ð3:8Þ

The energy balance of the compressor is written as follows:

_En2 þ _W comp ¼ _En3 ð3:9Þ

where “Ẇcomp” is the necessary electrical energy rate of the compressor.

Pr, 3

Pr, 2
¼ P3

P2
ð3:10Þ

where “Pr” is the relative pressure and “P” is the pressure.

ηcomp ¼
h3s � h2
h3a � h2

ð3:11Þ

where “ηcomp” is the isentropic efficiency of the compressor. Also, “h3a” is the

actual enthalpy and “h3s” is the isentropic enthalpy of the air at the compressor

outlet.
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The exergy balance of the compressor is given as

_Ex2 þ _W comp ¼ _Ex3 þ _Exdest, comp ð3:12Þ

where “Ėxdest,comp” is the exergy destruction rate of the compressor.

3.3.3 Combustion Chamber (Combustor)

The mass balance of the combustion chamber (air) is expressed as

_m4 ¼ _m5 ð3:13Þ

The energy balance of the combustion chamber is given by

_En4 þ _Encomb ¼ _En5 ð3:14Þ

where “Ėncomb” is the fuel energy input rate of the combustion chamber.

The exergy balance of the combustion chamber is written as follows:

_Ex4 þ _Excomb ¼ _Ex5 þ _Exdest, comb ð3:15Þ

where “Ėxcomb” and “Ėxdest,comb” are the fuel exergy input rate and the exergy

destruction rate of the combustion chamber.

_Excomb ¼ _Encomb 1� T0

Tcomb

� 	
ð3:16Þ

where “Tcomb” is the combustion room temperature (as 1,127 �C).

3.3.4 Turbine

The mass balance of the turbine is as follows:

_m5 ¼ _m6 ð3:17Þ

The energy balance of the turbine is given by

_En5 ¼ _En6 þ _W turb ð3:18Þ
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where “Ẇturb” is the electrical energy output rate of the turbine.

Pr, 6

Pr, 5
¼ P6

P5

ð3:19Þ

where “Pr” is the relative pressure and “P” is the pressure.

ηturb ¼
h5 � h6a
h5 � h6s

ð3:20Þ

where “ηturb” is the isentropic efficiency of the turbine. Also, “h6a” is the actual

enthalpy and “h6s” is the isentropic enthalpy of the air at the turbine outlet.

The exergy balance of the turbine becomes

_Ex5 ¼ _Ex6 þ _W turb þ _Exdest, turb ð3:21Þ

where “Ėxdest,turb” is the exergy destruction rate of the turbine.

3.3.5 Maisotsenko Compressed Air Saturator

The mass balance of the Maisotsenko compressed air saturator is expressed as

_m3 ¼ _m4 ð3:22Þ

_m6 ¼ _m7 ð3:23Þ

The energy balance of the Maisotsenko compressed air saturator is given by

_En3 þ _En6 þ _Enwater ¼ _En4 þ _En7 þ _Enloss, sat ð3:24Þ

where “Ėnloss,sat” is the energy loss rate of the Maisotsenko compressed air

saturator.

The exergy balance of the Maisotsenko compressed air saturator is written as

follows:

_Ex3 þ _Ex6 þ _Exwater ¼ _Ex4 þ _Ex7 þ _Exloss, sat þ _Exdest, sat ð3:25Þ

where “Ėxloss,sat” and “Ėxdest,sat” are the exergy loss and destruction rates of the

Maisotsenko compressed air saturator.

_Exloss, sat ¼ _Enloss, sat 1� T0

Tsat

� 	
ð3:26Þ

where “Tsat” is the Maisotsenko compressed air saturator temperature.
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3.3.6 Overall Efficiency

The energy efficiency of the overall system (η) is defined as

η ¼
_W turb

_W comp þ _Encomb

ð3:27Þ

The exergy efficiency of the overall system (Ψ ) is calculated from the following

equation:

Ψ ¼
_W turb

_W comp þ _Excomb

ð3:28Þ

3.3.7 Entropy Generation

The entropy generation rate (Ṡi) is the ratio of the exergy destruction rate to the

reference state temperature:

_Si ¼
_Exdest, i
T0

ð3:29Þ

3.3.8 Exergy Destruction Ratio

The exergy destruction ratio of the system component (Ėxdest,R,i) is found to be

_Exdest,R, i ¼
_Exdest, i
_Exdest, tot

ð3:30Þ

where “Ėxdest,i” is the exergy destruction rate of the related component of the

system and “Ėxdest,tot” is the total exergy destruction of the system.

3.3.9 Exergoeconomic Analysis

The exergoeconomic analysis is applied by exergetic cost factor (Ri) as follows:

Ri ¼
_Exdest, i
Zi

ð3:31Þ

where “Zi” is the capital cost of the component.
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The capital cost of the compressor (Zcomp) is defined as [11, 12]:

Zcomp ¼
71:1ð Þm2

P3

P2

� �
ln P3

P2

� �
0:9ð Þ � ηcomp

ð3:32Þ

where “ηcomp” is isentropic efficiency of the compressor (70 %).

The capital cost of the combustion chamber (Zcomb) is obtained from

Zcomb ¼ 46:08ð Þm4 1þ exp 0:018ð ÞT4 � 26:4ð Þ½ �
0:995ð Þ � P5

P4

� �


 


 ð3:33Þ

The capital cost of the turbine (Zturb) is determined using the following equation:

Zturb ¼
479:34ð Þm5 ln

P5

P6

� �
1þ exp 0:036ð ÞT5 � 54:4ð Þ½ �

0:92ð Þ � ηturb
ð3:34Þ

where “ηturb” is isentropic efficiency of the turbine (taken as 71.1 %).

3.4 Results and Discussion

The energy, exergy, and exergoeconomic analyses are applied to the MCTC with a

Maisotsenko compressor inlet cooler system. The energy and exergy analysis

results of each point in the system are tabulated in Table 3.2. The maximum

energetic and exergetic rates are found before the turbine as 3,030 kW and

1,862.14 kW, respectively. Because the temperature of the gas is maximum after

the combustion chamber, and the difference between this temperature and the

reference environment temperature is maximum. On the other hand, the minimum

energetic and exergetic rates of the system are determined for the water works in the

M-cycle systems to be 1.048 kW and 0 kW, respectively. The temperature of the

Table 3.2 Some results of

energy and exergy analyses
No Energy rates (kW) Exergy rates (kW)

1 597.2 0

2 563 0.98

3 1,502.78 773.79

4 1,918 1,039.35

5 3,030 1,862.14

6 1,972.33 653.60

7 1,558.15 384.33

a 833.47 1.99

b 856.50 0.95

Water 1.048 0
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water is assumed to be equal to the reference environment. So the exergetic rate is

zero and the energetic rate is minimum among the results. Also, the energy and

exergy efficiencies of the overall system are shown in Fig. 3.2. As seen, the energy

and exergy efficiencies are 51.55 % and 58.27 %, respectively. The exergetic

efficiency is found higher than the corresponding energetic efficiency. Because

the exergy rate of the fuel given to the combustion chamber (875.21 kW) is lower

than its corresponding energy rate (1,112 kW), this is inversely proportional to the

efficiency. In addition, the consumed energy rate for the compressor is 939.78 kW,

while the produced energy rate by the turbine is 1,057.67 kW.

The exergy destruction and entropy generation results are given in Table 3.3. As

seen from the table, the maximum exergy destruction and entropy generation rates are

found to be 166.964 kW and 0.56 kW/K for the compressor, while the minimum

corresponding rates are determined as 0.058 kW and 0.000196 kW/K for the

Maisotsenko cycle air cooler used before the compressor, respectively. The compres-

sor and turbine are the most enforced components in the system. So it is predictable

that the most exergy destruction occurs in these components. In addition, the entropy

generation is directly proportional to the exergy destruction, and the results verify
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Fig. 3.2 Energy and exergy efficiencies of the overall system

Table 3.3 Exergy destruction and entropy generation rate results

Component

Exergy destruction rate

(kW)

Entropy generation rate

(kW/K)

Maisotsenko cycle air cooler 0.058 0.000196

Compressor 166.964 0.560

Combustion chamber 52.415 0.176

Turbine 150.864 0.506

Maisotsenko compressed air

saturator

3.722 0.0125
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it. After the compressor, the second highest exergy destruction and entropy generation

rates are obtained for the turbine as 150.864 kW and 0.506 kW/K, respectively.

On the other hand, the exergy destruction ratios of the system components are

shown in Fig. 3.3. The exergy destruction ratio of the Maisotsenko cycle air cooler,

the compressor, the combustion chamber, the turbine, and the Maisotsenko com-

pressed air saturator are found to be 0.00016, 0.44640, 0.14014, 0.40335, and

0.00995, respectively. Among the system components, the compressor has the

maximum ratio, while the Maisotsenko cycle air cooler has the minimum ratio.

The reason for this is the magnitude of the exergy destruction rate explained above.

The capital costs of the system components are calculated and given in Fig. 3.4.

The capital costs of the Maisotsenko cycle air cooler, the compressor, the
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combustion chamber, the turbine, and the Maisotsenko compressed air saturator are

determined as $9,316, $20,813.14, $5,566.62, $11,474.37, and $5,000, respec-

tively. As seen, the compressor and the turbine, which are the most important

parts, are the most costly components in the system.

Finally, the exergoeconomic analysis results are illustrated in Table 3.4. The

exergoeconomic analysis is connected with the cost of the components and their

exergetic results. So the assessment is done for defining all of the necessary

parameters correctly. The highest exergetic cost factor is found to be

0.013148 kW/$ for the turbine, while the Maisotsenko cycle air cooler has a

minimum rate of 0.000006 kW/$. The variation of the exergetic cost factor by

components can be seen in Fig. 3.5.
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Fig. 3.5 Exergoeconomic results

Table 3.4 Exergoeconomic analysis results

Component Zi ($) Ri (kW/$)

Maisotsenko cycle air cooler 9,316 0.000006

Compressor 20,813.14 0.008022

Combustion chamber 5,566.621 0.009416

Turbine 11,474.37 0.013148

Maisotsenko compressed air saturator 5,000 0.000744
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3.5 Conclusions

In the present study, the MCTC with a compressor inlet cooler system is analyzed

through the energy, exergy, and exergoeconomic analyses. According to the results,

the following conclusions can be summarized:

(a) The exergy efficiency (58.27 %) is higher than the corresponding energy

efficiency (51.55 %) for the MCTC system because the exergy of the fuel

used in the combustion chamber is lower than its energetic rate. So when the

MCTC systems are analyzed using exergetic approach, their efficiencies can

be more reliable due to taking into account the reference environment

conditions.

(b) The maximum exergy destruction rates occur in the compressor (166.964 kW)

and the turbine (150.864 kW). The compressor supplies the necessary working

fluid and increases its temperature and pressure. On the other hand, the turbine

produces power. So these two components are the main parts and the most

imposed ones. Parallel to this situation, their exergy destruction ratios are the

highest ones in the system.

(c) The turbine has the highest exergetic cost factor (0.013148 kW/$) that

explains the destruction in the component per cost. So the better optimization

of this equipment may be considered.

As a final remark, it can be remarked that Maisotsenko cycle systems can be

effectively integrated to turbine cycle systems. Also, energy, exergy and

exergoeconomic analyses give useful information about assessing the MCTC

system and minimizing the thermodynamics inefficiencies.
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Chapter 4

Modeling of Fluidized Bed Gasification
of Rice Straw in Egypt

Rami Salah El-Emam and Ibrahim Dincer

Abstract Useful energy can be extracted from agricultural waste and residues

instead of the uncontrolled burning that causes severe harm to the environment.

Rice straw can be combusted in a fluidized bed producing useful heat with better

control of emissions. One of the most promising alternatives is converting biomass

into a more energy-dense fuel with a higher heating value through gasification. This

study presents a one-dimensional model of atmospheric bubbling fluidized bed and

investigates the effect of different operating parameters on the temperature profile

and gas species concentrations through the fluidized bed in the gasification process

through concentration and energy balance equations. The model is validated with

data and measurements from the literature. The temperature profiles show a peak

temperature value occurring early in the freeboard zone. Both the value and position

of the peak occurrence are affected by the operation and fluidization condition.

Keywords Biomass • Gasification • Fluidized bed

4.1 Introduction

Since 1999, The Nile Delta and Cairo in Egypt have been suffering from thick layers

of smog, forming black clouds, caused by burning of rice straw after rice harvest

season and persist for days or weeks. In Egypt, rice is second in priority cereal crop

after wheat and occupies almost one quarter of the cultivated area during summer,

engaging about 10 % of Egyptian population in rice farming [1]. The black clouds

appear once a year in between September and October, bringing the pollution levels
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up to 10 times the limits set by the World Health Organization [2]. It is reported by

Marey [3] that the black clouds lurk low to the ground, concentrating in the lower

500 m of the atmosphere. This gives the chance for the pollution to be trapped by the

temperature inversion at the cities’ atmosphere. Annually, more than half of the 3–5

million tons of the produced rice straw residues tend to be burned by Egyptian

farmers; see Fig. 4.1. This gives them a clear cultivated landwithin 1 or 2 weeks after

harvesting for sowing the following crop.

Considering the combustion or gasification of rice straw for energy useful

production is one of the most promising alternatives that are to be integrated to

solve the black cloud problem. It also gives an energy solution for the depleted

fossil fuels. Rice straw needs pretreatment process to be ready for energy conver-

sion process. Pelletizing in compact pellets is considered the most appropriate form

of utilizing rice straw as a fuel. The produced pellets have higher energy density and

results in a reduction in transportation and storage cost. It can also be mixed with

other fuels to improve the pellet characteristics.

Gasification of biomass works on producing a syngas with higher fuel heating

value and better hydrogen-to-carbon ratio. This results in less greenhouse gas

emissions when the fuel is used. Also, removal of sulfur is a great benefit of this

process where limestone is to be added to capture it, preventing the formation of

sulfur oxides. Nitrogen oxides are minimized as the temperature is relatively low

compared with other combustion processes. Fluidized bed gasifiers are widely used

for converting biomass into energy which also has a great potential to be integrated

with other energy conversion systems for more useful products and enhancing

the overall performance of the system [4]. The interest in this study is to investigate

the gasification of rice straw in fluidized bed. The temperature profile and gas

concentrations through the gasifier are investigated.

Fig. 4.1 Burning of rice straw in Egypt [1]
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The fuel pellets considered in this study are prepared of rice straw and bitumen

with two-to-one ratio. The analysis of rice straw, bitumen, and the produced pellets

are shown in Table 4.1. Shaaban [5] illustrated the formation of straw-bitumen

pellets process. Rice straw is to be chopped in a couple of centimeter parts and

mixed with bitumen at 120 �C. The mixture is then pressed under about 150 bar

after being cooled to ambient temperature. Figure 4.2 shows rice straw pellets and

rice straw-bitumen pellets made in cylinders of 12 mm height and 10 mm diameter.

4.2 Modeling and Analyses

In this section, one-dimensional model of a fluidized bed is introduced and formu-

lated. The model is designed to analyze the temperature and gas concentration

through the fluidized bed (FB) at different operating conditions. The model con-

siders combustion (FBC) and gasification (FBG) of biomass fuels. In the presented

work, fluidized bed gasification is considered. The fluidized bed gasifier is modeled

in three different zones as stated by Basu [7]: dense bed, splashing zone, and the

freeboard zone. The species concentrations and the axial temperature distribution

Table 4.1 Ultimate analysis of the biomass pellets considered in the current study

Rice straw (%) Bitumen (%) Straw-bitumen (%) (2:1)

Carbon 38.2 85.5 60

Hydrogen 5.5 9.4 7.3

Oxygen 41.1 0.1 22.5

Nitrogen 0.5 0.6 0.5

Sulfur 0.2 3.5 1.7

Ash 14 0.9 7.9

LHV (kJ/kg) 14,100 40,600 25,800

Fig. 4.2 Rice straw pellets and straw-bitumen pellets [5, 6]
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through the bed height are investigated by applying the species concentrations

and energy balance equations over the three different zones of the fluidized bed.

The model considers the bubble and emulsion phases, which is known as the

two-phase theory of fluidization.

For the dense bed zone, where volatilization and drying occur, bubbling

fluidized-type zone is considered. The axial variation of the species concentration

through the bed height can be described by the following differential equations for

the bubble and emulsion phases, respectively [8–11]:

ubd xb, i � Kbe xe, i � xb, ið Þ þ
X

Rb, i þ 1

Abed : δ
dCi

dz

� �� 	
dz ¼ 0

ued xe, i � Kbe: δ: xb, i � xe, ið Þ þ εmf 1� δð Þ:
X

Re, i

h i
dz ¼ 0

where dx/dz expresses the rate of change in the concentration of the different

species through the bed height, dC/dz is the local release rate of the species in

kmol/ms, R is the reaction rate, and x is the species concentrations expressed in

kmol/m3. The other parameters and coefficients in the species mass balance equa-

tions are illustrated in the hydrodynamics equations as described in Table 4.2.

The main parameters in this table are shown as a function of the bed diameter, D,
the fluidization velocity, Uf, and the minimum fluidization velocity, Umf.

The splashing zone is located over the dense bed, and better mixing occurs as a

result of the bubble bursting [16]. For the splashing zone, the species balance

equation can be written as follows where the reaction rates are considered as for

Table 4.2 Hydrodynamics equations considered for the bubbling fluidized bed model

Name Formula Ref.

Bubble diameter dB ¼ dl � dl � doð Þexp �0:3 z
D

� �
[12]

Limiting bubble diameter dl ¼ 0:24 U f � Umfð Þ:D2
� �0:4 [12]

Initial bubble diameter, m
do ¼ 0:794 U f�Umfð Þ�D2

N

h i0:4 [12]

Bubble velocity, m/s UB ¼ U f � Um f þ 0:227
ffiffiffiffiffiffi
dB
p

[13]

Bed fraction in bubbles δB ¼ U f�Umf

UB
¼ 1� Umf

Ue
[13]

Superficial gas velocity through emulsion, m/s Ue ¼ U f þ 2Um fð Þ=3 [11]

Bubble-cloud transfer coefficient, 1/s KB�C ¼ 4:5 Umf

dB

� �
þ 10:35

ffiffiffi
D
p

dB
1:25

� �
[10]

Cloud-emulsion transfer coefficient, 1/s KC�E ¼ 3:226
ffiffiffiffiffiffiffiffiffiffiffiffi
Dif: εmf

dB
2:5

q
[10]

Bubble-emulsion transfer Coefficient, 1/s KB�E ¼ KC�E:KB�C
KC�EþKB�C

[10]

Void fraction at minimum fluidization εmf ¼ 0:478=A0:018 [14]

Archimedes number
A ¼ g:ρg ρ p�ρgð ÞdB3

μg2
[15]
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the emulsion phase without considering the items related to the coarse char based

on the assumption that this zone is coarse char free [8]:

usp,gdxsp, i ¼
X

Rsp, i

� �
dz

The following equation is used to determine the temperature profile. This is applied

to the splashing zone where the dense bed zone is considered to have a constant

temperature equal to the bed temperature:

dTg, sp

dz
¼

Asp

X
Rsp, i HRi

� �
� Qs � Qw

h i
Ng:c p,g

where HR is the heat of reactions that occur through the gasifier. The other terms in

the previous equation are illustrated as follows: Qs is the energy exchange with the

ejected sand.

Qs ¼ Ms :Asp:c p,s
dTs

dz

� �
and Qw expresses the loss through the walls of combustion area as

Qw ¼ Lsp :hov Tsp � Tam

� �
where the peripheral of the splashing zone cross section, Lsp, and the overall heat

transfer coefficient, hov, are given in Table 4.3. Both Qs and Qw are calculated per

unit length of the gasifier.

The sand temperature gradient in the calculation of the energy exchange with the

ejected sand can be calculated as follows:

dTs

dz
¼ 6 :hs, sp:

Tg, sp � Ts

ds : ρs: c p, s

where the sand specification and properties are shown in Table 4.3.

The following exponentially decay function expresses the mass flux of ejected

sand particles:

Ms ¼ Ms,oexp �Cej: z� zebð Þ� �
where Ms is in kg/m2s and is the function of the initial mass flux at the bed surface

which is calculated as follows [11]:

Ms,o ¼ βρs U f � Umfð Þ 1� εmfð Þ
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The upper limit of the splashing zone is the bed identified by setting the decay of

flux of the ejected sand particles to 0.001 [8]. The mass and energy equations of the

splashing zone are also applied to the freeboard zone.

The mass and energy balance equations are applied on the proposed gasification

system over the three described zones considering the composition of the gasifica-

tion product to be as follows: CO, CO2, H2, CH4, H2O, and O2.

4.2.1 Devolatilization

During the devolatilization process, biomass fuel particles tend to concentrate near

the bed surface [25]. Volatiles can be assumed to be released in the bubble phase as

described by Okasha et al. [8]. The volatiles are considered as CHy [20] and can be

calculated as tabulated in Table 4.4. The volatiles release distribution as a function

of bed height can be given in kmol/ms as

dCi

dz
¼ 4 Ci

z3

zeb4

Table 4.3 Parameters and constants for the formulas at the basic case

Parameter Value

Bed height above distributer, m z ¼ 3

Bed diameter, m D ¼ 0:3

Number of bed orifices Nor¼ 800

Extended bed height, m zeb ¼ 0:6

Specific heat of sand, kJ/kg∙K c p, s ¼ 0:83 [7]

Diameter of sand particles, mm ds ¼ 0:45 [17]

Density of sand particles, kg/m3 ρs ¼ 2, 650 [17]

Average diameter of char particle, μm dch ¼ 500

Density of char, kg/m3 ρch ¼ 470

Peripheral of splashing zone cross section, m Ls p ¼ 0:3

Parameter in sand initial mass flux β ¼ 0:1 [17]

Parameter in sand mass flux Ce j ¼ 18 [8]

Diameter of fine char particles, μm dch, fine ¼ 100 [18]

Minimum fluidization velocity, m/s Umf ¼ 0:175 [17]

Air equivalence ratio coefficient 0.20–0.30

Steam to biomass coefficient 0.7

Gas diffusivity, m2/s Di fg ¼ 1:88� 10�4 [7]
Splitting factor for oxygen reacting to CO εCO ¼ 0:3 [19]

Splitting factor for C reacting to tar εtar ¼ 5� 10�3 [19]
Partial combustion splitting coefficient α1 ¼ 1:3 [19]

Heterogeneous water-gas shift splitting coefficient α2 ¼ 1:2 [19]
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where zeb is the extended bed height and Ci is the molar releasing rate of moisture,

oxygen, and volatile, which is expressed as follows:

Ci ¼ _m f � Xi

MWi

Here, the volatile combustion is considered to occur in two steps, where it reacts to

form carbon monoxide and water vapor and then carbon monoxide oxidize to

carbon dioxide in the second step [20, 21]. The rate of hydrocarbon conversion

and the reaction rate of carbon monoxide for these two steps are shown in Table 4.4.

The volatiles can be given according a stoichiometric reaction of a biomass fuel

of the formula CαcHαHOαOSαSNαN as follows:

Biomass!A1 � COþ A2 � CO2 þ A3 � CH4 þ A4 � H2 þ A5 � H2Sþ A6 � O2

þ A7 � N2 þ A8 � tar

where the mole faction can be written as follows:

A1 ¼ εCO:αO

A2 ¼ αO 1� εCOð Þ=2
A3 ¼ αc 1� A2 � εCO þ εtarð Þ

Table 4.4 Devolatilization and char consumption equations

Name Formula Ref.

Devolatilization

Molar releasing rate, kmol/s CO2
¼ _m f �XO

MWO2

Released hydrocarbon mole fraction y ¼ XHMWC

XC�XFCð ÞMWH
[20]

Rate of hydrocarbon primary reaction to CO

(step 1), kmol/m3∙s
RCHy

¼ �kCHy
xCHy

� �0:7
xO2
ð Þ0:8 [20]

where kCHy
¼ 4:74� 1011exp �2415T

� �
Reaction rate of CO (step 2), kmol/m3∙s RCO ¼ �kCO xCO

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xO2

xH2O

p
[21]

where kCO ¼ 1:3� 1011ϑexp �15, 088T

� �
Char combustion

Combustion rate of char particles, kg/s Rch ¼ �72mch : xO2
= ρch:dch:

1
Kch
þ 1

Km

� �h i
[22]

Char kinetic coefficient, m/s Kch ¼ 1:045 Tchexp
�70, 400
RμTch

� �
Mass transfer coefficient, m/s Km ¼ 0:03

Char uniform temperature, K Tch ¼ 0:84 TbedA
0:05 [22]

Carbon fines generation rate Rch, fine ¼ αfineRch [23]

αfine ¼ 1�Vash�θcr
θcr�θ0

� �
[24]
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A4 ¼ αH
2
� αS � 2A3

A5 ¼ αH

A6 ¼ αO 1� A2 � εCOð Þ
A7 ¼ εtarαS

These equations are built considering some assumptions and considerations.

It is assumed that partial combustion producing CO or complete combustion to

CO2 may occur. This is controlled by the splitting factor εCO. The rest of the carbon
volatiles are released in the form of methane and additional tar which are controlled

by the splitting factor εtar which is experimentally measured. All sulfur and nitrogen

will be released as H2S and N2 considering that no formation of sulfur dioxide or

ammonia in the products.

4.2.2 Gasification and Char Consumption

After devolatilization, char gets involved into different heterogeneous gasification

reactions. The char consumption occurs in the gasifier and is happening through the

reaction with oxygen, water vapor, or carbon dioxide. The shrinking particle model

is used to describe the char oxidation in this model. This is because the ash layer

gets stripped off from the particles as a result of the mechanical stress when

colliding with the sand particles [9]. The oxidation of char particles is described

by the gas-solid reaction introduced by Leckner et al. [22]. They defined the

mechanical factor, α1, which has a minimum value of one when a complete

oxidation occurs and a maximum value of two when the reaction results in a

complete production of carbon monoxide. The char consumption while reacting

with water vapor is known as the heterogeneous water-gas shift reaction which can

be shown, introducing the splitting factor α2 given between 1 and 2, in Table 4.5.

At the same time, with the three char consumption reactions, the oxidation of

methane, carbon monoxide, and hydrogen occur. The water-gas shift reaction

occurs when the available oxygen is consumed where carbon dioxide and hydrogen

are produced through an equilibrium reaction of carbon monoxide and water

vapor, depending on the reaction temperature. Methane steam reforming and dry

reforming reactions are also considered. Table 4.5 shows the gasification reactions

considered in the present model.

Table 4.4 lists the combustion rates of char and other char consumption param-

eters. It also shows the empirical formula used to calculate the uniform temperature

of char. During the char burning process, it yields fines which are considered as a

function of the char combustion rate as shown in Table 4.4. The parameter αfine
depends on fuel particle properties. The given relationship to calculate αfine is the
function of the volume fraction of ash in the unconverted char particle, Vash,

particles’ initial porosity, θ0, and porosity at the percolation threshold, θcr.
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4.3 Results and Discussion

The presented model facilitates the investigation of axial temperature and gas species

concentrations distribution through an atmospheric bubbling fluidized bed gasifier.

It also gives the ability to perform parametric studies to study the influence of

different operating parameters, such as bed temperature, fluidization velocity, steam

to biomass ratio, air equivalence ratio, and bed material, on the gasification process.

The model is validated in two different aspects as shown in Fig. 4.3 and

Table 4.6. The results of the temperature profile, considering the combustion of

rice straw pellets at 0.5 m/s of fluidization velocity, a bed height of 3 m above

distribution, and a static bed height of 30 cm, are validated with data measurements

and show good agreement as shown in Fig. 4.3. The bed temperature is 850 �C, and
excess air of 0.3 is considered in this case. Also, gasification gas species concen-

trations are validated with the results reported in the literature. The results listed in

Table 4.6 give the validation of the fluidized bed gasification model with respect to

the gas species concentrations at different gasification temperature values. The

results show good agreement with both cases of comparison.

The effects of gasifier operating parameters on the axial temperature distribution

of the fluidized bed gasifier are investigated. The results presented in Figs. 4.4, 4.5,

and 4.6 show the axial temperature profile at values of operating parameters of the

fluidized bed. The bed height in these figures is considered from above bed zone

height, where isothermal operation is considered for this zone. Bed temperature is

taken as the base case condition of 800 �C for Figs. 4.4 and 4.5. For Fig. 4.6, the

temperature is varied when all other operating parameters are kept at base case

condition. The results show that the temperature profile starts with an increasing

trend through 15 % of the gasifier height where the freeboard zone exists. Temper-

ature then starts to decrease as a result of the endothermic reactions occurring

through the bed height and the heat interaction with the surrounding environment.

The overheat that occurs in all the represented curves demonstrates the effect of

oxidation reaction, and the position of this zone appears to be affected by the

Table 4.5 Gasification reactions in the model

Reaction Reaction rate [Ref.]

α1Cþ O2 ! 2 α1 � 1ð ÞCOþ 2� α1ð ÞCO2 (combustion) [27]

Cþ α2H2O! 2� α2ð ÞCOþ α2 � 1ð ÞCO2 þ α2H2 (steam gasification) [19]

Cþ CO2 ! 2CO (Boudouard reaction) [10]

COþ 1=2 O2 $ CO2 (carbon monoxide oxidation) [28]

H2 þ 1=2 O2 $ H2O (hydrogen oxidation) [10]

CH4 þ 1=2 O2 $ COþ 2H2 (methane oxidation) [19]

COþ H2O$ CO2 þ H2 (water-gas shift reaction) [10]

CH4 þ H2O$ COþ 3H2 (methane steam reforming) [29]

CH4 þ CO2 $ 2COþ 2H2 (CO2 reforming) [19]
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operating conditions. Figure 4.4 demonstrates the effect of varying fluidization

velocity on the axial temperature profile through the gasifier height. Three values of

fluidization velocity are considered as shown in the figure. At higher fluidization

velocity, better mixing occurs which is expected to result in a more uniform

temperature through the splashing and freeboard zones. Overheat temperatures

of 22.29, 42.5, and 68 �C over bed temperature occur when varying the velocity

of fluidization values as 0.75, 1, and 1.25 m/s, respectively. This results in higher

output temperature as well for the gases leaving the fluidized bed.

Table 4.6 Fluidized bed model validation with Kaushal et al. [14]

Composition of dry gas (%)

Gasification temperature

Error (RMS) (%)700 �C 750 �C 800 �C 850 �C

H2 Model 41.7 43.9 45.9 48.2 1.6

Ref. 38.7 44.2 46.6 47.2

CO Model 27.2 29.5 30.4 31.9 2.6

Ref. 25.1 26.4 27.9 29.4

CO2 Model 19.6 16.3 14.7 12.2 2.2

Ref. 16.2 14.1 12.8 12.1

CH4 Model 6.9 6.2 5.8 5.0 1.0

Ref. 8.4 6.2 4.9 3.9

Fig. 4.3 Validation of axial

temperature profile with

experimental measurements

reported by El-Emam

et al. [26]
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Figure 4.5 demonstrates the influence of air equivalence ratio on the gases’

temperature profile through the fluidized bed gasifier. Fluidization velocity is kept

constant at 1 m/s and the temperature of the bed at 800 �C. Increasing air equiva-

lence ratio causes the maximum temperature, representing the peak of oxidation

period, to shift toward higher temperature value. This is caused by the excess

oxygen flowing through the gasifier. However, the overheating values are not so

big compared with the results represented in Fig. 4.4 of the effect of fluidization

velocity.

The results shown in Fig. 4.6 represent the effect of changing bed temperature

on the profile of axial temperature through the fluidized bed gasifier. Three

temperature values are tested; 750, 800, and 850 �C, where 800 �C is the bed

temperature at the base case. Other operating conditions are kept constant at 0.25

for equivalence ratio and 1 m/s for fluidization velocity. It appears that at lower bed

Fig. 4.4 Temperature

profile at different

fluidization velocity values
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temperature, the temperature levels are relatively high through the freeboard zone

where some oxidation still occurs to some extent compared with higher bed

temperature where oxidation happens right after the splashing zone and then

the temperature tends to decrease with the effect of the endothermic reactions

after that.

Figure 4.7 shows the gas species concentrations through the fluidized bed height

represented in molar concentration percentage. With the consumption of oxygen, it

is noticed, as shown in the temperature profile figures, that an increase of temper-

ature occurs with solid fuel oxidation reaction near the distributor zone. This is

reflected on the composition of the gas at this zone where carbon dioxide has a peak

of concentration and oxygen is consumed near the distributor. The produced gas

compositions for the base case condition are found to be as follows: 18.9, 11.7,

13.53, and 4.6 % for carbon dioxide, carbon monoxide, hydrogen, and methane,

respectively.

Fig. 4.5 Temperature

profile at different values

of air equivalence ratio
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4.4 Conclusions

In this study, a model of atmospheric bubbling fluidized bed is introduced with

considering combustion and gasification of biomass-driven fuel. The pellets of rice

straw and bitumen are considered as the fuel. The results obtained from this work

show the effects of fluidization velocity and air equivalence ratio on the fluidized

bed axial temperature for the gasification process. Also, different gasifier bed

temperature values are taken and studied. The model is validated with temperature

measurements and other results from the literature. The results show that increasing

the fluidization velocity shifts the oxidation to higher temperature causing a higher

temperature through the gasifier height. The values of overheat are 22.29, 42.5, and

68 �C with fluidization velocity of 0.75, 1, and 1.25 m/s, respectively. The equiv-

alence ratio has the same influence on the temperature profile, however, with lower

level of overheating compared with the effect of fluidization velocity. The values of

Fig. 4.6 Temperature

profile at different bed

temperature values

4 Modeling of Fluidized Bed Gasification of Rice Straw in Egypt 69



the peak temperature for the equivalence ratio of air at 20 and 30 % are 29 and

60 �C, respectively. The gasification gas compositions through the gasifier are

obtained, and it is affected by the reaction rates of oxidation and gasification

reactions through its height.
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Chapter 5

Thermodynamic Evaluation of an Integrated
System with Concentrating Collector

Umran Cevrimli, Yunus Emre Yuksel, and Murat Ozturk

Abstract In this paper, thermodynamic analysis of an integrated system with

parabolic collector which produces a number of outputs, such as heating, cooling,

hot water, and electricity, is investigated. This integrated system consists of four

main subsystems: concentrating collector, energy storage, Rankine cycle, and

double-effect absorption cooling and heating. The renewable energy-based system

is operated in two modes, which are solar mode and storage mode. Exergy destruc-

tion ratios and rates, power or heat transfer rates, and energy and exergy efficiencies

of the system components and whole system are carried out. From the results,

energy and exergy efficiencies for solar mode are found as 51.32 and 46.75 %,

whereas for storage mode these efficiencies are calculated as 47.44 % and 45.43 %,

respectively. Additionally, parametric studies, including the thermodynamic per-

formance of the system and its components, are conducted by the change in some

design parameters, as variation of the ambient temperature changes from 0 to 30 �C.

Keywords Thermodynamic analysis • Energy analysis • Exergy analysis • Exergy

efficiency • Integrated system • Multi-generation

Nomenclature

E Energy, kJ

Ė Energy rate, kW

ex Specific exergy, kJ/kg

Ėx Exergy rate, kW

h Specific enthalpy, kJ/kg

ṁ Mass flow rate, kg/s

P Pressure, kPa
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_Q Heat rate, kW

s Specific entropy, kJ/kgK

T Temperature, K

Ẇ Work transfer rate, kW

Greek Letters

η Energy efficiency

ψ Exergy efficiency

Superscripts

D Destruction

in Inlet

o Reference state

out Outlet

Acronyms

HEX Heat exchanger

PDC Parabolic dish collector

PTSC Parabolic trough solar collector

5.1 Introduction

As fast increase in energy depletion is nearly related to an increase in a population,

people face several environmental problems such as decreasing energy resources,

global climate change, and greenhouse emission. The integrated systems for com-

bined generation of useful outputs are spreading around the world fast, since they

offer diverse advantages, such as higher efficiency and low operating cost. Energy

application choices are restricted by thermodynamic principles. Comprehension of

exergy application methods can help identifying the efficiency and losses of an

energy production systems. An integrated system for energy production refers to a

system more than three different purposes, including electricity, cooling, heating,

hot water, fresh water, hydrogen, oxygen and air, chemical with the same sources of

the input energy.

Analyses of the integrated systems process including trigeneration and poly-

generation have increased throughout the past decade so as to reduce energy

consumption and also succeed more sustainable and economic energy production

system [1]. There are lots of advantages of integrated energy manufacture systems,
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such as minimized energy and exergy losses, reduced greenhouse gas effects,

decreased material waste, reduced fuel use and material consumption relying on

increased exergetic efficiency, and decreased harmful gas emissions compared to

other systems for electricity generation, heating, cooling, drying, and

air-conditioning [2–4]. Energy generation and utilization choices are controlled

by the thermodynamic laws. For a process design, evaluation of the exergy destruc-

tion and efficiency analysis can help identifying and figuring out the highly efficient

energy generation systems.

Solar energy is a reliable energy resource. It is a renewable energy resource with

no gas emissions. Solar radiation can be used directly to produce electricity

utilizing photovoltaic (PV) collectors or to get thermal energy as well as operating

electrical power by heat engine. There are a few solar thermal systems that can be

used to manufacture electrical power via thermal power plants, such as solar towers,

parabolic dish collector (PDC), and parabolic trough solar collector (PTSC).

Al-Sulaiman et al. [5] have used exergy modeling in order to evaluate the exergetic

performance of a novel trigeneration system utilizing a PTSC. Solar PDCs concen-

trate solar radiation to a single focal point by means of one or more parabolic

dishes. PDCs have concentration ratios in the range of 600–2,000. As a result, they

are rather efficient at thermal energy absorption and power conversion processes

[6]. Thus, PDC is selected to be the prime mover for the integrated system in this

study.

Absorption chillers can make use of renewable energy resources, such as solar,

geothermal, and biomass, in order to generate cooling. The other benefits of

absorption refrigeration systems are that they do not cause ozone layer retrench-

ment, they make use of natural refrigerants possibly having less CO2 emissions, and

they are independent of electric grids. The most common commercially suitable

absorption refrigeration systems are single- and double-effect systems. In double-

effect absorption refrigeration systems, a secondary fluid (absorbent) is used to

circulate and to absorb the primary fluid (refrigerant). The success of the absorption

relies on the selection of an appropriate combination of absorbent and refrigerant

[7]. The most widespread absorbent and refrigerant combinations in absorption

refrigeration systems have been LiBr–H2O and ammonia–water. The LiBr–H2O

pair is the most suitable for air-conditioning and chilling applications. Ammonia–

water is utilized for cooling and low-temperature freezing applications.

Farshi et al. [8] have presented a computational model for crystallization phe-

nomena in double effect for three absorption refrigeration systems and showed the

range of operating conditions without crystallization risks in the parallel configu-

ration. Reverse parallel configurations are broader than those of the series flow

system. The most improved effort is being directed to a single-effect absorption

system though some research has been published on double-effect absorption

systems. Furthermore, other types of multi-effect (triple, quadruple) systems have

been analyzed. For a single-effect system, COP is not as high as the number of

effect systems (in other words, COP is not doubled when a single-effect system

turns into a double effect). In addition, a higher number of effects cause system
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complexity. Double-effect systems have received important care and are suitable

commercially.

Absorption cooling systems have been conducted utilizing energy analysis.

However, it is increasingly accepted that exergy analysis supplies more meaningful

information when assessing the performance of conversion systems, as it supplies

meaningful efficiencies and sources of thermodynamic inefficiencies in these

systems. Farshi et al. [9] evaluated exergoeconomic analyses in which they com-

pared flow double effect and combined ejector-double-effect system in order to

investigate the effect of various parameters on investment cost of the complete

systems. As a result, the combined cycle works more economically as compared to

the double-effect system.

Several researchers have studied the utilization of integrated systems in energy

generation to improve the thermodynamic and environmental performance. Ozturk

and Dincer [10] have researched on the integrated systems gaining rising interest in

the last few decades so as to reduce energy consumption and accomplish more

sustainable and energy production. Buck and Friedmann [11] have evaluated

experimentally the efficiency of a trigeneration system based on a turbine and

assessed by a solar tower cycle. They have investigated the benefits of using single-

and double-effect absorption systems. The authors indicated that using the double-

effect chiller had more advantages since it gave better thermal performance and

lower operating cost compared to the single-effect absorption system. The specific

objectives of this paper are given as follows:

• To investigate exergy efficiencies and destructions of subsystems and whole

system for solar mode

• To evaluate the impact of ambient temperature on the exergy efficiencies and

respective exergy destructions of a subsystem and whole system for solar mode

• To develop a comprehensive thermodynamic assessment of a multi-generation

system based on a concentrating solar collector, Rankine cycle for electricity

production, and double-effect absorption system for heating and cooling

application

• To investigate the effects of environmental condition on the efficiency assess-

ment of a subsystem and whole system for solar mode

5.2 System Description

The brief explanation of the process components and starting conditions is given to

evaluate for the thermodynamic assessment for solar-based multi-generation pur-

poses as power, cooling, heating, and hot water generation. Solar-based multi-

generation system can be split into three main subsystems: (1) concentrating

collector, (2) Rankine cycle, and (3) double-effect absorption cooling and heating.

The schematic of the solar-based multi-generation energy system is shown in

Fig. 5.1. Thermal energy of solar radiation is first collected and concentrated by
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utilizing a PDC in order to boil water. Parabolic dish concentrating collector cycle

is used to supply high-temperature water vapor (600 �C) and shown in Fig. 5.1a.

Solar water cycle considered in this paper supplies the heat input to the integrated

system. As it can be seen from Fig. 5.1a, water leaves the collector fan at point

4, and then it is heated by a PDC. At point 1 the water vapor leaves the collector and

goes through the heat exchanger (HEX-I) to be heated up. At point 2 this hot water

leaves HEX-I with temperature around 200 �C, and then it directly goes through the
generator to separate water from the solution of LiBr–H2O.

As it can be seen in Fig. 5.1b, the Rankine cycle considered here has one turbine

and a feedwater heater unit. Heat input to the cycle comes from the PDC. Steam

leaves the HEX-I with temperature around 420 �C at point 5, and then it directly

goes through a Rankine turbine to be expanded and generate power. The temper-

ature and pressure of steam drop during this process to the values at state 6, where

steam enters the condenser. At this state, steam is generally a saturated liquid–vapor

mixture with a high quality. Steam is condensed at constant pressure in the

condenser and leaves the condenser as saturated liquid. Water enters the pump at

state 7 as saturated liquid and is compressed isentropically to the operating pressure

of the boiler. As the water temperature goes up during this isentropic compression,

the specific volume of water increases negligibly. The output of the Rankine cycle

is the power; in this integrated system, a portion of the electric output is used to run

the system device.

Fig. 5.1 Schematic diagram of a solar-based multi-generation system

5 Thermodynamic Evaluation of an Integrated System with Concentrating Collector 77



The lithium bromide–water absorption system is used instead of a conventional

refrigeration system to utilize surplus heat in the system. In this paper, it is assumed

that the required energy for the double-effect absorption cooling and heating

subsystem can be provided by the heat recovered from the Rankine cycle.

Figure 5.1c shows a schematic diagram of the flow double-effect lithium bromide–

water absorption refrigeration system. As it can be seen in this figure, it contains the

most significant components of the double-effect absorption system: high- and

low-pressure generator, high- and low-temperature heat exchanger, solution and

refrigerant pump, absorber, condenser, and evaporator. Also, it involves three

pressure levels: high, medium, and low. The high-pressure generator functions at

high pressure and high temperature, whereas the low-pressure generator and con-

denser operate at medium pressure, and the evaporator and absorber work at low

pressures. It should be noted that the integrated system is modeled according to the

optimum operating parameters for the double-effect absorption subsystem.

5.3 Thermodynamic Analyses

By using the thermodynamic analysis approach, both the development of renewable

and conventional energy conversion systems and the development potential of its

operations should be investigated at any category such as systems, processes,

process units, or components. In this section, the general thermodynamic

approaches including the mass, energy, and exergy balance equations are given to

investigate for the analysis and improvement potential of the solar-based integrated

system. In the most general principle, a balance equation for a quantity in the given

process should be written as follows:

Inputþ Generation� Output� Consumption ¼ Accumulation ð5:1Þ

This equation is considered as the quantity balance for a process. The accumu-

lated quantity in the process is equal to the difference between the input and output

quantity by the system boundary plus the generated and consumed quantity within

the system boundary.

In the steady-state condition, the accumulation terms in Eq. (5.1) are equal to

zero, because all properties in the process are unchanging with time [12]. Therefore,

the mass balance equation for the steady-state conditions can be written in the rate

form as given: X
_min ¼

X
_mout ð5:2Þ

where ṁ is the mass flow rate and subscripts in and out indicate the inlet and outlet

of the matter, respectively. The energy balance equation is applied to the descrip-

tion of a wide variety of investigative processes. The energy balance equation for
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the steady-state condition with negligible potential and kinetic energy terms can be

given in the rate form as follows:

_Q þ
X

_minhin ¼ _W net þ
X

_mouthout ð5:3Þ

where _Q and Ẇ are the heat and work transfer rate, respectively, and h is the specific
enthalpy. In any process, when energy is transferred into another less useful quality,

the rest of the useful quality of the energy cannot be recovered again, a portion that

is not conserved as total energy of the process. In agreement with this approach, the

sum of useful work can be defined in the exergy terms according to the second law

of thermodynamics for a better understanding of the energy transfer. The charac-

teristics of a reference environment of the given process have to be defined in the

exergy modeling. This necessity is usually done by using the temperature, pressure,

and chemical composition of the reference environment. In this paper, actual

environment conditions are accepted as the reference environment properties. The

exergy balance equation for the steady-state condition can be given in the rate form

as follows: X
i

_minexin þ _ExQ ¼
X
e

_moutexout þ _ExW þ _ExD ð5:4Þ

where ĖxQ and ĖxW are the heat and work exergy flow rates. They are defined as

follows, respectively:

_ExQ ¼ 1� To

Ti

� �
_Qi ð5:5Þ

where Ti is the temperature in the ith given state.

_ExW ¼ _W ð5:6Þ

where ĖxD in Eq. (5.4) is the exergy destruction rate, and it can be expressed in the

rate form as

_ExD ¼ To
_Sgen ð5:7Þ

where ex in Eq. (5.4) is the specific exergy of the process inlet and outlet flow.

The exergy content of a stream of matter can be expressed by three categories,

such as thermal exergy content (resulting from the temperature difference between

the substance and environment), mechanical exergy content (resulting from the

pressure difference between the substance and environment), and chemical exergy

content (resulting from the composition difference between the substrate and

environment). According to these exergy contents, the determination of the specific

exergy can be written as given:
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ex ¼ exke þ expe þ exph þ exch ð5:8Þ

When the temperature, pressure, or composition of a substance is different from

the thermodynamic equilibrium with the environment, this situation can produce a

useful change. Since the variations of the mechanical and chemical exergy are

accepted negligible in this paper, the physical or flow exergy can be given as

follows:

exph ¼ h� hoð Þ � To s� soð Þ ð5:9Þ

where h is the specific enthalpy and s is the specific entropy in the process.

According to the given above procedure, the exergy destruction rate of the whole

system and its components are given in Table 5.1 and used in parametric studies for

the investigation of the improvement potential of the integrated system.

5.3.1 Energy and Exergy Efficiency

The thermodynamic efficiencies can be given by the first law of thermodynamics

(energy efficiency) and by both laws of thermodynamics (exergy efficiency). In

order to investigate the operating performance of the solar-based integrated system,

energy and exergy analyses are commonly used to the detailed analysis of the whole

system and its components. The performance analysis of the integrated system has

great importance due to the limited supply of solar energy from the photons to the

Table 5.1 Equations for exergy destruction rate for the components of the solar-based integrated

system

System components Exergy destruction rate equations

Parabolic dish collector _ExD, PDC ¼ _Ex4 � _Ex1 þ _ExQSolar
Collector fan _ExD,CF ¼ _Ex3 � _Ex4 þ _WCF

HEX-I _ExD,HEX-V ¼ _Ex1 þ _Ex8 � _Ex2 � _Ex5
Turbine _ExD, turbine ¼ _Ex5 � _Ex6 � _WT

Condenser-I _ExD,Con�I ¼ _Ex6 � _Ex7 � _ExQCon�I
Pump-I _ExD, pump-I ¼ _Ex7 � _Ex8 þ _WP�I
Generator-I _ExD,Gen-I ¼ _Ex8 þ _Ex15 � _Ex5 � _Ex16 � _Ex19
Expansion valve-I _ExD,EV-I ¼ _Ex17 � _Ex18
Generator-II _ExD,Gen-II ¼ � _Ex18 � _Ex19 þ _Ex20 þ _Ex22 þ _Ex23
Condenser-II _ExD,Con-II ¼ _Ex21 � _Ex22 � _Ex9 � _ExQCon-II
Evaporator _ExD,Eva ¼ _Ex10 � _Ex11 þ _ExQEva
Absorber _ExD,Ab ¼ _Ex11 þ _Ex25 � _Ex12 � _ExQAb
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Rankine and absorption cooling cycle as well as the overall impact on the system

operating performance.

The energy efficiency of the given process can be described as the ratio of useful

energy output from the system boundary to the total energy input to the system

boundary. The useful output energy gives the desired results produced by the whole

system and its components. In the general manner, the energy efficiency can be

given as follows:

η ¼ useful energy output rate

total energy input rate
¼

_Eout,usefulX
_Ein, total

ð5:10Þ

In order to investigate the performance of the solar-based integrated system by

using the exergy analysis, it is essential to determine both the product and the fuel for

the whole system and its components. The exergy efficiency of the process can be

defined as the division of exergy output rate by the overall exergy inlet rate. According

to this definition, the exergy efficiency of the process can be given as follows:

ψ ¼ total useful exergy output rate with products

total exergy input rate
¼
X

_Exout, totalX
_Exin, total

ð5:11Þ

Another concept of the exergy efficiency for the process should also be given in

terms of exergy destruction rate as follows:

ψ ¼
X

_ExoutX
_Exin
¼
X

_Exin � _ExDX
_Exin

¼ 1�
_ExDX
_Exin

ð5:12Þ

According to the exergy efficiency description or Eq. (5.11), the exergy effi-

ciencies of the system components are shown in Table 5.2.

5.4 Results and Discussion

The values of mass flow rate (kg/s), pressure (kPa), temperature (�C), enthalpy
(kJ/kg), entropy (kJ/kgC), energy rate (kW), specific exergy (kJ/kg), and exergy

rate (kW) for the components of the solar-based integrated system for the solar

mode are given in Table 5.3. Reference temperature is taken to be 25 �C and the

pressure is taken as 100 kPa. The thermodynamic properties of the working fluids

are calculated via utilizing the Engineering Equation Solver (EES) software [13].

The exergy analysis is applied to the whole system and its components by using

the first and second laws of thermodynamics because exergy analysis generates

more outcomes than energy analysis in designing and assessing the processes.
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The exergy analysis results based on the values for exergy destruction ratio (%),

exergy efficiency (%), exergy destruction rates (kW), and the heat transfer or power

rate of the integrated system for the solar mode, corresponding to the data in

Table 5.3, are given in Table 5.4. Exergy destruction rate demonstrates the reduc-

tion in energy availability; but it cannot be used to investigate the energy and

exergy utilization efficiency of the integrated system. The exergy efficiencies of the

system components are more useful for determining exergy losses. As seen in

Table 5.4, the exergy destruction rates and exergy loss ratios of the PDC are higher

than the other components although the exergy efficiency of the collector is

80.73 %. According to exergy loss ratios and exergy destruction rates, it is signif-

icant to supply development applications on this collector type. Therefore, mini-

mization of exergy destruction rate in the PDC is vital to flourish the performance of

the integrated system, which in turn diminishes the cost and emissions and thus

assists in lessening the associated environmental impact.

Table 5.4 demonstrates that expansion valve-I and expansion valve-IV have high

exergy efficiency values of 99.34 % and 99.77 %, respectively. The expansion

valves are a highly effective device because the refrigerant pressure is diminished

without any energy exit from the system. In addition, the exergy efficiency of

generator-II is less than that of the other components in the solar-based integrated

system, suggesting that it should likely be worthwhile to focus development efforts

on this component. In addition to that, the exergy analysis results demonstrate that

the single-effect absorption system does not exhibit significant exergy destruction,

because this system does not directly use the mainly produced energy but instead

utilize the steam exhaust by the Rankine cycle.

Table 5.2 Equations for

exergy efficiency for the

components of the solar-

based integrated system

System components Exergy efficiency equations

Parabolic dish collector Ψ PDC ¼ _Ex1� _Ex4
_ExQ

Solar

Collector fan ΨCF ¼ _Ex4� _Ex3
_WCF

HEX-I ΨHEX-V ¼ _Ex5� _Ex8
_Ex1� _Ex2

Turbine ΨTurbine ¼ _WT
_Ex5� _Ex6

Condenser-I ΨCon-I ¼
_ExQ

Con-I

_Ex6� _Ex7

Pump-I Ψ Pump-I ¼ _Ex8� _Ex7
_W Pump-I

Generator-I ΨGen-I ¼ _Ex16þ _Ex19� _Ex15
_Ex2� _Ex3

Expansion valve-I ΨEV-I ¼ _Ex18
_Ex17

Generator-II ΨGen-II ¼ _Ex19� _Ex20
_Ex22þ _Ex23� _Ex18

Condenser-II ΨCon-II ¼
_ExQ

Con-II

_Ex21þ _Ex22� _Ex9

Evaporator ΨEva ¼
_ExQ

Col
_Ex11� _Ex10

Absorber ΨAb ¼
_ExQ

Ab
_Ex11þ _Ex25� _Ex12
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Ė
x
(k
W
)

0
H
2
O

1
0
0

2
5

1
0
4
.8

0
.3
6
6
9

–
–

–
–

1
H
2
O

1
4

4
,5
0
0

6
0
0

3
,6
7
0

7
.3
1
1

–
4
9
,9
1
6

2
0
,9
3
2

1
,4
9
5

2
H
2
O

1
4

4
,5
0
0

1
9
9
.1

8
4
9
.4

2
.3
1
7

–
1
0
,4
2
2

7
3
3
.8

5
0
7
.4

3
H
2
O

1
4

4
,5
0
0

2
5
7
.5

2
,2
5
1

4
.9
8
9

–
3
0
,0
5
0

1
0
,7
5
6

7
6
8
.3

4
H
2
O

1
4

4
,5
0
0

2
5
7
.5

2
,2
9
5

5
.0
7
1

–
3
0
,6
6
1

1
1
,0
2
4

7
8
7
.4

5
H
2
O

4
.3
8
5

1
4
,2
0
0

4
2
0

3
,0
7
1

6
.0
4

–
1
3
,0
0
5

5
,5
8
8

1
,2
7
4

6
H
2
O

4
.3
8
5

7
3
9
.0
1

1
,9
9
4

6
.4
2
4

–
8
,2
8
4

3
6
5
.7

8
3
.3
9

7
H
2
O

4
.3
8
5

7
3
8

1
5
9
.1

0
.5
4
5
5

–
2
3
8
.1

4
.6
4
2

1
.0
5
9

8
H
2
O

4
.3
8
5

1
4
,2
0
0

3
9

1
7
5
.9

0
.5
5
3
5

–
3
1
1
.5

6
7
.6
1

1
5
.4
2

9
H
2
O

0
.1
2
7

2
.5
4
7

3
5

1
4
6
.6

0
.5
0
5
1

–
5
.3
0
8

0
.0
7
4
4
5

0
.5
8
6
2

1
0

H
2
O

0
.1
2
7

1
.0
6
9

4
1
3
1
.4

0
.4
7
4
6

–
1
6
,6
9

0
.7
0
2
5

5
.5
3
2

1
1

H
2
O

0
.1
2
7

1
.0
6
9

4
2
,5
0
8

9
.0
5
1

–
3
0
5
.2

2
3
.5
8

1
8
5
.6

1
2

H
2
O
/L
iB
r

1
.7
3
7

2
.5
4
7

3
5

8
7
.6
3

0
.2
0
8
1

0
.5
5
8
8

6
4

4
8
.0
3

2
7
.6
5

1
3

H
2
O
/L
iB
r

1
.7
3
7

5
.6
1
6

3
5
.2

8
8
.0
3

0
.2
0
9
4

0
.5
5
8
8

6
4
.7

4
8
.0
5

2
7
.6
6

1
4

H
2
O
/L
iB
r

1
.7
3
7

5
.6
1
6

6
2
.5

1
4
3
.2

0
.3
8
1

0
.5
5
8
8

1
6
0
.4

5
4
.9
4

3
1
.6
3

1
5

H
2
O
/L
iB
r

1
.7
3
7

5
.6
1
6

1
0
7

2
3
5
.9

0
.6
3
9
4

0
.5
5
8
7

3
2
1
.6

8
2
.2
3

4
7
.3
4

1
6

H
2
O
/L
iB
r

1
.6
7
1

5
.6
1
6

1
3
0

2
8
8
.6

0
.7
3
6
5

0
.5
8
0
6

3
9
7
.3

1
1
8
.7

7
1
.0
4

1
7

H
2
O
/L
iB
r

1
.6
7
1

5
.6
1
6

8
3
.0
9

1
9
2
.5

0
.4
8
4
4

0
.5
8
0
6

2
3
6
.8

8
3
.7
5

5
0
.1
2

1
8

H
2
O
/L
iB
r

1
.6
7
1

2
.5
4
7

8
2
.0
9

1
9
0
.5

0
.4
7
8
8

0
.5
8
0
6

2
3
3
.4

8
3
.2

4
9
.7
9

1
9

H
2
O

0
.0
6
6

5
.6
1
6

1
3
0

2
,7
4
5

8
.8
6
2

–
1
7
4
.2

7
.0
6
4

1
0
7

2
0

H
2
O

0
.0
6
6

5
.6
1
6

8
2
.4
5

3
4
5
.2

1
.1
0
4

–
1
5
.8
6

1
.3
5
4

2
0
.5
2

2
1

H
2
O

0
.0
6
6

2
.5
4
7

7
7

3
2
2
.3

1
.0
4

–
1
4
.3
6

1
.1
2

1
6
.9
6

2
2

H
2
O

0
.0
6
1

2
.5
4
7

5
1
.7
9

2
,5
9
7

8
.8
1
9

–
1
5
2

7
.4
7
8

1
2
2
.6

2
3

H
2
O
/L
iB
r

1
.6
1

2
.5
4
7

8
0
.9
2

1
9
7
.7

0
.4
5
5
7

0
.6
0
2
9

2
3
6
.5

1
0
2
.8

6
3
.8
4

2
4

H
2
O
/L
iB
r

1
.6
1

2
.5
4
7

4
8
.6
7

1
3
6

0
.2
7
3

0
.6
0
2
9

1
3
7
.2

9
1
.2
4

5
6
.6
7

2
5

H
2
O
/L
iB
r

1
.6
1

1
.0
6
9

4
7
.6
7

1
3
4
.1

0
.2
6
7
1

0
.6
0
2
9

1
3
4
.1

9
1
.0
2

5
6
.5
4

5 Thermodynamic Evaluation of an Integrated System with Concentrating Collector 83



As another part of the thermodynamic assessment analysis, some variable major

design parameters are examined. The effects on the exergy efficiency and exergy

destruction of the integrated system components and the whole system variation of

exergy destruction rate and exergy efficiency by changing the reference tempera-

ture from 10 to 30 �C for the solar mode subsystems and the whole system are

shown in Figs. 5.2, 5.3, 5.4, and 5.5. The exergy destruction ratio and exergy

efficiency of the integrated system and subsystems are directly proportional to the

environmental temperature variations.

Exergy destruction rates and exergy efficiencies of the PDC and Rankine

subsystem are investigated by using Tables 5.1, 5.2, and 5.3, and results are given

in Figs. 5.2 and 5.3, respectively. The variation of these exergetic variables as

exergy efficiency and exergy destruction rate for subsystems remains nearly linear

relying on the ambient air. As seen in Fig. 5.5, the integrated whole system has

similar results between the exergy efficiency and exergy destruction rate based on

the variable reference temperature. In contrast, as seen in Fig. 5.4, exergy destruc-

tion rate in the absorption refrigeration system increases with the increasing

reference temperature. Thus, exergy efficiency dwindles with the increasing refer-

ence temperature, thanks to the increasing temperature difference between the

refrigeration system and ambient air.

Table 5.4 Thermodynamic analysis results for solar mode of the solar-based integrated system

devices

Devices

Exergy

destruction

rate (kW)

Exergy

destruction

ratio (%)

Exergy

efficiency

(%)

Power or heat

transfer rate

(kW)

Parabolic dish collector 2,042 51.30 80.73 19,255

HEX-I 473.8 11.90 92.1 12,694

Collector fan 342.9 8.61 43.81 610.3

Pump-I 10.46 0.26 85.76 73.43

Condenser-I 357.8 8.98 72.22 8,046

Turbine 501.1 12.58 90.41 4,721

Generator-I 33.85 0.85 56.27 253.5

Generator-II 21.36 0.53 21.09 158.4

HEX-II 7.676 0.19 78.05 161.1

HEX-III 4.658 0.11 59.68 95.75

Pump-II 12.08 0.30 60.12 55.36

Condenser-II 8.523 0.21 72.68 161.1

Expansion valve-I 0.553 0.013 99.34 3.366

Expansion valve-II 0.2346 0.005 82.68 1.509

Expansion valve-III 0.6281 0.015 84.77 1.932

Expansion valve-IV 0.2144 0.005 99.77 3.039

Evaporator 27.44 0.68 45.46 301.9

Absorber 8.264 0.20 22.64 49.57
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It can be seen in Fig. 5.4 that the integrated system has higher exergy efficiency

than the collector, Rankine, and double-effect absorption cycles. This investigation

results from the large quantity of energy lost to the environment from the solar

collector and Rankine cycle. The exergy efficiency of the integrated system is

slightly higher than that of the Rankine cycle because the exergy associated with

the cooling and heating load by the double-effect absorption system is small. Also,

the main reason is utilizing the waste energy from the Rankine cycle to produce

cooling and heating by using the double-effect absorption cycle. It is clear that the
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environmental impacts of the integrated system are less than the conventional

systems because cooling and heating applications are produced without using

additional fuel.

The effects of the reference temperature on the exergy destruction rate and

exergy efficiency of the PDC are shown in Fig. 5.2. This figure indicates that the

exergy efficiency of the solar collector is lower than the other subsystems. As given

in the literature [14], the exergy efficiency of the solar collectors is considerably
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less than the energy efficiency. This difference is associated with the high temper-

ature difference between the solar and working temperatures in the solar systems.

On the other hand, the exergy efficiency of the double-effect absorption system

decreases from around 18 % at 0 �C to 16 % at 30 �C. In this case, the exergy

destruction rate of the absorption system decreases nearly by two times between

reference temperature differences.

As seen in Fig. 5.5, the increase in the exergy efficiency of the integrated system

is not observed to be a significant change with increasing reference temperature.

The maximum integrated system exergy efficiency is calculated as nearly 47 % at a

reference temperature of 30 �C.

5.5 Conclusions

In the present study, a thermodynamic analysis of the multi-generation energy

system is investigated so as to better determine the true magnitude of losses and

the true efficiencies by determining the exergy efficiency and exergy destruction

rate in each system component. The parametric studies are given to analyze the

effect of the reference temperature on the exergy efficiency and exergy destruction

rate of the subsystem in general. A thermodynamic analysis (both first and second

laws) showed that integrating systems to obtain multiple outputs significantly

increases the overall efficiency. Moreover, the following concluding remarks can

be drawn from the thermodynamic analyses:

• Energy efficiencies of the Rankine cycle, dish collector, absorption subsystems,

and whole system for solar mode are calculated as 40.19 %, 28.87 %, 30.73 %,

and 51.32 %, respectively.

• Exergy efficiencies of the Rankine cycle, dish collector, absorption subsystems,

and whole system for solar mode are found as 43.05 %, 15.36 %, 16.46 %, and

46.75 %, respectively.

• With regard to exergy analysis results, the highest exergy destruction occurs in

the PDCs as 51.30 %.

• The expansion valve demonstrates the lowest exergy destruction rates in the

multi-generation system because the absorption cooling and heating components

create relatively miniscule exergy destruction in the proposed system.
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Chapter 6

Design and Optimization of an Integrated
System to Recover Energy from a Gas
Pressure Reduction Station

Shoaib Khanmohammadi, Pouria Ahmadi, Kazem Atashkari,
and Ramin Kouhi Kamali

Abstract This chapter deals with thermodynamic modeling, parametric analysis,

and optimization of an integrated system to recover energy from pressure reduction

station in city gate station (CGS). This chapter aims to fully cover the thermody-

namic modeling of an integrated system consisting of a turbo expander, an organic

Rankine cycle (ORC) and a proton exchange membrane (PEM) electrolyzer to

produce and store hydrogen. The pressure of natural gas in transmission pipeline in

Iran gas system is high which sometimes go beyond 7 MPa. This pressure needs to

be reduced near the cities pipeline pressure to 1.7 MPa. This pressure reduction

results in ample potential to recover energy to generate electricity. In the proposed

integrated system in this chapter, a comprehensive parametric analysis including

the effect of main parameters such as natural gas preheat temperature, the natural

gas pressure inlet to turbo expander, the heater mass fuel flow rate, and high

temperature of ORC on the system performance is investigated.

The results show that although the natural gas inlet pressure has a trivial effect

on exergy efficiency of the ORC cycle, PEM electrolyzer, and turbo expander, it has

a significant effect on turbo expander power output and hydrogen production rate.

Besides, results indicate that increase in preheat temperature of natural gas from

130 to 165 �C has the favorable effect on the turbo expander power output and

exergy destruction rate of ORC components. Also, it is concluded that an increase

in preheat temperature leads to a decrease in hydrogen production from 15.9 to

14.8 kg/day due to decrease in ORC output electricity. In order to determine the
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optimum value of design parameters, an optimization method is applied. The

genetic algorithm optimization results show there are acceptable values for five

design parameters which guarantee the optimum performance of the novel pro-

posed integrated system.

Keywords Pressure reduction • City gate station (CGS) • Turbo expander •

Hydrogen production • PEM electrolyzer

Nomenclature

a Anode

c Cathode

E Activation energy (kJ/mole)

Ėx Exergy flow rate (W)

h Specific enthalpy (kJ/kg)

LHV Lower heating value (kJ/kg)

ṁ Mass flow rate, kg s�1

ORC Organic Rankine Cycle

P Pressure (bar)

PEM Polymer exchange membrane

Ẇ Work, (W)

ΔP Pressure drop, (kPa)

Greek Letter

λ Number of mole of fuel to number of mole of air (�)
η Efficiency (�)

Subscripts

a Actual

Cond Condenser

Eva Evaporator

ex Exergy

f Fuel

is Isentropic

TE Turbo expander

Tur Turbine
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6.1 Introduction

Worldwide energy crisis and increasing the energy demand obligate scientist and

engineers for seeking ways to recover energy from useless source to generate

electricity. One of the potential sources to recover energy to generate electriicty is

to utalize wase energy from pressure reduction station in natural gas transmission.

The pressure of natural gas in transmission pipeline is high varying from 5 to7 MPa

depending on the location and limitations. In order to utilize the natural gas pressure,

this gas pressure should drop to 1.7 MPa in a city gate stations (CGS). This source of

energy can meet the demand of electrical load of residential buildings or it can be

used to produce other energy products such as fresh water and hydrogen production

for later usage. In such systems, usually a turbo expander is used to recover energy

from high-pressure natural gas stream.

Since the flow rate of natural gas may vary widely, designing a suitable com-

bined system can assist us to provide desired constant output electricity. Some

researchers have demonstrated the energy recovery from pressure reduction in

CGS. The power generation from pressure reduction in the natural gas supply

chain in Bangladesh is investigated by Mohammad Mahbubur Rahman [1].

Taheri Seresht et al. [2] studied energy recovery process using expansion turbine

as well as achieve pressure reduction in natural gas transmission pipeline. Their

results indicated that energy loss in the natural gas CGS is about 38.443 GWhr per

year. In addition, their analysis showed that energy recovery using a turbo expander

is 96 % with payback period of 2 years. In gas pressure reduction stations, the aim

of using turbo expanders to achieve pressure reduction leads to a drastic tempera-

ture drop in natural gas; therefore the need for preheating the natural gas is vital to

dispense the natural gas to the end-use stations. Preheating is typically applied

using a gas-fired boiler. Howard [3] proposed a hybrid system includes a molten

carbon fuel cell (MCFC) combined with a turbine in order to preheat the natural gas

and provide additional low-emission electrical power.

Kostowski Wojeciech [4] studied the possibility of electricity generation from

pressure reduction in a conventional natural gas transportation system. A thermo-

dynamic modeling and exergy analysis is used to understand potential of energy

recovery. Moreover, an economic analysis carried out to investigate the impact of

the design parameter on the feasibility of turbo expander installation.

Farzaneh et al. [5] considered cooling and electricity generation from pressure

reduction in CGS in Iran. Various scenarios considered to assess cooling production

from throttle process and electricity production using a turbine. Kostowski and

Uson [6] proposed and evaluated an innovative system for exergy recovery from

natural gas expansion based on the integration of an organic Rakine cycle and an

internal combustion engine. Their results indicate that proposed system achieved

the favorable exergy efficiency up to 52.6 %. Furthermore, they show that out-

standing performance ratio (0.69–0.77) relating to power generated to locally

combusted fuel in the system can be attained.
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He and Ju [7] reported exergy analysis and optimization of natural gas liquefac-

tion process utilizing gas pipeline pressure energy. A novel liquefaction process

was designed and the effect of key parameters on performance assessment of the

system was investigated. Also their results showed that the process has a low unit

energy consumption of 0.03975 kWh/N m3.

In this chapter, an integrated ORC, PEM, and turbo expander system is proposed

to recover energy from natural gas reduction station. Exergy analysis is conducted

as a potential tool to magnify the magnitude and location of the losses in the system.

A main problem in energy recovery from reduction pressure station is variation of

pressure and mass flow rate of natural gas which leads to the variation of power

output. A proposed system can solve this problem by supplying a base load and

using surplus electricity to produce hydrogen and store it using. This hydrogen can

be later used in a fuel cell to generate both electricity and heat for different

applications.

6.2 System Description

Figure 6.1 illustrates a CGS which reduces natural gas pressure via throttle process.

After passing through a dry gas filter the natural gas is heated up in a fired heater in

order to increase its temperature. It should be mentioned that there are three lines in

which two of them are in service with 50 % capacity and the other is standby.

Also Fig. 6.2 shows the integrated system includes a turbo expander, an

ORC, and a PEM electrolyzer to produce hydrogen. The gas fired heater increases

the temperature of high pressure natural gas stream. Then, it expands in a turbo

expander with isentropic efficiency of 86 % to achieve a desired pressure and

produce some work. The waste heat from gas-fired heater is utilized in ORC to

produce more work. The organic fluid used in organic Rankine cycle is R123 which

has the critical temperature 457 K.
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Fig. 6.1 Schematic diagram of a city gate station (CGS)
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In order to model the system, a computer code using Engineering Equation

Solver (EES) is developed to calculate the thermo-physical properties of each state

of the system as well as desired outputs such as output power, exergy efficiency,

and hydrogen production rate. The input parameters for the simulation are listed in

Table 6.1.

S
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O2 Seprator
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Fig. 6.2 Schematic of the integrated system to produce electricity and hydrogen from pressure

reduction process
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6.3 Thermoeconomic Modeling

The thermodynamic modeling of the integrated system considered here (Fig. 6.2)

can be divided into three subsystems: Turbo expander and gas-fired heater, organic

Rankine cycle, and proton exchange membrane (PEM) electrolyzer. The relevant

thermodynamic relation includes enthalpy of flows, flows exergy, exergy destruc-

tion rate, exergy efficiency, and energy and exergy balance and governing equa-

tions of the main subsystems of hybrid system shown in Fig. 6.2 are described in the

following sections.

6.3.1 Combustion Chamber

As shown in Fig. 6.2, air and fuel are burnt in combustion chamber. The outlet

properties of the combustion chamber are a function of air mass flow rate, lower

heating value (LHV) of fuel, and combustion efficiency and are related as follows:

_maha þ _m fLHV ¼ _m1h1 þ 1� ηccð Þ _m fLHV ð6:1Þ

Table 6.1 Input parameter

to model an integrated

system [8, 9]

Parameter Unit Value

Organic turbine isentropic efficiency % 0.83

Turbo expander isentropic efficiency % 0.85

Organic pump isentropic efficiency % 0.80

Heater effectiveness – 0.85

Combustion chamber heat loss % 2

Generator mechanical efficiency % 98

Reference environmental temperature K 293

Reference environmental pressure Bar 1.013

Stack temperature �C 130

Natural gas preheat temperature �C 135

Natural gas pressure inlet Bar 20–69

Natural gas temperature inlet �C 40

Natural gas temperature outlet �C 130

Fuel mass flow rate kg/s 0.3

Organic working fluid – R123

TPEM K 352

Activation energy for anode (Eac,a) kJ/mol 76

Activation energy for cathode (Eac,c) kJ/mol 18

Jrefa
A
m2

� �
1.76E6

Jrefc
A
m2

� �
4.6E6

PO2
Bar 1.0

PH2
Bar 1.0
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The chemical reaction of combustion process in general form can be written as

follows:

λCx1Hy1 þ xO2
O2 þ xN2

N2 þ xH2
H2Oþ xCO2

CO2½ �
! yCO2

CO2 þ yN2
N2 þ yO2

O2 þ yH2O
H2Oþ yNONOþ yCOCO

� ð6:2Þ

where:

yCO2
¼ λx1 þ xCO2

� yCOð Þ ð6:3Þ
yN2
¼ xN2

� yNOð Þ ð6:4Þ

yH2O
¼ xH2O þ

λ� y1
2

� �
ð6:5Þ

yO2
¼ xO2

� λ� x1 � λ� y1
4
� yCO

2
� yNO

2

� �
ð6:6Þ

λ ¼ nfuel
nair

ð6:7Þ

6.3.2 Turbo Expander and Gas-Fired Heater

6.3.2.1 Gas-Fired Heater

An energy balance for gas-fired heater can be written as follows:

_m5h5 � _m4h4 ¼ _m1h1 � _m2h2 ð6:8Þ

6.3.2.2 Turbo Expander

The turbo expander isentropic efficiency is assumed to be 86 %. The net power

output can be found as

_WTE, is ¼ _m5 h5 � h6sð Þ ð6:9Þ
h6a ¼ h5a þW ̇

TE, is=ηTE ð6:10Þ
_WTE,a ¼ _m5 h5 � h6að Þ ð6:11Þ

6.3.3 Organic Rankine Cycle

The hot flow gases leaving the gas-fired heater give their energy to the organic fluid

in the evaporator in the organic Rankine cycle to produce more electricity. Energy

balances and governing equation for various components of ORC are

described here.
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6.3.3.1 Organic Pump

The ORC pump work can be expressed using an energy balance equation for a

control volume around the ORC pump as follows:

_WORC,pump ¼ _m7 h8 � h7ð Þ ð6:12Þ

6.3.3.2 Organic Evaporator

It is assumed that hot flue gases give their energy to organic fluid with effectiveness

of 85 %. The outlet temperature of organic fluid can be expressed as follows:

EffEva ¼ _m9 h10 � h9ð Þ
_m2 h2 � h3ð Þ ð6:13Þ

6.3.3.3 Organic Condenser

An energy balance gives outlet properties of organic fluid as follows:

_m11h11 ¼ _Qcond: � _m7h7 ð6:14Þ

6.3.3.4 Organic Turbine

The energy balance for organic turbine shown in Fig. 6.2 and the isentropic

efficiency equation are written as follows:

_m11h11 ¼ _m10h10 � _WORC,Tur ð6:15Þ

ηis,Turb ¼
_W is,Turb

_W a,Turb

ð6:16Þ

6.3.4 PEM Electrolyzer

The PEM electrolyzer duty in the system is H2 production unit which is illustrated

on the bottom side of Fig. 6.2. As it is seen, the electricity and heat are both supplied

to the electrolyzer to drive the electrochemical reactions. The liquid water enters a

heat exchanger that heats it to the PEM electrolyzer temperature before it enters the

electrolyzer. The H2 produced dissipates heat to the environment and stores in the

storage tank for later use. The oxygen gas produced at the anode is separated from

the water and oxygen mixture and then cooled to the reference environment

temperature. The remaining water is returned to the water supply stream for the

next hydrogen production cycle.

Thermochemical modeling and energy and exergy analyses carried out here. The

total energy needed by the electrolyzer can obtain as
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ΔH ¼ ΔGþ TΔS ð6:17Þ

where ΔG is Gibb’s free energy and TΔS represents the thermal energy require-

ment. The mass flow rate of hydrogen is determined by [10]

_NH2,Out ¼
J

2F
¼ _NH2,reacted ð6:18Þ

Here, J is the current density and F is the Faraday constant. The PEM electrolyzer

voltage can be expressed as

V ¼ V� þ Vact, a þ Vact, c þ Vohm ð6:19Þ

where V� is the reversible potential and it can be obtained with the Nernst equation

as follows:

V� ¼ 1:229� 8:5� 10�4 TPEM � 298ð Þ ð6:20Þ

Here, Vact,aVact,c and Vohm are the activation overpotential of the anode, the activa-

tion overpotential of the cathode, and the ohmic overpotential of the electrolyte,

respectively. The local ionic conductivity σ(x) of the PEM is expressed as [9]

σPEM λ xð Þ½ � ¼ 0:5139λ xð Þ � 0:326½ �exp 1, 268
1

303
� 1

T

� �� 	
ð6:21Þ

where x is the distance into the membrane measured from the cathode membrane

interface and λ(x) is the water content at a location x in the membrane. The value of

λ(x) can be calculated in terms of the water content at the membrane electrode

edges:

λ xð Þ ¼ λa � λc
D

xþ λc ð6:22Þ

Here, D is the membrane thickness, and λa and λc are the water contents at the anode
membrane and the cathode membrane interfaces, respectively. The overall ohmic

resistance and ohmic overpotential can be expressed as [9]

RPEM ¼
Z D

0

dx

σPEM λ xð Þ½ � ð6:23Þ

Vohm,PEM ¼ JRPEM ð6:24Þ

The activation overpotential, Vact, caused by a deviation of net current from its

equilibrium, and also an electron transfer reaction, must be differentiated from the

concentration of the oxidized and reduced species [9, 10]. Then,
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Vact, i ¼ RT

F
sinh�1

J

2J0, i

� �
i ¼ a, c ð6:25Þ

Here, J0 is the exchange current density, which is an important parameter in

calculating the activation overpotential. The exchange current density for electrol-

ysis can be expressed as [9]

J0, i ¼ Jrefi exp �Eact, i

RT

� �
i ¼ a, c ð6:26Þ

where Jref i is the pre-exponential factor and Eact,i is the activation energy for the

anode and cathode. More details about PEM electrolysis modeling can be found

elsewhere [11].

6.4 Performance Assessment

In order to enhance understanding of energy system, a performance assessment is

needed. In this regard the variation of some of the major design parameters on the

system performance is discussed and analyzed. This helps to increase the knowl-

edge of the designers to predict the system when a change is inserted according to

any causes. In order to conduct performance assessment, we need to consider those

outputs where the variation of design parameters has significant effects. In this

chapter we consider the exergy efficiency, total exergy destruction, and output

power of the integrated system as our criteria. Exergy efficiency is a real measure

of how well the system works and differs from the ideal system with the maximum

efficiency. Exergy efficiency is a good indicator for energy systems and assists us to

come up us ideas and improvements for the system to reduce the losses. Exergy

efficiency for a system is defined as the exergy of desired output divided by the

exergy of the input of the system. Exergy efficiency and hydrogen production rate

for this integrated system for natural gas reduction station are expressible as

ψ system ¼
_ExH2
þ _WTE

_ExFuel
ð6:27Þ

_mH2
¼ 2 _NH2

ð6:28Þ

For more details about the calculation of exergy in different points of system, the

study carried out by [12–17] can be considered.
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6.5 Results and Discussion

6.5.1 Exergy Analysis Results

In the following sections the main goals are overall thermodynamic appraisal of the

system and conduct a comprehensive parametric analysis to determine the effect of

main effective parameters on the system performance. The major output parameters

of simulation are listed in Table 6.1. Result indicates that exergy efficiency of

system is 38.8 % at the design points. Also, it is seen that the total power output is

5.56 MW.

The results of thermodynamic analysis are presented here. Figure 6.3 shows the

exergy destruction rate of each component. It is determined that combustion

chamber, evaporator, and condenser have the highest exergy destruction rate

among the system devices. The highest exergy destruction rate in combustion

Table 6.2 Output values

from modeling of integrated

system

Parameter Unit Value

Exergetic efficiency of system % 38.8

Exergetic efficiency of ORC % 11.25

Exergetic efficiency of PEM % 53.92

Exergetic efficiency of turbo expander % 90.7

Net power output of turbo expander MW 3.73

Net power output of organic Rankine cycle MW 1.83

Total exergy destruction rate kW 7,075

Hydrogen production rate k/day 15.89
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Fig. 6.3 Exergy destruction rate of system component
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chamber is due to temperature difference between the burner and working fluid

which causes the large entropy generation. The exergy destruction rate in evapora-

tor and condenser has the second and third rank after combustion chamber. The

main reason is due to the phase change and temperature difference between the hot

and cold streams which causes high entropy generation rate which subsequently

results in a high exergy destruction.

6.5.2 Parametric Analysis

6.5.2.1 Natural Gas Pressure Effects

Figure 6.4 shows the effect of natural gas inlet pressure on the exergetic efficiency

of each subsystems and the integrated system. As it is seen an increase in natural gas

pressure has more effect on the integrated system exergetic efficiency.

To better understand the effect of natural gas pressure inlet on exergetic effi-

ciency, the variation of power output and hydrogen production rate is illustrated in

Fig. 6.5.

As shown in this figure an increase in natural gas pressure leads to a positive

effect on turbo expander power output which increases the power output from 461.8

to 3.731 kW. Since, there is a decrease from 1,890 to 1,836 kW in organic Rankine

cycle power output, a decrement in hydrogen production rate can be seen.
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Fig. 6.4 The effect of natural gas pressure on exergetic efficiency
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6.5.2.2 Natural Gas Preheat Temperature Effects

One of the important design parameters which has a substantial effect on integrated

system performance is natural gas preheat temperature. In the CGS natural gas is

preheated to an appropriate temperature to avoid low temperature in CGS outlet.

The low temperature has harmful effects such as formation of hydrates and ice

which has bad drawbacks on the performance of system. Figure 6.6 shows the

variation of exergy destruction rate of components with natural gas preheat tem-

perature. This figure indicate that increase the natural gas preheat temperature has

different effect on evaporator, condenser, and heater exergy destruction rate while

others have insignificant change.

Although natural gas preheat temperature leads to an increase in turbo expander

power output due to an increase in inlet enthalpy (h5), it leads to an increase in

natural gas heater exergy destruction rate. As shown in Fig. 6.7, an increase in

natural gas preheat temperature, the organic Rankine cycle power output reduces

from 1,836 to 1,651 kW which eventually decreases the hydrogen production rate

from 15.89 to 14.79 kg/day.

6.5.2.3 Fuel Mass Flow Rate

The fuel mass flow rate is one of the important parameters in the integrated system.

At constant preheat temperature, increase in fuel mass flow rate leads to an increase

in ORC power output and hydrogen production rate. It is due to the fact that fuel

mass flow rate play an important role in the control hydrogen production rate and

ORC power output to meet the electrical demand (Fig. 6.8).
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Despite the fact that an increase in fuel mass flow rate has a positive effect on

power output and hydrogen production, it imposes more exergy destruction to the

system (Fig. 6.9). Results show that with increased fuel mass flow rate to 0.45 kg/s,

the exergy destruction rate of combustion chamber can be more than 7.5 MW.

It should be mentioned that the CGS can be available in various regions with

different climate and ambient temperature. To provide environmental insight, the

effect of ambient temperature on integrated system is investigated here. As it can be
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seen the exergy destruction rate of each subsystem decreases with a rise in ambient

temperature. An increase in T� has major effects on the exergy destruction rate for

the turbo expander, heater, and combustion chamber while for polymer exchange

membrane electrolyzer is almost constant (Fig. 6.10).
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6.5.2.4 Organic Rankine Cycle High Temperature

The high temperature of organic Rankine cycle is another major parameter in ORC

because it affects the exergy input to the turbine. Although an increase in high

temperature of ORC decreases mass flow rate of working fluid in a constant heat

feed to evaporator, higher inlet enthalpy (h10) leads to increase power output of

ORC. Increase the power output of ORC has a positive effect on hydrogen produc-

tion rate of PEM electrolyzer which can improve the integrated system performance

(Fig. 6.11). Moreover, high-temperature variation has a different effect on PEM

electrolyzer and turbo expander exergy efficiency as is shown in the Fig. 6.11.

6.5.3 Genetic Algorithm Optimization

Genetic algorithm is one of the efficient methods based on evolutionary algorithm

using natural selection. More details are given [18]. As the parametric study

showed, the parameter variations have complicated effects on the integrated system

performance. To find the optimized parameters which ensure maximum perfor-

mance of the integrated system, a genetic algorithm based optimization is applied.

The decision variables and constraints are presented in Table 6.3. The constraints

are selected based on the allowable actual data variation range.

The objective function in this problem is exergy efficiency of the integrated

system. The optimization results for independent variables are presented in the

Table 6.4.

275 280 285 290 295 300

500

1500

2000

2500

3000

3500

E
xe

rg
y 

D
es

tr
u

ct
io

n
 (

kW
)

Ambient Temperature (K)

Organic Rankine cycle

PEM

Turbo expander,Heater&CC

0

1000

Fig. 6.10 Variation of exergy destruction rate with variation ambient temperature

104 S. Khanmohammadi et al.



It is concluding that maximum performance of the proposed system for hydro-

gen production rate and electricity generation can be achieved by optimized value.

As Table 6.5 shows, in the optimized state, integrated exergy efficiency of system

has an appropriate increment of about 9.8 %. Also, increase ORC power output

causes a positive effect on hydrogen production rate.

6.6 Conclusions

In this study, the thermodynamic modeling and genetic algorithm-based optimiza-

tion for practical integrated energy system provide more useful information. The

parametric studies reveal that variation of design parameters has different effects on

Table 6.3 Decision variables

and constraints
Decision variables Unit Constrains

Natural gas preheat temperature ℃ 130 < T5 < 165

Fuel mass flow rate kg/s 0:25 < _m f < 0:4

High temperature of ORC ℃ 80 < T10 < 140

Natural gas inlet pressure Bar 17:5 < P4 < 69

Stack temperature ℃ 130 < T3 < 160

Table 6.4 Optimized value using GA method to independent variables

T5(℃) ṁf (kg/s) P4 (bar) T10 (℃) T3(℃)

Design value 130 0.3 69 80 130

Optimized value 155.8 0.309 66.31 139 131.2
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system performance. In order to determine the best values of design parameter

which ensure the optimum performance of system, a genetic algorithm optimization

method is applied. Optimization results show that in optimum decision variables,

the exergetic efficiency of proposed integrated system can be enhanced from 38.8 to

48.6 %. Other concluding remark result can be listed as follows:

• The natural gas pressure inlet to turbo expander has a positive effect on turbo

expander power output while decreases hydrogen production rate.

• Although increase fuel mass flow rate of combustion chamber increases power

output, it imposes more exergy destruction to the proposed integrated system.

• Preheating of natural gas to higher temperature has two effects on the proposed

integrated system. However, natural gas preheat temperature increases turbo

expander power output, and it can diminish hydrogen production rate severely

from 15.9 to 14.8 kg/day.

• Increasing the high-temperature of ORC to a higher level lower than critical

temperature of organic fluid has a favorable impact on integrated system.

• The optimum values of five design parameters are natural gas preheat temper-

ature of 155.8 �C, fuel mass flow rate of 0.309 kg/s, natural gas inlet pressure of

66.31 bar, high temperature of ORC of 139 �C, and stack temperature of

131.2 �C.

The thermodynamic analysis and optimization of proposed integrated system

can provide a useful base to design a more efficient and sustainable energy system

to recover energy from pressure reduction in gas network system.
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Chapter 7

Performance Improvement of Adsorption
Cooling System by Heat Recovery Operation

W. Chekirou, N. Boukheit, and A. Karaali

Abstract A detailed thermodynamic analysis of simple and regenerative cycles of

adsorption refrigeration is presented. Two functions of the incoming and outgoing

energy for the regenerative cycle using two isothermal adsorbers have been calcu-

lated in order to obtain the heated adsorber temperature at the end of heat recovery.

Results are presented in terms of performances for the pair activated carbon AC-35

as adsorbent and methanol as adsorbate. These results demonstrated that the

performance coefficient of double-bed adsorption refrigeration cycle increases

with respect to the single-bed configuration. Several main factors affecting the

performances of cycles are discussed according to the results of computer

simulations.

Keywords Adsorption system • Heat regenerative • Performance •

Thermodynamics

Nomenclature

COPs, COPd Performance coefficient in single bed and double bed, respectively

Cpml, Cpmg Specific heat of the adsorbate in liquid and vapour state,

respectively, J/kg k

Cpa, Cpg Specific heat of the adsorbent and the metal of the adsorber,

respectively, J/kg k

L Latent heat of evaporation, KJ/kg

m, ma, mg Adsorbed mass, mass of the adsorbent and metallic mass of the

adsorber, respectively, kg

mmax, mmin Adsorption mass at adsorbed and desorbed state, respectively, kg/kg

Ta, Tg Adsorption and regenerating temperature, respectively, �C
Tc1, Tc2 Limit temperature of desorption and adsorption, respectively, �C
Tr Heated adsorber temperature at the end of heat recovery, �C
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Te, Tc Evaporation and condensation temperature, respectively, �C
Qf, Qc Cooling power and total heat necessary for heating the adsorber,

respectively, KJ/kg

Qr Heat recovered, KJ/kg

qst Isosteric heat of adsorption, KJ/kg

r Heat recovery ratio

ΔTr Two-adsorber temperature difference at the end of heat recovery, �C

7.1 Introduction

Adsorption refrigeration is a technology of environmental-friendly refrigeration,

which can be driven by solar energy or waste heat. In recent years, adsorption

refrigeration has already been widely studied. With the development of its technol-

ogies and theories [1–4], the application of adsorption refrigeration is getting

extensive; research indicates that adsorption is friendlier for the environment than

HFC vapour compression in several cases, such as waste heat-powered adsorption

cycle [5], natural gas-fired air conditioning [6], reversible heat pump [7], cold stores

for transportation [1], etc.

However, the basic cycle of adsorption refrigerating machines presents two main

drawbacks: the production of cold is intermittent, and the efficiency is low. To

attain higher efficiencies and to achieve continuous production of cold, it is

necessary to use advanced cycles. Several kinds of advanced cycles have been

proposed and tested. Two main technologies have been developed: regenerative

processes with uniform temperature adsorbers and regenerative processes with

temperature fronts (or thermal waves).

The basic idea is to use the heat discarded by one adsorber under cooling to

preheat another adsorber under heating. In so doing, the COP is enhanced and the

production of cold is continuous.

In this paper, we are interested to the uniform temperature adsorbers. A numer-

ical analysis was carried out, studying the influence of the main parameters on both

regeneration and performance coefficients of the machine. A detailed thermody-

namic and parametric analysis of a double adsorptive cycle is given. The basic

fundamentals of the adsorption process are discussed, where the Dubinin-Astakhov

equation is used to describe the isotherm of adsorption.

7.2 System Description

Adsorption refrigeration systems have been initially proposed of a single adsorbent

bed alternately connected to a condenser and evaporator. Theoretically, the

corresponding cycle consists of two isosters and two isobars, as illustrated in the

Clapeyron diagram (Fig. 7.1). The process starts at point a, where the adsorbent is at
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a low temperature Ta and at low pressure Pe (evaporation pressure). While the

adsorbent is heated, the temperature and the pressure increase along the isoster

which the mass of the adsorbate in the adsorbent remains constant at mmax. The

adsorber is still isolated until the pressure reaches the condenser pressure at point b.

At this time, the adsorber is connected with the condenser and the progressive

heating of the adsorbent from point b to c causes a desorption of methanol and its

vapour is condensed in the condenser and collected in a receiver. When the

adsorbent reached its maximum temperature value Tg (regenerating temperature)

and the adsorbed mass decreases to its minimum value mmin (point c), the adsorbent

starts cooling along the isoster at a constant mass mmin to point d. During this

isosteric cooling phase, the adsorbent pressure decreases until it reaches the evap-

orator pressure Pe. After that, the adsorber is connected to the evaporator, and both

adsorption and evaporation occur while the adsorbent is cooled from point d to a. In

this phase, the adsorbed mass increases up to its maximum mmax at point a, and the

adsorbent is cooled until the adsorption temperature Ta. During this phase also, the

cold is produced.

The discontinuity of the useful effect makes the system with single adsorber

commercially unsuitable. Later, two adsorbent bed machines have been proposed

[8, 9], in order to operate regenerative cycles. By these, both the results of a higher

overall efficiency and a continuous useful energy production can be obtained.

The idealized thermodynamic cycle of a double-bed adsorption machine is plotted

in Fig. 7.2. The adsorbent beds operate the same cycle but in counter phase, so that

the heat recovery is obtained by transferring the heat from one bed to the other, until

a fixed difference of temperature ΔTr between beds is reached.

Pc

Pe
a

b c

d

Tc1Te Tc Ta Tg

Saturation pressure

Tc2

T/1-

Pln

minmmaxm

Fig. 7.1 Clapeyron

diagram of a single-bed

adsorption cycle
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7.3 Thermodynamic Model

In the following, the developed model is described with reference to a single-bed

adsorption system (Fig. 7.1), and the main difference introduced in modelling of a

two-bed system is also presented.

In order to calculate the coefficient of performance of the machine, all the

thermal contributions must be calculated in detail; the most important equations

used in the model are described below.

The heat that must be supplied to the adsorber for its heating is:

Qc ¼ Qab þ Qbc ð7:1Þ

where Qab is the heat that must be supplied to the adsorber for its isosteric heating:

Qab ¼
ðTc1

Ta

C pa þ mgCpg þ mmaxCpml Tð Þ
h i

ma dT ð7:2Þ

and Qbc is the heat needed for the desorption phase:

Qbc ¼
ðTg

Tc1

Cpa þ mgCpg þ m Tð ÞCpml Tð Þ þ qst
∂m
∂T

� 	
ma dT: ð7:3Þ

D

a

b c

d

Saturation pressure

T/1-

Pln

minmmaxm

r r’

Tc1Te

Qr

Qr

Pc

Pe

Tc Ta Tr

Tr

Tr ' TgTc2

Fig. 7.2 Clapeyron

diagram of a regenerative

adsorption cycle
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During the isosteric cooling phase, only the sensible heat is withdrawn from

the bed:

Qcd ¼
ðTg

Tc2

Cpa þ mgCpg þ mminCpml Tð Þ
h i

ma dT: ð7:4Þ

While during the adsorption phase, the energy released is equal to the heat of

adsorption, plus the sensible heat obtained from cooling of adsorbent, adsorber and

adsorbate and from critical adsorption temperature to adsorption temperature,

minus the energy needed to heat up the vapour from evaporation to adsorption

temperature:

Qda ¼
ðTc2

Ta

C pa þ mgCpg þ m Tð ÞCpml Tð Þ þ qst
∂m
∂T
� T � Teð ÞCpmg Tð Þ∂m

∂T

� 	
ma dT: ð7:5Þ

The energy that must be supplied to the evaporatorQf is calculated as the latent heat

of evaporation of the cycled adsorbate, minus the sensible heat of the adsorbate that

is entering the evaporator at condensation temperature:

Q f ¼ ma mmax � mminð Þ L Teð Þ �
ðTc

Te

C pml Tð Þ dT

� 	
: ð7:6Þ

The adsorbed mass is obtained from the state equation of the bivariant solid-vapour

equilibrium using the Dubinin-Astakhov model.

On the basis of the previous equations, the coefficient of performance of single

adsorbent bed can be calculated as the ratio of useful effect produced and energy

supplied to the machine:

COPs ¼
Q f

Qc

¼ Q f

Qab þ Qbc

: ð7:7Þ

In the regenerative cycle, the above parameters have been calculated between mmax

and a generic isosteric line mr � mmin ; the function Qar is calculated in order to

obtain the energy incoming to the system when its temperature increases from Ta to
a generic value Tr. The thermodynamic cycle of the heat regenerative adsorption

cycle can be expressed by Fig. 7.2. The function Qar can be represented by the

following expression, for Tc1≺Tr≺Tc2:

Qar ¼ Qab þ
ðTr

Tc1

Cpa þ mgCpg þ m Tð ÞCpml Tð Þ þ qst
∂m
∂T

� 	
ma dT: ð7:8Þ

In the same way, the function Qcr0 has been calculated. It represents the energy out

coming from the system when its temperature decreases from Tg to a generic value

Tr0 whereTr0 ¼ Tr þ ΔTr;ΔTr is the two-adsorber temperature difference at the end
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of heat recovery. The temperature at which Qar is equal to the absolute value ofQcr0

is the final temperature of the regenerative phase Tr, and the corresponding value of
the function Qar or Qcr0 is the regenerative energy Qr. In this case, the performance

of the machine can be calculated by the following formulae:

COPd ¼ COPs

1� r
ð7:9Þ

where r is the coefficient of regeneration (or the heat recovery ratio); it can be

calculated by:

r ¼ Qr

Qab þ Qbc

: ð7:10Þ

7.4 Results

Weadmit the following data: thepair activated carbonAC-35/methanol is an adsorptive

pair, this last has proved to be the best pair among those studied [10]; copper is amaterial

of construction of the adsorber; mg ¼ 5kg its mass; ma ¼ 1 kg is an adsorbent mass;

two-adsorber temperature difference at the endofheat recoveryΔTr ¼ 2 �C; adsorption
temperature Ta ¼ 25 �C ; condensation temperature Tc ¼ 30 �C ; evaporation

temperature Te ¼ 0 �C; and regenerating temperature Tg ¼ 105 �C. The perfor-

mances under this conditions are predicted as COPd ¼ 0:682, COPs ¼ 0:483 and

r ¼ 0:291 (r ¼ 29:1%). The influence of the regenerating temperature on perfor-

mance coefficients, heat recovery ratio and temperature at the end of heat recovery

is shown in Figs. 7.3, 7.4 and 7.5, respectively.

From Fig. 7.3, with the increase of regenerating temperature, COPd increases all

along, while COPs decreases from regenerating temperature Tg ¼ 105 �C. This
behaviour can be justified by the fact that after certain regenerating temperature,

the energy of heating only serves to increase the activated carbon temperature, the

adsorber metal part temperature and the methanol temperature; nevertheless, the

desorbed mass of methanol mmin becomes more and more weak. Where, the heat

provided to the adsorber Qc increases more than the quantity of cold produced at

evaporator level Qf. It is clear that, in the case of two adsorbers, the performance of

the system increases in an appreciable manner compared to the case of one

adsorber.

The regenerating temperature is a design variable that must be optimized.

Generally, it is stipulated to obtain a large amount of cycled masses at lower levels

of Tg. In the case of the adsorption of methanol in activated carbon AC-35, this

temperature is limited by 150 �C, because the methanol would decompose, the

process of adsorption is blocked and the adsorption power of activated carbon

decreases sharply beyond the abovementioned temperature.
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The heat recovery ratio r and the temperature at the end of heat recovery Tr
increase with the increase of Tg (Figs. 7.4 and 7.5).

The influence of the adsorber mass on the performance coefficients of system

COPs and COPd has been evaluated, by varying the mass mg.

From Fig. 7.6, if the adsorber metal mass increases, COPs and COPd reduce. The

reason is that the bigger the heat capacity of the non-adsorbent materials is, the

more the heat will be consumed for inert materials. Thus, a part of heating power

becomes energy loss due to the switch between two adsorbers. This kind of energy

loss leads to the decrease of performance coefficients of system COPs and COPd.

On the contrary, the heat recovery ratio r and the temperature at the end of heat

recovery Tr are on the increase (Figs. 7.7 and 7.8).

7.5 Conclusions

A detailed thermodynamic model has been developed for the analysis of solid

adsorption refrigeration system (single bed and two beds), using the pair activated

carbon AC-35/methanol as an adsorptive pair. This model was usually expressed in

algebraic or relatively simple equations based on the representation of Dubinin-

Astakhov.
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The developed model is described with reference to a single-bed adsorption

system, and the main differences introduced in modelling of a two-bed system are

also presented.

By the computer program based on this model, it is possible to calculate the

operative conditions and coefficient of performance and heat regenerative ratio.
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Chapter 8

The Use of Municipality Water System
for Building Cooling as an Alternative
to Conventional Ground Source Heat Pump

Yigit Can Sezgin and Murat Celik

Abstract This paper investigates the usage of municipality water supply system

for cooling a residential building. The study in this paper proposes that by using

municipality water supply system, it is possible to reduce the cost of space cooling

for residential units. Additionally, this system would have a lower initial investment

cost in comparison with the conventional ground source heat pumps where spe-

cially designed piping system placed a few meters beneath the ground allows the

usage of earth’s stored heat. For a regular municipality water delivery system, the

carried water circulates through kilometers of piping already located underground

which allows the water to exchange heat with the earth. Thus, it is possible to

replace conventional heat pump systems and use regular tap water as a coolant for a

residential unit. In order to achieve cooling, pipes can be installed on the walls and

the ceiling of a house. The tap water could be circulated within these pipes. The

study represented here shows that 5.48 kW of building cooling load could be

handled with only 50 W of pump power for water circulation through the pipes

located inside the walls and the ceiling of a proposed typical house.

Keywords Building air conditioning • Cooling load • Panel cooling • Indoor

thermal comfort

8.1 Introduction

Panel heating and cooling systems are becoming more widespread. Today, in South

Korea, 95 % of the buildings use panel heating systems [1]. In such a panel heating

and cooling system, a refrigerant such as water is circulated inside the pipes which

are installed inside floors, walls, or ceilings. Because the circulating fluid has lower

temperature with respect to other heating systems or higher temperature with

respect to other cooling systems, its efficiency is higher, and renewable energy
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sources may also be used in such systems. In addition to this, the waste energy

sources may be used in cooling or panel heating systems.

The panel cooling differs from the conventional cooling systems, because there

is not only heat transfer by convection but also heat transfer by radiation. Cooling

by radiation helps to achieve higher total human comfort level, because in radiant

cooling systems, it is possible to have more uniform indoor temperature and to

control the mean radiant temperature (MRT) of the panel cooling. Furthermore

in these systems, produced noise is relatively lower than other conventional cooling

systems such as fan coil [2].

Typically, air source heat pumps (i.e., split air conditioners) are used for space

cooling purposes. However, they use a significant amount of energy. In addition,

due to nonuniform cooling of the conditioned space and because of excessive air

circulation, these systems cause some health problems.

Alternatively, ground source heat pump systems are used for space cooling. The

ground which is only a few meters deep stays at a fairly constant temperature

throughout the year. In typical ground source heat pump systems, pipes which are

buried a few meters under the soil extract heat from the ground. This heat is used to

cool or heat a residential building. In ground source heat pump systems, a mixture

of water and antifreeze or a refrigerant fluid circulates inside the buried pipes. Heat

from the ground is transferred to this circulating fluid. This heat is later used in a

heat pump.

In ground source heat pumps, there is a risk of the refrigerant running through

the pipes to leak to the ground and to cause contamination of groundwater sources.

In the proposed cooling system, regular tap water from the municipality is used.

This water is pumped through the pipes which are installed inside the walls and the

ceiling of a building for cooling purposes. This water is then given back to the

municipality water circulation system. There is no water wasted for this system, just

the cooling capacity of the tap water is utilized.

If pipes are installed inside the walls and the ceiling and municipality water is

circulated through the pipes, a higher temperature cooling fluid could be used. With

the same system, heating can also be accomplished. Because of more uniform

cooling, higher total human comfort level can be achieved. Also, it does not

cause high-speed air circulation. In addition, maintenance cost could be kept

low [3].

Cooling a house using municipality water running through the pipes inside the

walls is a new technique and seems to be a promising one. In this paper, relevant

calculations and analysis have been made, and the study of using tap water as a

cooling fluid is presented. In the first part of the paper, a case problem is introduced.

In the second part, heat gain of the hypothetical house is calculated. After that, heat

transfer from tap water to the house is evaluated. Then, the pressure drop is

estimated, and according to the obtained values, the pump work is assessed. The

results show that this system has several advantages over other cooling systems in

terms of economical and ecological considerations.
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8.2 Case Problem and Assumptions

In this section, a hypothetical house is conceived to study the concept of using

municipality water for cooling purposes, and all the major assumptions are

presented.

8.2.1 The Hypothetical House

In order to make an analysis of the proposed concept, a hypothetical house which is

depicted in Fig. 8.1 is studied. The hypothetical house is assumed to be located in

Istanbul, Turkey, and positioned in north–south direction. It is assumed that four

people reside in this hypothetical house and that it has 100 m2 (10 m� 10 m) floor

area. Thus, the sidewalls have a total of 40 m length. The walls are assumed to be

3 m in height.

The sidewalls are assumed to consist of 8 cm outer plaster, 5 cm insulation

material, 24 cm brick, and 3 cm inner plaster layers. The layers of the walls are

shown in Fig. 8.2. The ceiling is assumed to consist of 12 cm insulation material,

12 cm concrete, and 3 cm inner plaster layers. The layers of the ceiling are shown in

Fig. 8.3. It is assumed that the hypothetical house has 3.75 m2 window area on each

sidewall, resulting in a total window area of 15 m2. Therefore, the total wall area is

105 m2, and the total ceiling area is 100 m2.

Fig. 8.1 The hypothetical house with municipality water cooling system
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8.2.2 Assumptions

Istanbul’s dry thermometer temperature is taken to be 33 �C for summer cooling

load calculations [4]. The targeted inside temperature is taken to be 26 �C, which is
the maximum desired value for summer room temperature [5]. It is assumed that the

available tap water has a temperature of 20 �C for August in Istanbul. Also, it is

assumed that the inside and outside temperature values are not changing in time.

Heat transfer from the floor is not included in the analysis, because the temperature

of the floor is assumed to be at the target room temperature.

Fig. 8.2 Depiction of heat

transfer from the walls

Fig. 8.3 Depiction of heat

transfer from the ceiling
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8.3 Heat Transfer Analysis

In this section, the heat transfer analysis of the hypothetical house is presented.

First, the cooling load of the hypothetical house is determined. Then, the heat

transfer to water by convection and radiation is calculated, and the total heat loss

from the pipes is evaluated. Later, the average water temperature through the pipes

is determined, and the required pipe length is calculated.

8.3.1 Cooling Load Calculations

In this part, the cooling load for the hypothetical house is evaluated. There are heat

transfer gains by conduction from the walls, windows, and roof. Also, there are

radiation heat gain from the sun and heat gain from the inhabitants of the house,

household devices, and ventilation through the windows. In order to calculate the

heat gain from the walls, the equivalence increase in surface temperature is added,

because of solar heating of the walls and roof. The accepted values are shown in

Table 8.1 [6]. Then, the layer characteristics of the walls are specified. These values

are tabulated in Table 8.2 [4]. It is also assumed that the walls have medium dark

color and the ceiling has dark color.

By multiplying the thermal conductivity of the wall with the total area of the

wall, total heat gain per degree can be calculated as 49.46 W/K. Then, by

Table 8.1 Equivalence

increase in surface

temperature because

of the sun [6]

Surface type

Wall side

Flat roofEast South West

Dark color 5 3 5 11

Medium dark color 4 3 4 9

Light color 3 2 3 5

Table 8.2 Heat gain from walls

Wall materials Thickness (m)

Thermal conductivity

(W/mK)

Thermal resistance

(m2K/W)

Rl – – 0.13

Plaster 0.03 1 0.03

Brick 0.24 0.5 0.48

Insulation material 0.05 0.035 1.429

Plaster 0.08 0.35 0.023

Re – – 0.04

Total thermal resistance¼ 2.132 m2K/W; thermal conductivity¼ 0.471 W/m2K
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multiplying this value with the temperature difference, the total heat gain from the

walls can be calculated as 482.19 W.

After that, the heat gain from the windows is calculated. For double glass

windows, heat loss per degree Kelvin is 36 W/K, and the total window area is

15 m2. Therefore, the heat gain from the windows by conduction is found to be

36� 7¼ 252 W. Then the heat gain from the roof is calculated as presented in

Table 8.3.

By multiplying the thermal conductivity of the roof with the total roof area, the

total heat gain per degree can be calculated as 30.5 W/K. Then by multiplying this

value with temperature difference, the total heat gain from the roof can be calcu-

lated as 549 W. Later, the heat gain from solar radiation is obtained from [7] as

presented in Table 8.4.

In order to calculate the heat gain from radiation, first, the window areas and the

directions are specified. The hypothetical house has windows of 3.75 m2 on each

wall. Using the solar radiation values presented in Table 8.4 for west, east, south,

and north directions, it is found that the radiation heat gain from the windows is

Q¼ 3.75� 500 + 3.75� 50� 3¼ 2,437.5 W.

However, windows have a shadow factor which decreases the heat gain from

radiation. Shadow factor for a double glass window is assumed to be 0.9. Then the

net heat gain from radiation is 2,437.5� 0.9¼ 2,193.75 W.

There is also heat gain from the ventilation through the windows, because the

outside air temperature is higher than the inside air temperature. For 1 person,

20 m3/h fresh air is needed [7]. Thus, the total ventilation cooling load can be

calculated: Qv¼ 7� n (person)�V (fresh air) [watt] [7], plugging in the assumed

values, Qv¼ 7� 4� 20¼ 560 W. Here, V is the fresh air volume flow rate.

Table 8.3 Heat gain from the roof

Roof materials Thickness (m)

Thermal conductivity

(W/mK)

Thermal resistance

(m2K/W)

Rl – – 0.13

Plaster 0.02 1 0.02

Concrete 0.12 2.5 0.048

Insulation material 0.12 0.04 3

Re – – 0.04

Total thermal resistance¼ 3.278 m2K/W; thermal conductivity¼ 0.305 W/m2K

Table 8.4 Heat gain from

solar radiation in W/m2 at 40o

north latitude at various times

08:00 12:00 16:00

West 50 50 500

East 500 50 50

South 50 200 50

North 50 50 50
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Then the heat gain due to the presence of inhabitants is calculated, since the

dwellers are the heat source for the hypothetical house. It is assumed that for one

person, there is 110 W heat gain. Therefore, the heat gain of the hypothetical house

from people is 4� 110¼ 440 W [7].

Also it is assumed that there is no lighting load because the sunlight is sufficient

for the considered times of the day. A heat gain of 1,000 W is assumed from

household devices such as refrigerator, television, and computer [7]. After adding

all these heat gains, the total heat gain of the hypothetical house is found to be

5.48 kW.

8.3.2 Panel Cooling Calculations

In order to cool the hypothetical house, the pipes are assumed to be installed inside

the walls and ceiling as shown in Fig. 8.4. Tap water which is taken from the

municipality water system will be circulated in these pipes and be given back to the

municipality water system. To understand whether the cooling capacity of the tap

water is sufficient, heat transfer to the walls has been calculated. First, heat transfer

by convection and radiation is analyzed. Then, heat resistance of the panel has been

evaluated. After that, the average water temperature is found, and the necessary

pipe length has been determined. By knowing the pipe length and pipe properties,

the pressure drop is calculated, and the required pump work is assessed.

Fig. 8.4 Sample wall

cooling system (Yensis) [8]
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8.3.2.1 Heat Transfer to the Water by Convection and Radiation

In order to calculate the heat transfer from the room to the wall, MRT method has

been used. By using this method, the radiant heat flux is calculated using the

following equation [2]:

qr ¼ 5� 10�8 T p þ 273:15
� �4 � TAUST þ 273:15ð Þ4
h i

ð8:1Þ

where Tp is the effective panel surface temperature in �C and TAUST is the area-

weighted temperature of all indoor surfaces of the walls, ceiling, floor, windows,

doors, etc. In the hypothetical house, Tp is assumed to be 23 �C, and TAUST is

assumed to be 26 �C. By substituting the values into the equation, qr is found to be

�15.82 W/m2.

After that, cooling by convection is calculated. Natural convection heat flux

between cooled ceiling surface and indoor air is calculated using the formula [2]:

qc-ceiling ¼ 2:42� T p � Ta



 

0:31 T p � Ta

� �
D0:08

e

ð8:2Þ

Natural convection heat flux between cooled wall panel surface and indoor air is

calculated using the formula [2]:

qc-wall ¼ 1:87� T p � Ta



 

0:32 T p � Ta

� �
H0:05

ð8:3Þ

where Tp is 23
�C, Ta which is the designated dry-bulb indoor air temperature is

26 �C, De which is the equivalent diameter of the panel (4� area/perimeter) is

10 m, and H which is the height of wall panel is 2.7 m. By using these values,

qc-ceiling is found to be �8.48 W/m2, and qc-wall is found to be �7.58 W/m2.

8.3.2.2 Thermal Resistance of the Panel

In order to calculate the average water temperature, thermal resistance of active

panel surface should be calculated. Thermal resistance of the panel affects the heat

transfer to the pipes. The lower the thermal resistance, the higher the heat transfer.

To calculate the thermal resistance of the panel, the following equation is used [2]:

ru ¼ rtM þ rsM þ rp þ rc ð8:4Þ

where M is the spacing between adjacent tubes, rt is the thermal resistance of the

tube wall per unit tube spacing in a hydronic system, rs is the thermal resistance

between the tube and panel body per unit spacing between adjacent tubes, rp is
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the thermal resistance of the panel body, rc is the thermal resistance of active panel

surface covers, and ru is the characteristic (combined) panel’s thermal resistance.

In the hypothetical house, the tubes are embedded in the plaster.When the tubes are

embedded in the plaster, rsmay be neglected. Also in the sample house, there is only a

painting on the surface; therefore, thermal resistance of the paintingmay be neglected.

The rp of the panel may be calculated by using the following formula [2]:

rp ¼
x p � Do

2

kp
ð8:5Þ

where Do is the outer diameter of the pipe, xp is the distance between the center of

the pipe and the inside surface of the wall, and kp is the thermal conductivity of the

plaster.

For the hypothetical house, xp is 0.0305 m, Do is 0.021 m, and kp is 1.00 W/mK.

Therefore, rp is calculated as 0.009 m2K/W. To calculate rt for circular tubes, the
following formula is used [2]:

rt ¼
ln Do

Di

� �
2πkt

ð8:6Þ

where Di is the inner diameter of the pipe and kt is the thermal conductivity of the

pipe. For the hypothetical house, Do is 0.021 m, Di is 0.017 m, and kt for the pipe
made of PEX is 0.38 W/mK. Therefore, rt¼ 0.088 m2K/W. As a result ru¼ rtM+

rp¼ 0.022 mK/W for M¼ 0.15.

8.3.2.3 Panel Design

The average skin temperature of the tubing and the average circulating water

temperature are the determining factors of the system. Panel surface temperature

is determined to be 23 �C, and for this temperature value, the needed average water

temperature should be calculated. Average water temperature depends on the

thermal resistance of the panel, spacing between adjacent tubes, indoor design

temperature, and panel surface temperature.

In order to find the average skin temperature of the tubing, the following

equation is used [2]:

Td 	 Ta þ
T p � Ta

� �
M

2Wη
þ q r p þ rc þ rsM
� � ð8:7Þ

where Td is the average skin temperature of the tubing, q is the combined heat flux

(q¼ qc+ qr) on the panel surface, Ta is the air temperature and may be replaced by

TAUST, 2 W is the net spacing between tubing, and η is the fin efficiency. In order to
calculate fin efficiency, the following equations are used [2]:
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η ¼ tanh fWð Þ
fW

ð8:8Þ

η 	 1

fW
for fW > 2 ð8:9Þ

where f is calculated using the following formula [2]:

f 	 q

m T p � Ta

� �Xn

i¼1kixi

" #0:5
ð8:10Þ

where m¼ 2 + rc/2rp, n is the total number of different material layers including

panel and surface covers, xi is the characteristic thickness of each material layer,

and ki is the thermal conductivity of each layer.

In the hypothetical house, q is found to be �23.85 W/m2 using the qr and qc
values obtained in the section “Heat Transfer to the Water by Convection and

Radiation,”
Xn

i¼1 kixi is obtained to be 0.00976 W/m, m is 2, ƒ is 20.18, and W is

0.0645 m. With these, η is found to be 0.662, and Td is found to be 21.15 �C. After,
in order to find the average water temperature circulating through the pipes, the

following formula is used [2]:

Tw ¼ qþ qbð ÞMrt þ Td ð8:11Þ

where qb is the back and perimeter heat losses. For the hypothetical house, if

q + qb¼�26.71 W/m2, then Tw¼ 20.80 �C, which means in order to meet the

cooling need of the hypothetical house, the average water temperature circu-

lating through the pipes should be 20.80 �C.
Tw value can also be determined using the design graph presented in Fig. 8.5,

which provided the thermal resistance of the panel, the heat flux of the hypothetical

house, and the appropriate geometrical pipe parameters.

8.3.3 Heat Transferred to Water

In order to determine the length of a pipe section, to be installed inside the walls and

the ceiling, that satisfies the average circulating water temperature found in the

previous section, first, the heat transferred to water is calculated using the following

equation [2]:

qw ¼ 1, 000 _mc pΔT ð8:12Þ
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where qw is the heat transfer rate to water, ṁ is the mass flow rate of the circulating

water, cp is the specific heat of water, and ΔT is the water temperature increase

across one pipe section.

In the hypothetical house, it is assumed that municipality water temperature is

20 �C and the exit temperature of municipality water is 21.60 �C because average

water temperature is 20.80 �C. Therefore, ΔT is equal to 1.60 �C.
Also it is assumed that the velocity of the water inside the pipes is 0.5 m/s to prevent

noise, and it is known that the inside diameter of the pipe is 0.017 m. Therefore, the

mass flow rate ṁ is equal to 0.113 kg/s. It is assumed that cp of water is 4.187 kJ/kgK.
By plugging in the values to the equation, qw is found to be 757 W. It means that the

water can absorb 757 W while circulating at an average temperature of 20.80 �C. It
is found in section “Panel Design” that the total heat transfer to the water pipes of

the system is equal to 26.71 W/m2. Therefore, at most, 28 m2 of wall area is needed

to provide this average water temperature. In the hypothetical house, 205 m2 panel

cooling is available, which means eight sections of pipe are needed.

Fig. 8.5 Design graph for sensible heating and cooling with floor and ceiling panels [2]
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8.4 Pressure Drop and Pump Work

Pressure drop in pipes affects the system efficiency: lower pressure drop means

higher system efficiency, because it directly affects the needed pump work of the

system. In order to achieve low pressure drop, due to its relatively small friction

factor, PEX pipes are used. In order to calculate friction factor in pipes, the

following equation is used [9]:

1ffiffiffi
f
p ¼ � 2:0 log

ε=D

3:7
þ 2:51

Re

ffiffiffi
f
p

� �
ð8:13Þ

where f is the friction factor, ε/D is the relative roughness of the inside surface of the

pipe, and Re is the Reynolds number. The Reynolds number is given by the

following equation [9]:

Re ¼ ρVD

μ
ð8:14Þ

where ρ is the density, V is the velocity, D is the diameter of the pipe, and μ is the

dynamic viscosity. The density of water is taken to be 998.43 kg/m3, the velocity of

the flow is 0.5 m/s, the pipe inner diameter is 0.017 m, and the dynamic viscosity is

0.001 Pa.s. Then the Reynolds number is found to be 8,486, and thus the pipe flow is

assumed to be turbulent. The relative roughness of the PEX pipe is taken to be

7.6� 10�5, and the friction factor, f, is calculated as 0.03238. The pressure drop of

the water flow inside the pipe is then calculated using the following formula [9]:

ΔP ¼ f
L

D

ρV2

2
ð8:15Þ

where L is the length of one section of the pipe. For the hypothetical house, L is

calculated to be 198 m. Thus, the pressure drop in one such pipe section is

47.07 kPa.

In order to determine the system efficiency, the pump power input is calculated.

In the hypothetical house, for one section of piping, the volume flow rate is equal to

0.113 L/s. In the hypothetical house, there are eight pipe sections; therefore, the

total volume flow rate is equal to 0.904 L/s. Major head loss is evaluated to be

4.8 m. Minor head losses are neglected. With these values, the necessary pump

work for the hypothetical house is found by using the following equation [10]:

_W ¼ γQh ð8:16Þ

where γ is the specific weight of the water,Q is the mass flow rate, and h is the pump

head. For the hypothetical house, the minimum required pump work is found to be

42.48 W.
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8.5 Conclusions

In this paper, a study of using municipality water for building cooling has been

presented. First, the cooling load of a hypothetical house is determined. The total

cooling load is found as 5.48 kW. In order to meet this cooling load, the panel

surface temperature is taken as 23 �C, and the heat transfer flux by convection and

radiation is calculated. Panel thermal layers are specified, and the corresponding

thermal resistance value is calculated. Then the distance between the adjacent pipes

is specified as 0.15 m, and by using the obtained values, the average water

temperature is determined as 20.80 �C. After that, the required lengths of the pipe

sections are determined. Later the pressure drop in one section of the piping is

evaluated, and the necessary pump power is calculated.

The obtained results show that the use of municipality water system for building

cooling is a feasible and energy-saving system in comparison with other conven-

tional cooling systems. The system would need less than 50 W of pump power to

provide 5.48 kW of cooling for the proposed hypothetical house. In this system,

cooling capacity of municipality water is used. Therefore, it decreases the energy

consumption of cooling units and presents an environmental friendly method for

space cooling. Since the system’s circulating fluid is a regular water, there is no risk

of contamination to the environment. The envisioned system would provide higher

total human comfort level.

However, it is not possible to use this system for all buildings of a city.

Therefore, there should be a permission from the municipality to use this system.

However, this system can be used in governmental buildings such as hospitals,

police stations, municipality service buildings, etc. Therefore, the proposed system

is a promising one and deserves further research.
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Chapter 9

Study and Optimization of the Energy
Profile of the Meat Industry in the Region
of Alentejo, Portugal

Octávio Alves, Paulo Brito, Pedro Lopes, and Paula Reis

Abstract Today, the meat processing industry plays an important role in boosting

the economy of the region of Alentejo, Portugal, which possesses a strong eco-

nomic linkage to rural traditional activities. However, several problems have been

detected relating to an efficient use of the energy in their productive processes,

leading to excessive and unnecessary consumptions, increasing bills and therefore

costs of final products, reducing company’s competitiveness and causing increased

emissions of greenhouse gases to the atmosphere.

The aim of this study is to characterize energy consumption of the meat

processing industry in Alentejo, to understand where excesses are being committed

and at the same time to identify opportunities for improvement of energy perfor-

mance in the productive process. For this purpose data were collected through a

field survey within a sample of companies and the respective findings were statis-

tically analysed. Subsequently a study of the technical–economic impact of a set of

efficiency measures was evaluated to reduce energy consumption and cost.

Results obtained showed that it is in the refrigeration systems and heat boilers

that it is possible to achieve the largest reductions in energy consumptions and

energy over costs, which may go up to 7 % (savings on consumption) and 19 %

(savings on cost) through the implementation of efficiency measures with a pay-

back period of less than 11 years.

Keywords Meat industry • Energy efficiency

O. Alves • P. Brito (*) • P. Lopes

BioEnergia, C3i, Polytechnic Institute of Portalegre, Portalegre P-7300-110, Portugal

e-mail: pbrito@estgp.pt

P. Reis

NEISES, C3i, Polytechnic Institute of Portalegre, Portalegre P-7300-110, Portugal

© Springer International Publishing Switzerland 2015

I. Dincer et al. (eds.), Progress in Clean Energy, Volume 1,
DOI 10.1007/978-3-319-16709-1_9

135

mailto:pbrito@estgp.pt


Nomenclature

A Surface area, m2

a Coefficient of the function for curve modelling, J/kg

b Exponent of the function for curve modelling

C Cost or investment, €
E Annual active or reactive energy consumption, J or kVAr s

F Luminous flux, lm

e Specific energy consumption, J/kg

MEE Measure of energy efficiency

mprod Total annual production, kg

n Number of units of an equipment

P Total electric power of equipment, W

R2 Linear correlation coefficient

Greek Letters

η Efficiency of equipment

Subscripts

a Actual

cham Cold chamber

cap Capacitive

comp Compressor of refrigeration system

ener Energy consumption

ener u Unit of energy consumed

i Index of the equipment, company or class of reactive energy

ilum Illumination of facilities

ilum cam Internal illumination of cold chambers

ind Inductive

ini Initial

lamp Existing lamps in the illumination system

o Quantity optimized, after application of the measure

total Total
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9.1 Introduction

9.1.1 Relevance and Energy Use in the Meat
Industry of Alentejo, Portugal

The region of Alentejo in Portugal is characterized by a growing economy which is

closely linked to the agro-industrial sector, where the meat processing industry plays a

predominant role. In 2012, this industry employed approximately 25 % of workers

from the region and generated a turnover of EUR286million, the equivalent of 21%of

revenue within the food sector. Nineteen percent of companies belonging to the meat

industry were engaged in animal slaughter while the remaining 81% were engaged in

the manufacturing of meat products: fresh goods for immediate consumption and

processed products for canning (e.g., dry cured ham and sausages). Due to their

extraordinary quality, these products have become a brand image of the region [1, 2].

Despite the importance of the meat industry, it has been found that productive

processes do not operate efficiently in terms of energy consumption. The lack of

thermal insulation in refrigeration pipework, the use of motors or lighting systems

with low efficiencies and the lack of training of human resources are problems

commonly found. It is estimated that about 6.5 % of the total energy consumed may

be easily saved through the implementation of adequate corrective measures [3],

reflected directly in the reduction of invoice costs and in the increase of competi-

tiveness of companies.

Refrigeration systems make up 50 % of the total energy consumed inside such

companies, showing therefore a great potential in terms of energy savings [4].

9.1.2 Framework of Present Study

With a view to improve energy usage in industry and also the environment, the

European Commission set out a package of goals named “20-20-20” to be accom-

plished until 2020. These goals are:

• Twenty percent reduction in greenhouse gas emissions

• Twenty percent increase in the production of energy from renewable sources

• Twenty percent improvement in overall energy efficiency [5]

Previous goals were transported to Portuguese law through the National Action

Plan of Energy Efficiency that stipulated two concrete targets:

• Reduction of 8 % of energy consumption in the industry.

• Obligation to reduce the energy consumed per kg of product between 4 and 6 %

within 8 years and to maintain CO2 emissions in all companies achieving energy

consumptions higher than 8.370� 1012 J/year; however, this measure can

optionally be applied by other companies [6, 7]
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To fulfil these targets, the same plan proposes the implementation of a series of

practical measures of energy efficiency (MEE). Table 9.1 describes some of the

available measures and the advantages of them, with a special focus on those that

can be implemented in cold stores.

Table 9.1 Description and benefits of some MEE

No. Measure Description Benefits

MEE1 Installation of variable

speed drives in compres-

sors and fans coupled to

condensers of cold stores

Variation of torque and

rotation speed of electric

motor by changing the fre-

quency of supply voltage.

The equipment consists of

a rectifier (converts AC

voltage to DC), a filter

(modulates the DC fre-

quency wave) and an

inverter (reconverts DC

voltage to AC)

• Savings in consump-

tion between

20 and 25 %

• Eliminates peaks of

starting currents

• Control of power

according to the

needs [3]

MEE2 Installation of simulators of

food temperature in cold

chambers

Device that simulates the

thermal inertia of food. The

temperature probe inserted

inside it reads the correct

temperature to adequately

control the functioning of

the compressor instead of

using the temperature of

circulating air

• Savings in energy

consumption between

10 and 30 %

• Reduces the operation

cycles of compressor,

thus prolonging its

useful life [8]

MEE3 Adjustment of internal

illuminance of cold

chambers

Reduction of illuminance

to the recommended value

of 200 lm/m2 [9] through

the deactivation of some

lamps

• Reduction in energy

consumption of

lighting

• Reduction of heat

released by lamps and,

consequently, the con-

sumption of

compressor

MEE4 Optimization of general

lighting in the facilities

Replacement of bulbs with

large energy consumptions

(incandescent, halogen and

discharge) by more eco-

nomic bulbs (fluorescent

and LED)

• Savings in consump-

tion between 75 and

80 % compared with

ancient bulb types

• Minor maintenance

interventions due to

large durability of

bulbs (10–25 times

higher) [10]

(continued)
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9.1.3 Goals of Present Study

Considering the “potential” savings that energy efficiency can create in the meat

processing industry through the reduction of energy consumption and costs with a

negative impact on the sustainability of companies, and to contribute to the

achievement of energy targets defined by the European Commission and other

legislation, the present study comes with the following goals:

• To analyse the energy profile of meat industry in the region of Alentejo, Portugal

• To evaluate the impact of efficiency measures described above within compa-

nies, through the estimation of energy savings and associated costs

9.2 Methodology

The methodology adopted in each goal set for the study is summarized in Fig. 9.1.

Table 9.1 (continued)

No. Measure Description Benefits

MEE5 Adjustment of capacitor

banks

Increases the power factor

of the installation,

inhibiting consumption or

supply of reactive energy

to the electric grid which is

required for the generation

of magnetic fields respon-

sible for the operation of

engines. This type of

energy is usually penalized

by power companies

• Reduces energy bill

costs

• Allows the use of

electrical cables of

lower sections

• Mitigates the heating

of cables [3, 11]

MEE6 Installation of biomass heat

boilers

Replacement of conven-

tional gas or diesel heat

boilers by biomass heat

boilers. Biomass is a new

type of combustible

obtained from plant and

animal residues (pellets,

wood)

• Reduced cost of

biomass

• Negligible CO2

emissions

• Ease of access to

biomass [11]
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9.2.1 Analysis of the Energy Profile of the Meat
Processing Industry

The energy profile was determined through the study of a sample of six companies

spread throughout the region, representing the universe of meat processing industry

during the year of 2010. These companies have different dimensions, produce

different types of products and they are identified by designations Ca1 to Ca6.

Each step of the analysis identified in Fig. 9.1 is described below:

• Initial enquiry of companies: after a model of enquiry was prepared and

approved, visits were performed in all six companies with a view to collect

and retrieve the desired information. Categories and specific relevant variables

that were raised are listed in Table 9.2.

• Energy audit: with the intention to validate the information collected in the six

questionnaires, energy audits were carried out in two of the studied companies—

Ca2 and Ca5—which are designated by pilot units. It was also intended to

ascertain accurately the global energy needs and also consumptions of lighting

and refrigeration systems.

Measurements of electric energy consumptions were made by power quality

analysers installed in switchboards during 1 week, and later they were extrapo-

lated to the entire year of 2012. Additionally, energy costs and consumptions

were extracted from invoices of electric energy, propane gas and diesel, as well

as a survey of technical characteristics of existing heat boilers, lighting and

components of refrigeration systems.

Table 9.3 identifies the data that were retrieved in this step.

Fig. 9.1 Summary of the methodology used in each goal
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• Organization of collected information: data were converted to SI units by

applying appropriate conversion factors and later presented in tables and graphs

for comparison.

• Calculation of specific energy consumption (e): this indicator assesses the total
consumption of energy required to produce 1 kg of product and was obtained for

each company through Eq. (9.1) [7]:

e ¼ Etotal=mprod ð9:1Þ

• Correlation analysis between specific energy consumption (e) and level of
production (mprod): according to collected data, the relationship between these

variables is inversely proportional and so it was admitted that e is a function of

mprod through the estimating expression indicated by Eq. (9.2):

e ¼ a� mprod

� �b ð9:2Þ

Since this is a model of non-linear statistical regression, Eq. (9.2) was

transformed to a linear form by the application of natural logarithms to both

Table 9.3 Data collected during the energy audits

Category Variable

Energy demands • Global consumption of cold chambers

• Lighting consumption inside cold chambers

• Consumption of facility’s lighting by bulb type

• Consumption of reactive energy

• Consumption of heat boilers

Equipment characteristics • Type of lighting inside facilities

• Lighting power inside facilities

• Power of refrigeration system’s components

• Thermal power of heat boilers

• Thermal fluid inside heat boilers

• Maximum pressure of heat boilers

Table 9.2 Data collected

in the initial enquiry

of companies

Category Variable

Refrigeration systems • Number of cold chambers

• Type of internal lighting

• Power of internal lighting

• Dimensions

Energy demands • Total annual consumption

Production • Activity type

• Annual values of production
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members [12]. In this way, parameters a and b were determined by expressions

of linear regression (Eqs. (9.3) and (9.4)), replacing in both of them data for ei
and mprod i collected in each company [13]:

b¼ �Σ ln mprod i

� �� ln eið Þ
� ��1=6�Σ

�
ln mprod i

� ���Σ ln eið Þð Þ�=�Σ ln eið Þð Þ2

�1=6� Σ ln mprod i

� �� �� �2� ð9:3Þ

a ¼ exp 1=6� Σ ln eið Þð Þ � b� Σ ln mprod i

� �� �� � ð9:4Þ

The agreement between collected data and the regression curve was calcu-

lated by the linear correlation coefficient (R2), as expressed by Eq. (9.5) [13]:

R2 ¼ b� Σ ln mprod i

� �� ln eið Þ
� �� 1=6� Σ ln mprod i

� �� �� Σ ln eið Þð Þ� �
=
�
Σ ln eið Þð Þ

� 1=6� Σ ln eið Þð Þ�2
ð9:5Þ

9.2.2 Evaluation of the Impact of Proposed MEE
in the Meat Processing Industry

To test the reduction of energy consumption and the current energy cost it was

simulated the implementation of the six MEEs that were previously described in the

two pilot units.

The analysis of annual savings in both total energy consumptions and total

energy costs is described below for each measure:

• Installation of variable speed drives (MEE1): the coupling of one drive in each

compressor located in the refrigeration systems was admitted, according to its

respective power. Considering that the actual consumption of compressors

(Ecomp a) is proportional to their total power (Pcomp), Eq. (9.6) was applied to

determine Ecomp a:

Ecomp a ¼ Pcomp=Pcham � Echam a ð9:6Þ

The optimized total energy consumption in each company (Etotal o) was calcu-

lated by Eq. (9.7), assuming an energy saving of 25 % in actual consumption of

compressors (Ecomp a) [3, 14]:

Etoal o ¼ Etotal a � 0:25� Ecomp a ð9:7Þ

The calculation of costs of optimized consumption and energy savings was done

considering an average price for electric energy of 0.031 €/MJ [15]:
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• Installation of simulators of food temperature (MEE2): in each cold chamber

a simulator was installed to produce energy savings of about 10 % [8]. Thus, the

optimized consumption for each company (Etotal o) is given by Eq. (9.8):

Etotal o ¼ Etotal a � 0:1� Echam a ð9:8Þ

• Adjustment of internal illuminance of cold chambers (MEE3): when illuminance

inside the chambers was higher than the recommended value of 200 lm/m2 [9],

lighting power was reduced to ensure such recommendation. By using the

average of energy savings for each chamber, the optimized consumption for

the company (Etotal o) was determined through Eq. (9.9):

Etotal o ¼ Etotal a � Eilum cham a=ncham
� Σ 1� 200� Acham i= ηilum cham i � Pilum cham ið Þð Þ ð9:9Þ

Values used for lighting efficiency (ηilum cham) are listed in Table 9.4 [10].

• Optimization of general lighting in the facilities (MEE4): replacement of incan-

descent light bulbs by compact fluorescent lamps was tested, ensuring the

maintenance of the existing luminous flux (Filum a). This was calculated by

Eq. (9.10) and using values shown in Table 9.4. In this case, Pilum a refers to

the power of current lighting that is intended to be replaced:

Filum a ¼ ηilum � Pilum a ð9:10Þ

The optimized total energy consumption of the company (Etotal o) was calculated

by Eq. (9.11), considering the relationship between the power of economic lamp

(Pilum o) and the power of current one (Pilum a):

Etotal o ¼ Etotal a � Eilum a � nlamp � 1� Pilum o=Pilum að Þ ð9:11Þ

• Adjustment of capacitor banks (MEE5): reactive energy that can be eliminated

through this measure was taken from invoices, and its cost was determined as a

function of the power factor (cos(φ)) recorded at each instant and also consid-

ering if the energy was inductive (consumed from the grid) or capacitive

(supplied to the grid). Table 9.5 refers all prices applied in accordance with

tariffs of medium voltage [15].

Table 9.4 Values used

for lighting efficiency
Lighting type Efficiency (lm/W)

Incandescent 13.5

Halogen 17

Tubular fluorescent 70

Compact fluorescent 60

Metal halide 92.5

Sodium vapor 105

LED 76
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The optimized energy cost (Cener o) that was possible to get is expressed by

Eq. (9.12) (Eind1, Eind2, Eind3 and Ecap are expressed in kVAr s):

Cener o ¼ Cener a �
�
Eind 1 � 2:250� 10�6 þ Eind 2 � 6:833� 10�6

þEind 3 � 2:050� 10�5 þ Ecap � 5:139� 10�6
� ð9:12Þ

• Installation of biomass heat boilers (MEE6): attending to the consumption of

existing heat boilers the total cost of propane gas and pellets needed to generate

the same amount of energy was determined, and thereafter the difference

between both costs for comparison was calculated. Prices of propane gas and

pellets correspond, respectively, to 0.058 €/MJ and 0.036 €/MJ, as obtained

from local suppliers.

The assessment of economic feasibility was applied for all measures except

MEE3 and MEE5, because they do not require the purchase of any additional

equipment; only a technical human intervention is necessary. The indicators used

for the analysis of the remaining measures are described below:

• Initial cost of the measure (Cini): costs of required equipment were only consid-

ered and obtained from local suppliers

• Payback period of the measure (tret): the period to recover the investment, in

years, was determined by Eq. (9.13), and the cost per unit of energy (Cener u) was

the same of electric energy (0.031 €/MJ) or pellets (0.036 €/MJ), depending on

the measure under analysis [3]

tret ¼ Cini= Cener u � Ea � Eoð Þð Þ ð9:13Þ

9.3 Results and Discussion

Tables 9.6 and 9.7 show, respectively, the data collected in the initial enquiry made

to all six companies and during the energy audits carried out in the two pilot units.

Figure 9.2 shows the results for the specific energy consumption (e) in each

company, while Fig. 9.3 presents the regression curve between that quantity and the

Table 9.5 Cost of reactive energy as a function of power factor

Reactive energy type Class Power factor range Cost (€/(kVAr s))

Inductive 1 0.93< cos (φ)� 0.96 2.250� 10�6

2 0.89< cos (φ)� 0.93 6.833� 10�6

3 cos (φ)� 0.89 2.050� 10�5

Capacitive – – 5.139� 10�6
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mass production (e ¼ a mprod

� �b
), as well as the adjustment points considering the

following parameters: a ¼ 5; 863; 622J=kg, b ¼ �0:158 and Ṙ ¼ 0:079.
Results indicate that company Ca3 had the highest specific energy consumption

(5.928 MJ/kg), and therefore it is less efficient compared to others. In this way, the

potential for improving energy efficiency is high because one would expect to

record a specific energy consumption in the order of 0.5 to 1 MJ/kg, taking into

account that manufactured products and mass production levels are similar to those

observed in companies Ca1, Ca4 and Ca6.

On the other side of the scale stands company Ca5 with a specific energy

consumption of 0.186 MJ/kg, and a possible justification for this low value may

rely in its high production level. In fact, points drawn in Fig. 9.3 show that

companies with large production levels tend to be more efficient (and with lower

specific energy consumptions), due to the intensive series production (less time to

manufacture one unit of product) and smaller starting cycles of machines, which are

also responsible for higher consumptions (e.g., initial heating or cooling of

components).

Figure 9.3 shows a weak correlation between the curve and the collected

data (R2< 8 %) due to the remoteness of points that represent companies Ca3

(low energy efficiency) and Ca2 (with a distinct activity), which are unsuitable

for the modelling. Removing these points it is possible to obtain values for param-

etersa ¼ 12631161J=kgandb ¼ �0:288, which results in a correlation coefficient
R2 ¼ 64% and, therefore, a better fitting of the curve to the remaining points.

Table 9.8 indicates quantities and reference prices (year 2014) considered for

each equipment to be implemented in each MEE subjected to the analysis of

economic feasibility within the two pilot units.

Table 9.9 specifies optimized energy consumptions and costs resulting from the

application of each measure, energy savings, estimated initial investments and the

underlying payback periods.

Table 9.10 shows energy savings achieved from the implementation of all six

measures together, as well as the necessary investments and payback periods.

Figures 9.4 and 9.5 illustrate all savings achieved in total energy consumptions

and related costs for each measure implemented in the two pilot units (values

of 2012).

Table 9.6 Data obtained in the initial enquiry of companies (year 2010)

Company Activity Energy consumption (GJ) Production (kg)

Ca1 Manufacturing of meat products 20.15 35,030

Ca2 Slaughter of animals 6,397.00 2,560,808

Ca3 Manufacturing of meat products 72.62 12,251

Ca4 Manufacturing of meat products 15.17 37,723

Ca5 Manufacturing of meat products 328.40 1,770,000

Ca6 Manufacturing of meat products 57.12 62,400
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Table 9.7 Data obtained from the energy audits in the pilot units (year 2012)

Data Pilot unit Ca2 Pilot unit Ca5

Total energy consumption (TJ) 7.124 8.206

Total energy cost (€) 305,913 293,985

Total production (kg) 5,957,464 2,066,288

Number of cold chambers 15 11

Lighting type inside cold chambers Tubular

fluorescent

Tubular fluorescent

Lighting power inside cold chambers with

illuminance >200 lm/m2 (W)

1,436 0

Energy consumption of lighting inside cold

chambers (GJ)

0.804 0.419

Area of cold chambers with illuminance

>200 lm/m2 (m2)

339.74 0

Power of cold chambers (W) 335,050 207,790

Number and power of cold chamber’s

compressors

1� 18,500 W;

1� 38,100 W;

1� 55,000 W

2� 2,450 W; 1� 2,500 W;

1� 2,700 W; 1� 3,460 W;

1� 4,500 W; 2� 4,680 W;

1� 5,300 W; 3� 5,940 W;

1� 9,100 W; 8� 13,640 W

Energy consumption of cold chambers (TJ) 2.658 1.381

Number of heat boilers 2 1

Energy consumption of heat boilers (TJ) 2.624 0.764

Thermal fluid of heat boilers Superheated

vapor

Water

Thermal fluid flow (kg/s) 0.694 0.682

Maximum pressure of heat boiler (MPa) 1.3 1.8

Consumption of inductive energy class

1 (kVAr s)

269,593,200 181,850,400

Consumption of inductive energy class

2 (kVAr s)

73,296,000 142,286,400

Consumption of inductive energy class

3 (kVAr s)

856,800 33,796,800

Consumption of capacitive energy (kVAr s) 2,980,800 12,081,600

Typology of lamps of general

lighting inside facilities to be

improved (quantity/unit

power)

Incandescent 9/60 W 2/60 W

Halogen 1/250 W –

Metal halide 1/400 W –

Sodium

vapor

32/70 W –

Consumption of general

lighting inside facilities to be

improved (GJ)

Incandescent 0.277 0.281

Halogen 3.089 –

Metal halide 4.943 –

Sodium

vapor

27.680 –

Consumption of general lighting inside

facilities (TJ)

0.170 0.103

146 O. Alves et al.



According to the results, the most effective measures in terms of total energy

savings were MEE1 (installation of variable speed drives) and MEE2 (use of

temperature simulators), with results that averaged 3.9 % (Figs. 9.4 and 9.5). The

same measures also provided interesting reductions in energy bill costs (average of

3 % or 8,996 €), although at a much lower degree than that observed in MEE6.

Considering that the consumption of refrigeration systems occupies a substantial

part of total energy needs (37 % in Ca2 and 16 % in Ca5), the high influence of

measures MEE1 and MEE2 is thus justified. This influence was greater in Ca2 due

to the higher number of cold chambers and the higher energy consumptions

registered by them.

Despite the higher initial investments (particularly in MEE1), the lower pay-

backs (<2 years) and the interesting savings obtained either in terms of energy or

Fig. 9.2 Specific energy

consumption for each

company (2010)

Fig. 9.3 Regression curve

for specific energy

consumption vs. production

(2010)
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cost lead to believe that measures MEE1 and MEE2 are the most recommended for

both pilot units.

Measures associated with the improvement of lighting (MEE3 and MEE4)

offered a negligible impact on the reduction of energy consumptions and associated

costs (savings less than 0.1 %). In Ca5, measure MEE3 did not have any effect

because illuminances of all cold chambers were always below the reference level

(200 lm/m2), although it is desirable that they remain close to such value, as far as is

possible, to ensure a better visual comfort. The weak impact of both measures is

justified by the low weight of lighting consumption in total energy needs (2 % in

Ca2 and 1 % in Ca5) and by the awareness that both companies demonstrated in the

use of more economic bulbs (especially the tubular fluorescent type), in most of

existing spaces.

The lower economic and energy savings provided allied with greater payback

periods (>2 years) suggest that measures MEE3 and MEE4 must not be a priority in

terms of implementation. In Ca2, it was inclusively observed that the second one

does not have economic feasibility because of its too high payback (almost

10 years) and because lighting is not frequently used. By this way, it seems to be

preferable to maintain the existing type of lighting.

Measure MEE5 did not reveal a significant potential to reduce costs when

compared to the remainder (MEE1, MEE2 and MEE6), which reached an average

of 1,640 € (<1 % of total energy cost). Although both pilot units use capacitor

banks to limit the reactive energy needs, the lack of maintenance or adjustment of

such devices were found to be common practices, especially during the installation

or replacement of an equipment with a higher inductive load (like transformers and

electric motors). In this way, it is left here as an advice to draw up plans for periodic

maintenance of capacitor banks.

Table 9.8 Equipment, quantities and reference prices used in the various measures (values of

2014)

Measure Equipment Unit price (€)

Quantity

Ca2 Ca5

MEE1 Variable speed drive 3,000 W 450 – 4

Variable speed drive 4,000 W 500 – 1

Variable speed drive 5,500 W 550 – 4

Variable speed drive 7,500 W 700 – 3

Variable speed drive 11,000 W 800 – 1

Variable speed drive 15,000 W 1,000 – 8

Variable speed drive 18,500 W 1,150 1 –

Variable speed drive 55,000 W 3,000 5 –

MEE2 Food temperature simulator 150 18 23

MEE4 Compact fluorescent lamp (20 W) 6 9 2

MEE6 Biomass superheated steam boiler 300,000 1 –

Biomass water boiler 70,000 – 1
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Measure MEE6 (installation of biomass heat boilers) holds the greatest potential

in terms of savings in energy costs, which can go up to 18.7 % (57,239 €) in the case
of company Ca2. This occurs because of the difference between prices of propane

gas and pellets when generating the same amount of heat. Initial investment and

payback are both very high (600,000 € and 10.5 years for Ca2, respectively), but

Table 9.10 Energy and cost savings, initial investments and payback periods for the set of six

measures (2012)

Company

Total energy saving

(GJ)

Total cost of energy

saving (€)
Total investment

(€)
Payback

(year)

Ca2 745.9 81,179 618,904 7.6

Ca5 438.8 32,222 88,862 2.8

Fig. 9.4 Energy and economic savings of each measure in pilot unit Ca2 (values of 2012)

Fig. 9.5 Energy and economic savings of each measure in pilot unit Ca5 (values of 2012)
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given the depletion and consequent increase in the price of fossil fuels in the

coming years, the ecological characteristics of biomass (non-toxic, without CO2

emissions) and its ease of access, it is believed that the implementation of measure

MEE6 holds a good interest.

The joint application of the six measures in both pilot units caused average

reductions in energy consumptions and costs of 7.9 % and 18.7 %, respectively

(Table 9.10). Due to the dilution of total investment by overall energy savings, a

significant decrease in payback with an average variation of 2.2 years was observed.

It shall be pointed out that initial investments and paybacks may be slightly

higher in reality, since just the investment in equipment acquisition was analysed;

costs of installation and maintenance were not considered.

The reduction of specific energy consumption (e) recorded in 2012 from 1.189 to

1.071 MJ/kg (in the case of Ca2) and from 3.967 to 3.767 MJ/kg (in the case of Ca5)

was also seen, which corresponded to variations of �9.92 and �5.04 %, respec-

tively. The improvement was significantly higher in Ca2 due to the effect caused by

measures MEE1 and MEE2 in refrigeration systems, as seen previously.

Although none of the pilot units were subjected to the obligation of reducing the

specific energy consumption (e) because they do not have energy demands greater

than 8.370� 1012 J/year (as defined by the Portuguese National Action Plan of

Energy Efficiency), it was found that the adoption of all measures enable them to

fulfil the goal of reduction of that indicator between 4 and 6 % within 8 years.

Considering the fact that energy consumptions of both pilot units are very close to

the limit fixed at 8.370� 1012 J/year, the early implementation of these or other new

measures due to the likely growth of mass production and energy consumption in

the coming years is recommended.

9.4 Conclusions

Despite the deviations found in some companies regarding the modelling curve of

specific energy consumption vs. production, the developed correlation constitutes a

gross reference base but still interesting to determine whether any company from

the meat industry is above or below a level of optimum energy efficiency. The

accuracy of the curve can be improved by extending the sample and by using more

companies with different indices of energy performance.

The study of implementation of all MEE showed their importance in the

reduction of energy consumption and costs inside companies from the meat indus-

try, located in the region of Alentejo, Portugal. The potential for energy savings

continues to be great, which has direct and indirect effects in environmental

preservation through the mitigation of greenhouse gas emissions, particularly CO2.

From the set of measures selected for the study, the ones which proved to be

more effective were MEE1 (installation of variable speed drives), MEE2 (use of

temperature simulators) and MEE6 (installation of biomass heat boilers), although

the higher investments and payback periods may constitute a serious obstacle for

their implementation. All total savings that were obtained, which averaged 7.9 % in
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energy consumption and 18.7 % in energy cost for the two pilot units that entered in

the analysis, shall also be underlined.

In a region with a weak industrial and economic dynamism, the role that energy

efficiency plays in its development becomes even more relevant by ensuring not

only the sustainability of companies but also the availability of funds for the

creation of innovative products, instead of applying them in unnecessary costs.
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Chapter 10

Energy and Exergy Analyses of Water Usage
in Oil Sands Extraction and Upgrading
Operations

M.K. Cohce, I. Dincer, and G.F. Naterer

Abstract Oil sands extraction and upgrading consume a significant amount of

water, energy, as well as hydrogen to produce synthetic crude oil (SCO) from

bitumen. This study examines the energy and exergy analysis of water usage for oil

sands during extraction and upgrading. Steam and water supply to these processes

are investigated by using Aspen Plus simulation software with consideration of heat

transfer. These systems and their modifications are simulated and analyzed ther-

modynamically. The assessment involves the examination of several different

factors and comparisons. The analysis includes energy and exergy flows with the

amount of destroyed exergy during the processes and operations. The results

provide new insight for the design, optimization, and modification of oil sands

and upgrading processes.

Keywords Energy • Exergy • Efficiency • Oil extraction • Water usage

Nomenclature

Ė Energy flow rate, kJ/s

Ėx Exergy flow rate, kJ/s

ex Specific exergy, kJ/kg

h Specific enthalpy, kJ/kg

LHV Lower heating value, MJ/kg

mi Inlet mass, kg
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mo Outlet mass, kg

Po Reference-environment pressure, kPa

Q Heat, kJ

S Entropy, kJ/K

T Temperature, K

To Reference-environment temperature, K

x Exergy ratio

Subscripts

dest Destroyed

en Energy

gen Generated

i, j Index for components

in Input

meth Methane gas (CH4)

out Output

st Steam

sys System

Superscripts

ch Chemical

ph Physical

Acronyms

API American Petroleum Institute

ARC Alberta Research Council

bbl Billion barrel

CONRAD Canadian Oil Sands Network for Research and Development

COOL Cooling

COS Canadian Oil Sands

EIA Energy Information Administration

GHG Greenhouse gases

HE Heat exchanger

IEA International Energy Agency

Mbd Million barrels per day

NEB National Energy Board

PADD Petroleum Administration for Defense District

SCO Synthetic crude oil

SIRCA Scientific and Industrial Research Council of Alberta
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10.1 Introduction

There are large and eminent reserves of heavy oil, extra-heavy oil, and bitumen in

Canada, Venezuela, Russia, the USA, and many other countries [1]. World oil

reserves consist of a portion of conventional oil, 30 %; heavy oil, 15 %; and extra-

heavy oil and bitumen, 55 % [2]. As shown in Fig. 10.1, the Canadian oil sands

represent theworld’s third largest oil reserves [3]. These hydrocarbon resources are in

the form of bitumen or oil sands (also called tar sands). Typically, oil sands contain

about 75 % inorganic matter, 10 % bitumen, 10 % silt and clay, and 5 % water [4].

Water is necessary as a reactant while producing hydrogen (bitumen must be

upgraded with an injection of hydrogen to produce SCO), where it also acts as a

fluidizing agent in the form of steam to mix with oil sands during bitumen

production. Oil sands operations in Alberta, Canada, are major consumers of

freshwater from the Athabasca River [5]. Currently, 349 million cubic meters of

freshwater from the Athabasca River per year is diverted, and this amount is

expected to increase to more than 500 million cubic meters per year [6].

There are two major sources of water used during bitumen extraction—first, raw

water imported from the Athabasca River and, second, oil sands process-affected

water (OSPW), which refers to the water that has been in contact with oil sands or

released from tailing deposits and reserved in tailing ponds [7]. Freshwater usage

will change depending on the bitumen processing type, typically 2.41 units for

mining and 0.84 units for in situ process [8]. The technologies used to mine, extract,

and upgrade the bitumen to synthetic crude oil (SCO) make the product among the

most environmentally costly sources of transport fuel in the world [9]. In addition,

the recovery and upgrading of bitumen from the oil sands are high-energy-intensive

activities, consuming large amounts of water, natural gas, electricity, transportation

fuels, and hydrogen [10].

47.9

19.5

13.6

8.8

7.7

2.5

Middle East
South & Cent. America
North America
Europe & Eurasia
Africa
Asia Pacific

2013 
Total1687.9 
thousands million

barrels 

Fig. 10.1 Percentage distribution of proven oil reserves [3]
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There are many techniques and technologies for bitumen extraction [11], such as

surface mining (also called open-pit mining), steam-assisted gravity drainage

(SAGD), cyclic steam simulation (CCS), toe-to-heel air injection (THAI), vapor

extraction (VAPEX), and cold heavy oil production with sand (CHOPS). This study

will focus on two of the most common techniques, SAGD and surface mining (SM),

to investigate and evaluate the water usage during these processes with respect to

the first and second law of thermodynamics.

10.2 Overall System Description

As shown in Fig. 10.2, the oil sands operations involve four main steps, sequen-

tially: extraction, froth treatment, upgrading, and refining [12]. Open-pit mining is

similar to many coal mining operations. Large shovels scoop the oil sands into giant

trucks, which take it to crushers, where the large clumps of sand are broken down.

Extraction
(Crasher)

Froth Treatment
(Bitumen Cleaning)

Upgrading
-High T, P

(Physical and
chemical change)

Refining

83% Sand
4% Water
3% Clay

10%Bitumen

(Useful
Components)

Tailings

Mechanical
energy

(Electricity)

Solvents

Catalysis

Hydrogen

Sulphur,
Nitrogen
removing

Hot Water

Fig. 10.2 Generalized oil sands operation scheme
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The oil sands are then mixed with water (extraction) and transported by pipeline

to a plant, where the bitumen is separated from the other components with further

treatment, upgrading, and refining and is applied to produce SCO. This study will

focus on two primary processes to extract bitumen, called ex situ (open-pit mining)

and in situ (SAGD), respectively; a generic flow diagram of oil sands mining to

bitumen upgrading is shown in Fig. 10.2.

10.2.1 Surface Mining (Ex Situ) Process

Surface mining is used when bitumen is close to the surface (within 250 ft)

[13]. Figure 10.3 shows a block diagram for the water path during mining and

upgrading. It displays where the most water spent during oil sands processes occurs,

which in this study, water consumption is considered mainly during extraction and

upgrading.

The total water consumption in the oil sands industry is very high in comparison

with the water used for conventional oil production where each barrel of conven-

tional oil requires about 0.1–0.3 barrels of water [14]. In contrast, for a barrel of

bitumen obtained through surface mining, about 2–3 barrels of water are withdrawn

from the Athabasca River, and around 85 % of the water used in the mining process

is recycled [15].

10.2.2 Steam-Assisted Gravity Drainage

Also called an in situ process, in situ recovery techniques are used to extract deep

deposits of bitumen without removing soil and materials above it (Fig. 10.4).

Athabasca River

Tailings Pond

Extraction

Heater

O

Mixer

P2

Recycled water
(%80-85)

P3

P4

Oil SandsP2
Fresh water

(%15-20)

H2
Prod.Upgrading

Water

Bitumen

.

Fig. 10.3 Block diagram of water path during mining and upgrading operations
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Water is produced to steam to heat the bitumen underground and then pumped to

the surface through wells. The majority of the oil sands exist more than 70 m

(200 ft) [16] below the ground, which means it is excessively deep to be mined.

These reserves can be recovered in situ (in place) by drilling wells. In situ drilling

accounts for about 80 % of oil sands reserves [17]. Drilling methods disturb a small

amount of land and do not require tailings ponds. Advanced technology is used to

inject steam. Mostly this steam is produced by burning natural gas through an

HRST to supply necessary heat into the reservoir. The heat warms the bitumen and

reduces the viscosity so it can be pumped to the surface through recovery wells.

In situ technology has significantly reduced water consumption, resulting in only

0.9 barrels of water being used per barrel [14]. Furthermore, about 90–95 % of the

water consumed in steam-assisted gravity drainage is recycled [15].

10.3 Water Requirements for Production of Hydrogen

As mentioned previously, hydrogen can be produced from steam methane

reforming, coal gasification, water electrolysis, or thermochemical cycles like the

Cu-Cl cycle. To compare these methods, the hydrogen production capacity must be

compared on the same basis with respect to the heat source.

Figure 10.5 illustrates the required H2O to produce 1 kmol H2 and shows that in

order to reduce the total amount of water used, SMR and Cu-Cl cycles are the most

favorable processes. Less water is consumed with both of these aforementioned

methods. Figure 10.5 also shows which hydrogen production techniques would be

the finest to produce this amount of hydrogen to integrate the upgrading process

with the aim of reducing consumed water.

For these processes, the total practical yield of hydrogen is normally within the

range of 60–70 % [18, 19]. An average value of 65 % is assumed. The conversion to

hydrogen is about 60 % and the thermal efficiency is 60–75 %, depending on the

Athabasca River

SAGD
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Upgrading

Water
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Fig. 10.4 Block diagram of water path during in situ and upgrading operations
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form of carbon source and assuming a thermal efficiency of 60 %. Electrical energy

required to split 1 mol of H2O is 285.83 kJ/mol if the efficiency expected to be

100 % [20]. It is assumed in this study that natural gas is used for the electrical

power generation, and the overall thermal efficiency of water electrolysis is 30 %.

In order to achieve the total bitumen production rate of 2.2� 106 barrels per day,

the required amount of hydrogen 7.26� 106 is estimated. From Fig. 10.5, if the coal

gasification is used to produce at the same amount of required hydrogen, the amount

of necessary H2O will be 12.1� 106 barrels per day. From the same logic, the

required water needs will be 264� 106 barrels per day, if biomass gasification is

chosen and if hydrogen comes from water electrolysis; it will be 8.1� 106 barrels

H2O per day, respectively.

10.4 Thermodynamic Analysis

The mass and energy balances are evaluated with Aspen Plus. For a general steady-

state process, the mass and energy balances, respectively, are written asX
i

_mi ¼
X
o

_mo ð10:1Þ

X
i

_Ein ¼
X
o

_Eout ð10:2Þ
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Fig. 10.5 Required H2O to produce 1 kmol H2 (data from [18])
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An overall exergy balance can be written for a steady-state process as follows:X
_Exi

� �
in
¼

X
_Exi

� �
out
þ
X

_Exdest ð10:3Þ

where during extraction processesX
_Exi

� �
in
¼ _Exrecyled water þ _Exfresh water þ _Exoil sands ð10:4Þ

It is assumed that the content of the oil sands consists of 83 % sand, 4 % water, 3 %

clay, and 10 % bitumen [4].X
_Exi

� �
out
¼ _Exst þ _Exwater þ _Exbitumen þ _Exsand ð10:5Þ

Both physical and chemical exergy inlet and outlet values are determined for the

pumps and heaters and used to assess exergy destructions. The specific flow exergy

associated with a specified state is expressed by the sum of specific physical and

specific chemical exergy:

exprod ¼ exch þ exph ð10:6Þ

In this study, it has been assumed that there is no chemical reaction that occurs during

water consumption; therefore, chemical exergy will not be changed (exch ¼ 0). In this

particular study, all flows are considered to have only a physical exergy change. The

physical exergy is defined as follows:

exph ¼ h� hoð Þ � T0 s� soð Þ ð10:7Þ

A second way of finding total Ėxdest during extraction process can be calculated

from using total Ṡgen values. The entropy balance for a steady-flow reacting system

can be written as

X _Q j

T j
þ
X

_misi �
X

_moso þ _Sgen ¼ 0 ð10:8Þ

The exergy destroyed due to irreversibility can also be expressed as follows:

_Exdest ¼ T0
_Sgen ð10:9Þ

The heat capacity of flows is determined using Aspen Plus property data and

substituted into Eq. (10.8) to find generated entropy values (Ṡgen), which are used

for the thermal exergy calculation in Eq. (10.9).
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The exergy efficiency for component i may be written as

ψ i ¼ 1�
_Exdest
� �

i

_Exin
� �

i

ð10:10Þ

where (Ėxdest)i and (Ėxin)i, respectively, are the exergy destruction rate and the

exergy input rate for component i.
Also, the ratio of exergy destruction, xdest, for a component can be evaluated by

dividing its exergy destruction by the total exergy provided to the system

xdest ¼
_Exdest
� �

iX
_Exi

� �
in

ð10:11Þ

where (Ėxdest)i is the exergy destruction for each component and
X

_Exi

� �
in
is the

exergy flow of all input material streams. These equations assumed steady state and

no losses throughout the processes.

10.5 System Simulations

10.5.1 Mining Water Usage Simulation

It will be assumed that water is consumed during extraction, where oil sands and hot

water mix to extract the bitumen. Second, during the upgrading process, a signif-

icant amount of hydrogen is needed by the system in order to upgrade the bitumen.

Producing hydrogen will affect the total consumed water indirectly since also

producing hydrogen needs water. For simplicity, hereafter the total amount of

water consumption will be assumed to the sum of these two processes; in other

words, the total water consumption is equal to water consumption during extraction

plus the amount of required water during hydrogen production (Fig. 10.6).

10.5.2 In Situ Water Usage Simulation (SAGD)

Figure 10.7 shows Aspen Plus models for the refining section to establish howmuch

water is needed during oil sands in situ operations. Water is used for mining,

upgrading, conditioning, and during processes of hydrogen production from a

steam methane reformer. Hydrogen is commonly produced by steam methane

10 Energy and Exergy Analyses of Water Usage in Oil Sands Extraction. . . 161



S
P

1

5 10
0

F
R

E
S

H
2O

5 12
0 2

45 12
0 3

17 12
0 4

17 15
0 5

95 15
0 6

50 10
0 7

50 12
0 8

45 10
0

R
E

C
Y

H
2O

45 10
0

10

T
em

pe
ra

tu
re

 (
C

)

P
re

ss
ur

e 
(k

P
a)

45 10
0 9

P
1

P
2

L
ak

e

T
ai

lin
gs

P
on

d

P
3

P
4

H
ea

te
r

E
xt

ra
ct

io
n

F
ig
.
1
0
.6

A
sp
en

m
o
d
el

o
f
w
at
er

cy
cl
e
d
u
ri
n
g
m
in
in
g
o
p
er
at
io
n

162 M.K. Cohce et al.



W
=

16

W
=

95

W
=

23
06

Q
=

13
11

08
60

Q
=

0

Q
=

-1
29

36
39

8

5

10
0

68
4

F
R

E
S

H
2O

5 12
0

68
4

2
70 12

0

42
72 3

61 12
0

49
55 4

61 52
0

49
56 5

27
0

52
0

22
89

45
2

6

70 10
0

50
02

7

70 10
0

42
72

R
E

C
Y

H
2O

70 10
0

71
9

10

T
em

pe
ra

tu
re

 (
C

)

P
re

ss
ur

e 
(k

P
a)

V
ol

um
e 

F
lo

w
 R

at
e 

(l
/s
ec

)

Q
D

ut
y 

(k
W

)

W
P
ow

er
(k

W
)

P
1 P
2

L
ak

e

P
3

H
ea

te
r

In
-S

it
u

W
as

te
 w

at
er

S
P

1

F
ig
.
1
0
.7

A
sp
en

m
o
d
el

o
f
w
at
er

cy
cl
e
d
u
ri
n
g
in

si
tu

p
ro
ce
ss

10 Energy and Exergy Analyses of Water Usage in Oil Sands Extraction. . . 163



reforming; however, in this case study, we will consider also other hydrogen

production techniques to examine the amount of water used for each process for

comparison purposes.

10.6 Results and Discussion

In Alberta, Canada, oil sands companies are currently diverting massive amounts of

water from the Athabasca River, enough to satisfy the needs of a city of two million

people [21]. Mining as well as in situ bitumen operations consume large volumes of

water. Water requirements for oil sands projects range from 2.5–4.0 units of water

for each unit of bitumen produced [22]. The primary challenge for process water is

that no large-scale water treatment facilities exist near the oil sands. As a result,

recycled percentage of process water stays very low.

Figure 10.8 shows that the heater (6 %) yields a large amount of exergy destruc-

tion. Since this heater is simulated as a heat recovery steam generator (HRSG),

where phase change occurs, during this boiler process, the exergy destruction

increases to a greater extent. If the hot inlet temperature stream passed through

two or three more heat exchangers instead of one boiler process, the exergy destruc-

tion rate could be reduced. While this process would increase the equipment cost, it

would allow the system to gradually reduce the hot inlet stream’s temperature,

producing less exergy destruction and a drastically decreased hot inlet temperature.

Table 10.1 shows water flow data for different points in the simulation. As a

result, energy and exergy losses are occurring in the heating, mining, and tailing

operations. Themajority of exergy loss is in the tailing ponds since a large amount of
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Fig. 10.8 Exergy destruction ratios of some components during surface mining processes
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water (temperature around 50 �C) dumped to the atmosphere (average temperature

around 15 �C) causes a significant amount of heat losses which is directly propor-

tional with the amount of exergy loss, which means much of this water has a great

work potential, yet it will be wasted. In addition, entropy values are increasing with

heating, mining, and tailing operations. As the production of bitumen increases, so

will the demand for water. As noted earlier, the EUB expected the production of

bitumen from oil sands to more than double in the decade 2004–2014, which could

see a comparable increase in the demand for water in northeast Alberta [21].

Figure 10.9 shows the exergy destruction ratios of some components during in

situ processes; as it can be seen, the greatest exergy destruction occurs during in situ

process and heating. The reason is that the amount of heat and pressure lost in these

both processes cannot be reversed.

Exergy destruction ratios help establish the exergy destruction in any system as

it identifies where the highest part of the total inlet exergy is destroyed. When

analyzing Figs. 10.8 and 10.9, the mixing section consists of the lake and the tailing

pond in the simulation. The results reflect the mixing exergy destruction ratio which

is 4.7 %. The major exergy destruction ratio which is described in Eq. (10.11) in the

thermodynamic analysis section was found to be 37 % which means that the total

exergy of the system is declining after the heating and mixing (where fresh and cold

water mix) processes. The extraction system has a large amount of exergy destruc-

tion, because in the extractor, oil sands and hot water mix. In addition, the SP1 and

P1 exergy destruction ratios are 3.6 % and 4.2 %, respectively, while the other

pumps have smaller exergy destruction ratios.

Table 10.2 illustrates water flow data for in situ simulation operation result. This

process has a higher pressure and temperature; based on exergy phenomena, the

higher the pressure and temperature difference, the greater the produced entropy;

thus, the amount of produced entropy will be higher and destroyed exergy as well.

However, the mass flow of water is less than the mining operation, so wasted water
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and total destroyed exergy will be relatively lower than the mining operation.

In 2003, Alberta’s Environment Minister initiated a committee to find ways to

reduce the oil and gas industry’s consumption of freshwater. As part of the

province’s long-term water strategy, limits may be placed on the volume of

freshwater that companies are allowed to use [23]. Table 10.3 displays total raw

bitumen and crude oil production from oil sands, as it is clear that total production

will increase with required water by time. It means produced energy and entropy

will be increased as well.

In this study, there are two main water consumption processes that take place in

the oil sands and bitumen production operations. The first process occurs during

extraction or in situ processes where the hot water is mixing with oil sands. The

second process is indirect water consumption, where the upgrading process needs a

large amount of H2 for the upgrading of bitumen to synthetic crude. Some hydrogen

production methods consume less water than others to produce the same amount of

H2. In this study, water consumption investigation has also been used for different

hydrogen production methods to determine which hydrogen production method is

the best in terms of requiring less water. The natural gas needed to supply heat for

the production of 2.2 million barrels bitumen per day is calculated as 25,603 MW

(thermal energy) [24].

The required H2O to produce 1 kmol H2/h for the SMR, coal gasification, and

biomass gasification is described previously. The goal is to reduce the amount of

used water; thus, coal gasification seems to be the best option in terms of less water

consumption; however, environmental concerns will be raised if the coal is used. So

a second option which is SMR is more convenient for both environment and water

usage concerns.

10.7 Conclusions

This study has examined the total water requirements of oil sands extraction and

upgrading processes. In situ operations require much less water than mining.

Approximately 1.0–1.25 GJ (280–350 kWh) of energy is needed to extract a barrel

of bitumen and upgrade it to synthetic crude. Since a barrel of oil equivalent is

about 6.117 GJ (1,699 kWh), this means it extracts about 5 or 6 times as much

energy as consumed. Energy and exergy losses are an important factor in the

Table 10.3 Raw bitumen and crude oil production from oil sands [20]

Million barrels per day 2011 2015 2020 2025 2030

Mining 0.89 1.21 1.52 1.93 2.17

In situ 0.85 1.27 1.87 2.57 3.16

Total 1.74 2.48 3.39 4.50 5.33

Crude oil 1.6 2.3 3.2 4.2 5.0
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ultimate magnitude of used water impacts, means the more water used, the more

energy. In addition to energy perspective, there are many other reasons to minimize

the amount of water used such as water availability, pollution, and security. Hence,

reducing the water consumption and increasing the water return volume are a major

challenge that must be resolved for oil sands development.
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Chapter 11

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in British Columbia

_Ilhami Yıldız, Jin Yue, and Asena Cansu Yıldız

Abstract The specific objective of this study was to investigate regional spatio-

temporal distributions and spatial correlations of energy and water consumption in

open, semi-closed, and completely closed greenhouse systems in British Columbia.

The findings showed that the energy and water consumptions were both spatially

and system dependent. Latitude and longitude significantly predicted total energy

and water consumptions. Semi-closed and open heat pump systems were the most

energy conserving systems while closed system was the most water conserving.

Semi-closed and closed systems at lower latitudes had more water consumptions

compared to those at higher latitudes while open systems at higher latitudes had

more compared to those at lower latitudes. Locations close to the southwest Pacific

Coast had the lowest energy and water consumptions in all systems.

Keywords Heat pump • Air source • Energy consumption • Water consumption •

Closed greenhouse • Semi-closed greenhouse • Heating • Cooling •

Dehumidification • Spatiotemporal distribution • Spatial correlation • British

Columbia
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E Amount of energy consumption, GJ/m2
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F Statistical F test

OHP Open heat pump greenhouse system

p Significance level

R Regression

SHP Semi-closed heat pump greenhouse system

t Statistical t test
W Amount of water consumption, kg/m2

Greek Letters

β Beta value

11.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost

required for environmental control. Consequently, considerable effort is expended

to conserve energy and look for alternative energy sources, especially environment-

friendly renewable energy sources and technologies. Proper greenhouse and envi-

ronmental management systems can significantly change the energy and moisture

dynamics of greenhouse production systems. This study helps enhance the com-

petitive position of British Columbia’s (BC) agriculture and agri-food industry by

introducing economically, environmentally, and socially sustainable technologies

and management strategies. The investigated heat pump technology and operational

modes (especially semi-closed and closed) bring increased yield, and energy and

water-efficient solutions to the doorstep of BC’s greenhouse producers. The overall

goal of this study was to help reduce the load on power grid, demand for fossil fuels

and irrigation water, and also supply CO2 for the greenhouse production. The use of

heat pumps for heating and cooling greenhouses makes it possible to use local and

renewable energy sources while reducing or totally eliminating CO2 emissions.

Heat pumps also make an innovative confined greenhouse operation possible,

which would totally eliminate the energy, CO2, and water losses due to ventilation

conserving all of these precious resources, and would make an insect-free green-

house operation possible. The specific objective of this study was to investigate

spatiotemporal performance distributions and spatial correlations of energy and

water consumptions in open, semi-closed, and confined greenhouse systems in BC.

11.2 Methodology

This section focuses on the resources and procedures employed in this study, as

well as the statistical analyses employed and data presentation.
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11.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by

concatenating 12 Typical Meteorological Months (TMY) selected from a database

of 30 years of data were used for continuous full year analyses at 14 different

locations. CWEC data sets were prepared under the direction of Environment

Canada [1], and simulations were performed starting at the beginning of 1st day

of January and ending at the end of 31st day of December for full 365-day

simulations.

11.2.2 Greenhouse Characteristics
and Operational Strategies

A 7.5� 7.5 m double polyethylene greenhouse was used in this dynamic simulation

study. The floor surface material was reflective mulch, and a cucumber crop was

used with a full plant height of 2.0 m, a row spacing of 0.86 m, and a North–south

orientation. Theoretical approach, simulation model assumptions and validation,

and all the other characteristics of the model including the details of control systems

and strategies were reported in another study [2]. Three conventional gas-fired

furnaces (24,612 W of heat input each) provided heating with a multiposition

proportional control, and an evaporative cooling system provided cooling in the

conventional (CON) system. A furnace efficiency of 0.8 was assumed. In the heat

pump systems, however, three 3-ton (based on system heat removal capacity)

gas-fired heat pump units provided both heating and cooling. The greenhouse

systems with heat pump units were operated as an open (OHP), semi-closed

(SHP), and completely closed (CHP) system. One of the heat pump units in closed

system operations was used as a dehumidifier while operating as a heater. The only

difference from the original heating unit was circulating the inside greenhouse air

through the outdoor coil instead of the outside air. This prevented moisture build up

in closed system operations. An overhead plastic tube was used for the hot and the

cold air distribution. No heat storage facility was used in this study. A variable

shading system was used to reduce cooling loads during daytime and an aluminized

(both sides) night curtain was used at night to reduce the heat loss due to long-wave

radiation exchanges. In the open systems (CON, OHP), ventilation was provided by

two fans, one with a fixed flow rate (0.005 m3/s�m2) operating at all times, and the

other one with a variable flow rate (0.08 m3/s�m2 max). SHP system was operated as

either OHP or CHP system at different times of the year for providing an optimal

indoor environment with minimal energy consumption. Liquid CO2 tanks were

employed and a concentration of 380 ppm was maintained during the day in all

four-greenhouse systems.
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11.2.3 Data Analyses and Presentation

Annual total energy (heating and cooling) and water consumption (transpiration),

and water collection were determined for each greenhouse system and location

studied. A total of four systems (CON, OHP, SHP, and CHP) and 87 locations were

studied. The two-way analysis of variance (ANOVA) (significance level of

p< 0.05) was used to determine the effect of each independent variable, location

and system, on the dependent variables (energy consumption, water consumption,

and water collection). Tukey Simultaneous Test at a confidence level of 95 % was

performed to compare the means within the two treatments (location and system)

and determine statistically significant differences. For each system, energy and

water consumption, and water collection by dehumidification units were also

analyzed by multiple regressions, and spatial correlations were developed by

using as regressors altitude, latitude, and longitude. With other variables held

constant, the relationships and significance between the energy and water consump-

tion and water collection and each of the regressors were analyzed. How well the

regressors explain the variation in dependent variable, taken together, was assessed

by the value of R2. Whether the regressors, taken together, are significantly asso-

ciated with the dependent variable were assessed by the statistic F in the standard

ANOVA (significance level of p< 0.05). What relationship each regressor had with

the dependent variable when all other regressors were held constant was assessed

by looking at the regression coefficients. Whether the relationship of each regressor

with the dependent variable was statistically significant or not, with all other

regressors taken into account was answered by looking at the t values in the table

of regression coefficients. To assess which regressor had the most effect on the

dependent variable was addressed by using the beta weights. Minitab 15 was used

for the statistical analyses. Spatial distribution maps were generated by using

ArcGIS 10.

11.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at

different locations.

11.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA p < 0:05ð Þ was used to determine the main effects of

greenhouse location and system on total energy and water consumptions as well

as water collection. There were significant main effects for the location and system
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on total energy consumption, F 13; 39ð Þ ¼ 8:70 p < 0:05ð Þ, and F 3; 39ð Þ ¼ 129

p < 0:05ð Þ, respectively (Tables 11.1 and 11.2).

Locations at lower latitudes had much less total energy consumption, and part of

which was for cooling while northern locations had much less cooling requirements

(Fig. 11.1). Table 11.2 shows that SHP and OHP systems had the lowest annual

energy consumptions while CON system had the highest.

There were significant main effects for the location and system on water

consumption as well, F 13; 39ð Þ ¼ 10:8 p < 0:05ð Þ, and F 3; 39ð Þ ¼ 133

p < 0:05ð Þ, respectively (Tables 11.1 and 11.2). The main effect for the system

on water collection was also significant, F 3; 39ð Þ ¼ 288 p < 0:05ð Þ; however, the
main effect for the location on water collection was not, F 13; 39ð Þ ¼ 1:41
p < 0:05ð Þ (Tables 11.1 and 11.2).

Locations closer to the Pacific Coast had lower water consumption (transpira-

tion) due to increased outside relative humidity levels, and hence reduced vapor

pressure deficits. Water collection at these locations was also significantly lower

than those at other locations. Even though the impact of latitude on water con-

sumption was not statistically significant, semi-closed, and closed systems at lower

latitudes had higher water consumption (transpiration) due to increased amount of

available solar radiation (Fig. 11.2). Transpiration rates in the open systems at

higher latitudes were relatively higher than those at lower latitudes as the vapor

pressure deficits became larger due to cooler outside air. CHP systems had the

lowest transpirations as much higher relative humidities were observed in these

systems compared to those in the other systems. All the transpired water was

collected by dehumidification system, and therefore, the overall annual water

Table 11.1 Comparisons of means with respect to different locations using the Tukey Simulta-

neous Test at a 95 % confidence interval

Location

Mean annual

energy use (GJ/m2)

Mean annual

water use (kg/m2)

Mean annual water

collection (kg/m2)

Abbotsford 5.29 a 584.1 qr 109.7 wx

Comox 5.23 a 564.9 q 113.9 wx

Cranbrook 6.68 ab 638.8 qr 146.4 wx

Fort Nelson 8.74 c 616.1 qr 132.2 wx

Fort St John 7.85 bc 605.7 qr 125.6 wx

Kamloops 5.81 ab 685.0 r 169.4 x

Port Hardy 5.78 ab 473.1 p 87.4 w

Prince George 7.30 bc 549.9 q 117.7 wx

Prince Rupert 6.08 ab 468.5 p 100.8 wx

Sandspit 5.76 a 473.9 p 89.3 w

Smithers 7.18 b 565.4 q 122.3 w

Summerland 5.74 a 654.7 r 155.2 wx

Vancouver 5.31 a 545.4 pq 104.2 wx

Victoria 5.11 a 573.0 q 102.0 wx

Means in the same column not followed by the same letter are significantly different
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consumption in CHP systems was essentially zero (Tables 11.1 and 11.2). CHP

systems had relatively lower energy consumptions in colder months, but the

consumption increased in warmer months due to increased cooling loads; as a

result, the overall annual energy consumptions in CHP systems were much higher

than those in OHP and SHP systems (Figs. 11.3 and 11.4). The energy consumption

in SHP systems approached to those in closed (CHP) systems at higher latitudes

(e.g., Fort Nelson) (Fig. 11.3) because SHP systems under such conditions operated

more as a closed system from November through end of March. However, the

energy consumption in SHP systems was exactly the same as in open (OHP)

Table 11.2 Comparisons of means with respect to different greenhouse systems using the Tukey

Simultaneous Test at a 95 % confidence interval

System

Mean annual energy

consumption (GJ/m2)

Mean annual water

consumption (kg/m2)

Mean annual water

collection (kg/m2)

CON 9.30 a 635.2 p 0.0 w

OHP 4.61 b 679.3 q 5.0 w

SHP 4.40 b 578.3 r 81.3 x

CHP 6.79 c 392.6 s 392.6 y

Means in the same column not followed by the same letter are significantly different

Fig. 11.1 Spatial distributions of annual total energy consumptions (GJ/m2) in CON, OHP, SHP,

and CHP systems in British Columbia (contour line intervals: 100 MJ/m2)
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Fig. 11.2 Spatial distributions of annual amount of transpiration (kg/m2) in CON, OHP, SHP, and

CHP systems in British Columbia (contour line intervals: 15 kg/m2)

Fig. 11.3 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Fort Nelson, BC (58.83 N, 122.58 W, altitude: 382 m)
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systems at lower latitudes (e.g., Victoria) (Fig. 11.4) because SHP systems under

such conditions operated exactly as an open (OHP) system throughout the year.

Further details of individual comparisons for both location and system were

provided in Tables 11.1 and 11.2. And the individual system performances were

provided below.

11.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water

collection on the dehumidifier were analyzed throughout the region by multiple

regressions using as regressors latitude, longitude, and altitude. The regression for

the total energy consumption was provided in Eq. (11.1).

E ¼ �13:8þ 0:545� Latitudeð Þ � 0:048� Longitudeð Þ þ 0:0020� Altitudeð Þ ð11:1Þ

where E, the annual total energy consumption, was in GJ/m2, altitude was in meters,

latitude and longitude were both in degrees.

Latitude significantly predicted total energy consumption,β ¼ 0:83, t 10ð Þ ¼ 10:1
p < 0:05ð Þ, and it was the most influential regressor for CON system. Latitude

explained a significant proportion of variance in total energy consumption in CON

systems as well,R2 ¼ 0:96,F 3; 10ð Þ ¼ 74:6 p < 0:05ð Þ, and the effects of regressors
longitude and altitude were not significant.

Fig. 11.4 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Victoria, BC (48.65 N, 123.43 W, altitude: 19 m)
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The regression for water consumption was provided in Eq. (11.2).

W ¼ 1659þ 8:02� Latitudeð Þ � 11:8� Longitudeð Þ þ 0:0892� Altitudeð Þ ð11:2Þ

where W, amount of water consumption, was in kg/m2, altitude was in meters,

latitude and longitude were both in degrees.

Longitude significantly predicted water consumption, β ¼ 0:59, t 12ð Þ ¼ �2:23
p < 0:05ð Þ. Longitude also explained a significant proportion of variance in water

consumption in CON systems, R2 ¼ 0:76, F 3; 10ð Þ ¼ 10:3 p < 0:05ð Þ. The effects
of regressors latitude and altitude were not significant.

11.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (11.2).

E ¼ �5:82þ 0:290� Latitudeð Þ � 0:040� Longitudeð Þ þ 0:0008� Altitudeð Þ ð11:3Þ

Latitude significantly predicted total energy consumption, β ¼ 0:87, t 10ð Þ ¼
10:4 p < 0:05ð Þ, and it was the most influential regressor for OHP system. Latitude

explained a significant proportion of variance in total energy consumption in OHP

systems as well, R2 ¼ 0:96, F 3; 10ð Þ ¼ 72:3 p < 0:05ð Þ, and the effects of

regressors longitude and altitude were not significant.

The regression for water consumption was provided in Eq. (11.4).

W ¼ 1849þ 4:78� Latitudeð Þ � 11:5� Longitudeð Þ þ 0:0327� Altitudeð Þ ð11:4Þ

Longitude significantly predicted water consumption, β ¼ 0:75, t 10ð Þ ¼ �2:74
p < 0:05ð Þ. Longitude also explained a significant proportion of variance in water

consumption, R2 ¼ 0:74, F 3; 10ð Þ ¼ 9:40 p < 0:05ð Þ. The effects of regressors

latitude and altitude were not significant.

The effects of regressors latitude, longitude, and altitude onwater collection, and the

overall regression model were not significant and useful,F 3; 10ð Þ ¼ 1:77 p > 0:05ð Þ.

11.3.4 Semi-closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (11.5).

E ¼ �5:30þ 0:221� Latitudeð Þ � 0:016� Longitudeð Þ þ 0:0007� Altitudeð Þ ð11:5Þ

Latitude significantly predicted total energy consumption,β ¼ 0:86, t 10ð Þ ¼ 9:11
p < 0:05ð Þ, and it was the most influential regressor. Latitude explained a significant
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proportion of variance in total energy consumption in SHP systems as well,

R2 ¼ 0:95, F 3; 10ð Þ ¼ 57:0 p < 0:05ð Þ, and the effects of regressors longitude and

altitude were not significant.

The regression for water consumption was provided in Eq. (11.6).

W ¼ 2600� 4:16� Latitudeð Þ � 14:2� Longitudeð Þ � 0:127� Altitudeð Þ ð11:6Þ

Longitude significantly predicted water consumption, β ¼ 1:00, t 10ð Þ ¼ �3:43
p < 0:05ð Þ. Longitude also explained a significant proportion of variance in water

consumption in SHP systems, R2 ¼ 0:70, F 3; 10ð Þ ¼ 7:85 p < 0:05ð Þ. The effects
of regressors latitude and altitude were not significant.

The regression forwater collected by dehumidifier unit was provided in Eq. (11.7).

C ¼ �488þ 5:20� Latitudeð Þ þ 2:12� Longitudeð Þ þ 0:115� Altitudeð Þ ð11:7Þ

where C, amount of water collected on dehumidifier unit, was in kg/m2, altitude was

in meters, latitude and longitude were both in degrees.

Altitude did not have a statistically significant effect on water consumption;

however, water consumption followed the increase in altitude as a result of the

increased vapor pressure deficits at higher altitudes. As a result, altitude signifi-

cantly predicted water collection, β ¼ 0:77, t 10ð Þ ¼ 2:69 p < 0:05ð Þ. Altitude also
explained a significant proportion of variance in water collection in SHP systems,

R2 ¼ 0:73, F 3; 10ð Þ ¼ 8:90 p < 0:05ð Þ. The effects of regressors latitude and

longitude were not significant.

11.3.5 Closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (11.8).

E ¼ 15:0þ 0:133� Latitudeð Þ � 0:122� Longitudeð Þ � 0:00002� Altitudeð Þ ð11:8Þ

Latitude and longitude significantly predicted total energy consumption,

β ¼ 0:59, t 10ð Þ ¼ 3:17 p < 0:05ð Þ, and β ¼ 0:78, t 10ð Þ ¼ �3:18 p < 0:05ð Þ,
respectively; and longitude was the most influential regressor. Latitude and longi-

tude both explained a significant proportion of variance in total energy consumption

in CHP systems as well, R2 ¼ 0:79, F 3; 10ð Þ ¼ 12:3 p < 0:05ð Þ, and the effect of

regressor altitude was not significant.

The regression for water consumption and collection was provided in the same

Eq. (11.9) as the water collected was equal to the water consumption in CHP system.

W or C ¼ 2179� 3:86� Latitudeð Þ � 12:7� Longitudeð Þ � 0:0386� Altitudeð Þ ð11:9Þ
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Longitude significantly predicted water consumption, β ¼ 0:82, t 10ð Þ ¼ �2:42
p < 0:05ð Þ. Longitude also explained a significant proportion of variance in water

consumption, R2 ¼ 0:60, F 3; 10ð Þ ¼ 4:96 p < 0:05ð Þ. The effects of regressors

latitude and altitude were not significant in either case.

11.4 Concluding Remarks

The results in this study showed that the energy and water consumptions were both

spatially and system dependent. Latitude and longitude significantly predicted total

energy and water consumptions, respectively. Semi-closed and open heat pump

systems proved to be the most energy conserving systems, while closed system was

the most water conserving system. Highest energy consuming locations of semi-

closed and open heat pump systems were still a lot more efficient than least energy

consuming locations of conventional systems. Closed systems had the lowest

energy consumptions in colder months, but the consumption increased in warmer

months due to increased cooling loads hence the overall annual energy consump-

tions in closed systems were much higher than those in semi-closed systems.

Locations on or close to the southwest Pacific Coast had the lowest energy con-

sumptions in all systems. These locations had the lowest water consumptions

(transpiration) as well due to increased outside relative humidity levels hence

reduced vapor pressure deficits. Water consumptions in the open systems at higher

latitudes were relatively higher than those at lower latitudes as the vapor pressure

deficits became larger due to decreased outside air temperatures. Semi-closed and

closed systems at lower latitudes had more water consumptions due to increased

amount of available solar radiation. Semi-closed heat pump system transforms the

non-energy-efficient, unfavorable regions under conventional systems into highly

energy and water-efficient potential greenhouse regions all over British Columbia.
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Chapter 12

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in the Canadian Maritimes

_Ilhami Yıldız, Jin Yue, and Asena Cansu Yıldız

Abstract The specific objective of this study was to investigate regional spatio-

temporal distributions and spatial correlations of energy and water consumption in

open, semi-closed, and completely closed greenhouse systems in the Canadian

Maritimes. The findings showed that the energy and water consumptions were

both spatially and system dependent. Latitude, longitude, and altitude all signifi-

cantly predicted total energy consumptions; however, none of these variables

predicted water consumptions in the Canadian Maritimes. Semi-closed and open

heat pump systems were the most energy conserving systems, while closed system

was the most water conserving. Locations on or close to the south central Nova

Scotia had the lowest energy consumptions in all systems, which is comparable to

major greenhouse regions in southwestern British Columbia and Ontario. This

study revealed potentially a new greenhouse region in the Canadian Maritimes,

Nova Scotia, which currently does not have a significant greenhouse industry.

Keywords Heat pump • Air source • Energy consumption • Water consumption •

Closed greenhouse • Semi-closed greenhouse • Heating • Cooling •

Dehumidification • Spatiotemporal distribution • Spatial correlation • Canadian

Maritimes
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C Amount of water collection, kg/m2

CHP Closed heat pump greenhouse system

CON Conventional greenhouse system

E Amount of energy consumption, GJ/m2
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F Statistical F test

OHP Open heat pump greenhouse system

p Significance level

R Regression

SHP Semi-closed heat pump greenhouse system

t Statistical t test
W Amount of water consumption, kg/m2

Greek Letter

β Beta value

12.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost

required for environmental control. Consequently, considerable effort is

expended to conserve energy and look for alternative energy sources, especially

environment-friendly renewable energy sources and technologies. Proper green-

house and environmental management systems can significantly change the

energy and moisture dynamics of greenhouse production systems. This study

helps enhance the competitive position of the Canadian Maritimes’ agriculture

and agri-food industry by introducing economically, environmentally, and

socially sustainable technologies and management strategies. The investigated

heat pump technology and operational modes (especially semi-closed and closed)

bring increased yield, and energy and water-efficient solutions to the doorstep of

the Canadian Maritimes’ greenhouse producers. The overall goal of this study was

to help reduce the load on power grid, demand for fossil fuels and irrigation water,

and also supply CO2 for the greenhouse production. The use of heat pumps for

heating and cooling greenhouses makes it possible to use local and renewable

energy sources while reducing or totally eliminating CO2 emissions. Heat pumps

also make an innovative confined greenhouse operation possible, which would

totally eliminate the energy, CO2, and water losses due to ventilation conserving

all of these precious resources, and would make an insect-free greenhouse oper-

ation possible. The specific objective of this study was to investigate spatiotem-

poral performance distributions and spatial correlations of energy and water

consumptions in open, semi-closed, and confined greenhouse systems in the

Canadian Maritimes covering New Brunswick, Newfoundland, Nova Scotia,

and Prince Edward Island as a single geographic region.
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12.2 Methodology

This section focuses on the resources and procedures employed in this study, as

well as the statistical analyses employed and data presentation.

12.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by

concatenating 12 Typical Meteorological Months (TMY) selected from a database

of 30 years of data were used for continuous full year analyses at 12 different

locations. CWEC data sets were prepared under the direction of Environment

Canada [1], and simulations were performed starting at the beginning of 1st day

of January and ending at the end of 31st day of December for full 365-day

simulations.

12.2.2 Greenhouse Characteristics and Operational
Strategies

Theoretical approach, simulation model assumptions and validation, and all the

other characteristics of the model including the details of control systems and

strategies were reported in another study [2]. Full details of the greenhouse systems

characteristics and operational strategies were reported by Yildiz et al. [3].

12.2.3 Data Analyses and Presentation

A total of four systems, conventional (CON), open heat pump (OHP), semi-closed

heat pump (SHP), and closed heat pump (CHP), and a total of 12 locations were

studied. Full details of the data analyses were reported by Yildiz et al. [3].

12.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at

different locations.

12 Air Source Heat Pump Performance in Open, Semi-closed, and Closed. . . 185



12.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA p < 0:05ð Þ was used to determine the main effects of

greenhouse location and system on total energy and water consumptions as well

as water collection. There were significant main effects for the location and system

on total energy consumption, F 11, 33ð Þ ¼ 4:26 p < 0:05ð Þ, and F 3, 33ð Þ ¼ 885

p < 0:05ð Þ, respectively (Tables 12.1 and 12.2). Locations at lower latitudes had

less total energy consumption, and part of which was for cooling, while northern

locations had much less cooling requirements (Fig. 12.1). Table 12.2 shows that

SHP and OHP systems had the lowest annual energy consumptions, while CON

system had the highest.

There were significant main effects for the location and system on water

consumption as well, F 11, 33ð Þ ¼ 10:4 p < 0:05ð Þ and F 3, 33ð Þ ¼ 530

p < 0:05ð Þ, respectively (Tables 12.1 and 12.2). The main effect for the system

Table 12.1 Comparisons of means with respect to different locations using the Tukey Simulta-

neous Test at a 95 % confidence interval

Location

Mean annual energy

use (GJ/m2)

Mean annual water

use (kg/m2)

Mean annual water

collection (kg/m2)

Charlottetown 6.92 a 531.8 q 124.0 w

Fredericton 7.06 a 558.8 pq 143.7 w

Gander 7.13 a 539.6 q 122.1 w

Greenwood 6.20 b 577.2 p 140.3 w

Miramichi 7.02 a 587.9 p 151.4 w

Moncton 6.69 ab 569.0 pq 149.6 w

Shearwater 6.34 b 536.6 q 125.3 w

Saint John 6.77 ab 550.0 pq 128.8 w

St. John’s 7.13 a 485.5 r 115.9 w

Stephenville 6.77 ab 525.5 q 119.2 w

Sydney 6.73 ab 537.9 q 132.6 w

Truro 6.65 ab 537.2 q 127.3 w

Means in the same column not followed by the same letter are significantly different

Table 12.2 Comparisons of means with respect to different greenhouse systems using the Tukey

Simultaneous Test at a 95 % confidence interval

System

Mean annual energy

consumption (GJ/m2)

Mean annual water

consumption (kg/m2)

Mean annual water

collection (kg/m2)

CON 10.10 a 650.0 p 0.0 w

OHP 5.13 b 705.6 q 3.9 w

SHP 4.82 b 554.0 r 117.1 x

CHP 7.11 c 472.4 s 472.4 y

Means in the same column not followed by the same letter are significantly different
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on water collection was also significant, F 3, 33ð Þ ¼ 1050 p < 0:05ð Þ; however, the
main effect for the location on water collection was not, F 11, 33ð Þ ¼ 1:36
p > 0:05ð Þ (Tables 12.1 and 12.2). Locations at higher latitudes had more water

consumption (transpiration) in open systems due to relatively colder and drier

outside air, and CHP systems had higher transpiration rates at lower latitudes due

to increased amount of available solar radiation (Fig. 12.2). In CHP systems, solar

radiation was the only outside parameter affecting the amount of transpiration. CHP

systems also had the lowest transpirations as much higher relative humidities were

observed in these systems compared to those in the other systems. All the transpired

water was collected by dehumidification system, and therefore, the overall annual

water consumption in CHP systems was essentially zero (Tables 12.1 and 12.2).

CHP systems had relatively lower energy consumptions in colder months, but

the consumption increased in warmer months due to increased cooling loads; as a

result, the overall annual energy consumptions in CHP systems were much higher

than OHP and SHP systems (Figs. 12.3 and 12.4). The energy consumption in SHP

systems approached to those in CHP systems at higher latitudes (e.g., Gander, NF)

(Fig. 12.3), because SHP systems under such conditions operated more as a closed

system from November through end of March. However, the energy consumption

in SHP systems approached to those in OHP systems at lower latitudes (e.g.,

Shearwater, NS) (Fig. 12.4) because SHP systems under such conditions operated

more as an open system from April through end of November.

Fig. 12.1 Spatial distributions of annual total energy consumptions (GJ/m2) in CON, OHP, SHP

and CHP systems in the Maritimes (contour line intervals: 100 MJ/m2)
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Fig. 12.2 Spatial distributions of annual amount of transpiration (kg/m2) in CON, OHP, SHP, and

CHP systems in the Maritimes (contour line intervals: 10 kg/m2)

Fig. 12.3 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Gander, NF (48.95 N, 54.57 W, altitude: 151 m)
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Further details of individual comparisons for both location and system were

provided in Tables 12.1 and 12.2. And the individual system performances

were provided below.

12.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water

collection on the dehumidifier were analyzed throughout the region by multiple

regressions using as regressors latitude, longitude, and altitude. The regression for

the total energy consumption in CON system was provided in Eq. (12.1).

E ¼ �23:7þ 0:494* Latitudeð Þ þ 0:166* Longitudeð Þ þ 0:0106* Altitudeð Þ ð12:1Þ

where E, the annual total energy consumption, was in GJ/m2, altitude was in meters,

latitude and longitude were both in degrees.

Latitude, longitude, and altitude significantly predicted total energy consump-

tion, β ¼ 1:10, t 8ð Þ ¼ 4:64 p < 0:05ð Þ, β ¼ 1:23, t 8ð Þ ¼ 4:08 p < 0:05ð Þ, β ¼ 0:85,
t 8ð Þ ¼ 3:76 p < 0:05ð Þ, respectively; and longitude was the most influential

regressor for CON system followed by latitude. Latitude, longitude, and altitude

explained a significant proportion of variance in total energy consumption,

R2 ¼ 0:80, F 3; 8ð Þ ¼ 10:7 p < 0:05ð Þ.
None of the regressors significantly predicted water consumption or explained a

significant proportion of variance in water consumption,F 3; 8ð Þ ¼ 0:91 p > 0:05ð Þ.

Fig. 12.4 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Shearwater, NS (44.63 N, 63.50 W, altitude: 51 m)
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12.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (12.2).

E ¼ �7:84þ 0:187* Latitudeð Þ þ 0:0649* Longitudeð Þ þ 0:0046* Altitudeð Þ ð12:2Þ

Latitude, longitude, and altitude significantly predicted total energy consump-

tion, β ¼ 0:94, t 8ð Þ ¼ 2:99 p < 0:05ð Þ, β ¼ 1:08, t 8ð Þ ¼ 2:71 p < 0:05ð Þ, β ¼ 0:82,
t 8ð Þ ¼ 2:76 p < 0:05ð Þ, respectively; and longitude was the most influential

regressor for OHP system as well, followed by latitude. Latitude, longitude, and

altitude explained a significant proportion of variance in total energy consumption,

R2 ¼ 0:65, F 3, 8ð Þ ¼ 5:00 p < 0:05ð Þ.
None of the regressors significantly predicted water consumption and collection

or explained a significant proportion of variance in water consumption or collection

in OHP system, F 3, 8ð Þ ¼ 2:10 p > 0:05ð Þ.

12.3.4 Semi-closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (12.3).

E ¼ �5:21þ 0:140* Latitudeð Þ þ 0:0531* Longitudeð Þ þ 0:0046* Altitudeð Þ ð12:3Þ

Latitude, longitude, and altitude significantly predicted total energy consump-

tion, β ¼ 0:79, t 8ð Þ ¼ 2:54 p < 0:05ð Þ, β ¼ 0:99, t 8ð Þ ¼ 2:52 p < 0:05ð Þ, β ¼ 0:92,
t 8ð Þ ¼ 3:13 p < 0:05ð Þ, respectively; longitude was the most influential regressor

for SHP system as well, followed by altitude. Latitude, longitude, and altitude

explained a significant proportion of variance in total energy consumption,

R2 ¼ 0:65, F 3, 8ð Þ ¼ 5:10 p < 0:05ð Þ.
None of the regressors significantly predicted water consumption and collection

or explained a significant proportion of variance in water consumption or collection

in SHP system, F 3, 8ð Þ ¼ 1:17 p > 0:05ð Þ and F 3, 8ð Þ ¼ 1:48 p > 0:05ð Þ,
respectively.

12.3.5 Closed Heat Pump System

None of the regressors significantly predicted energy consumption, water consump-

tion, and collection or explained a significant proportion of variance in energy

consumption, water consumption, or collection in CHP system, F 3, 8ð Þ ¼ 2:21
p > 0:05ð Þ, F 3, 8ð Þ ¼ 1:66 p < 0:05ð Þ, and F 3, 8ð Þ ¼ 1:65 p > 0:05ð Þ,

respectively.
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12.4 Concluding Remarks

The results in this study showed that the energy and water consumptions were both

spatially and system dependent. Latitude, longitude, and altitude all significantly

predicted total energy consumptions; however, none of these variables predicted

water consumptions in the Canadian Maritimes. Semi-closed and OHP systems

proved to be the most energy conserving systems, while closed system was the most

water-conserving system. Highest energy consuming locations of semi-closed and

OHP systems were still a lot more efficient than least energy consuming locations

of conventional systems. Closed systems had the lowest energy consumptions in

colder months, but the consumption increased in warmer months due to increased

cooling loads, hence the overall annual energy consumptions in closed systems

were much higher than those in semi-closed systems. Locations on or close to the

south central Nova Scotia had the lowest energy consumptions in all systems, which

is comparable to major greenhouse regions in southwestern British Columbia and

Ontario. SHP system transforms the non-energy-efficient, unfavorable regions

under conventional systems into highly energy and water-efficient potential green-

house regions in the Canadian Maritimes, especially in Nova Scotia.
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Chapter 13

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in Ontario

_Ilhami Yıldız, Jin Yue, and Asena Cansu Yıldız

Abstract The specific objective of this study was to investigate regional spatio-

temporal distributions and spatial correlations of energy and water consumption in

open, semi-closed, and completely closed greenhouse systems in Ontario. The

findings showed that the energy and water consumptions were both spatially and

system dependent. Latitude and longitude both significantly predicted total energy

and water consumptions. Altitude was significant in conventional and open heat

pump systems’ energy consumptions. Semi-closed and open heat pump systems

were the most energy conserving systems while closed system was the most water

conserving. Semi-closed and closed systems at lower latitudes had more water

consumptions. Open system had more water consumption at higher latitudes and

longitudes compared to those at lower latitudes and longitudes, respectively.

Locations in the southwest (a major greenhouse region in Ontario) had the lowest

energy consumptions in all systems.

Keywords Heat pump • Air source • Energy consumption • Water consumption •

Closed greenhouse • Semi-closed greenhouse • Heating • Cooling •

Dehumidification • Spatiotemporal distribution • Spatial correlation • Ontario
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F Statistical F test

OHP Open heat pump greenhouse system

p Significance level

R Regression

SHP Semi-closed heat pump greenhouse system

t Statistical t test
W Amount of water consumption, kg/m2

Greek Letters

β Beta value

13.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost

required for environmental control. Consequently, considerable effort is expended

to conserve energy and look for alternative energy sources, especially environment-

friendly renewable energy sources and technologies. Proper greenhouse and envi-

ronmental management systems can significantly change the energy and moisture

dynamics of greenhouse production systems. This study helps enhance the compet-

itive position of Ontario’s agriculture and agri-food industry by introducing eco-

nomically, environmentally, and socially sustainable technologies and management

strategies. The investigated heat pump technology and operational modes (espe-

cially semi-closed and closed) bring increased yield, and energy and water-efficient

solutions to the doorstep of Ontario’s greenhouse producers. The overall goal of this

study was to help reduce the load on power grid, demand for fossil fuels and

irrigation water, and also supply CO2 for the greenhouse production. The use of

heat pumps for heating and cooling greenhouses makes it possible to use local and

renewable energy sources while reducing or totally eliminating CO2 emissions. Heat

pumps also make an innovative confined greenhouse operation possible, which

would totally eliminate the energy, CO2, and water losses due to ventilation con-

serving all of these precious resources and would make an insect-free greenhouse

operation possible. The specific objective of this study was to investigate spatio-

temporal performance distributions and spatial correlations of energy and water

consumptions in open, semi-closed, and confined greenhouse systems in Ontario.

13.2 Methodology

This section focuses on the resources and procedures employed in this study, as

well as the statistical analyses employed and data presentation.
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13.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by

concatenating 12 Typical Meteorological Months (TMY) selected from a database

of 30 years of data were used for continuous full year analyses at 16 different

locations. CWEC data sets were prepared under the direction of Environment

Canada [1], and simulations were performed starting at the beginning of 1st day of

January and ending at the end of 31st day of December for full 365-day simulations.

13.2.2 Greenhouse Characteristics and Operational
Strategies

Theoretical approach, simulation model assumptions and validation, and all the

other characteristics of the model including the details of control systems and

strategies were reported in another study [2]. Full details of the greenhouse systems

characteristics and operational strategies were reported by Yildiz et al. [3].

13.2.3 Data Analyses and Presentation

A total of four systems, conventional (CON), open heat pump (OHP), semi-closed

heat pump (SHP), and closed heat pump (CHP), and a total of 16 locations were

studied. Full details of the data analyses were reported by Yildiz et al. [3].

13.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at

different locations.

13.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA p < 0:05ð Þ was used to determine the main effects of

greenhouse location and system on total energy and water consumptions as well

as water collection. There were significant main effects for the location and system

on total energy consumption, F 16; 45ð Þ ¼ 8:16 p < 0:05ð Þ, and F 3; 45ð Þ ¼ 361

p < 0:05ð Þ, respectively (Tables 13.1 and 13.2). Locations at lower latitudes had

much less total energy consumption, and part of which was for cooling while
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northern locations had much less cooling requirements (Fig.13.1). Table 13.2 shows

that SHP and OHP systems had the lowest annual energy consumptions, while CON

system had the highest.

There were significant main effects for the location and system on water con-

sumption as well, F 11; 33ð Þ ¼ 10:4 p < 0:05ð Þ and F 3; 33ð Þ ¼ 530 p < 0:05ð Þ,
respectively (Tables 13.1 and 13.2). The main effect for the system on water

collection was also significant, F 3; 33ð Þ ¼ 1050 p < 0:05ð Þ ; however, the main

effect for the location on water collection was not, F 11; 33ð Þ ¼ 1:36 p > 0:05ð Þ
(Tables 13.1 and 13.2). Locations at higher latitudes had more water consumption

(transpiration) in open systems due to relatively colder and drier outside air, and

CHP systems had higher transpiration rates at lower latitudes due to increased

amount of available solar radiation (Fig. 13.2). In CHP systems, solar radiation

was the only outside parameter affecting the amount of transpiration. CHP systems

Table 13.1 Comparisons of means with respect to different locations using the Tukey Simulta-

neous Test at a 95 % confidence interval

Location

Mean annual energy

use (GJ/m2)

Mean annual water

use (kg/m2)

Mean annual water

collection (kg/m2)

Kapuskasing 8.29 a 588.6 pq 153.8 w

Kenora 7.69 ab 627.4 p 161.1 w

Kingston 6.39 bc 571.4 q 149.6 w

London 6.30 bc 597.1 pq 157.5 w

Mount Forest 6.73 bc 585.2 pq 153.4 w

Muskoka 6.89 bc 591.2 pq 151.0 w

North Bay 7.42 ab 574.5 q 139.8 w

Ottawa 7.02 b 583.7 pq 151.5 w

Sault Ste Marie 7.04 b 572.3 q 139.7 w

Simcoe 6.23 bc 603.7 pq 154.0 w

Sioux Lookout 7.96 ab 625.8 p 156.6 w

Thunder Bay 7.65 ab 601.7 pq 142.8 w

Timmins 8.04 ab 591.1 pq 138.4 w

Toronto 6.43 bc 587.2 pq 152.9 w

Trenton 6.28 bc 604.8 pq 155.8 w

Windsor 5.76 c 622.4 p 168.8 w

Means in the same column not followed by the same letter are significantly different

Table 13.2 Comparisons of means with respect to different greenhouse systems using the Tukey

Simultaneous Test at a 95 % confidence interval

System

Mean annual energy

consumption (GJ/m2)

Mean annual water

consumption (kg/m2)

Mean annual water

collection (kg/m2)

CON 10.25 a 650.0 p 0.0 w

OHP 5.22 b 705.6 q 9.9 w

SHP 4.79 b 554.0 r 124.6 x

CHP 7.75 c 472.4 s 472.4 y

Means in the same column not followed by the same letter are significantly different
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Fig. 13.2 Spatial distributions of annual amount of transpiration (kg/m2) in CON, OHP, SHP, and

CHP systems in Ontario (contour line intervals: 10 kg/m2)

Fig. 13.1 Spatial distributions of annual total energy consumptions (GJ/m2) in CON, OHP, SHP,

and CHP systems in the Maritimes (contour line intervals: 100 MJ/m2)
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also had the lowest transpirations as much higher relative humidities were observed

in these systems compared to those in the other systems. All the transpired water was

collected by dehumidification system, and therefore, the overall annual water

consumption in CHP systems was essentially zero (Tables 13.1 and 13.2).

CHP systems had relatively lower energy consumptions in colder months, but the

consumption increased in warmer months due to increased cooling loads; therefore,

the overall annual energy consumption in CHP systems was much higher than those

in OHP and SHP systems (Figs. 13.3 and 13.4). The energy consumption in SHP

systems approached to those in closed (CHP) systems at higher latitudes (e.g.,

Kapuskasing) (Fig. 13.3) because SHP systems under such conditions operated

Fig. 13.3 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Kapuskasing, ON (49.40 N, 82.50 W, altitude: 227 m)

Fig. 13.4 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Windsor, ON (42.27 N, 82.97 W, altitude: 190 m)
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more as a closed system from November through end of April. However, the energy

consumption in SHP systems approached to those in open (OHP) systems at lower

latitudes (e.g., Windsor) (Fig. 13.4) because SHP systems under such conditions

operated more as an open system from March through end of November.

Further details of individual comparisons for both location and system were

provided in Tables 13.1 and 13.2. And the individual system performances

were provided below.

13.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water

collection on the dehumidifier were analyzed throughout the region by multiple

regressions using as regressors latitude, longitude, and altitude.

The regression for the total energy consumption was provided in Eq. (13.1).

E ¼ �10:5þ 0:623� Latitudeð Þ þ 0:101� Longitudeð Þ þ 0:0021� Altitudeð Þ ð13:1Þ

where E, the annual total energy consumption, was in GJ/m2, altitude was in meters,

latitude and longitude were both in degrees.

Latitude significantly predicted total energy consumption,β ¼ 1:13, t 12ð Þ ¼ 13:7
p < 0:05ð Þ, and it was the most influential regressor for CON system. Longitude and

altitude (moderately) as well significantly predicted total energy consumption,

β ¼ 0:37, t 12ð Þ ¼ �4:09 p < 0:05ð Þ, and β ¼ 0:16, t 12ð Þ ¼ 2:21 p < 0:05ð Þ,
respectively. Latitude and longitude explained a significant proportion of variance

in total energy consumption as well, R2 ¼ 0:96, F 3; 12ð Þ ¼ 86:9 p < 0:05ð Þ.
The regression for water consumption was provided in Eq. (13.2).

W ¼ 161þ 8:01� Latitudeð Þ þ 1:47� Longitudeð Þ þ 0:0041� Altitudeð Þ ð13:2Þ

where W, amount of water consumption, was in kg/m2, altitude was in meters,

latitude and longitude were both in degrees.

Latitude significantly predicted water consumption, β ¼ 0:73, t 12ð Þ ¼ 5:21
p < 0:05ð Þ. Latitude also explained a significant proportion of variance in water

consumption in CON system,R2 ¼ 0:87,F 3:12ð Þ ¼ 27:8 p < 0:05ð Þ. The effects of
regressors longitude and altitude were not significant.

13.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (13.3).

E ¼ �5:60þ 0:321� Latitudeð Þ � 0:051� Longitudeð Þ þ 0:0011� Altitudeð Þ ð13:3Þ
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Latitude, longitude, and altitude significantly predicted total energy consumption,

β ¼ 1:12, t 12ð Þ ¼ 14:8 p < 0:05ð Þ ; β ¼ 0:36, t 12ð Þ ¼ �4:27 p < 0:05ð Þ ; and
β ¼ 0:17, t 12ð Þ ¼ 2:51 p < 0:05ð Þ, respectively. Latitude, longitude, and altitude

also explained a significant proportion of variance in total energy consumption,

R2 ¼ 0:96, F 3; 12ð Þ ¼ 103 p < 0:05ð Þ.
The regression for water consumption was provided in Eq. (13.4).

W ¼ 415þ 2:53� Latitudeð Þ þ 2:14� Longitudeð Þ þ 0:0046� Altitudeð Þ ð13:4Þ

Longitude significantly predicted water consumption, β ¼ 0:62, t 12ð Þ ¼ 3:15
p < 0:05ð Þ. Longitude also explained a significant proportion of variance in water

consumption, R2 ¼ 0:79, F 3; 12ð Þ ¼ 15:3 p < 0:05ð Þ. The effects of regressors

latitude and altitude were not significant.

The regression for water collected by dehumidifier unit was provided in

Eq. (13.5) and the overall relationship was moderately significant.

C ¼ 28:5� 1:94� Latitudeð Þ þ 0:94� Longitudeð Þ � 0:0291� Altitudeð Þ ð13:5Þ

where C, amount of water collected by dehumidifier unit, was in kg/m2, altitude was

in meters, latitude and longitude were both in degrees.

Latitude and longitude significantly predicted water collection, β ¼ 0:74,
t 12ð Þ ¼ �2:63 p < 0:05ð Þ, and β ¼ 0:72, t 12ð Þ ¼ 2:34 p < 0:05ð Þ, respectively.
Latitude and longitude explained a significant proportion of variance in water

collection in OHP system as well, R2 ¼ 0:48, F 3; 12ð Þ ¼ 3:75 p < 0:05ð Þ. The
effect of regressor altitude was not significant in OHP system.

13.3.4 Semi-closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (13.6).

E ¼ �3:32þ 0:247� Latitudeð Þ � 0:041� Longitudeð Þ þ 0:0008� Altitudeð Þ ð13:6Þ

Latitude and longitude significantly predicted total energy consumption,

β ¼ 1:13, t 12ð Þ ¼ 12:1 p < 0:05ð Þ, and β ¼ 0:38, t 12ð Þ ¼ �3:71 p < 0:05ð Þ,
respectively. Latitude and longitude also explained a significant proportion of

variance in total energy consumption in SHP system, R2 ¼ 0:94, F 3; 12ð Þ ¼ 67:0
p < 0:05ð Þ, and the effect of regressor altitude was not significant.

The regression for water consumption was provided in Eq. (13.7).

W ¼ 567� 9:31� Latitudeð Þ þ 5:13� Longitudeð Þ � 0:0354� Altitudeð Þ ð13:7Þ

Latitude and longitude significantly predicted water consumption, β ¼ 0:97,
t 12ð Þ ¼ �4:12 p < 0:05ð Þ, and β ¼ 1:07, t 12ð Þ ¼ 4:16 p < 0:05ð Þ, respectively.
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Latitude and longitude also explained a significant proportion of variance in

water consumption in SHP system, R2 ¼ 0:64, F 3; 12ð Þ ¼ 7:19 p < 0:05ð Þ. The
effect of regressor altitude was not significant.

The regression for water collected by dehumidifier unit was provided in

Eq. (13.8).

C ¼ �33:4þ 5:54� Latitudeð Þ � 1:20� Longitudeð Þ þ 0:0107� Altitudeð Þ ð13:8Þ

Latitude significantly predicted water collection, β ¼ 1:07, t 12ð Þ ¼ 5:29
p < 0:05ð Þ. Latitude also explained a significant proportion of variance in water

collection in SHP system, R2 ¼ 0:73, F 3; 12ð Þ ¼ 11:0 p < 0:05ð Þ. The effects of

regressors longitude and altitude were not significant.

13.3.5 Closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (13.9).

E ¼ 3:57þ 0:0910� Latitudeð Þ � 0:0013� Longitudeð Þ þ 0:0005� Altitudeð Þ ð13:9Þ

Latitude significantly predicted total energy consumption, β ¼ 0:74, t 12ð Þ ¼ 3:21
p < 0:05ð Þ. Latitude explained a significant proportion of variance in total energy

consumption CHP systems as well, R2 ¼ 0:66, F 3; 12ð Þ ¼ 7:62 p < 0:05ð Þ, and the

effect of regressors longitude and altitude were not significant.

The regression for water consumption and collection was provided in the same

Eq. (13.10) as the water collected was equal to the water consumption in CHP

system.

W or C ¼ 681� 12:9� Latitudeð Þ þ 4:68� Longitudeð Þ � 0:0095� Altitudeð Þ ð13:10Þ

Latitude and longitude significantly predicted water consumption, β ¼ 1:02,
t 12ð Þ ¼ �3:94 p < 0:05ð Þ, and β ¼ 0:74, t 12ð Þ ¼ 2:62 p < 0:05ð Þ, respectively.
Latitude and longitude also explained a significant proportion of variance in

water consumption in CHP systems, R2 ¼ 0:57, F 3; 12ð Þ ¼ 5:23 p < 0:05ð Þ. The
effect of regressor altitude was not significant in either case.

13.4 Concluding Remarks

This results in this study showed that the energy and water consumptions were both

spatially and system dependent. Latitude and longitude both significantly predicted

total energy and water consumptions. Altitude was significant in conventional and

OHP systems’ energy consumptions. Semi-closed and open heat pump systems
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proved to be the most energy conserving systems, while closed system was the most

water conserving system. Highest energy consuming locations of semi-closed and

open heat pump systems were still a lot more efficient than least energy consuming

locations of conventional systems. Closed systems had the lowest energy consump-

tions in colder months, but the consumption increased in warmer months especially

in southwestern Ontario due to increased cooling loads hence the overall annual

energy consumptions in closed systems were much higher than those in semi-closed

systems. Locations in the southwest (a major greenhouse region) had the lowest

energy consumptions in all systems. Semi-closed and closed systems at lower

latitudes had higher water consumption (transpiration) due to increased amount of

available solar radiation. Since the vapor pressure deficits became larger due to

colder and drier outside air, transpiration rates especially in open systems were

relatively higher at higher latitudes and longitudes than those at lower latitudes and

longitudes, respectively. Semi-closed heat pump system transforms the

non-energy-efficient, unfavorable regions under conventional systems into highly

energy and water-efficient potential greenhouse regions in Ontario.
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Chapter 14

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in the Canadian Prairies

_Ilhami Yıldız, Jin Yue, and Asena Cansu Yıldız

Abstract The specific objective of this study was to investigate regional

spatiotemporal distributions and spatial correlations of energy and water consump-

tion in open, semi-closed, and completely closed greenhouse systems in the Cana-

dian Prairies. The findings showed that the energy and water consumptions were

both spatially and system dependent. Both latitude and longitude significantly

predicted total energy consumptions. Latitude significantly predicted water con-

sumption in semi-closed and closed systems as well. Semi-closed system was the

most energy conserving system, while closed system was the most water conserv-

ing. Locations at lower latitudes had higher water consumption due to increased

amount of available solar radiation. Water consumptions in open systems at higher

and lower latitudes approached to each other due to relatively increased transpira-

tion rates at higher latitudes as the vapor pressure deficit became larger due to

colder and drier outside air. Locations in the southwestern Prairies (Alberta, and

partly Saskatchewan) had the lowest energy consumptions in all systems.

Keywords Heat pump • Air source • Energy consumption • Water consumption •

Closed greenhouse • Semi-closed greenhouse • Heating • Cooling •

Dehumidification • Spatiotemporal distribution • Spatial correlation • Alberta •

Manitoba • Saskatchewan • Canadian Prairies

Nomenclature

C Amount of water collection, kg/m2
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E Amount of energy consumption, GJ/m2

F Statistical F test

OHP Open heat pump greenhouse system

p Significance level

R Regression

SHP Semi-closed heat pump greenhouse system

t Statistical t test
W Amount of water consumption, kg/m2

Greek Letter

β Beta value

14.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost

required for environmental control. Consequently, considerable effort is expended

to conserve energy and look for alternative energy sources, especially environment-

friendly renewable energy sources and technologies. Proper greenhouse and envi-

ronmental management systems can significantly change the energy and moisture

dynamics of greenhouse production systems. This study helps enhance the com-

petitive position of the Canadian Prairies’ agriculture and agri-food industry by

introducing economically, environmentally, and socially sustainable technologies

and management strategies. The investigated heat pump technology and operational

modes (especially semi-closed and closed) bring increased yield, and energy and

water-efficient solutions to the doorstep of the Canadian Prairies’ greenhouse pro-

ducers. The overall goal of this study was to help reduce the load on power grid,

demand for fossil fuels and irrigation water, and also supply CO2 for the greenhouse

production. The use of heat pumps for heating and cooling greenhouses makes

it possible to use local and renewable energy sources while reducing or totally

eliminating CO2 emissions. Heat pumps also make an innovative confined

greenhouse operation possible, which would totally eliminate the energy, CO2

and water losses due to ventilation conserving all of these precious resources,

and would make an insect-free greenhouse operation possible. The specific objec-

tive of this study was to investigate spatiotemporal performance distributions and

spatial correlations of energy and water consumptions in open, semi-closed, and

confined greenhouse systems in the Canadian Prairies covering Alberta, Manitoba,

and Saskatchewan.
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14.2 Methodology

This section focuses on the resources and procedures employed in this study, as

well as the statistical analyses employed and data presentation.

14.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by

concatenating 12 Typical Meteorological Months (TMY) selected from a database

of 30 years of data were used for continuous full year analyses at 16 different

locations. CWEC data sets were prepared under the direction of Environment

Canada [1], and simulations were performed starting at the beginning of 1st day of

January and ending at the end of 31st day of December for full 365-day simulations.

14.2.2 Greenhouse Characteristics and Operational
Strategies

Theoretical approach, simulation model assumptions and validation, and all the

other characteristics of the model including the details of control systems and

strategies were reported in another study [2]. Full details of the greenhouse systems

characteristics and operational strategies were reported by Yildiz et al. [3].

14.2.3 Data Analyses and Presentation

A total of four systems, conventional (CON), open heat pump (OHP), semi-closed

heat pump (SHP), and closed heat pump (CHP), and a total of 16 locations were

studied. Full details of the data analyses were reported by Yildiz et al. [3].

14.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at

different locations.
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14.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA p < 0:05ð Þ was used to determine the main effects of

greenhouse location and system on total energy and water consumptions as well

as water collection. There were significant main effects for the location and system

on total energy consumption, F 20; 60ð Þ ¼ 9:54 p < 0:05ð Þ, and F 3; 60ð Þ ¼ 684

p < 0:05ð Þ, respectively (Tables 14.1 and 14.2). Locations at lower latitudes had

much less total energy consumption, and part of which was for cooling while

northern locations had much less cooling requirements (Fig. 14.1). Table 14.2

shows that SHP system had the lowest annual energy consumptions, while CON

system had the highest.

There were significant main effects for the location and system on water con-

sumption as well, F 20; 60ð Þ ¼ 14:3 p < 0:05ð Þ, and F 3; 60ð Þ ¼ 1287 p < 0:05ð Þ,
respectively (Tables 14.1 and 14.2). The main effect for the system on water

collection was also significant, F 3; 60ð Þ ¼ 2234 p < 0:05ð Þ ; however, the main

effect for the location on water collection was not, F 20; 60ð Þ ¼ 1:54 p > 0:05ð Þ

Table 14.1 Comparisons of means with respect to different locations using the Tukey Simulta-

neous Test at a 95 % confidence interval

Location

Annual energy

use (GJ/m2)

Annual water

use (kg/m2)

Annual water

collection (kg/m2)

Brandon 8.03 b 632.5 qr 155.2 wx

Calgary 7.15 ab 650.3 qr 142.3 wx

Cold Lake 8.02 b 626.5 q 151.9 wx

Edmonton 7.87 ab 574.9 p 126.2 w

Estevan 7.54 ab 662.6 r 174.3 x

Ft McMurray 8.30 ab 607.0 pq 135.4 w

G. Prairie 7.91 b 606.0 pq 129.5 w

La Ronge 8.55 b 620.4 q 145.8 wx

Lethbridge 6.83 a 691.8 rs 163.5 wx

Lynn Lake 9.60 c 597.4 pq 143.2 wx

Medicine Hat 6.85 a 703.1 s 165.7 wx

North Battle 8.07 b 630.6 qr 150.2 wx

Norway H. 8.72 bc 620.5 q 150.8 wx

Peace River 7.69 ab 626.7 q 133.6 w

Regina 7.76 ab 665.1 r 164.7 wx

Saskatoon 7.91 ab 652.2 qr 152.7 wx

Stony Rapids 9.91 c 582.4 p 135.0 w

Swift Current 7.56 ab 624.9 q 146.5 wx

Tha Pas 8.82 bc 576.0 p 143.1 wx

Thompson 9.36 bc 620.3 q 152.2 wx

Winnipeg 8.18 b 614.8 pq 159.8 wx

Means in the same column not followed by the same letter are significantly different

206 İ. Yıldız et al.



(Tables 14.1 and 14.2). Locations at lower latitudes had more water consumption

(transpiration) due to increased amount of available solar radiation (Fig. 14.2).

Transpiration rates at higher and lower latitudes approached to each other in the

open systems due to relatively increased transpiration rates at higher latitudes as

the vapor pressure deficit became larger due to cooler outside air. CHP systems had

the lowest transpiration as much higher relative humidities were observed in these

systems compared to those in the other systems. All the transpired water was

collected by the dehumidification system, and therefore, the overall annual water

consumption in CHP systems were essentially zero (Tables 14.1 and 14.2).

CHP systems had relatively lower energy consumptions in colder months, but

the consumptions increased in warmer months due to increased cooling loads;

Fig. 14.1 Spatial distributions of annual total energy consumptions (GJ/m2) in CON, OHP, SHP,

and CHP systems in the Prairies (contour line intervals: 100 MJ/m2)

Table 14.2 Comparisons of means with respect to different greenhouse systems using the Tukey

Simultaneous Test at a 95 % confidence interval

System

Mean annual energy

consumption (GJ/m2)

Mean annual water

consumption (kg/m2)

Mean annual water

collection (kg/m2)

CON 12.36 a 728.2 p 0.0 w

OHP 6.29 b 753.8 q 9.4 w

SHP 5.68 c 578.7 r 134.4 x

CHP 8.16 d 450.9 s 450.8 y

Means in the same column not followed by the same letter are significantly different
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therefore, the overall annual energy consumptions in CHP systems were much

higher than those in OHP and SHP systems (Figs. 14.3 and 14.4). The energy

consumption in SHP systems approached to those in closed (CHP) systems at

higher latitudes (e.g., Stony Rapids, SASK) (Fig. 14.3) because SHP systems

under such conditions operated more as a closed system from November through

end of April. However, the energy consumption in SHP systems approached to

those in open (OHP) systems at lower latitudes (e.g., Lethbridge, ALTA) (Fig. 14.4)

because SHP systems under such conditions operated more as an open system from

April through end of October.

Further details of individual comparisons for both location and system were

provided in Tables 14.1 and 14.2. And the individual system performances

were provided below.

14.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water

collection on the dehumidifier were analyzed throughout the region by multiple

regressions using as regressors latitude, longitude, and altitude.

Fig. 14.2 Spatial distributions of annual amount of transpiration (kg/m2) in CON, OHP, SHP, and

CHP systems in the Prairies (contour line intervals: 10 kg/m2)
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The regression for the total energy consumption was provided in Eq. (14.1).

E ¼ �10:5þ 0:623* Latitudeð Þ þ 0:101* Longitudeð Þ þ 0:0021* Altitudeð Þ ð14:1Þ

where E, the annual total energy consumption, was in GJ/m2, altitude was in meters,

latitude and longitude were both in degrees.

Latitude and longitude significantly predicted total energy consumption,

β ¼ 0:95, t 17ð Þ ¼ 9:30 p < 0:05ð Þ, and β ¼ 0:69, t 17ð Þ ¼ �5:52 p < 0:05ð Þ,

Fig. 14.4 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Lethbridge, ALTA (49.63 N, 112.80 W, altitude: 929 m)

Fig. 14.3 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Stony Rapids, SASK (59.25 N, 105.83 W, altitude: 245 m)
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respectively; and latitude was the most influential regressor for CON system.

Altitude’s prediction of total energy consumption was not significant. Latitude

and longitude explained a significant proportion of variance in total energy con-

sumption as well, R2 ¼ 0:94, F 3; 17ð Þ ¼ 83:5 p < 0:05ð Þ.
None of the regressors significantly predicted water consumption or explained a

significant proportion of variance inwater consumption,F 3; 17ð Þ ¼ 3:08 p > 0:05ð Þ.

14.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (14.2).

E ¼ 1:99þ 0:260* Latitudeð Þ � 0:091* Longitudeð Þ þ 0:0005* Altitudeð Þ ð14:2Þ

Latitude and longitude significantly predicted total energy consumption,

β ¼ 0:91, t 17ð Þ ¼ 9:93 p < 0:05ð Þ, and β ¼ 0:71, t 17ð Þ ¼ �6:19 p < 0:05ð Þ,
respectively. Latitude and longitude also explained a significant proportion of

variance in total energy consumption, R2 ¼ 0:95, F 3; 17ð Þ ¼ 104 p < 0:05ð Þ, and
the effect of regressor altitude was not significant.

None of the regressors significantly predicted water consumption or explained a

significant proportion of variance in water consumption in OHP system, F 3; 17ð Þ
¼ 3:44 p > 0:05ð Þ.

The regression for water collected by dehumidifier unit was provided in

Eq. (14.3) and the overall relationship was significant.

C ¼ 137� 2:70* Latitudeð Þ þ 0:25* Longitudeð Þ � 0:0192* Altitudeð Þ ð14:3Þ

where C, amount of water collected by dehumidifier unit, was in kg/m2, altitude was

in meters, latitude and longitude were both in degrees.

Latitude significantly predicted water collection, β ¼ 0:99, t 17ð Þ ¼ �3:84
p < 0:05ð Þ. Latitude explained a significant proportion of variance in water col-

lection as well, R2 ¼ 0:59, F 3; 17ð Þ ¼ 8:24 p < 0:05ð Þ. The effects of regressors

longitude and altitude were not significant.

14.3.4 Semi-closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (14.4).

E ¼ 2:23þ 0:200* Latitudeð Þ � 0:072* Longitudeð Þ þ 0:0008* Altitudeð Þ ð14:4Þ

Latitude and longitude significantly predicted total energy consumption,

β ¼ 1:00, t 17ð Þ ¼ 6:61 p < 0:05ð Þ, and β ¼ 0:79, t 17ð Þ ¼ �4:18 p < 0:05ð Þ,
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respectively. Latitude and longitude also explained a significant proportion of

variance in total energy consumption, R2 ¼ 0:86, F 3; 17ð Þ ¼ 34:6 p < 0:05ð Þ,
and the effect of regressor altitude was not significant.

The regression for water consumption was provided in Eq. (14.5).

W ¼ 860� 11:8* Latitudeð Þ þ 3:43* Longitudeð Þ � 0:0363* Altitudeð Þ ð14:5Þ

where W, amount of water consumption (transpiration), was in kg/m2, altitude was

in meters, latitude and longitude were both in degrees.

Latitude significantly predicted water consumption, β ¼ 0:85, t 17ð Þ ¼ �3:41
p < 0:05ð Þ. Latitude also explained a significant proportion of variance in water

consumption, R2 ¼ 0:62, F 3; 17ð Þ ¼ 9:35 p < 0:05ð Þ. The effects of regressors

longitude and altitude were not significant.

The regression forwater collected by dehumidifier unit was provided in Eq. (14.6).

C ¼ 224þ 1:89* Latitudeð Þ � 1:88* Longitudeð Þ þ 0:0214* Altitudeð Þ ð14:6Þ

Longitude significantly predicted water collection, β ¼ 0:99, t 17ð Þ ¼ �2:77
p < 0:05ð Þ. Longitude also explained a significant proportion of variance in

water collection in SHP system,R2 ¼ 0:49,F 3; 17ð Þ ¼ 5:51 p < 0:05ð Þ. The effects
of regressors latitude and altitude were not significant.

14.3.5 Closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (14.7).

E ¼ 10:8þ 0:068* Latitudeð Þ � 0:057* Longitudeð Þ þ 0:0002* Altitudeð Þ ð14:7Þ

Latitude and longitude significantly predicted total energy consumption,

β ¼ 0:44, t 17ð Þ ¼ 4:03 p < 0:05ð Þ, and β ¼ 0:82, t 17ð Þ ¼ �6:05 p < 0:05ð Þ,
respectively. Latitude and longitude also explained a significant proportion of

variance in total energy consumption, R2 ¼ 0:93, F 3; 17ð Þ ¼ 72:2 p < 0:05ð Þ,
and the effect of regressor altitude was not significant.

The regression for water consumption and collection was provided in the same

Eq. (14.8) as the water collected was equal to the water consumption in CHP system.

W or C ¼ 1186� 12:9* Latitudeð Þ � 0:25* Longitudeð Þ � 0:0421* Altitudeð Þ ð14:8Þ

Latitude significantly predicted water consumption and collection, β ¼ 0:92, t
17ð Þ ¼ �4:22 p < 0:05ð Þ. Latitude also explained a significant proportion of

variance in water consumption and collection in CHP system, R2 ¼ 0:71, F 3; 12ð Þ
¼ 13:8 p < 0:05ð Þ. The effects of regressors longitude and altitude were not

significant in either case.
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14.4 Concluding Remarks

The results in this study showed that the energy and water consumptions were

both spatially and system dependent. Both latitude and longitude significantly

predicted total energy consumptions. Latitude significantly predicted water

consumption (transpiration) in semi-closed and closed systems as well. Semi-

closed system proved to be the most energy conserving system, while closed system

was the most water conserving system. Highest energy consuming locations of

semi-closed system were still a lot more efficient than least energy-consuming

locations of conventional and closed systems. Closed systems had the lowest

energy consumptions in colder months, but the consumption increased in warmer

months due to increased cooling loads hence the overall annual energy consump-

tions in closed systems were much higher than those in semi-closed systems.

Locations in the southwestern Prairies (Alberta, and partly Saskatchewan) had the

lowest energy consumptions in all systems. Locations at lower latitudes had higher

water consumption due to increased amount of available solar radiation. Transpi-

ration rates at higher and lower latitudes approached to each other in the open

systems due to relatively increased transpiration rates at higher latitudes as the

vapor pressure deficit became larger due to colder and drier outside air. SHP system

transforms the non-energy-efficient, unfavorable regions under conventional sys-

tems into highly energy and water-efficient potential greenhouse regions in the

Canadian Prairies.
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Chapter 15

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in Quebec and Labrador

_Ilhami Yıldız, Jin Yue, and Asena Cansu Yıldız

Abstract The specific objective of this study was to investigate regional

spatiotemporal distributions and spatial correlations of energy and water consump-

tion in open, semi-closed, and completely closed greenhouse systems in Quebec

and Labrador. The findings showed that the energy and water consumptions were

both spatially and system dependent. Latitude, and depending on the system

longitude as well, significantly predicted total energy consumptions. Semi-closed

and open heat pump systems were the most energy conserving systems while closed

system was the most water conserving. Semi-closed and closed systems at lower

latitudes had more water consumptions compared to those at higher latitudes. Water

consumptions in open systems at higher latitudes approached to or were sometimes

higher than those at lower latitudes as the vapor pressure deficit became larger due

to cooler outside air. Southern Quebec had the lowest energy consumptions in all

systems.
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E Amount of energy consumption, GJ/m2

F Statistical F test

OHP Open heat pump greenhouse system

p Significance level

R Regression

SHP Semi-closed heat pump greenhouse system

t Statistical t test
W Amount of water consumption, kg/m2

Greek Letters

β Beta value

15.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost

required for environmental control. Consequently, considerable effort is expended

to conserve energy and look for alternative energy sources, especially environment-

friendly renewable energy sources and technologies. Proper greenhouse and envi-

ronmental management systems can significantly change the energy and moisture

dynamics of greenhouse production systems. This study helps enhance the com-

petitive position of Quebec and Labrador’s agriculture and agri-food industry by

introducing economically, environmentally, and socially sustainable technologies

and management strategies. The investigated heat pump technology and operational

modes (especially semi-closed and closed) bring increased yield, and energy and

water-efficient solutions to the doorstep of both Quebec and Labrador’s greenhouse

producers. The overall goal of this study was to help reduce the load on power grid,

demand for fossil fuels and irrigation water, and also supply CO2 for the greenhouse

production. The use of heat pumps for heating and cooling greenhouses makes it

possible to use local and renewable energy sources while reducing or totally

eliminating CO2 emissions. Heat pumps also make an innovative confined green-

house operation possible, which would totally eliminate the energy, CO2, and water

losses due to ventilation conserving all of these precious resources, and would make

an insect-free greenhouse operation possible. The specific objective of this study

was to investigate spatiotemporal performance distributions and spatial correlations

of energy and water consumptions in open, semi-closed, and confined greenhouse

systems in Quebec and Labrador.
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15.2 Methodology

This section focuses on the resources and procedures employed in this study, as

well as the statistical analyses employed and data presentation.

15.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by

concatenating 12 Typical Meteorological Months (TMY) selected from a database

of 30 years of data were used for continuous full year analyses at 24 different

locations. CWEC data sets were prepared under the direction of Environment

Canada (Siurna et al. [1]), and simulations were performed starting at the beginning

of 1st day of January and ending at the end of 31st day of December for full 365-day

simulations.

15.2.2 Greenhouse Characteristics and Operational
Strategies

Theoretical approach, simulation model assumptions and validation, and all the

other characteristics of the model including the details of control systems and

strategies were reported in another study [2]. Full details of the greenhouse systems

characteristics and operational strategies were reported by Yildiz et al. [3].

15.2.3 Data Analyses and Presentation

A total of four systems, conventional (CON), open heat pump (OHP), semi-closed

heat pump (SHP), and closed heat pump (CHP), and a total of 24 locations were

studied. Full details of the data analyses were reported by Yildiz et al. [3].

15.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at

different locations.
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15.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA p < 0:05ð Þ was used to determine the main effects of

greenhouse location and system on total energy and water consumptions as well

as water collection. There were significant main effects for the location and system

on total energy consumption, F 23; 69ð Þ ¼ 6:18 p < 0:05ð Þ, and F 3; 69ð Þ ¼ 261

p < 0:05ð Þ, respectively (Tables 15.1 and 15.2). Locations at lower latitudes had

less total energy consumption, and part of which was for cooling while northern

locations had no cooling requirements (Fig. 15.1). SHP and OHP systems had the

lowest annual energy consumptions while CON system had the highest.

Table 15.1 Comparisons of means with respect to different locations using the Tukey Simulta-

neous Test at a 95 % confidence interval

Location

Mean annual energy use

(GJ/m2)

Mean annual water use

(kg/m2)

Mean annual water

collection (kg/m2)

Bagotville 7.79 ab 573.0 qr 131.6 w

Baie

Comeau

7.87 ab 549.7 q 130.0 w

Battle

Harbour

8.87 b 534.0 pq 120.1 w

Cartwright 8.18 ab 528.9 pq 122.1 w

Goose Bay 8.28 ab 483.6 p 120.2 w

Gridstone

Isl.

7.03 ab 519.0 pq 130.7 w

Kuujjuaq 10.9 c 511.6 pq 113.6 w

Kuujjuarapik 9.96 bc 507.4 pq 128.0 w

La Grande

Riv.

9.60 bc 545.8 q 130.2 w

Lake Eon 9.59 bc 526.4 pq 123.8 w

Mont Joli 7.54 ab 567.9 qr 130.6 w

Montreal 6.98 ab 566.1 qr 151.3 w

Montreal Int. 7.34 ab 611.5 r 155.9 w

Nitchequon 10.0 bc 511.8 pq 120.0 w

Quebec 7.06 ab 587.4 qr 146.1 w

Riviere du L. 7.45 ab 560.2 qr 139.9 w

Roberval 7.78 ab 590.9 qr 139.7 w

Schefferville 9.98 bc 531.5 pq 121.0 w

Sept-Iles 8.41 ab 523.2 pq 115.0 w

Sherbrooke 7.19 ab 584.2 qr 144.7 w

St. Hubert 6.73 a 615.9 r 170.7 w

Ste. Agathe 7.48 ab 566.1 qr 137.6 w

Val d’Or 8.19 ab 580.1 qr 137.9 w

Wabush 9.34 bc 569.3 qr 130.8 w

Means in the same column not followed by the same letter are significantly different
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There were significant main effects for the location and system on water

consumption as well, F 23; 69ð Þ ¼ 5:06 p < 0:05ð Þ, and F 3; 69ð Þ ¼ 504

p < 0:05ð Þ, respectively (Tables 15.1 and 15.2). The main effect for the system

on water collection was also significant, F 3; 69ð Þ ¼ 626 p < 0:05ð Þ; however, the
main effect for the location on water collection was not, F 23; 69ð Þ ¼ 0:61ns
(Tables 15.1 and 15.2). Semi-closed and closed systems at lower latitudes had

more water consumption (transpiration) due to increased amount of available solar

radiation (Fig. 15.2). In the open systems, transpiration rates at higher latitudes

approached to or sometimes higher than those at lower latitudes as the vapor

Table 15.2 Comparisons of means with respect to different greenhouse systems using the Tukey

Simultaneous Test at a 95 % confidence interval

System

Mean annual energy

consumption (GJ/m2)

Mean annual water

consumption (kg/m2)

Mean annual water

collection (kg/m2)

CON 12.89 a 649.5 p 0.0 w

OHP 6.67 b 684.3 q 3.5 w

SHP 5.94 b 492.3 r 147.0 x

CHP 7.75 c 381.5 s 381.5 y

Means in the same column not followed by the same letter are significantly different

Fig. 15.1 Spatial distributions of annual total energy consumptions (GJ/m2) in CON, OHP, SHP,

and CHP systems in Quebec and Labrador (contour intervals: 250 MJ/m2)
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pressure deficit became larger due to cooler outside air. CHP systems had lowest

transpiration as higher inside relative humidities were observed in closed systems

compared to those of the other systems. All the transpired water was collected by

dehumidification system, and therefore, the overall annual water consumption in

CHP systems was essentially zero (Tables 15.1 and 15.2).

CHP systems had relatively lower energy consumptions in colder months, but

the consumption increased in warmer months due to increased cooling loads; as a

result, the overall annual energy consumptions in CHP systems were much higher

than those in OHP and SHP systems (Figs. 15.3 and 15.4). The energy consumption

in SHP systems approached to those in closed (CHP) systems at higher latitudes

(e.g., Kuujjuaq, QC) (Fig. 15.3) because SHP systems under such conditions

operated more as a closed system from October through end of April. However,

the energy consumption in SHP systems approached to those in open (OHP)

systems at lower latitudes (e.g., St. Hubert, QC) (Fig. 15.4) because SHP systems

under such conditions operated more as an open system from April through end of

October.

Further details of individual comparisons for both location and system were

provided in Tables 15.1 and 15.2. And the individual system performances were

provided below.

Fig. 15.2 Spatial distributions of annual amount of transpiration (kg/m2) in CON, OHP, SHP, and

CHP systems in Quebec and Labrador (contour intervals: 10 kg/m2)
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15.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water

collection on the dehumidifier were analyzed throughout the region by multiple

regressions using as regressors latitude, longitude, and altitude.

The regression for the total energy consumption was provided in Eq. (15.1).

E ¼ �10:5þ 0:623� Latitudeð Þ þ 0:101� Longitudeð Þ þ 0:0021
� Altitudeð Þ ð15:1Þ

Fig. 15.3 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at Kuujjuaq, QC (58.10 N, 68.42 W, altitude: 39 m)

Fig. 15.4 Temporal distributions of energy consumption (left) and transpiration (right) in CON,

OHP, SHP, and CHP systems at St. Hubert, QC (45.52 N, 73.42 W, altitude: 27 m)
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where E, the annual total energy consumption, was in GJ/m2, altitude was in meters,

latitude and longitude were both in degrees.

Latitude and longitude significantly predicted total energy consumption,

β ¼ 0:95, t 17ð Þ ¼ 9:30 p < 0:05ð Þ, and β ¼ 0:69, t 17ð Þ ¼ �5:52 p < 0:05ð Þ,
respectively; and latitude was the most influential regressor for CON system.

Altitude’s prediction of total energy consumption was not significant. Latitude

and longitude explained a significant proportion of variance in total energy con-

sumption as well, R2 ¼ 0:94, F 3; 17ð Þ ¼ 83:5 p < 0:05ð Þ.
None of the regressors significantly predicted water consumption or explained a

significant proportion of variance in water consumption, F 3; 17ð Þ ¼ 3:08
p > 0:05ð Þ.

15.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (15.2).

E ¼ �10:3þ 0:277� Latitudeð Þ þ 0:043� Longitudeð Þ þ 0:0010
� Altitudeð Þ ð15:2Þ

Latitude significantly predicted total energy consumption, β ¼ 0:87, t 20ð Þ ¼
7:41 p < 0:05ð Þ. Latitude also explained a significant proportion of variance in total
energy consumption in OHP systems, R2 ¼ 0:76, F 3; 20ð Þ ¼ 21:4 p < 0:05ð Þ. The
effects of regressors longitude and altitude were not significant in OHP system.

The regression for water consumption was provided in Eq. (15.3).

W ¼ 730� 2:92� Latitudeð Þ þ 1:42� Longitudeð Þ þ 0:0164
� Altitudeð Þ ð15:3Þ

where W, amount of water consumption, was in kg/m2, altitude was in meters,

latitude and longitude were both in degrees.

Latitude significantly predicted water consumption, β ¼ 0:45, t 20ð Þ ¼ �2:49
p < 0:05ð Þ. Latitude also explained a significant proportion of variance in water

consumption in OHP systems, R2 ¼ 0:44, F 3; 20ð Þ ¼ 5:23 p < 0:05ð Þ. The effects
of regressors longitude and altitude were not significant.

The regression for water collected by dehumidifier unit was provided in

Eq. (15.4) and the overall relationship was significant.

C ¼ 27:7� 0:82� Latitudeð Þ þ 0:26� Longitudeð Þ � 0:0069
� Altitudeð Þ ð15:4Þ

where C, amount of water collected by dehumidifier unit, was in kg/m2, altitude was

in meters, latitude and longitude were both in degrees.
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Latitude significantly predicted water collection, β ¼ 0:46, t 20ð Þ ¼ �2:44
p < 0:05ð Þ. Latitude also explained a significant proportion of variance in water

collection in OHP systems, R2 ¼ 0:39, F 3; 20ð Þ ¼ 4:32 p < 0:05ð Þ. The effects of
regressors longitude and altitude were not significant in OHP system.

15.3.4 Semi-closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (15.5).

E ¼ �7:76þ 0:252� Latitudeð Þ þ 0:011� Longitudeð Þ þ 0:0016
� Altitudeð Þ ð15:5Þ

Latitude significantly predicted total energy consumption, β ¼ 0:89, t 20ð Þ ¼
13:0 p < 0:05ð Þ, and it was the most influential regressor for SHP system. Altitude

as well significantly predicted total energy consumption, β ¼ 0:29, t 20ð Þ ¼ 4:39
p < 0:05ð Þ. Latitude and altitude explained a significant proportion of variance in

total energy consumption in SHP systems as well, R2 ¼ 0:92, F 3; 20ð Þ ¼ 76:0
p < 0:05ð Þ, and the effect of regressor longitude was not significant.

The regression for water consumption was provided in Eq. (15.6).

W ¼ 947� 10:6� Latitudeð Þ þ 1:11� Longitudeð Þ þ 0:0013
� Altitudeð Þ ð15:6Þ

Latitude significantly predicted water consumption, β ¼ 0:77, t 20ð Þ ¼ �5:70
p < 0:05ð Þ. Latitude also explained a significant proportion of variance in water

consumption in SHP systems, R2 ¼ 0:68, F 3; 20ð Þ ¼ 14:2 p < 0:05ð Þ. The effects
of regressors longitude and altitude were not significant.

The regression for water collected by dehumidifier unit was provided in

Eq. (15.7).

C ¼ �120þ 4:67� Latitudeð Þ þ 0:48� Longitudeð Þ þ 0:0020
� Altitudeð Þ ð15:7Þ

Latitude significantly predicted water collection, β ¼ 0:78, t 20ð Þ ¼ 4:89
p < 0:05ð Þ. Latitude also explained a significant proportion of variance in water

collection in SHP systems, R2 ¼ 0:56, F 3; 20ð Þ ¼ 8:57 p < 0:05ð Þ. The effects of
regressors longitude and altitude were not significant.
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15.3.5 Closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (15.8).

E ¼ 1:87þ 0:0624� Latitudeð Þ þ 0:0384� Longitudeð Þ þ 0:0006
� Altitudeð Þ ð15:8Þ

Latitude significantly predicted total energy consumption, β ¼ 0:52, t 20ð Þ ¼
3:07 p < 0:05ð Þ. Longitude as well significantly predicted total energy consump-

tion, β ¼ 0:53, t 20ð Þ ¼ 3:14 p < 0:05ð Þ. Latitude and longitude explained a

significant proportion of variance in total energy consumption in CHP systems as

well, R2 ¼ 0:51, F 3; 20ð Þ ¼ 6:81 p < 0:05ð Þ, and the effect of regressor altitude

was not significant.

The regression for water consumption and collection was provided in the same

Eq. (15.9) as the water collected was equal to the water consumption in CHP

system.

W or C ¼ 947� 10:6� Latitudeð Þ þ 1:11� Longitudeð Þ � 0:0013
� Altitudeð Þ ð15:9Þ

Latitude significantly predicted water consumption and collection, β ¼ 0:82,
t 20ð Þ ¼ �8:58 p < 0:05ð Þ. Longitude as well significantly predicted water con-

sumption and collection, β ¼ 0:20, t 20ð Þ ¼ 2:14 p < 0:05ð Þ. Latitude and longitude
explained significant proportions of variance in water consumption and collection

in CHP systems,R2 ¼ 0:84,F 3; 20ð Þ ¼ 35:2 p < 0:05ð Þ, and the effect of regressor
altitude was not significant in any case.

15.4 Concluding Remarks

The results in this study showed that the energy and water consumptions were both

spatially and system dependent. Latitude, and depending on the system longitude as

well, significantly predicted total energy consumptions. Semi-closed and OHP

systems proved to be the most energy conserving systems, while closed system

was the most water conserving system. Highest energy consuming locations of

semi-closed and OHP systems were still a lot more efficient than least energy

consuming locations of conventional systems. Closed systems had the lowest

energy consumptions in colder months, but the consumption increased in warmer

months especially in southern Quebec due to increased cooling loads; therefore, the

overall annual energy consumptions in closed systems were much higher than those

in semi-closed systems. Locations in southern Quebec had the lowest energy

consumptions in all systems. Semi-closed and closed systems at lower latitudes

had higher water consumption (transpiration) due to increased amount of available
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solar radiation. Water consumptions at higher latitudes in open systems approached

to or were sometimes higher than those at lower latitudes as the vapor pressure

deficit became larger due to cooler outside air. SHP system transforms the

non-energy-efficient, unfavorable regions under conventional systems into highly

energy and water-efficient potential greenhouse regions in Quebec and Labrador.
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Chapter 16

Experimental Study of a Multilayer
Active Magnetic Regenerator
Refrigerator-Demonstrator

Younes Chiba, Osmann Sari, Arezki Smaı̈li, Cyril Mahmed,
and Petri Nikkola

Abstract This work presents an experimental investigation on a reciprocating

active magnetic regenerator (AMR) refrigerator-demonstrator operating near

room temperature. La(Fe, Co)13�x Six is used as a refrigerant material in the form

of multilayer and water as heat transfer fluid to release and absorb heat at the hot

and cold sources, respectively. Experimental tests using the multilayer regenerator

with an applied magnetic field of 1.45 T have produced a temperature span of

15.6 K, without cooling load. The effects of the following cycle parameters,

namely, utilisations, frequencies and mass flow rates, on the AMR cycle perfor-

mance are presented and discussed. A parametric study was conducted on the

behaviour of the temperature span to define the optimum demonstrator parameters

to improve performance and validate the concept of multilayer and provide useful

data for magnetic refrigerator design.

Keywords Multilayer magnetic materials • La(Fe, Co)13�x Six • Active magnetic

regenerator refrigerator-demonstrator • Thermal analysis
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Nomenclature

Variables

Cf Specific heat of fluid (J�(kg�K)�1)
Cr Specific heat of magnetocaloric material (J�(kg�K)�1)
ṁf Mass flow rate (kg s�1)
mr Mass of magnetocaloric material (kg)

U Utilisation factor

Greek Letters

τP Time of cycle (s)

Subscripts

f Fluid

r Regenerator

p Time period (s)

16.1 Introduction

Magnetic refrigeration system is considered actually as an attractive alternative for

conventional vapour compression refrigeration systems; furthermore, all systems of

magnetic refrigeration have no ozone depletion potential and no direct global

warming potential. Magnetic refrigeration is a new technology for the production

of cooling at room temperature based on the magnetocaloric effect [1–4]. This

technique can be used to achieve extremely low temperatures as well as warm

temperatures in the case of a heat pump. The magnetocaloric effect is defined in

terms of an adiabatic change in temperature or isothermal change in magnetic

entropy. This phenomenon is practically reversible for some magnetocaloric mate-

rials. Recently, many refrigerator-demonstrators that are linear and rotary, operating

near room temperature, have been reported by Romero G�omez et al. [5], Yu et al. [6]

and Gschneidner et al. [7]. Several works reported in the literature using multilayer

include Legait et al. [8] using three materials Pr0.65Sr0.35MnO3, La-Fe-Co-Si and

gadolinium for four regenerator configurations, Tušek et al. [9] using seven and two

materials layered based on different compounds of La-Fe-Co-Si and Engelbrecht

et al. [10] using also two materials layered based on different compounds of La-Fe-

Co-Si. Richard et al. [11] had described a reciprocating permanent magnet AMR

using a layered regenerator consisting of two materials based on different alloys of

gadolinium, while Zimm et al. [12] had described a rotary permanent magnet AMR

using a layered regenerator for two materials. In 2006, Rowe and Tura [13] studied
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the impact of the rejection temperature and cooling power of three materials layered.

Also, in 2006 Okamura [14] investigated the feasibility of using four materials

layered based on different alloys of gadolinium. Arnold et al. [15] had described a

reciprocating permanent magnet AMR using a layered regenerator consisting of two

materials based on different alloys of gadolinium. The numerical model for

predicting the efficiency of a multilayer has been presented by Engelbrecht

et al. [16] and Aprea et al. [17]. Recently, in 2012, Egolf et al. [18] attempted to

explain in detail the theory and concept of AMR device using multilayer.

In this paper, new compounds LaFeCoSi have been tested, characterised and

used in our prototype in order to improve the efficiency of the machine. LaFeCoSi

compounds are used in multilayer form in the regenerators at the direction of

increasing the magnetocaloric effect. The performance characteristics of active

magnetic refrigerator device are analysed for different cases taking into account

the operational parameters of cycle, namely, utilisations, frequencies and mass flow

rates. Some interesting cases are presented and discussed in this paper.

16.2 Experimental Apparatus

Figure 16.1 shows a schematic of an AMR device. The experimental apparatus is

composed of two regenerators with LaFeCoSi plates, two heat exchangers and two

permanent magnetic sources producing about 1.45 T. The regenerator is divided into

two separated parts; each part contains LaFeCoSi flat plates with e¼ 1 mm thick-

ness, w¼ 8 mm width and l¼ 80 mm length, corresponding to about 716.76 g of

LaFeCoSi. The characteristic parameters of the machine are given in Table 16.1.

The AMR cycle consists of four processes, namely, magnetisation and

demagnetisation steps, application and removal of a magnetic field, and cold and

hot blows (i.e. cooling and heating the circulating fluid). Taking into account the

design and the scheme of operation of the demonstrator presented in Fig. 16.1, when

the first part of the regenerator is magnetised, the second part is demagnetised which

allows to compensate and reduce the magnetic forces in the magnetic refrigeration

system, where each regenerator is divided into two separated parts. This new design

decreases largely the magnetic forces. According to calculations, more than 90 % of

the absorbed energy during magnetisation and demagnetisation can be saved [2,

19]. The calculations were confirmed by the measurement of the forces performed

directly on the machine. The geometry and configuration of multilayer materials are

presented in Fig. 16.2 with different transition temperatures.

16.3 Results and Discussions

The following equation can be used to calculate the various operational parameters

of active magnetic refrigeration cycle:
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U ¼ m fc f

mrcr
¼ _m fc fτP

mrcr
ð16:1Þ

The results presented in Fig. 16.3 show, in the apparatus operating range without

load, the evolution of temperature span as functions of mass flow rate of heat

transfer fluid and utilisation. As it can be seen, all the curves behave in the same

trend: having maximum values around 25 g/s then decreasing with increasing mass

Fig. 16.1 Schematic diagram of the active magnetic refrigeration refrigerator setup

Table 16.1 Operating and technical parameters of demonstrator

Fluid Water + 5 % Noxal

ΔTad LaFe(Co, Si)13 (K) 2.4

Specific heat LaFe(Co, Si)13 (J�(gK)�1) 0.830

Fluid-specific heat (J�(gK)�1) 4.18

Total mass of solid material (g) 716.76

Total mass of fluid (g) 45.6

Magnetocaloric material La(Fe, Co)Si

Type of magnetic source Permanent magnet (NdFeB)

Magnetic field (T) 1.45

Fig. 16.2 Geometry and configuration of multilayer
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flow rate. Also, notice the positive impact of the decrease of utilisation on the

temperature span.

Figure 16.4 shows the results of the evolution of pressure drop as a function of

mass flow rate in demonstrator. As expected, the more the mass flow rate is

increasing, the more the pressure drops.

Figure 16.5 shows the evolution of optimal temperature span as function of time

for multilayer regenerator LaFe(Co, Si)13 and Gd operating near room temperature,

around 20 �C under operating conditions: f¼ 0.24 Hz, U¼ 0.30 and the magnetic

field B¼ 1.5 T. As it can be seen, the temperature span as function of time exhibits

first sharp variation and then constant trends (i.e. steady-state conditions) from

about 200 and 1,400 s for Gd and multilayer, respectively. Also, differences up to

2.9 �C have been noted during steady-state conditions. These shifts might be

attributed to positive effect of the feasibility of the multilayer refrigerant.

Figure 16.6 shows the results of the evolution of temperature span as function of

utilisation for two different typical values of frequency obtained at optimum mass

flow rate (24 g/s). Mainly, notice here the impact of frequency on the optimum

operations of the demonstrator. Table 16.2 summarises the results.

Figure 16.7 shows the results of the evolution of temperature span as function of

utilisation for three different typical values of mass flow rate. As it can be seen,

these results confirm that the optimum mass flow rate is equal to 24 g/s for a given

operation range of demonstrator.

Figure 16.8 shows the positive effect of increasing frequency on the cooling

power for constant utilisation. However, notice that the increase in frequency has a

negative impact on the cold temperature and vice versa for the cooling capacity.

Fig. 16.3 Evolution

of temperature span as

function of mass flow rate

for multilayer LaFe(Co,

Si)13 operating in ambient

temperature of 20 �C

16 Experimental Study of a Multilayer Active Magnetic Regenerator. . . 229



Indeed, this is because of the thermal losses which have an influence on the heat

exchange between the fluid and the various layers of magnetocaloric materials

chosen.

16.4 Conclusion

The alloys of LaFe(Co, Si)13 were experimentally studied in an active magnetic

regenerator demonstrator near room temperature. The multilayer regenerator was

found to produce a higher temperature span and more cooling power than the

Fig. 16.4 Evolution

of pressure drop as function

of mass rate flow

in demonstrator

Fig. 16.5 Evolution

of optimal temperature span

as function of time for

multilayer LaFe(Co, Si)13
operating in ambient

temperature of 20 �C
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Fig. 16.6 Evolution

of temperature span as

function of utilisation for

multilayer operating

in ambient temperature

of 20 �C

Table 16.2 Optimum

operating parameters

of demonstrator

f (Hz) ΔTmax (
�C) Uoptimal

0.24 15.6 0.28

0.12 12.2 0.32

Fig. 16.7 Evolution

of temperature span as

function of utilisation for

multilayer operating

in ambient temperature

of 20 �C
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single-material regenerator under certain operating conditions. The obtained exper-

imental results using the demonstration unit enable to clarify the behaviour of the

AMR cycle and the definition of the optimal operating parameters that are used to

describe the performance of a magnetic refrigeration system.
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Chapter 17

Evaluation of Thermal Properties
of Refrigerant Clathrates with Additives

Sayem Zafar, Ibrahim Dincer, and Mohamed Gadalla

Abstract Amodeling study is conducted to evaluate the heat transfer capabilities of

novel refrigerant clathrate-based phase change materials with salts and

nanoparticles as additives. The formation of refrigerant clathrates is studied for

both active and passive cooling applications. In this regard, the refrigerants, e.g.,

R134a, R141b, and R32 clathrates are studied at different refrigerant mass fractions

since the solubility of refrigerants, in water, change with change in temperature. The

sodium chloride and magnesium nitrate hexahydrate are used as salt additives. The

nanoparticles of pure aluminum, copper, and graphene are also studied to investigate

the improvement in their thermal properties. Some empirical correlations are used to

predict the thermal conductivities of refrigerant clathrates and the improvement with

the addition of additives. The results show that an increase in refrigerant mass

fraction lowers the thermal conductivity of the refrigerant clathrate but not exten-

sively. The addition of salts results in a minor improvement in thermal conductivity.

The inclusion of nanoparticles significantly improved the thermal conductivity of

the phase change material. It is also obtained that adding the nanoparticles improves

the thermal conductivity more than the salts. The specific heat capacity, however,

was not generally improved by the nanoparticles as it depended on the additive used.

Keywords Thermal • Heat transfer • PCM • Refrigerant • Nanoparticle

Nomenclature

CFC Chlorofluorocarbons

Cp Specific heat capacity, J/kg K

D Dipole moment, Debye
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f Liquid fraction

HCFC Hydro-chlorofluorocarbons

HFC Hydrofluorocarbons

h Volumetric enthalpy, J/m3

k Thermal conductivity coefficient, W/m K

M Molar mass, g/mol

m Mass, kg

PCM Phase change material

Pr Prandtl number

Q Heat, J

T Temperature, K

t Time, s

TES Thermal energy storage

x Mass fraction

Greek Letters

α Biot number

δ Difference

ρ Density, kg/m3

λ Specific latent heat of fusion, J/kg

β Thermal diffusivity, m2/s

φ Volume fraction

Subscripts

b Base fluid

c Charging

cm Critical

i Initial

m Mixture

17.1 Introduction

The ability to utilize energy was a great scientific achievement of the human recent

past, and it continues to reform at a gradual pace. The recent global trend has

changed from rudimentary energy production or rejection to precisely manage and

absorb energy. The energy management is a challenge that needs to be dealt with to

achieve the goal of sustainable growth. Thermal energy storage (TES) refers to the

storage of heat by increasing or decreasing the temperature of a substance or by

changing the phase of a substance [1]. TES is the temporary storage of high- or

low-temperature energy for later use.
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Refrigerant clathrate has recently appeared to be a promising way to store

thermal energy for cooling applications. Clathrate is a solidified form of water

that contains gas molecules in its molecular cavities [2, 3]. Clathrates form when

water and gas combine under low temperatures and high pressures [4]. Since the

phase change temperature of clathrate is above the freezing point of water, yet low

enough to be used for comfort cooling, its use in air conditioning has been studied

and found to be useful [5]. Refrigerant clathrates are considered more effective

compared with other types of PCMs as they can be used through refrigerant loops

and can be easily circulated [6, 7].

The clathrates have certain properties that make them a very good PCM for cold

storage described as follows:

• They have high heat of fusion which means that they can store higher amount of

energy.

• They have high density which means the storage size can be smaller per unit

energy rate.

• The do not have added corrosive or toxicity, and hence normal refrigeration unit

can be used to form clathrates of refrigerants.

• Since they require the mixture of water and refrigerant, it is cost effective and

available in abundance.

Many chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), and

hydrofluorocarbons (HFCs) can form clathrates of refrigerant [8]. In order to be

used for cold TES, an effective refrigerant clathrate should form at atmospheric

pressure and temperature range between 278 and 285 K [9]. Several refrigerants

form the clathrates, but only handful is commercialized.

Due to the stratospheric ozone layer depletion concerns, CFC clathrates are

forbidden. This constrain leaves only the hydrochlorofluorocarbon and HFCs to

be used for PCM. Refrigerant clathrates with R134a have been proposed as a PCM

which demonstrated to be the most promising candidates for this goal [9]. Another

refrigerant considered feasible for refrigerant clathrates is R141b due to its avail-

able engineering applications, low saturated vapor pressure, low cost, and low

pressure character [10, 11]. Refrigerant R32 should also be of interest as it has

low global warming potential, is accessible, and makes an effective PCM due to its

high thermal conductivity, compared to its counterparts [12, 13].

Conventional PCMs, especially the ones based on refrigerant clathrates, have

poor heat transfer properties. To further enhance the performance of refrigerant

clathrates, to be effective PCMs, additives of different materials have been studied.

For instance, adding calcium hypochlorite or benzenesulfonic acid sodium salt

improved the cold energy storage capacity and the cold energy transfer rate of

R141b-based clathrate [10]. For organic material, adding alcohol in R134a-based

clathrate accelerates the cool storage rate and eliminates the floating clathrate

during the hydration process [14].

To increase thermal conductivity, metallic nanoparticles have also been added to

the existing heat transfer fluid. It has been reported that even a small fraction of

nanoparticles of low thermal conductivity metallic oxides can favorably increase
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the thermal conductivity of pure substances, such as water [15, 16]. Even for

organic compounds such as monoethylene glycol and paraffin fluids, copper

oxide nanoparticles can improve the thermal conductivity [17]. The addition of

pure copper nanoparticles in ethylene glycol increases the thermal conductivity by

40 % [18]. For the refrigerant hydrate, nanoparticles of copper are also studied

which shows that the heat transfer increases with the addition of nanoparticles of

copper [19].

Apart from thermal properties improvement, additives have other advantages to

enhance the performance and usability of PCMs. The melting temperature of some

refrigerant clathrates is a little higher than what is generally required for comfort,

food, or electronics cooling. It is believed that this phase change temperature can be

lowered by using additives such as salt, alcohol, and ethylene glycol to make

clathrates more suitable for cooling applications [10]. This chapter describes a

modeling study to investigate the effects of adding additives in the selected

refrigerant clathrates on the enhancement of their thermal properties. Based on

the preliminary results, the most appropriate refrigerant clathrates are proposed, and

the use of suitable additives is also evaluated and discussed.

17.2 Analysis

To assess the heat to or from a PCM, an appropriate knowledge of heat of fusion and

specific heat of both the phases is required. Predicting the behavior of phase change

systems is difficult due to its inherent nonlinear nature at moving interfaces, for

which displacement rate is controlled by the latent heat lost or absorbed at the

boundary [20]. The governing equation for heat can be written as follows:

Q ¼ mCPδTð ÞS þ mλþ mCPδTð Þl ð17:1Þ

where m is the mass of the PCM, CP is the specific heat, T is the temperature, and

λ is the heat of fusion of PCM. Subscripts s and l are for solid and liquid,

respectively.

Here, the heat to or from a PCM depends on the heat of fusion, specific heat, and

the change in temperature during sensible phase. Specific heat can be calculated by

adding the product of the mass fraction and specific heat of the pure species present

in the PCM:

CP,PCM ¼ x1CP,1 þ x2CP,2 þ x3CP,3 ð17:2Þ

where CP,i is the heat capacity of species i and x is its mass fraction.

Another important parameter is the heat of fusion which can be described for a

two-dimensional problem as [21]
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∂h
∂t
¼ ∂

∂x
β
∂hlatent
∂x

� �
� ρLλ

∂ f

∂t
ð17:3Þ

where “h” is the volumetric enthalpy, β is the thermal diffusivity, λ is the specific
latent heat of fusion, “t” is the time, ρ is the density, and “f ” is the liquid fraction

described as follows:

f ¼
0

0; 1½ �
1

8>><>>:
T < Tm

T ¼ Tm

T > Tm

solid,

mushy,

liquid:

ð17:4Þ

The thermal diffusivity β is

β ¼ k

CPρ
ð17:5Þ

where “k” is the thermal conductivity coefficient and ρ is the density.

Substituting Eq. (17.5) into Eq. (17.3) yields the enthalpy of fusion with respect

to thermal conductivity and density as follows:

∂h
∂t
¼ ∂

∂x
k

CPρ

� �
∂h
∂x

� 	
� ρLλ

∂ f

∂t
ð17:6Þ

Note that PCM in solid phase has higher density as compared to liquid phase PCM

while it is in the middle in the “mushy” region. To further simplify Eq. (17.6) to

obtain a preliminary result, it could be assumed that the heat of fusion does not

change with respect to time, hence treating it as steady state condition. With this

assumption, the equation becomes

ρLλ
∂ f

∂t
¼ k

CPρ

� �
∂2

h

∂x2
ð17:7Þ

Assuming the change is linear with respect to time for “f ” and distance for “h,”
Eq. (17.7) can be simplified to

ρLλ
Δ f

Δt
¼ k

CPρ

� �
∂2

h

∂x2
ð17:8Þ

Since it is difficult to predict the exact density during phase change, it is important

to have the density eliminated with something that tends to stay constant during

phase change. Unlike density, the mass of the material tends to stay the same so an

expression can be arrived upon without density of the PCM.

17 Evaluation of Thermal Properties of Refrigerant Clathrates with Additives 239



Since “h” is the volumetric enthalpy, substituting mass per unit volume in place

of density would yield the enthalpy value. The equation becomes

ρLλ
Δ f

Δt
¼ k

CPm

� �
∂2

H

∂x2
ð17:9Þ

where “m” is the mass and “H” is the volumetric enthalpy of fusion.

The thermal conductivity “k” for the refrigerant clathrate can be described as

follows:

k ¼ 0:4� exp
T

Tcm

� 1

� �
D1

D2

� �2

�M0:5x1x2
k2

M0:5
2

� k1

M0:5
1

� �
ð17:10Þ

where D is the dipole moment, x is the mass fraction, andM is the molar mass of the

species.

Refrigerant and water properly mix to form the clathrate and both are in liquid

phase when they are mixed. Adding solid additives, to improve thermal conductiv-

ity, will improve the thermal transport properties of the PCM. It requires a different

set of equations to predict the thermodynamic properties of the PCM with solid

additives, be it salts or nanoparticles.

The specific heat of the PCM containing solid particles can be described as [21]

ρPCMCpPCM ¼ 1� φð Þρ fCP f þ φρ pCP p ð17:11Þ

where Cpf and Cpp are the specific heats of a base fluid and nanoparticles, respec-

tively. φ is the volume fraction of nanoparticles and ρf and ρp are the densities of a
base fluid and nanoparticles, respectively. The bulk density of the PCM, ρPCM, can
be described as

ρPCM ¼ 1� φð Þρ f þ φρ p ð17:12Þ

The thermal conductivity of the PCM having solid particles is not easy to calculate

as it yields complex parameters upon which the values are based [18]. An effective

model to present the improvement in thermal conductivity of fluids with

nanoparticles is through single-phase Brownian model (SPBM) as follows [22]:

k ¼ kc 1þ RePr

4

� �
kd 1þ 2αð Þ þ 2kc½ � þ 2 Vd kd 1� αð Þ � kc½ �
kd 1þ 2αð Þ þ 2kc½ � � Vd kd 1� αð Þ � kc½ � ð17:13Þ

where the Biot number α is

α ¼ 2Rbkc=d p ð17:14Þ

240 S. Zafar et al.



and the Prandtl number Pr is

Pr ¼
ffiffiffiffiffiffiffiffi
Re

Nu2

r
ð17:15Þ

The equation yields the thermal conductivity of the fluid with nanoparticles that

incorporates the conduction contribution of the particles, particle–fluid thermal

boundary resistance, and the convection contribution. Overall, Eq. (17.13) takes

care of the localized convection due to Brownian motion as well, something that

previous models failed to address.When the additives that are not nanoscale particles

are used, the equation simplifies to only the static thermal conductivity as follows:

k ¼ kc
kd 1þ 2αð Þ þ 2kc½ � þ 2 φd kd 1� αð Þ � kc½ �
kd 1þ 2αð Þ þ 2kc½ � � φd kd 1� αð Þ � kc½ � ð17:16Þ

17.3 Results and Discussion

After the literature review, the three refrigerant candidates isolated are R141b,

R134a, and R32. Several different additives are incorporated with the refrigerant

clathrates to improve their thermal properties. Sodium chloride (NaCl) and mag-

nesium nitrate hexahydrate (Mg(NO3)2·6H2O) are added in the refrigerant clath-

rates to evaluate the change in thermal conductivity and specific heat of the newly

formed PCM. To develop PCMs with improved thermal conductivity, nanoparticles

of highly conductive materials are added. Aluminum, copper, and graphene

nanoparticles are selected as additives to study the improvement in the thermal

conductivity of the clathrate based on the before-mentioned refrigerants. The

thermal properties are determined for a variable fraction of refrigerants since

their solubility changes with change in temperature [23, 24].

17.3.1 Specific Heat

The first thermal property to be calculated is the specific heat of the clathrate using

Eq. (17.2). Specific heat capacity is the ability of the material to absorb the heat per

unit change of its own temperature. It is desired to predict the specific heat as it

helps determine the capacity of the PCM during the sensible heat storage temper-

ature. The properties used to calculate the specific heat are listed in Table 17.1.

17.3.1.1 Effect of Salts on Specific Heat

The effect of salts on the specific heat capacity of the refrigerant clathrates is

studied. It highlights the effect the salt has as an additive, on the refrigerant
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clathrate’s specific heat capacity. This section shows the overall specific heat

capacity for each refrigerant-based clathrate with the two different salts studied.

Figure 17.1 shows the specific heat of R134a, R141b, and R32 clathrates with

sodium chloride andmagnesium nitrate hexahydrate. The results are shown for 30%

refrigerant clathrate. The graph shows the variation in specific heat with respect to

water and salt mass fraction. It shows the linear increase in specific heat of sodium

chloride-based PCM as the salt mass fraction decreases. This decrease is due to the

lower specific heat of sodium chloride as compared to the clathrate. Clathrate based

on magnesium nitrate hexahydrate shows linear increase in specific heat as the salt

mass fraction increases due to its higher specific heat. The figure also shows that

R32-based clathrates have the highest specific heat, followed by R141b and then

R134a. This is simply due to the difference in their individual specific heats. It can be

seen from the graph that using magnesium nitrate hexahydrate with the refrigerant

clathrate yields significantly high specific heat at high salt mass fraction.

Table 17.1 Material and

their corresponding specific

heat capacities used in the

calculations

Material Specific heat, J/kg K

R134a 850

R141b 1,160

R32 1,370

Water 4,200

Sodium chloride 880

Magnesium nitrate hexahydrate 4,700

Aluminum 9,100

Copper 3,900

Graphene 600
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Figure 17.2 shows the change in specific heat of the PCM based on R32 refrig-

erant and salts. The variation is shown with respect to the change in salt and

refrigerant mass fractions. The specific heat of the PCM increases with the increase

in magnesium nitrate hexahydrate mass fraction and decreases with the increase in

sodium chloride mass fraction. The increase in specific heat is due to the higher

specific heat of magnesium nitrate hexahydrate whereas the decrease is due to the

lower specific heat of sodium chloride, compared to the R32-based clathrate.

The specific heat decreases with the increase in refrigerant mass fraction since the

refrigerant has lower specific heat compared to water. Using sodium chloride as

additive lowers the specific heat of the clathrate. As a TES material during sensible

temperature period, sodium chloride would be a bad choice. Using magnesium

nitrate hexahydrate would turn out to be a feasible choice as a sensible TESmaterial.

Adding salts in clathrate can improve the latent heat and vary the phase change

temperature. These changes can only be observed by conducting the experiments.

Figure 17.3 shows the change in specific heat of the PCM based on R134a

refrigerant and salts. The variation is shown with respect to the change in salt and

refrigerant mass fractions. Similar to the other refrigerant-based PCMs, the specific

heat increases with the increase in magnesium nitrate hexahydrate mass fraction

and decreases with the increase in sodium chloride mass fraction. The specific heat

decreases with the increase in refrigerant mass fraction since the refrigerant R134a

has lower specific heat compared to water. Even for R134a-based PCMs, using

magnesium nitrate hexahydrate would produce the PCM with better specific heat

property as compared to sodium chloride.

Figure 17.4 shows the change in specific heat of the PCMbased onR141b refrigerant

and salts. The variation is shown with respect to the change in salt and refrigerant mass

fractions. The specific heat trend is found to be the same as with the PCMs based
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on R134a and R32. The specific heat increases with the increase in magnesium

nitrate hexahydrate mass fraction and decreases with the increase in sodium

chloride mass fraction. Once again, using magnesium nitrate hexahydrate would pro-

duce the PCM with better specific heat property as compared to sodium chloride.
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17.3.1.2 Effect of Nanoparticles on Specific Heat

The effect of nanoparticles on the specific heat capacity of the refrigerant clathrates

is also studied. This section presents the impact of each nanoparticle material on the

refrigerant clathrate’s specific heat. It also shows how much of an improvement can

be achieved by using nanoparticles over salts.

Figure 17.5 shows the change in specific heat of the PCM based on studied

refrigerants and nanoparticles. The variation is shown with respect to the change in

water and nanoparticle mass fraction with 30 % refrigerant by mass. For PCM with

graphene and copper nanoparticles, the specific heat decreases with the increase in

nanoparticles’ mass fraction. This trend is due to low specific heat of graphene and

copper, compared to any of the studied refrigerant-based clathrates. For copper-

based PCM, the decrease is not as steep as for graphene. PCM with aluminum

nanoparticles, however, shows an increase in specific heat with the increase in mass

fraction of aluminum. Among the refrigerants, R32 has the highest specific heat,

followed by R141b and then R134a. The graph shows that PCM based on R32 with

aluminum nanoparticles would serve effectively as a heat storage medium during

sensible temperature region.

Figure 17.6 shows the change in specific heat of the PCM based on R32 and

nanoparticles. The variation is shown with respect to the change in refrigerant

percent mass fraction and nanoparticle mass fraction. As the nanoparticle mass

fraction increases, the specific heat decreases for graphene and copper. For alumi-

num, the specific heat linearly increases. The specific heat is found to be higher

when the refrigerant mass fraction is low. This is due to higher specific heat of water

compared to R32. It can be seen from the graph presented in Fig. 17.6 that at low

mass fraction of nanoparticles, refrigerant mass fraction has greater effect on the
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specific heat as compared to the nanoparticles’ mass fraction. Figure 17.6 shows

that aluminum with low R32 mass fraction appears to have the highest specific heat

which increases with increase in nanoparticle mass fraction.

Figure 17.7 shows the change in specific heat of the PCM based on R134a and

nanoparticles. The variation is shown with respect to the change in refrigerant

percent mass fraction and nanoparticle mass fraction. As the nanoparticle mass

fraction increases, the specific heat decreases for graphene and copper. For alumi-

num, the specific heat linearly increases with the increase in its mass fraction. The
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specific heat is again found to be higher when the refrigerant mass fraction is low

due to higher specific heat of water compared to R134a. For low mass fraction of

nanoparticles, the refrigerant mass fraction has greater effect on the specific heat as

compared to the nanoparticles’ mass fraction. Figure 17.7 shows that aluminum

with low R134a mass fraction appears to have the highest specific heat which

increases with increase in the nanoparticle mass fraction.

Figure 17.8 shows the change in specific heat of the PCM based on R141b and

nanoparticles. The variation is shown with respect to the change in refrigerant

percent mass fraction and nanoparticle mass fraction. The trend is found to be

similar as with the R32- and R134a-based PCMs. As the nanoparticle mass fraction

increases, the specific heat decreases for graphene and copper while for aluminum,

the specific heat linearly increases. The specific heat is again found to be higher

when the refrigerant mass fraction is low due to higher specific heat of water

compared to R141b. Aluminum with low R141b mass fraction appears to have the

highest specific heat which increases with increase in nanoparticle mass fraction.

17.3.2 Thermal Conductivity

Using Eq. (17.10), the thermal conductivity of the refrigerant clathrates is calculated.

The solubility of the refrigerant in water changes with operating temperature; hence

the thermal conductivity is determined for a variety of mass fractions over a range of

operating temperatures. Properties used to calculate the thermal conductivity of the

clathrate as taken from the literature sources [25–27] are listed in Table 17.2.

Figure 17.9 shows the change in thermal conductivity as the refrigerant mass

fraction changes for R134a, R32, and R141b refrigerants. The thermal conductivity
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trend shown in Fig. 17.9 is for pure clathrate without any additive or nanoparticles.

At low refrigerant mass fraction, the thermal conductivity does not vary much for

the studied refrigerants. However, for high refrigerant mass fractions, distinct

thermal conductivity starts to appear. Thermal conductivity for R141b-based clath-

rate is the lowest, followed by R134a. R32-based clathrate is found to have the

highest thermal conductivity. This trend matches with the pure thermal conductiv-

ity of the discussed refrigerants. Graph in Fig. 17.9 also shows that the thermal

conductivity linearly decreases as the mass fraction of R141b increases. Thermal

conductivity for R134a-based clathrate also decreases as the mass fraction of

R141b increases but the values are higher than R141b. For R32-based clathrate,

the thermal conductivity increases and appears to stabilize near 30 % mass fraction

of refrigerant. The parameters used to determine the thermal conductivities of the

PCM are listed in Table 17.3.

Table 17.2 Parameters used to calculate the thermal conductivity of the refrigerant clathrates

Water R134a R141b R32

Critical temperature,

Tc (K)
647 374 477 351

Thermal conductivity,

k (W/m K)

0.58 0.092 0.093 0.155

Dipole moment, D 6.2 E�30 C m 4.85 E�30 C m 6.66 E�30 C m 2.8 E�30 C m

Molar mass, M (mol/g) 18 102 117 52
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17.3.2.1 Effect of Nanoparticles on Thermal Conductivity

The effect of nanoparticles, as additives, on thermal conductivity of the refrigerant

clathrate is to be evaluated. The thermal conductivity improvement is important to

establish as it helps select the most appropriate additive. The improvement in

thermal conductivity results in reduced charging time and greater heat transfer

rate during discharge. Using Eq. (17.13), the thermal conductivity of the PCM

containing refrigerant clathrate with nanoparticles is calculated.

Figure 17.10 shows the variation in thermal conductivity of the PCM with

different refrigerants and aluminum nanoparticles. The thermal conductivity is

studied over a range of nanoparticle volume fraction. The figure shows the expo-

nentially increasing trend in thermal conductivity of the PCM containing aluminum

nanoparticles. The graph also shows that R32-based PCM produces the highest

thermal conductivity due to the high thermal conductivity of the refrigerant. R141b-

based PCM yields the lowest thermal conductivity.

Figure 17.11 shows the variation in thermal conductivity of the PCM with

copper nanoparticles and different refrigerants. The thermal conductivity is studied

over a range of nanoparticle volume fraction. It also shows the exponentially

increasing trend in thermal conductivity of the PCM containing copper

nanoparticles. The graph also shows that R32-based PCM produces the highest

thermal conductivity due to the high thermal conductivity of the refrigerant. R141b-

based PCM yields the lowest thermal conductivity.

Figure 17.12 shows the variation in thermal conductivity of the PCM with

copper nanoparticles and different refrigerants. The thermal conductivity is studied

over a range of nanoparticle volume fraction. The graph shows the exponentially

increasing trend in thermal conductivity of the PCM containing copper

nanoparticles. The graph also shows that R32-based PCM produces the highest

thermal conductivity due to the high thermal conductivity of the refrigerant. R141b-

based PCM yields the lowest thermal conductivity.

Figure 17.13 shows the improvement in thermal conductivity after using the

selected nanoparticles for different refrigerant mass fractions. The graph also shows

Table 17.3 Parameters and their corresponding values used to calculate the thermal conductiv-

ities of the PCM

Parameter Value

Thermal interface resistance—Rb 98 E�10 K m2/W

Nanoparticle diameter—dp 10 nm

Reynolds’ number—Re 0.029

Nusselt number 1

Thermal conductivity—aluminum 210 W/m K

Thermal conductivity—copper 410 W/m K

Thermal conductivity—graphene 3,000 W/m K

Thermal conductivity—sodium chloride 6.5 W/m K

Thermal conductivity—magnesium nitrate hexahydrate 0.7 W/m K
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the baseline thermal conductivity of R141b-based clathrate. The graph shows that the

inclusion of nanoparticles improves the thermal conductivity of the PCM. Graphene

improves the thermal conductivity the most, followed by copper and then aluminum.

Although the thermal conductivity difference in pure species of nanoparticle is

significant, their use as additives in refrigerant clathrate does not yield a significant

increase in the thermal conductivity. For R141b clathrates, the difference in thermal
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conductivities is not large for different refrigerantmass fractions while low refrigerant

mass fraction yields slightly higher thermal conductivity. The reason for improved

thermal conductivity with small refrigerant fraction is the low thermal conductivity of

R141b refrigerant.

Figure 17.14 shows the variation in thermal conductivity for PCM with alumi-

num, copper, and graphene nanoparticles for different refrigerant mass fractions.

The graph also shows the baseline thermal conductivity of R32-based clathrate. The

graph shows that the inclusion of nanoparticles improves the thermal conductivity

of the PCM in which graphene improves the thermal conductivity the most,

followed by copper and then aluminum. Although the thermal conductivity differ-

ence in pure species of nanoparticle is significant, their use as additives in refrig-

erant clathrate does not yield a significant increase in the thermal conductivity. For

R32 clathrates, high refrigerant mass fraction yields slightly higher thermal con-

ductivity for the PCM due to high thermal conductivity of R32 refrigerant.
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Fig. 17.13 Thermal conductivity comparison for different nanoparticles in R141b-based clathrate

0

0.5

1

1.5

2

2.5

0 0.1 0.2 0.3 0.4

Th
er

m
al

 C
on

du
ct

iv
ity

  W
/m

 K

Volume Fraction of Nanoparticles

1 % R134a clathrate with
Graphene- Thermal Conductivity
Improvement

0.4 % R141b clathrate with
Graphene- Thermal Conductivity
Improvement

1 % R32 clathrate with Graphene-
Thermal Conductivity
Improvement

25 % R134a clathrate with
Graphene- Thermal Conductivity
Improvement

25 % R141b clathrate with
Graphene- Thermal Conductivity
Improvement

25 % R32 clathrate with
Graphene- Thermal Conductivity
Improvement

Fig. 17.12 Thermal conductivity of refrigerant clathrate with graphene nanoparticles

17 Evaluation of Thermal Properties of Refrigerant Clathrates with Additives 251



Figure 17.15 shows the improvement in thermal conductivity after using the

selected nanoparticles for different refrigerant mass fractions. The graph also shows

the baseline thermal conductivity of R134a-based clathrate. The graph shows that

the inclusion of nanoparticles in R134a-based clathrate improves the thermal

conductivity of the PCM. Graphene improves the thermal conductivity the most,

followed by copper and then aluminum. For R134a-based PCM, low refrigerant

mass fraction yields slightly higher thermal conductivity. The reason for improved

thermal conductivity with small refrigerant fraction is the low thermal conductivity

of R134a refrigerant.

17.3.2.2 Effect of Salts on Thermal Conductivity

The effect of salts, as additives, on thermal conductivity is to be determined. The

prediction of thermal conductivity for clathrates with salts is slightly different. For

salt particles, the Brownian thermal conductivity part does not exist; hence the
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equation does not incorporate that component. Using Eq. (17.16), the thermal

conductivity of the PCM containing refrigerant clathrate with salts is calculated.

Figure 17.16 shows the thermal conductivity of R134a clathrate with salt

additives against a wide range of salt volume fractions. The salts studied are sodium

chloride and magnesium nitrate hexahydrate. Thermal conductivity of both the

studied salts is higher; hence they both improved the thermal conductivity of the

formed PCM. However, sodium chloride improved the thermal conductivity sig-

nificantly more than magnesium nitrate hexahydrate. The thermal conductivity

increases with the increase in volume fraction of salts.

Figure 17.17 shows the thermal conductivity of R141b clathrate with salt

additives against a wide range of salt volume fractions. The salts studied are sodium

chloride and magnesium nitrate hexahydrate. Thermal conductivity of both the

studied salts is higher; hence they both improved the thermal conductivity of the

formed PCM. However, sodium chloride improved the thermal conductivity sig-

nificantly more than magnesium nitrate hexahydrate. The thermal conductivity rises

with an increase in volume fraction of salts.

Figure 17.18 shows the thermal conductivity of R32 clathrate with salt additives

against a wide range of salt volume fractions. The salts studied are sodium chloride

and magnesium nitrate hexahydrate. Thermal conductivity of both the studied salts

is higher; hence they both improved the thermal conductivity of the formed PCM.

However, sodium chloride improved the thermal conductivity significantly more

than magnesium nitrate hexahydrate. The thermal conductivity increases with the

increase in volume fraction of salts.

Figure 17.19 shows the change in thermal conductivity with respect to the

change in salt volume fraction. It shows that sodium chloride with R32 refrigerant
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has the highest thermal conductivity. The lowest thermal conductivity is with

R141b and magnesium nitrate hexahydrate. Thermal conductivity with sodium

chloride linearly increases with the increase in salt volume fraction. For magnesium

nitrate hexahydrate, the thermal conductivity remains almost constant.
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17.4 Conclusions

This chapter looks at the possible candidates to be used as additives to improve the

thermal properties of refrigerant-based clathrates. It also presents a model study to

predict the thermal conductivities and specific heat capacities of the refrigerant

clathrates with the possible additives. A theoretical model is presented in the

chapter to determine the thermal conductivity and specific heat capacity. Thermal

conductivity prediction is found to be based on empirical equations which vary for

salts and nanoparticles. A parametric study is conducted to investigate the effect of

mass fraction of refrigerant, salts, and nanoparticles on the specific heat capacity of

the PCM. The parametric study for thermal conductivity is also conducted to see the

impact of change in volume fraction of additives and mass fraction of refrigerants.

Among the refrigerant clathrates at 25 % refrigerant by mass, R32-based clath-

rates have been found to have the highest thermal conductivity which is 0.675 W/

m K, followed by R134a at 0.59 W/m K and then R141b at 0.51 W/m K. With the

addition of nanoparticles, the thermal conductivities of R32 clathrate improved to

2.14, 2.13, and 2.12 W/m K for graphene, copper and aluminum respectively. A

similar trend is found with R134a- and R141b-based clathrates when nanoparticles

are added but the thermal conductivities are lower than that of R32-based PCM.

Although the difference in thermal conductivities of pure species of nanoparticles is

significant, the predicted model does not show the same difference when used as

additive. For salt additives, sodium chloride yielded a thermal conductivity of

1.35 W/m K while magnesium nitrate hexahydrate yielded 0.68 W/m K. The

other thermal property that is analyzed is the specific heat capacity. R32 again

has the best specific heat capacity followed by R141b and then R134a. Among salts,
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sodium chloride improved the specific heat capacity while magnesium nitrate

hexahydrate lowered the specific heat of the PCM. Among nanoparticles, aluminum

has the best specific heat followed by graphene and then copper. It can be safely

concluded that adding metal refrigerants improve the thermal conductivity of

refrigerant clathrates. The improvement in specific heat, however, depends solely

on the specific heat capacity of the pure species.
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Chapter 18

Refrigeration System Optimization
for Drinking Water Production Through
Atmospheric Air Dehumidification

Marco Bortolini, Mauro Gamberi, Alessandro Graziani,
and Francesco Pilati

Abstract Drinking water availability is one of the emerging challenges of the

twenty-first century. Different technologies are investigated as possible sources of

water for the arid regions. Atmospheric water vapor processing is a developing

approach whose aim is to cool air to condensate the water present in the atmo-

spheric moisture. Air dehumidification allows obtaining pure drinking water for

geographical regions far from sea, rivers, and lakes.

This chapter presents the optimization of a refrigeration system for drinking

water production through atmospheric air dehumidification. The system uses a fan

to force the air through a heat exchanger, in which it is cooled. The water vapor

condensates on the cooled heat exchanger surfaces and it is collected by gravity in

a tank.

The system’s aim is to condensate the maximum water quantity achievable for

every atmospheric air condition, represented by temperature, humidity, and pres-

sure. Thus, a mathematical model is defined to determine the optimal atmospheric

air flow that maximizes the condensed water production for every atmospheric air

condition. Furthermore, to consider the atmospheric condition hourly profiles of the

refrigeration system installation site, three air flow control strategies are proposed:

hourly, monthly, and yearly. An experimental campaign is set up to validate the

model. Experimental test results show that it accurately predicts the drinking water

production (gap between �5.6 and +4.1 %). Finally, the case study of a refriger-

ation system installed in Dubai, United Arab Emirates, is presented to assess and

compare the proposed three air flow control strategies.
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Keywords Drinking water production • Atmospheric water vapor processing •

Refrigeration system • Air flow optimization • Experimental campaign

Nomenclature

Latin Letters

AP Inflow pipe section, m2

c Specific heat, J/kg�C
f Conversion factor

F Bypass factor

M Mass, g

m Molar mass, g/mol

n Moles number, mol

P Pressure, mbar

Q Heat, W

_q Condensed water flow, L/h

R Universal gas constant, J/K mol

r Evaporation latent heat, kJ/kg

RP Refrigeration power, W

S Air flow speed, m/s

T Temperature, �C
V Air and water vapor mixture volume

_v Volumetric air flow, m3/h

Greek Letters

ρ Density, kg/m3

ω Absolute humidity, gH2O
=kgdry air

Subscripts

a Atmospheric state

air Air

c Post-evaporator state

e Heat exchanger exit state

H2O Water

l Latent

s Sensible
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Superscripts

h Hour

i Month

* Best value achievable

min Minimum value admitted

tot Total value

y Year

Δ Increment

0 Initial value

18.1 Introduction and Literature Review

The United Nations define the improvement of drinking water access as one of the

Millennium Development Goals. Nowadays, about 768 million people around the

world have no access to any source of drinking water [1], and by 2025 the number

of people that will live in water-stressed countries is expected to rise up to three

billion [2]. North Africa and the Middle East, in particular, have to face with severe

water shortage. Fifteen percent of their population has no access to any source of

clean and fresh safe water [3].

Several technologies, decentralized small-scale plants, are designed to produce

drinking water in arid regions [4] as presented in the following list:

• Rainwater harvesting is the technique adopted to collect rainwater from rooftops

or land surfaces and store it in natural or artificial reservoirs [5].

• Desalination removes salt and other minerals from saline water to produce

drinking water [6]. Two are the processes traditionally exploited. Evaporation

distils seawater using a heat source, whereas membrane process separates the

drinking water from a saline concentrate [7].

• Atmospheric water vapor processing (AWVP) is the technique to extract water

molecules from the atmospheric moisture, exploiting the water phase change

from vapor to liquid [8]. Compared to the aforementioned technologies, AWVP

represents a significant opportunity to produce drinking water even in regions far

from natural water basins or affected by sporadic rainfalls [9]. The water

contained in the earth atmospheric moisture is over 12.9 billion cubic meter

[10, 11].

Considering AWVP, three are the processes traditionally adopted to produce

drinking water from the atmospheric moisture:

• Atmospheric vapor concentration uses desiccants to extract water from air by

means of vapor pressure reduction that determines a flow of water molecules

toward the desiccant surface [12]. The desiccants are classified in absorbents and

adsorbents [13]. The former change chemically or physically during the water

molecule absorption, and the latter do not [14].
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• Atmospheric controlled convection purpose is to induce air currents in tall tower

structures from high altitude where the condensation occurs [15].

• Atmospheric moisture condensation forces an air flow to pass through surfaces

cooled by a refrigeration system. The air temperature reduction below the dew

point determines the atmospheric moisture condensation. Thus, the produced

water is collected in tanks, and it is sterilized using ultraviolet irradiation to kill

the microorganisms. Finally, the required minerals are added to obtain drinking

water.

Several authors investigate the relation between the water production and the

atmospheric air conditions, namely, temperature, pressure, and relative or absolute

humidity, for atmospheric moisture condensation processes. Milani et al. [16]

propose a relation between the atmospheric air conditions at the entrance of their

thermoelectric cooler and the amount of condensable water. Scrivani and Bardi [17]

evaluate the quantity of drinking water that can be obtained by a solar-powered

system in Morocco, Jordan, and Lebanon. Nevertheless, both these authors do not

investigate how the refrigeration system operating parameters affect the water

production. Carrington and Liu [18] and Khalil [19] suggest that the air flow

value significantly affects the condensed water quantity. Jradi et al. [20] investigate

the relation between the air flow and the water production for a thermoelectric

system installed in Lebanon. Habeebullah [21] estimates the condensed water

quantity for different air flows for a refrigeration system installed in Saudi Arabia.

However, the optimal air flow value suggested by both the authors is constant

during the operating period. Thus, it does not consider the atmospheric air condition

variations during the daily hours and the months.

This chapter proposes a mathematical model to determine the optimal air flow

feeding a refrigeration system for AWVP that maximizes the condensed water

production considering the atmospheric air conditions, namely, temperature, pres-

sure, and relative or absolute humidity. Furthermore, to consider the atmospheric

condition hourly profiles of the refrigeration system installation site, three air flow

control strategies are presented: hourly, monthly, and yearly. The mathematical

model is validated through an experimental campaign adopting a refrigeration

system to produce drinking water and able to simulate different atmospheric air

conditions. The validated model is used by the proposed control strategies to

evaluate the water production of a refrigeration system installed in Dubai, United

Arab Emirates. The three control strategies are compared to determine the most

effective one.

According to the introduced topic and purposes, the remainder of this chapter is

organized as follows: Sect. 18.2 proposes the AWVP mathematical model. Sec-

tion 18.3 introduces the atmospheric air flow control strategies, while Sect. 18.4

presents the experimental campaign to validate the mathematical model, together

with the refrigeration system and the test procedure. Section 18.5 illustrates the

experimental campaign results and the optimal air flows determined by the AWVP

model. Section 18.6 evaluates and compares the proposed air flow control strategies

through the introduced case study. Finally, Sect. 18.7 presents the chapter conclu-

sions and suggests further research opportunities.
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18.2 AWVP Mathematical Model

The process to produce drinking water by means of atmospheric moisture conden-

sation is described in this section, together with its mathematical formulation.

A volumetric flow _va of air at atmospheric conditions defined by temperature, Ta;
pressure, Pa; and absolute humidity, ωa (or relative humidity, φa), is forced by a fan

to pass through a cooled heat exchanger. The system refrigeration power, RP, is
used to remove the sensible, Qs, and the latent, Ql, heat from the air flow Eq. (18.1).

RP ¼ Qs þ Ql ð18:1Þ

Qs represents the refrigeration power component required to lower the air temper-

ature from atmospheric conditions Ta to post-condensation one Tc Eq. (18.2),

whereas Ql accounts for the refrigeration power necessary for air dehumidification

from ωa to ωc absolute humidity Eq. (18.3) and the related condensed water

production _qc Eq. (18.4).

Qs ¼ _va � ρair � cair � Ta � Tcð Þ ð18:2Þ
Ql ¼ _va � ρair � rH2O � ωa � ωcð Þ ð18:3Þ

_qc ¼ _va � ρair � ωa � ωcð Þ ð18:4Þ

The air at post-condensation state is in saturation condition. The relation between

the temperature Tc and the absolute humidity ωc of air in post-condensation state is

determined exploiting Buck experimental equation [22]. Buck experimental

Eq. (18.5), water vapor and dry air equation of state Eqs. (18.6) and (18.7), and

Dalton’s law Eq. (18.8) are necessary to determine the aforementioned relation:

PH2O ¼ x � 1þ Aþ B � Pað Þ � e y�Tc
zþTc ¼ D � e y�Tc

zþTc ð18:5Þ

PH2O � V ¼ nH2O � R � Tc ¼ nH2O �
mH2O

mH2O

� R � Tc ¼ MH2O

mH2O

� R � Tc ð18:6Þ

Pair � V ¼ nair � R � Tc ¼ nair � mair

mair

� R � Tc ¼ Mair

mair

� R � Tc ð18:7Þ

Pa ¼ PH2O þ Pair ð18:8Þ

Equations (18.6) and (18.7) are used to determine ωc as a function of Pa and Tc
Eq. (18.9). Combining Eq. (18.9) with Eq. (18.5) Tc is expressed as a function of ωc

and Pa Eq. (18.10). Furthermore, Eqs. (18.5)–(18.8) enable to determine the

atmospheric air flow density ρair as a function of the atmospheric air conditions

Eq. (18.11).
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ωc ¼ MH2O

Mair

� f ¼ mH2O

mair

� PH2O

Pa � PH2O

� f ¼ mH2O

mair

� D � e y�Tc
zþTc

Pa � D � e y�Tc
zþTc
� f ð18:9Þ

Tc ¼
z � ln

ωc
f �

mair
mH2O

�Pa

1þωc
f �

mair
mH2O

� �
�D

24 35
y� ln

ωc
f �

mair
mH2O

�Pa

1þωc
f �

mair
mH2O

� �
�D

24 35 ð18:10Þ

ρair ¼
Pa � φa � D � e

y�Ta
zþTa

R
mair
� Ta

ð18:11Þ

Combining Eqs. (18.1)–(18.4) and (18.10), (18.12) represents the relation between

the air flow _va and the post-condensation absolute humidity ωc considering the

system refrigeration power and the atmospheric air conditions. Equation 18.4 is

rearranged to define ωc as a function of _va, _qc, and the atmospheric air conditions

Eq. (18.13). Equation (18.14) is defined using Eq. (18.13) to substitute ωc in

Eq. (18.12). It represents the relation between the air flow _va and the condensed

water quantity _qc for a refrigeration system of refrigeration power RP operating at

atmospheric air conditions Ta, Pa, and ωa (or φa). Equation 18.15, similarly, relates

the post-condensation air temperature Tc to the atmospheric air inflow _va.

RP ¼ _va � ρair � cair � Ta �
z � In

ωc
f �

mair
mH2O

�Pa

1þωc
f �

mair
mH2O

� �
�D

24 35
y� In

ωc
f �

mair
mH2O

�Pa

1þωc
f �

mair
mH2O

� �
�D

24 35

8>>>>>><>>>>>>:

9>>>>>>=>>>>>>;
þ rH2O � _qc ð18:12Þ

ωc ¼ ωa � _qc
ρair � _va

ð18:13Þ

RP ¼ _va � ρair � cair � Ta �
z � In

ωa� _qc
ρair � _va

� �
� mair
f �mH2O

�Pa

1þ ωa� _qc
ρair � _va

� �
� mair
f �mH2O

� �
�D

24 35
y� In

ωa� _qc
ρair � _va

� �
� mair
f �mH2O

�Pa

1þ ωa� _qc
ρair � _va

� �
� mair
f �mH2O

� �
�D

24 35

8>>>>>>><>>>>>>>:

9>>>>>>>=>>>>>>>;
þ rH2O � _qc

ð18:14Þ

RP ¼ _va � ρair � cair � Ta � Tcð Þ þ rH2O � ωa � mH2O

mair

� D � e y�Tc
zþTc

Pa � D � e y�Tc
zþTc
� f

 !" #
ð18:15Þ
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Equation (18.14) enables to determine the optimal air flow that maximizes the

condensed water production for every atmospheric air condition and system refrig-

eration power. Equation (18.15) estimates the air temperature at post-condensation

state for the optimal air flow. Both Eqs. (18.14) and (18.15) are nonlinear; thus, an

iterative procedure is required to solve them.

Figures 18.1 and 18.2 represent the trend of Eq. (18.14) for two sets of refrig-

eration power and atmospheric conditions distinguished by different humidity

values, only. Equation (18.14) trend is distinguished by three areas: overcooling,

insufficient refrigeration, and feasible system configuration. Low _va do not represent
a feasible refrigeration system configuration. As determined by Eq. (18.15), the

overcooling refrigeration condensates the atmospheric moisture, but it determines

frost formation at the heat exchanger due to Tc almost equal or lower than 0 �C.
High _va are distinguished by insufficient refrigeration. RP is not enough to start the

dehumidification process. The heat removed by the air flow does not reduce the

atmospheric air temperature below the dew point. Thus, Ql is equal to 0 and no
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water is produced. Finally, the optimal _va distinguished by the maximum _qc is

selected among the feasible system configurations. For high relative humidity

values, as shown in Fig. 18.1, the optimal _va is not limited by the overcooling

constraint. On the contrary, for low relative humidity, as shown in Fig. 18.2, _va
lower than the optimal value would increase the water production, but it does not

represent a feasible system configuration.

Section 18.3 uses Eqs. (18.14) and (18.15) to define three air flow control

strategies considering the atmospheric condition hourly profiles of a generic refrig-

eration system installation site. The definitions of the variables and the parameters

of the equations proposed in this section are presented in the Nomenclature,

whereas the values of the parameters are listed in the Appendix.

18.3 Air Flow Control Strategies

The refrigeration system installation site’s most relevant features are the tempera-

ture, pressure, and absolute (or relative) humidity hourly profiles. Each month (i) is

distinguished by the average temperature Th;ia , pressure Ph;i
a , and humidity ωh;i

a

(or φh;i
a ) hourly (h) values. The refrigeration system processes the atmospheric air

continuously, 24 h/day. This section proposes three air flow control strategies:

hourly, monthly, and yearly.

The hourly control strategy determines the hourly optimal air flow _vh, i, opta for

each hour and month considering the corresponding values of temperature, pres-

sure, and humidity to determine the best hourly water production _qh, i,*c . To

determine _vh, i, opta Eqs. (18.14) and (18.15) are used. The calculation of the optimal

air flow for each hour and month ensures the maximum drinking water production

achievable. However, this strategy requires a real-time acquisition of the atmo-

spheric air conditions and an accurate control for the air flow fine regulation.

To overcome such disadvantages, the algorithm proposed in Fig. 18.3 presents

the air flow optimization for the monthly control strategy. The purpose of this

strategy is to determine the optimal air flow _vi, opta for each month i, constant over the

daily hours, that determines the best monthly water production _qi,*c . Thus, no real-

time atmospheric condition acquisition is required, and the air flow can be manually

set once a month. Considering the month i, the aforementioned algorithm initializes

the air flow value _v i
a with _v0a and uses Eqs. (18.14) and (18.15) to calculate the

condensed water production _qh, ic and the post-condensation temperature Th;ic for each

daily hour h. If the minimum post-condensation temperature constraint is satisfied

for each hour, the monthly water production _qi, totc is determined. This is compared to

the maximum one achieved by the previous algorithm iterations _qi,*c . If _qi, totc is

greater than _qi,*c , _v i
a is considered the new air flow optimal value _vi, opta . _v i

a is increased

by Δ _va and the algorithm iterates the aforementioned steps, while _qi, totc is greater

than zero. Monthly control strategy requires to evaluate each feasible _v i
a value from
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_v0a to the one distinguished by no water production to determine the monthly

optimal air flow _vi, opta and the related monthly best water production _qi,*c .

The third air flow control strategy is the yearly one. It defines the yearly optimal

air flow _vy, opta , constant over the daily hours and the months, that determines the best

yearly water production _qy,*
c . Compared to the previous control strategies, the yearly

Input
, , , 

Output
, 

Calculate using Eq. 14
Calculate using Eq. 15

True False

TrueFalse

True

False

Fig. 18.3 Air flow optimization algorithm for monthly control strategy
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one does not require any atmospheric air condition acquisition and air flow control

over the hours and the months. The air flow is univocally set at the refrigeration

system installation. The algorithm presented in Fig. 18.3 can be used to determine the

yearly optimal air flow _vy, opta and the yearly best water production _qy,*
c .

Equations (18.14) and (18.15) have to calculate the condensed water production

_qh, ic and the post-condensation temperature Th;ic for each daily hour h and month i.
Thus, the minimum post-condensation temperature constraint has to be satisfied for

each hour and month, to determine the yearly water production _qy, tot
c . This is equal

to the sum over i of the monthly water production _qi, totc . The further algorithm steps

do not require any correction. Thus, the yearly optimal air flow _vy, opta and the yearly

best water production _qy,*
c are determined.

Table 18.1 summarizes the three air flow control strategy features.

Section 18.4 presents the experimental campaign used to validate the AWVP

mathematical model, together with the refrigeration system and the test procedure

adopted.

18.4 Experimental Campaign

This section presents the experimental campaign focused on the validation of the

AWVP mathematical model. Three are the experimental campaign-relevant fea-

tures: the refrigeration system used for water condensation, the control system for

input and output signal processing, and the test procedure. They are presented in the

following.

Table 18.1 Air flow control strategy features

Hourly Monthly Yearly

Air flow value Hourly optimal Monthly optimal Yearly optimal

Post-condensation
temperature
constraint

For the considered

hour

For each hour of the

month

For each hour and

month of the year

Purpose Determine the best

hourly water

production

Determine the best

monthly water

production

Determine the best

yearly water

production

Advantages Maximum water pro-

duction achievable

• No real-time atmo-

spheric condition

acquisition

• No real-time atmo-

spheric condition

acquisition

• Air flow manually set

once a month

• Air flow set at sys-

tem installation

Disadvantages • Real-time atmo-

spheric condition

acquisition

Small water produc-

tion reduction

Huge water produc-

tion reduction

• Air flow accurate

regulation
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18.4.1 Refrigeration System

A thermoelectric refrigeration system is designed and crafted for the experimental

campaign. A centrifugal fan forces the air flow to pass through a plastic pipe of

section AP where the air temperature and relative humidity are set to the simulated

atmospheric conditions using a heater and a humidifier. Thus, the air flow passes

through a vertical heat exchanger cooled by 20 thermoelectric packs mounted on

two opposite sides of the heat exchanger. A thermoelectric pack is made of a couple

of thermoelectric cells connected to a fan-cooled heat sink. The heat exchanger is

thermally insulated through polyurethane films. The condensed water is collected

by a funnel and stored in a bottle to avoid water evaporation. Figure 18.4a repre-

sents the refrigeration system diagram, while Fig. 18.4b is a picture of it. The

refrigeration system component characteristics are listed in Table 18.2.

HeaterCentrifugal fan
Humidifier

Air flow

Heat exchanger

Thermoelectric pack

Condensed water

Digital scale

,

,

Input/Output 
signal processing

a b

Fig. 18.4 (a) Refrigeration system diagram. (b) Refrigeration system picture

Table 18.2 Refrigeration system component characteristics

Component Characteristics

Inflow pipe Length 154 cm, circular section of 298.6 cm2

Heater Resistor, maximum thermal load 700 W

Humidifier Ultrasonic humidifier, maximum vaporization capacity 1.2 L/h

Centrifugal fan Power requirement 105 W, maximum air flow 320 m3/h

Heat exchanger Height 146 cm, section 160� 160 mm

Thermoelectric

cell

Area 40� 40 mm. Specifications for 25 �C hot face temperature: maximum

absorbable heat 72.0 W, maximum input current 8.5 A, maximum voltage

15.4 V, maximum temperature difference 65 �C
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18.4.2 Control System

The validation of the AWVP mathematical model presented in Sect. 18.2 requires

to simulate a particular set of atmospheric air conditions at the heat exchanger

entrance. The air temperature Ta is measured by means of a PT100 resistance

temperature detector with 
0.3 �C accuracy, while the relative humidity φa is

measured using a capacitive humidity sensor with 
2 % accuracy. A real-time

proportional-integral (PI) closed-loop controller uses these data to regulate the

heater and the humidifier to set the temperature and humidity values. The air

temperature Te and relative humidity φe at the exit of the heat exchanger are

measured by means of identical resistance temperature detector and capacitive

humidity sensors. The air flow is regulated by the centrifugal fan, and its speed

S is measured using an anemometer with 
0.1 m/s accuracy, while the condensed

water quantity is weighted by a digital scale with
1 g accuracy. The acquisition of
the sensor signals, the data processing, and the PI controller are provided with a

customized and easy-use real-time interface developed in the LabVIEW™
integrated development environment. Figure 18.5 shows the front panel of the

monitoring and control tool.

18.4.3 Test Procedure

The aim of the experimental campaign is to measure the condensed water quantity

and the post-condensation air temperature for several air flow values simulating a

particular set of atmospheric air conditions. The following test procedures are used

for this purpose:

• Air flow speed regulation to the required value

• Setup of the simulation atmospheric air conditions

• Condensed water quantity measurement at interval of 10 min

• Measurement of air conditions at heat exchanger exit

• Evaluation of air conditions in post-condensation state and bypass factor

Air conditions at the heat exchanger exit (Te, φe) differ with the post-

condensation values (Tc, φc). Part of the air flow is not affected by the heat

exchange. Thus, its temperature and humidity do not vary. This percentage is

defined bypass factor F. Most of the air flow 1� Fð Þ is distinguished by post-

condensation conditions equal to Tc, φc. The air conditions measured at the heat

exchanger exit Te, φe are determined by the aforementioned air flow mix.

Considering that φc ¼ 100%, Tc can be evaluated through the measurement of

Ta, φa, Te, φe. The temperature and humidity values of air at atmospheric, heat

exchanger exit, and post-condensation conditions enable the bypass factor

F evaluation:
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Fig. 18.5 Real-time monitoring and control tool
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• Evaluation of the air flow through the following Eq. (18.16):

_va ¼ S � A � 1� Fð Þ ð18:16Þ

• Evaluation of the refrigeration power using Eqs. (18.1)–(18.3) and (18.11).

18.5 AWVP Model Validation

The validation of the AWVP mathematical model through the experimental

campaign is presented in this section. Six different air flow values are tested by the

refrigeration system: 57, 73, 88, 100, 115, and 127 m3/h. The simulating atmosph-

eric air conditions areTa ¼ 32�C,Pa ¼ 1, 010 mbar, andωa ¼ 12:16gH2O
=kgdry air

(orφa ¼ 39:5 %). For each air flow value, the condensed water quantity and the post-

condensation air temperature are measured. _va � _qc relation is presented in

Fig. 18.6a, whereas Fig. 18.6b proposes _va � Tc relation, both for the AWVP

mathematical model and for the experimental campaign.

The AWVP model accurately predicts the condensed water and post-

condensation temperature values. The difference between the _qc measured during

the experimental campaign and the one estimated by the model is between +4.1

and �5.6 % for each tested air flow value, while the Tc error is between �0.3 and

�0.5 %.
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Fig. 18.6 (a) _va � _qc relation for Ta ¼ 32 �C, Pa ¼ 1, 010 mbar, ωa ¼ 12:16 gH2O
=kgdry air (or

φa ¼ 39:5 %) and RP ¼ 1 kW. (b) _va � Tc relation for Ta ¼ 32 �C, Pa ¼ 1, 010 mbar,ωa ¼ 12:16

gH2O
=kgdry air (or φa ¼ 39:5 %) and RP ¼ 1 kW
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The validated AWVP mathematical model is used to determine the optimal air

flow that maximizes the condensed water production for every atmospheric air

condition between 10 and 50 �C for Ta and between 6 and 85 gH2O
=kgdry air for ωa

considering Pa ¼ 1, 013 mbar and RP ¼ 1 kW. This section presents the model

results for the feasible Ta � ωa combinations. As shown in Fig. 18.7, the higher the

ωa, the higher the maximum condensed water quantity, for each Ta value. On the

contrary, lower Ta enables a greater water production for the same value of ωa. For

hot and humid atmospheric air conditions, distinguished by Ta � 35 �C and

φa � 70 %, the maximum condensed water production varies between 1.00 and

1.42 L/h per kW of refrigeration power installed. Table 18.3 presents the optimal air

flow values for every atmospheric condition. The value range is wide and included

between 32 and 466 m3/h. For each ωa considered, the lower the Ta, the greater the
optimal air flow value. As shown in Table 18.3, this relation is determined byQl/RP.
The lower the Ta, the higher the Ql/RP. Thus, high optimal air flow value enables to

exploit this favorable condition and to increase the water production.

The validated AWVP model is used in Sect. 18.6 by the air flow control

strategies presented in Sect. 18.3 to investigate the water production through

atmospheric air dehumidification for a specific geographical location affected by

water shortage. Furthermore, the three control strategies are compared to determine

the most effective one.

18.6 Case Study and Results

This section presents the optimization of a refrigeration system for drinking water

production installed in Dubai (the United Arab Emirates). The optimal air flow that

determines the best condensed water production is determined for each air flow

control strategy proposed in Sect. 18.3. Figures 18.8, 18.9, and 18.10 present the
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Fig. 18.7 Condensed water for every atmospheric air condition (RP ¼ 1 kW, Pa ¼ 1, 013 mbar)
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temperature Th;ia , the relative humidity φh;i
a , and the pressure Ph;i

a hourly profiles of

each month [23].

The following results are presented per kW of refrigeration power installed

(RP ¼ 1 kW). The optimal air flow as well as the maximum condensed water

15

20

25

30

35

40

0 8 16 0 8 16 0 8 16 0 8 16 0 8 16 0 8 16 0 8 16 0 8 16 0 8 16 0 8 16 0 8 16 0 8 16

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

A
tm

os
ph

er
ic

 a
ir

te
m

pe
ra

tu
re

 [
°C

] 

Hour-Month

Fig. 18.8 Dubai atmospheric air temperature hourly profile of each month
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production of a refrigerator system distinguished by a refrigeration power n times RP
are equal to n times the values presented in this section.

Figure 18.11a presents the daily condensed water production for each month and

control strategy. Yearly control strategy guarantees from 10.6 L/day of condensed

water in May to 14.3 L/day in October. Monthly control strategy is distinguished by

a significant water production increase, that is, minimum in January (13.4 L/day)

and maximum in July (21.3 L/day). Hourly control strategy guarantees the maxi-

mum water production achievable (as stated in Sect. 18.3), that is, equal to 15.1 L/

day in January and 21.4 L/day in July. Compared to the yearly control strategy,

hourly and monthly control strategies are distinguished by a significant water

production increase. As shown in Fig. 18.11b, during the summer period (from

May to September) the condensed water production of these strategies is 50 % or

more greater than the yearly control strategy. Hourly and monthly control strategies

are distinguished by similar water production values. Considering the entire year,

hourly control strategy water production is 3.5 % greater than the monthly strategy

one (219 versus 212 L/year).

The condensed water production difference among the air flow control strategies

depends on the optimal air flows defined by these strategies. As shown in Fig. 18.12,

for the winter months (from December to April) the monthly strategy optimal air

flow, _vi, opta , is equal to the maximum value over the daily hours of the optimal air

flow defined by the hourly control strategy, maxh _vh, i, opta

� �
. Lower _vi, opta increase the

water production. However, for certain hours, Th;ic would be lower than Tmin
c , the

lower bound to avoid frost formation. Thus, during the winter months _vi, opta is equal

to the minimum value that satisfies the post-condensation temperature constraint for
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Fig. 18.11 (a) Daily condensed water production for each month and control strategy.

(b) Condensed water increase for each month: hourly and monthly versus yearly control strategies
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each hour. This value is equal to maxh _vh, i, opta

� �
. During the summer period Th;ia is

higher; frost formation does not represent a constraint for _vi, opta . Similarly, the yearly

control strategy air flow optimal value, _vy, opta , constant over the entire year, is the

minimum air flow that satisfies post-condensation temperature constraint for each

hour of each month. It is equal to the maximum value over the entire year of the

optimal air flow defined by the hourly control strategy, maxi, h _vh, i, opta

� �
.

The limited increase in condensed water production that distinguishes the hourly

control strategy compared to the monthly control strategy is overcome by the

former strategy disadvantages, i.e., real-time atmospheric condition acquisition

and air flow fine regulation. The monthly control strategy is suggested as the best

strategy to adopt for the analyzed case study.

18.7 Conclusions

This chapter presents the optimization of a refrigeration system for drinking water

production through atmospheric air dehumidification. An AWVP mathematical

model is proposed to determine the optimal air flow entering the refrigeration

system to maximize the condensed water production for every atmospheric air

condition. Furthermore, to consider the atmospheric air condition hourly profiles

of the refrigeration system installation site, three air flow control strategies are

proposed: hourly, monthly, and yearly. Hourly control strategy defines the optimal

air flow for each hour and month to determine the best hourly water production.

Monthly control strategy estimates the optimal air flow for each month to determine
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the best monthly water production. Yearly control strategy evaluates the optimal air

flow, constant for each hour and month, to determine the best yearly water

production.

To validate the proposed AWVP mathematical model, an experimental cam-

paign is set up. A thermoelectric refrigeration system is designed and crafted for the

experimental analysis. A control system regulates a heater and a humidifier to

simulate the required atmospheric air conditions. Several air flow values are tested,

and the related condensed water production is measured. The AWVP mathematical

model accurately predicts the drinking water production. The difference between

the experimental campaign and the model values is between �5.6 and +4.1 %. The

validated AWVP model is used to determine the optimal air flow for every

atmospheric air condition between 10 and 50 �C for temperature and between

6 and 85 gH2O
=kgdry air for absolute humidity.

Finally, to evaluate and compare the proposed air flow control strategies, the

case study of a refrigeration system for AWVP installed in Dubai (the United Arab

Emirates) is presented. Hourly and monthly control strategies ensure a significant

water production increase compared to the yearly strategy, equal to 50 % or more

during the summer period. Hourly and monthly control strategies are distinguished

by similar water production values, equal to 219 and 212 L/year, respectively, per

kW of refrigeration power installed. The limited water production increase that

distinguishes the hourly control strategy compared to the monthly strategy is

overcome by the former strategy disadvantages, i.e., real-time atmospheric condi-

tion acquisition and air flow fine regulation. The monthly control strategy is

suggested as the one to adopt for the analyzed case study.

Further research has to improve the experimental campaign simulating the

atmospheric air condition hourly profiles of a specific installation site and

implementing the proposed air flow control strategies. Furthermore, the evaluation

of the refrigeration system energy consumption per liter of drinking water produced

is strongly recommended both for every atmospheric air condition and for the

proposed air flow control strategies.

Appendix

AWVP mathematical model and control strategy parameter values

Parameter Value Unit of measure

A 0.0007 –

B 0.00000346 –

cair 1,005 J/kg�C
f 1,000 gH2O

=kgH2O

mair 28.84 g/mol

mH2O 18.016 g/mol

R 8.3144 J/mol K

(continued)
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rH2O 2,272 kJ/kg

Tmin
c

5 �C
Δ _va 1 m3/h

_v0a 1 m3/h

x 6.1121 –

y 17.123 –

z 234.95 –
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Chapter 19

Short-Term Forecasting of the Global Solar
Irradiation Using the Fuzzy Modeling
Technique: Case Study of Tamanrasset City,
Algeria

Lyes Saad Saoud, Fayçal Rahmoune, Victor Tourtchine,

and Kamel Baddari

Abstract In this chapter, the short-term forecasting of the global solar irradiation

using the fuzzy modeling technique is proposed. The multi-input multi-output

(MIMO) fuzzy models are used to predict the next 24 h ahead based on the mean

values of the daily solar irradiation and the daily air temperature. The measured

meteorological data of Tamanrasset City, Algeria (altitude, 1,362 m; latitude, 22�48
N; longitude, 05�26 E) is used, where the 2 years (2007–2008) are used for

modeling and the year 2009 is used to validate the developed model. Several

models are presented to test the feasibility and the performance of the fuzzy

modeling technique for forecasting hourly solar irradiation in the MIMO strategy.

Results obtained throughout this chapter show that the fuzzy modeling technique is

suitable for a short-time forecasting of the solar irradiation.

Keywords Solar irradiation • Fuzzy modeling • Short-term forecasting • Algeria

Nomenclature

un Input vector contains n elements

f Nonlinear function

ŷ Fuzzy model’s output

i Time index

Aj Matrix with fuzzy sets

ŷk kth local output

c Number of cluster

b Scalar vector
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aj jth slope vector

μk Overall degrees of the premise’s membership

Rk Rule of the fuzzy model

Gm Daily global solar irradiation of the actual day, kJ/m2

Tm Daily air temperature of the actual day, �C
Gjh Hourly global solar irradiation in the hour j of the next day, kJ/m2

nRMSE Normalized root mean squared error, %

R2 Coefficient of determination, %

MAE Mean absolute error, %

N Number of samples

MIMO Multi-input multi-output

MISO Multi-input single-output

19.1 Introduction

Solar energy is a promising renewable energy source due to its pollution-free and

inexhaustible nature. The most important parameter in the solar energy is its global

irradiation, which is very important in the design of renewable and solar energy

systems, particularly for the sizing of photovoltaic (PV) systems [1]. In literature,

several models based on artificial intelligence to predict the global solar irradiation

have been proposed [2–12], whereas the neural networks are widely used to forecast

solar irradiation with good accuracy [9, 13–19]. For instance, Wang et al. [18] use

the statistical feature parameters and the artificial neural network to forecast the

short-term irradiance. The forecasting of global and direct solar irradiance using

stochastic learning methods is investigated in [12]. The complex valued forecasting

of the solar irradiation based on the complex valued neural network is proposed in

[19]. Even though the fuzzy modeling proves its abilities in several fields, a little

consideration is taken to use the fuzzy modeling technique to forecast the solar

irradiation. Fuzzy modeling is a useful technique for the description of nonlinear

systems [20] where nonlinear multiple linear models with fuzzy transitions approx-

imate process behavior. It can be seen as logical models, which use “if-then” rules

to establish qualitative relationships among the variables in the model [21]. On the

other hand, in Algeria where the desert of Sahara occupied almost 80 % of its area,

the solar energy exists with a large quantity, which makes it a primordial place for

solar systems installation. Hence, models based on artificial intelligence are needed.

In this chapter, the fuzzy modeling strategy is used to forecast the next 24 h based

on the daily air temperature and/or the daily solar irradiation. Tamanrasset City,

Algeria (altitude, 1,362 m; latitude, 22�48 N; longitude, 05�26 E), is used to

validate the developed model.
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19.2 Fuzzy Modeling

Fuzzy modeling and identification from measured data are effective tools for the

approximation of nonlinear systems [21–23]. It is based on the clustering technique,

in which several methods can be used [24]. Gustafson–Kessel clustering algorithm

[25] promises a good approximation of the membership functions [26]. Based on

this last one [25], Babuska et al. [27] identified a multi-input multi-output (MIMO)

processes, and they have proved that such systems will be approximated by a

collection of coupled multi-input single-output (MISO) discrete time fuzzy models.

In our previous work [28, 29], the fuzzy modeling technique is used to model the

static part in pH chemical reactor and predict the maximum power generated by the

photovoltaic module, respectively.

The static MISO models used for the black box input–output are given:

ŷ ið Þ ¼ f un ið Þð Þ ð19:1Þ

where un(i) is the input vector that contains n elements, f is a nonlinear function that
maps the nonlinear real system that will be identified, ŷ is the fuzzy model’s output,

and i is the time index.

The process can be approximated by a MISO static fuzzy model with rules of the

following structure:

Rk : If u1 is A1 andu2 is A2 . . . un is An then

ŷ k ið Þ ¼ bþ
Xn
j¼1

a ju j i� 1ð Þ ð19:2Þ

Aj is a matrix with fuzzy sets, and ŷk is the kth local output, with k¼ 1,. . ., c (c is the
number of cluster). b is the scalar vector, and aj is the jth slope vector. The overall

degrees μk of the premise’s membership of rule Rk can be calculated as

μk ¼ min A1 A2 � � � An½ � ð19:3Þ

The model output is calculated according to Eq. (19.4):

ŷ ¼
Xm

k¼1 μk uð Þŷ kXm

k¼1 μk uð Þ
ð19:4Þ

In this work, the fuzzy models have one or two inputs, i.e., un i� 1ð Þ ¼
Tm i� 1ð Þand=orGm i� 1ð Þ
h i

, and 24 outputs which represent the 24 next hours,

i.e., yn ið Þ ¼ G1h ið Þ,G2h ið Þ, . . . ,G24h ið Þ½ �, with Tm i� 1ð Þ and Gm i� 1ð Þ that

represent the daily air temperature and the daily global solar irradiation of the
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actual day. G1h(i),G2h(i), . . .,G24h(i) are the hourly global solar irradiation of

the next day.

To have an idea about the prediction performance of the applied fuzzy models,

the normalized root mean squared error (nRMSE) [13], the coefficient of determi-

nation (R2), and the mean absolute error (MAE) [30] given below are taken like

criteria for all examples (their units are in %), where N is the number of samples:

nRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

k¼1 yk � ŷ kj j2
q

y
ð19:5Þ

R2 ¼ 1�
XN

k¼1 yk � ŷ kj j2XN

k¼1 yk � yj j2
ð19:6Þ

MAE ¼
XN

k¼1 yk � ŷ kj j
N

ð19:7Þ

It should be noted that MAE in % is calculated by multiplying the obtained value by

100 and dividing the result by the maximum of the measured data.

19.3 Results and Discussions

In this part, the application of fuzzy modeling technique is presented. The measured

meteorological data in 3 years (2007 through 2009) of Tamanrasset City, Algeria

(altitude, 1,362 m; latitude, 22�48 N; longitude, 05�26 E) are used in this work. The
two first years (2007–2008) are used to train the fuzzy models and the rest (2009) is

for validation. First of all, the input vector contains one parameter (i.e., the air

temperature or the daily solar irradiation) and the output vector contains the next

24 h. To have an idea about the influence of the number of clusters, different

numbers are used. Table 19.1 presents the obtained results for this first strategy (i.e.,

using one input). When using the daily solar irradiation, we can see that using

different values of clusters does not give a great improvement. And also increasing

this number does not improve the results (i.e., 50 clusters give the worst results).

Hence, when using just the daily solar irradiation to forecast the next 24 h, just three

clusters are needed (MAE¼ 3.476 %, nRMSE¼ 33.18 %, and R2¼ 93.79 %). The

same remark could be deduced when using the daily air temperature (i.e., changing

the number of clusters does not produce almost any improvement). Using the daily

solar irradiation gives better results than using the daily air temperature.

In the case of using two meteorological inputs (i.e., daily air temperature and

daily solar irradiation) to forecast the next 24 h, the results given in Table 19.2 show

the existence of small improvement (1 %). We can see also in the same Table 19.2

that using 3 or 7 clusters gives almost the same results and using 50 clusters

produces the worst results. As a sample of these results, Fig. 19.1 shows those
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obtained for validation using 3 clusters (MAE¼ 3.154 %, nRMSE¼ 31.88 %, and

R2¼ 94.28 %), and Fig. 19.2 presents the measured versus forecasted 24 h for the

same part (i.e., validation part). It should be noted that the number of hours used to

obtain these results is 8,736 h (i.e., 24*364).

To show better the obtained results, 2 months (January and May) from the

validation part are chosen. Figure 19.3 presents the measured and the forecasted

24-h solar irradiation for the month of January, in which we can see the good results

(R2¼ 89.85 %) even though the fuzzy model loses the same values in the cloudy

days (i.e., good results for the sunny days). This disadvantage is not very important

regarding Algeria in general and Tamanrasset City in particular, because it has

Table 19.1 Obtained results using the fuzzy modeling technique in the case of using one

meteorological input

Model’s structure Measure’s criteria

Number of

clusters “c”
MAE

(%)

nRMSE

(%)

R2

(%)

Ĝ 1h ið Þ, Ĝ 2h ið Þ, . . . , Ĝ 24h ið Þ� � ¼ f Gd i� 1ð Þð Þ 3 3.476 33.18 93.79

5 3.491 33.33 93.73

7 3.466 33.19 93.79

11 3.480 33.28 93.75

15 3.499 33.38 93.72

20 3.522 33.76 93.57

50 3.755 36.28 92.57

Ĝ 1h ið Þ, Ĝ 2h ið Þ, . . . , Ĝ 24h ið Þ� � ¼ f Td i� 1ð Þð Þ 3 4.217 38.45 91.66

5 4.212 38.44 91.67

7 4.225 38.53 91.62

11 4.243 38.68 91.56

15 4.274 39.01 91.42

20 4.319 39.31 91.28

50 4.480 40.91 90.56

Table 19.2 Obtained results using the fuzzy modeling technique in the case of using two

meteorological inputs

Model’s structure Measure’s criteria

Number of

clusters “c”

MAE

(%)

nRMSE

(%)

R2

(%)

Ĝ 1h ið Þ, Ĝ 2h ið Þ, . . . , Ĝ 24h ið Þ� � ¼ f Gd i� 1ð Þ,Td i� 1ð Þð Þ 3 3.154 31.85 94.28

5 3.138 32.04 94.21

7 3.119 31.84 94.28

11 3.145 31.98 94.23

15 3.184 32.41 94.07

20 3.240 32.92 93.88

50 3.568 37.08 92.24
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Fig 19.1 Measured and forecasted 24-h solar irradiation for the validation part (year 2009)

Fig 19.2 Measured versus forecasted 24-h solar irradiation for the validation part (year 2009)
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Fig 19.3 Measured and forecasted 24-h solar irradiation for the month of January, 2009

Fig 19.4 Measured and forecasted 24-h solar irradiation for the month of May, 2009
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more sunny days than the cloudy days (i.e., more than 300 days are sunny in

Algeria). The same remark could be deduced for the month of May (Fig. 19.4), in

which we can see that the results are improved comparing to the month of January

(R2¼ 93.08 %).

19.4 Conclusion

In this chapter, the short-term forecasting of the global solar irradiation using the

fuzzy modeling technique is presented. The MIMO fuzzy models are used to

predict the next 24 h ahead based on the mean values of the daily solar irradiation

and/or the daily air temperature. In the case of using just one input, the daily solar

irradiation gives better results compared to the use of the daily air temperature,

where three clusters are sufficient. Using both parameters (the daily solar irradiation

and the daily air temperature) adds a small improvement but not great (almost 1 %).

According to the obtained results throughout this chapter, these remarks could be

concluded: (1) the fuzzy modeling technique is suitable to forecast the short-term

solar irradiation; (2) the daily solar irradiation or the daily air temperature or both of

them could be used, but depending on the complexity and the cost, just the first

parameter (i.e., the daily air temperature) is needed; (3) in all cases, just three

(3) clusters are needed to construct the fuzzy models.
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Chapter 20

Improving WRF GHI Forecasts with Model
Output Statistics

Burak Barutcu, Seyda Tilev Tanriover, Serim Sakarya, Selahattin Incecik,

F. Mert Sayinta, Erhan Caliskan, Abdullah Kahraman, Bulent Aksoy,

Ceyhan Kahya, and Sema Topcu

Abstract Solar energy applications need reliable forecasting of solar irradiance.

In this study, we present an assessment of a short-term global horizontal irradiance

forecasting system based on Advanced Research Weather Research and Forecast-

ing (WRF-ARW) meteorological model and neural networks as a post-processing

method to improve the skill of the system in a highly favorable location for the

utilization of solar power in Turkey.

The WRF model was used to produce 1 month of 3 days ahead solar irradiance

forecasts covering Southeastern Anatolia of Turkey with a horizontal resolution of

4 km.

Single-input single-output (SISO) and multi-input single-output (MISO) artifi-

cial neural networks (ANN) were used.

Furthermore, the overall results of the forecasting system were evaluated by

means of statistical indicators: mean bias error, relative mean bias error, root mean

square error, and relative root mean square error. The MISO ANN gives better

results than the SISO ANN in terms of improving the model predictions, provided

by WRF-ARW simulations for August 2011.

Keywords Model output statistics • Artificial neural networks • Weather research

and forecasting • Turkey
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20.1 Introduction

Short-term irradiance forecasting is an important issue in the field of solar energy

for many applications. Numerical weather prediction (NWP) models have proven to

be powerful tools for solar radiation forecasting. The use of numerical meteorolog-

ical models in combination with statistical post-processing tools may have the

potential to satisfy the requirements for up to 72 h ahead of irradiance forecast. In

this study, we present an assessment of a short-term irradiance system based on the

Advanced Research WRF (WRF-ARW) (V3) meteorological model and a post-

processing method in order to improve the overall skills of the system for a full

month simulation of the August 2011 over the Southeastern Anatolia Region (SEA)

of Turkey.

20.2 Data and Methodology

20.2.1 Data

The study is carried out in SEA which is a highly favorable location for the

utilization of solar power in Turkey (Fig. 20.1). SEA is located between the

latitudes of 36�–38�N, covering about 7.5 million hectares of land which is approx-

imately 10 % of the whole country. Global horizontal solar irradiation (GHI) data

Fig. 20.1 GHI measurement sites in Southeastern Anatolia Region of Turkey
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were collected from five meteorological stations, representing the region of interest,

which, namely, are Bozova, Ceylanpınar, Kilis, Mardin, and Şırnak.

To measure the GHI, Kipp & Zonen type pyranometers are used by the Turkish

State Meteorological Service. The hourly observational GHI data from SEA are

used for model verification. The stations are distributed over a complex terrain

with station elevations ranging from 360 to 1,350 m, above sea level (Table 20.1).

The full month of August 2011 is selected for the present work.

20.2.2 The WRF Model

The Weather Research and Forecasting (WRF) mesoscale meteorological model is

applied to calculate the GHI over the study area. WRF is an Eulerian,

3-dimensional, non-hydrostatic mesoscale model with state-of-the-art parameteri-

zations (radiation, planetary boundary layer, surface layer, land surface model,

cumulus, and microphysics) in a massively parallel computing environment.

Table 20.2 presents the parameterizations used in theWRFmodel run for this study.

In this study, the WRF model concerning the period of August 2011 was run on

an initial regional grid of 36� 36 km in space covering Europe. Inner domains

following with 12� 12 km and finally 4� 4 km of horizontal resolution with

35 vertical layers over SEA of Turkey were used. The National Centers for

Environmental Prediction (NCEP) Global Forecast System (GFS) data with 6 h

temporal and 1� spatial resolution were used for initial and boundary conditions.

Table 20.1 Geographical elements of GHI measurement sites in Southeastern Anatolia Region

Site Latitude (�N) Longitude (�E) Altitude (m)

Bozova 37.37 38.51 622

Ceylanpınar 36.84 40.03 360

Kilis 36.71 37.11 640

Mardin 37.31 40.73 1,040

Şırnak 37.52 42.45 1,350

Table 20.2 Parameterizations used in WRF model for the August 2011 simulations

Parameterization type Scheme

Surface layer Monin-Obukhov with Carlson-Boland

(MM5 similarity)

Land surface model Noah land surface model

Planetary boundary layer model Yonsei University scheme

Atmospheric radiation RRTMG

Cumulus Kain-Fritsch (for domains 1 and 2,

none for the innermost domains)

Microphysics New Thompson scheme
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The GHI forecasts up to 72 h were performed using the WRF model. The conducted

simulations were initialized from 00UTC of each day of August 2011. Two-way

nesting option was selected for all nesting operations.

It is known that the mesoscale meteorological models can predict GHI without

mean bias error (MBE) for clear sky conditions only. However, the bias was highly

dependent on cloudy conditions and becomes strong in overcast conditions. Remund

et al. [1] evaluated different NWP-based GHI forecasts in the USA, reporting

relative root mean square error (rRMSE) values ranging from 20 to 40 % for a

24 h forecast horizon. Similar results were reported by Perez et al. [2], evaluating

NWP-based irradiance forecasts in several places in the USA. Remund et al. [1]

examined NWP biases compared to a single site and found that the next day (24 h),

GHI forecasts of European Centre forMedium-RangeWeather Forecast (ECMWF),

a NWP model, and GFS have some MBE of 19 %. This MBE was found to be

approximately constant for intraday (hour ahead) to 3 days ahead forecast horizons.

Lorenz et al. [3, 4] evaluated several NWP-based GHI forecasts in Europe, using

statistical measures such as RMSE and MBE. In the chapter by Lorenz et al. [3],

results showed rRMSE values of about 40 % for Central Europe and 30 % for Spain.

Evaluating ECMWF’s accuracy in Germany, Lorenz et al. [4] also showed that

NWP MBE was largest for cloudy conditions with moderate clear sky indices,

while forecasted clear conditions were relatively unbiased. They reported rRMSE

values of about 35 % for single stations for 24 h horizon forecasts.

20.2.3 MOS and ANN

Post-processing techniques are usually applied to refine and improve the NWP

model outputs. Model output statistics (MOS) is a post-processing technique used

to objectively interpret numerical model output and produce site-specific forecasts.

MOS relates observed meteorological parameters to appropriate variables (pre-

dictors) via a statistical approach. Hence, they can be used to reduce systematical

forecast errors. There are several papers in literature about the MOS correction of

GHI forecasts from NWP models [2, 5–7]. They indicate that the MOS application

to the WRF GHI forecasts was successful in minimizing bias and reducing RMSE.

Bofinger and Heilscher [7] used MOS locally with ECMWF GHI forecasts to create

daily solar electricity predictions, accurate to 24.5 % rRMSE for averaged daily

forecasts.

In this study, WRF model forecasts were used as the predictors. As an alternative

to conventional approaches, artificial neural networks (ANNs) have been success-

fully applied for solar radiation estimation in the literature [5, 6, 8–10].

ANNs recognize patterns in the data and have been successfully applied to solar

forecasting. Using training data, ANNs have been developed to reduce rRMSE of

the GHI values. The innermost domain was used in the evaluation procedure.

Furthermore, a group of post-processes were used: single-input single-output

(SISO) ANN and multi-input single-output (MISO) ANN.
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Feed-forward multilayer ANNs consist of three basic components: an input

layer, one or more hidden layers, and an output layer. Due to the fact, there isn’t

any connection between the nodes in the same layer. The input layer of ANN

transfers the information it receives from outside to the internal processing unit.

Hidden layers are used for feature extraction during the flow of information. Output

layer gives the system output. There are two major steps in the use of a feed-forward

ANN, one is teaching and the other is recall [11, 12].

In this study, a group of ANNs were used to reduce the forecast errors. The ANN

architectures which are applicable to this goal can be grouped under two main

branches. In the first group which is called SISO ANNs, there is one node as input,

one neuron as output layer, and a group of (e.g., 5, 7, etc.) neurons are applied as the

number of neurons in their hidden layer. In the second group which is called MISO

ANNs, a group of nodes (e.g., 3 or more) are set as input layer, and one neuron is

applied to the output layer. In this group, embedding technique is used to improve the

success, and two different selection criteria are used separately for determining

the number of neurons in the hidden layers, one is building as a triangular architecture

(n+ 1)/2 (where n is the number of nodes in the input layer) and the other is Hecht-

Nielsen’s 2n+ 1 approximation [13] (which is based on Kolmogorov’s proof [14]).

A series of trials were performed to define the embedding dimension of the

MISO ANN. Figure 20.2 represents the chosen ANN structure that consists of three

nodes as input layer, seven neurons for the hidden layer, and a single neuron as

the output layer.

In both groups, two third of the signal is set for the training and the rest one third

is used for the test. For the sake of comparison, five ANNs were created for each

model in both architectures, and these ANNs were trained separately by Levenberg-

Fig. 20.2 The feed-forward MISO ANN architecture used to approximate the WRF outputs to the

observation values. The ANN has logarithmic sigmoid activation functions in hidden layers and

pure linear activation functions in output layers. Number of hidden layer neurons determined by

Hecht-Nielsen’s approximation as 2� 3 + 1¼ 7 neurons
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Marquardt training algorithm for 500 steps. Logarithmic sigmoid function is used

for all hidden layers (because solar irradiance is a nonnegative signal), and pure

linear activation function is applied to all output layers. SISO ANNs could never

achieve success levels as high as MISO architectures because MISO networks are

designed by the embedding approach in prediction theory. Besides, SISOs do not

use any information about the past values of a signal.

20.2.4 Adjustment of ANN

The best performed neural networks used to improve the WRF results are MISO

ANNs. The logarithmic sigmoid activation function was used—as the irradiation

data is a nonnegative signal—in the hidden layer. For the output layer, linear

activation function proved to produce better results. The performance of ANNs

depends on the weights and biases which are selected as small random numbers in

the initialization step of ANNs. Therefore, starting with different weights and

biases may yield different consequent performances. Keeping this in mind, five

separate ANNs were trained for each station and their predictions for 24, 48, and

72 h. To be able to sufficiently diverge from the step until error reduction is no

longer possible, all networks were trained for 500 steps with Levenberg-Marquardt

algorithm, one of the best among quasi-Newtonian methods. The ANNs with the

best performance for each prediction horizon were selected. As a result, 15 ANNs

were established for five stations.

20.3 Results

In this study, an assessment of a short-term GHI forecasting system based on WRF

GHI forecasts and a post-processing method, ANN for a full month of August 2011,

was presented. The WRF model outputs and the ANN post-processes were com-

pared by means of statistical error parameters, as shown in Table 20.3. These

aforementioned parameters are as follows: mean bias error (MBE), relative mean

bias error (rMBE), root mean square error (RMSE), and relative root mean square

error (rRMSE).

In order to improve the solar irradiance forecasts, we employed the ANN

methodology.

The statistical accuracy by the means of presented error values of verification of

the WRF outputs to observations is shown in Table 20.3. The impact of ANN on

RMSE and MBE or the performances of the ANNs for forecasts of 24, 48, and 72 h

selected for this study are presented in Table 20.4. Tables 20.3 and 20.4 as a whole

summarize the results for each station separately by showing the full August

statistical measures, averaged over the stations for GHI.
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The following are some regional conclusions based on the comparison of the

results given in Tables 20.3 and 20.4:

• The regional accuracy of the WRF model outputs in rRMSE for SEA lies in the

order of 20.32 % and is reduced to 8.74 % with ANN, for the first 24 h.

• Regarding the whole region, the rRMSE is reduced from 19.86 to 10.40 % and

from 20.76 to 10.88 % for 48 and 72 h of forecast horizons, respectively.

• The RMSE reduction for August via ANN, regarding the 24 h WRF outputs

(from 58.31 to 25.44 W/m2), shows 56 % forecast improvement.

Table 20.3 Error statistics of WRF simulations for August 2011 of Southeastern Anatolia Region

in Turkey

Forecast

horizon

Statistical

parameters

WRF verifications

Bozova Ceylanpınar Kilis Mardin Şırnak

24 h MBE (W/m2) 26.704 47.109 32.665 31.922 34.715

rMBE 0.094 0.171 0.113 0.107 0.116

RMSE (W/m2) 51.524 71.995 54.110 53.564 60.365

rRMSE 0.182 0.262 0.190 0.180 0.202

48 h MBE (W/m2) 27.349 46.55 32.101 28.556 30.694

rMBE 0.095 0.169 0.111 0.096 0.102

RMSE (W/m2) 51.535 71.672 51.664 55.693 56.099

rRMSE 0.179 0.261 0.179 0.187 0.187

72 h MBE (W/m2) 26.662 45.814 31.517 29.226 30.950

rMBE 0.094 0.169 0.110 0.100 0.105

RMSE (W/m2) 54.239 71.214 54.242 54.391 60.603

rRMSE 0.191 0.264 0.191 0.186 0.206

Table 20.4 Error statistics of ANN post-processes and for August 2011 of Southeastern Anatolia

Region in Turkey

Forecast

horizon

Statistical

parameters

WRF+ANN verifications

Bozova Ceylanpınar Kilis Mardin Şırnak

24 h MBE (W/m2) �17.062 5.492 �18.899 �3.342 �6.182
rMBE �0.056 0.021 �0.062 �0.011 �0.021
RMSE (W/m2) 31.407 33.912 30.808 13.153 17.938

rRMSE 0.103 0.127 0.101 0.045 0.061

48 h MBE (W/m2) �19.468 6.712 �22.327 �3.377 �9.557
rMBE �0.064 0.025 �0.073 �0.012 �0.023
RMSE (W/m2) 45.099 35.522 33.020 14.739 23.010

rRMSE 0.148 0.135 0.109 0.050 0.078

72 h MBE (W/m2) �16.808 10.143 �19.896 �2.591 �5.089
rMBE �0.057 0.039 �0.066 �0.009 �0.017
RMSE (W/m2) 39.354 37.881 33.025 16.037 29.724

rRMSE 0.133 0.146 0.110 0.055 0.100
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The quality of the forecast is also dependent on the location. The two best

predicted sites with the lowest RMSE are places in Mardin and Şırnak with more

sunny days than the others.

20.4 Concluded Remarks

In this study, The WRF model was used to produce 1 month of 3 days ahead solar

irradiance forecasts covering Southeastern Anatolia of Turkey. Additionally, in

order to improve the forecasts of GHI, we employed the ANN post-processing. The

presented study gives the assessments of short-term GHI forecasting by WRF and a

post-processing tool, ANN. The analysis was performed on a full month of August

2011 over SEA of Turkey. The evaluation focuses on the capability of the ANN

methodology to improve the forecast of global horizontal solar irradiance by

reducing the systematical error.

The MISO ANN presents better results than the SISO ANN in terms of improv-

ing the model predictions provided by WRF-ARW simulations. Besides, the ANN

had a significant performance in August 2011.

On the basis of GHI measurements, the present study makes it possible to obtain

more accurate predictions.
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Chapter 21

CitInES: Design of a Decision Support Tool
for Industrial Complexes and Cities

Sinem Nalbant, Eren Yaşar Çiçek, Fırat Uzman, Funda Çetin,

Ça�grı Savaşan, Laurent Fournie, and Sylvain Mouret

Abstract This paper focuses on the CitInES (City and Industry Energy System)

project industrial use case, Tüpraş. The industrial use case includes plant modeling,

historical replay, optimization, operation policy, and field testing. Reliable model-

ing was ensured by taking advantage of actual historical data. Missing or corrupted

data were handled by data reconciliation. Optimization was carried out on historical

operational data to develop optimized strategies which respect numerous actual

technical constraints (design and safety constraints, efficiency curves, start-up

costs). A guideline was created for operational management and another for

electricity market bidding. During experimentation, the tool developed within the

CitInES project handled complex utility systems and provided strategies for oper-

ating a power plant, enabled bidding on the Turkish electricity market, and

answered feasibility studies for investment projects. The new production and

bidding guidelines designed with the software reduced utility costs by 7 % without

any new investment when compared to previous years.

Keywords Utility plant • Power plant • Scheduling • Optimization • Day-ahead

electricity market • Bidding
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FG Fuel gas

NG Natural gas

21.1 Introduction

Industrial companies need to reinforce their competing capacities by reducing

production costs in a sustainable manner. The oil and gas industry is a major

consumer, as well as a producer, of energy [1]. Because of the large share of energy

costs in the overall cost of refining operations, the industry has a strong financial

motivation to improve energy efficiency. The refining industry is inherently very

energy intensive. Several factors contribute to higher energy intensity in refining,

offsetting part of the efficiency gains from new investments. More stringent oil

product standards, such as low-sulfur fuels, increasing demand for lighter products,

and heavier crude oil slates are forcing refiners to increase secondary processing

and conversion of heavy residues. The introduction of carbon capture and storage at

refineries while helping to offset increased emissions would significantly boost

energy use as well.

The overall objective of CitInES is to design and develop two multi-scale multi-

energy decision support tools to optimize the energy strategy of cities and large

industrial complexes by defining sustainable, reliable, and cost-effective long-term

energy plans. Demonstrations of the tools took place in two cities of Italy, Cesena

and Bologna, and in Tüpraş, operating four oil refineries, with a total of 28.1 million

tons annual crude oil processing capacity [2]. This paper discusses the industrial use

case of Tüpraş, mainly focusing on the production and bidding guidelines and field

testing.

Innovative energy system modeling and optimization algorithms have been

designed for optimizing energy strategies through detailed simulations of local

energy generation, storage, transport, distribution, and demand, including demand-

side management and functionalities enabled by smart grid technologies [3].

All energy vectors (electricity, gas, heat), end uses (heating, air conditioning,

lighting, transportation), and sectors (residential, industrial, tertiary, urban infra-

structure) are used to draw a holistic map of the city/industry energy behavior [2].

The decision support tool used in the project is named Crystal Industry, an

analysis software developed by a French project partner, Artelys [4, 5]. The moti-

vation of the project partners was to better understand the dynamics and economics

of the energy systems, to design new energy-efficient management strategies, and

to evaluate the economic and environmental impacts of new investment projects.

Crystal Industry is a decision support tool which models complex energy plants and

operational constraints, generates optimized management strategies, and simulates

current and new strategies to estimate their respective efficiency. It is designed as

an off-line tool supporting energy management studies that require massive amount

of data and complex mathematical/statistical functions. The main purpose of the

Crystal Industry software is to study the behavior of the plant in operational
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conditions that are different from the current conditions (either due to the applica-

tion of new management rules or the presence of new assets). In practice, two

different types of studies can be performed, either management strategy studies or

investment studies.

To answer the energy management needs of Tüpraş İzmit Refinery, the follow-

ing functionalities were developed within Crystal Industry: detailed modeling of the

physical and operational constraints of energy production assets and of their

interactions, ability to replay historical strategies to enable rigorous comparison

of optimized or personalized management strategies with the current operational

rules, and study-oriented user interface specifically designed to support energy

consultants or experts that perform complex energy management studies and

make use of highly configurable simulation result views that enable detailed

analysis and comparison of various strategies.

The CitInES project showed that the sole optimization of the operational man-

agement of turbine assets can lead up to a 7 % decrease of costs and CO2 emissions.

This joint decrease is due to the direct impact of the usage of combustible fuels on

CO2 emissions. Simple and practical management guidelines based on the optimal

solution have been determined to help the refinery reach cost and emission reduc-

tions almost as high as would have been with the Crystal Industry optimizer. The

guidelines were established for the purpose of managing Tüpraş İzmit Refinery

Power Plant processes with optimum decisions and to conduct electricity trading

from the market. The guideline helped the decision makers decide on which

equipment to be switched on or not and the load of these assets, with respect to

the steam and electricity demand of the refining operations. In addition, day-ahead

import and export bids for the electricity market were formed with the help of the

bidding guideline.

21.2 Demo Plant

Through distillation and chemical reactions, refineries convert crude oil into a

variety of valuable fuels and lubricants, as well as feedstock for downstream

process. Energy supply is very important for refineries since refining processes

are highly energy dependent. The energy demand of İzmit Refinery is mostly

covered by the power plants.

Tüpraş refining processes use energy in the forms of fuel, steam, and electricity.

Refinery fuel gas (a by-product of refining processes), heavy fuel oil, and natural

gas are the main fuels used in refineries. Produced steam is distributed through four

pressure levels: very high pressure (VHP, 70 bar-g), high pressure (HP, 42 bar-g),

medium pressure (MP, 13 bar-g), and low pressure (LP, 6 bar-g). VHP and HP are

generated by utility boilers and the waste heat boiler of gas turbine. VHP and HP

steam can be used by steam turbines to produce electricity or by letdown stations to

downgrade steam shown in Fig. 21.1. VHP steam is not distributed to the refinery

but downgraded by steam turbines or letdown stations; HP, MP, and LP steams are
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sent to various stages of the refining processes. HP steam is used as the power for

pumps and compressors. MP steam is provided to heat exchangers and to distilla-

tion columns as stripping steam. LP steam is used by heating services, including

process heat exchangers, tank heating, pipeline tracing, and miscellaneous services.

Electricity is consumed mainly by the electric motor-driven pumps, compres-

sors, and fans in air cooler instrumentation systems. The refinery provides its

required electrical energy from four steam turbines, one gas turbine, and national

grid operated by TEIAS (Turkish Electricity Transmission Corporation). In Tüpraş,

natural gas (NG), fuel gas (FG), fuel oil (FO), and water are the raw materials of the

power plant. The NG is used only by the gas turbine, whereas fuel gas and fuel oils

are used in boiler assets. İzmit Refinery power plants contain eight utility boilers

(four very high pressure boilers, four high pressure boilers), four steam turbines, a

gas turbine, a waste heat boiler of gas turbine, and letdown stations. The total

production capacity of all power plant assets is higher than overall refinery demand.

Then it is important to run the right combination of equipment that can supply the

demand while minimizing the total cost of energy production.

21.3 Guideline

The energy managers of Tüpraş have to both decide on the production plan of the

power plants and enter biddings to the electricity market when it is necessary. The

energy management group needed a user-friendly method to operate the power

plant at the optimum parameters. In line with this requirement, at first, the power

plant was modeled on Crystal Industry. Then power plant operations were opti-

mized by a historical replay of the previous years. These optimum decisions were

Fig. 21.1 Simplified scheme of power plant
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evaluated by Tüpraş and Artelys, and the guidelines for bidding and production

were formed. By following these guidelines, suboptimum operational parameters

that are very close to the optimum can be reached.

21.3.1 Bidding Guideline

The day-ahead Turkish market was used for the bidding guideline. When compared

with the intraday (balancing) market, the day-ahead market allows an accurate

prediction on the prices. This is because each actor is responsible for providing bids

on his capacity to sell/buy from/to the grid and associated to their costs. The

day-ahead bids are entered at noon each day for the market operations of the next

day. The bids are resolved a few hours later. The day after the bidding, the accepted

bids should be accommodated by the actors [6]. In the Tüpraş case, the accepted

bids need to be coordinated with refinery demand. The bidding guideline was

created to help the decision maker in this process.

Electricity sales bids were given by the suggestions of bidding guideline which

took advantage of the expected unused capacity of electricity generating assets.

When bids are accepted, assets run at higher and more efficient loads, which lead to

a decrease in unit costs of energy. The asset, producing electricity with minimum

cost, is the gas turbine.

Electricity buying bids are given lower than the unit cost of electricity produc-

tion of the gas turbine which is dependent on the natural gas price. When a buy bid

is accepted, refinery supplies part of its electricity demand from the market at a

price lower than its production cost at the gas turbine. This situation rarely occurs

since the market price is usually higher than the unit cost of the gas turbine and

yields a rather low income.

The day-ahead bidding guideline accepts utility costs, asset capacities, fore-

casted hourly refinery demands for the next day, and risk margins as inputs. The

forecast of the internal demand is the most critical input of the guideline. Indeed, if

the refinery bids too much sell capacity and if the local demand happens to be

higher than anticipated, it may not be possible to satisfy both demands, and the

refinery will not meet its market engagements. Due to using forecasted demand, we

take risk, and to mitigate this risk, the following risk margins are entered: a bid price

margin and a safety ratio to maximum bid quantity that can be applied. Even though

the risk margins decrease the risk taken, they also decrease the profits.

The main output of the bidding guideline is a bidding plan for the next day,

which includes the sell and buy quantity as well as the associated price, for each

hour of the day. The bidding guideline integrates one buy bid to be used when the

gas turbine is no longer profitable compared to the market and four sell bids which

are used to profit from available extra capacities for multiple units (gas turbine and

other steam turbines).

For each bid, the results provided to the refinery operators are the

optimal threshold price and the optimal quantity of electricity with respect to the
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entered risk margins. These bids are placed on the market, and the accepted

bids together with the refinery demand should be supplied by the power plant the

next day.

21.3.2 Production Guideline

The production guideline consists of 12 states in which each state lists the assets

that should be active, min/max targets to be achieved within the state, and which

assets are in load control mode. Also transitions are defined for each state to cope

with potential events that will lead to a jump to another state. These transitions have

a triggering event which is followed by an action and the destination state. To

illustrate, as seen in Fig. 21.2, at state 3.1 when the condition, gas turbine reaches

maximum, is triggered, the action is to change the VHP control mode and move to

the destination state which is state 3.2.

By using the production guideline, managing the operation at optimum param-

eters has been quicker and efficient. At any time, the operator knows the state of the

system (meaning which assets are running or not) and from this point on, he can use

the guideline to decide on the changes to the operation policy in response to demand

variation.

21.4 Field Experimentation

The bidding and production guidelines were applied to the power plant beginning in

November 2013. Testing of both guidelines was performed separately for a period

of 4 months. During the tests, the guidelines were adjusted according to the

feedback from the operators and then were commissioned on March 2014.

Fig. 21.2 Example for production states and transitions
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During the testing phase, in December, the availability of the natural gas supply

was limited by the government due to public demand for heating. Electricity prices

go high in the winter since power generation in Turkey is highly dependent on

natural gas as is the gas turbine. There are two possible actions against a shortage of

natural gas: operating a gas turbine with fuel oil which is costly and more polluting

than would be with natural gas and purchasing electricity from the grid instead of

producing it internally [7]. According to the adjusted bidding guideline, VHP

production from the boilers has increased, while gas turbine use has decreased.

Buy bids were entered and accepted to make up for the limited power generation.

The production guideline developed by Artelys was applied in February 2014,

and during this period, the gas turbine controlled the electricity demand. According

to the production guideline, three steam turbines were used for electricity produc-

tion and supplied steam at lower pressure levels to the refinery. Also two VHP

boilers and two HP boilers were operated to provide steam to the plant and steam

turbines. At the end of this period, the production, demand, and price data were

collected and simulated in Crystal Industry for analysis.

Finally, the updated production and bidding guidelines were experimented

simultaneously beginning in March 2014.

21.5 Results and Discussion

During the demonstration of the bidding guideline, from November 2013 to April

2014, total gross profit was obtained as 34,054.70 TL. As seen in Fig. 21.3, in

December, monthly total gross profit is low due to natural gas crisis. In January,

Tupraş İzmit Refinery underwent a planned shutdown process for general

Fig. 21.3 Graph of cumulative gross profit vs. time
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maintenance. Beginning with 6th of January, no electricity was imported or

exported. Despite the shutdown, the gross profit was high because during the first

days of the shutdown, the demand from the refinery was low, while the power plant

continued its operation a while longer. The excess amount of electricity was

exported with high income rates. In February, gross profit was also low like it

was in December because of the shutdown.

In March, an additional 2.2 % cost reduction was achieved using the markets

when compared to February 2014 experimentation results. Similar conclusions can

be drawn with respect to CO2 emissions. Furthermore, it should be noted that the

energy management used a rather conservative approach, choosing to place market

bids with lower capacities than what the guideline suggested. Had management

placed bids at the top-end of the guideline, further gains could have been achieved.

There is no doubt that the ideal production strategy without markets can be

outperformed in the field with the help of a practical bidding guideline that utilizes

the Turkish electricity market.

By applying the production guideline, refinery demand was met with the right

combination of assets and their loads. According to refinery demand, assets were

usually operated on state 3.2. At state 3.2, two VHP boilers run at minimum

capacity due to safety considerations but still there is excess VHP production. By

applying the management policy of the guideline, LP is only produced from G1 and

G2 steam turbines, and MP demand is met from G4 steam turbine. With this

combination, by increasing electricity production in steam turbines, the load of

gas turbine and its waste heat boiler VHP production is decreased. A comparison of

historical and optimal production strategies reveals that the guideline gives better

operation instructions with lower production costs and CO2 emissions and utility

costs are reduced by 4 %.

When both production and bidding guidelines were experimented simulta-

neously beginning in March 2014, 7 % decrease in costs and CO2 emissions were

achieved.

21.6 Conclusion

The motivation to implement an energy efficiency program in a refinery is driven by

three major factors: profit margins, asset management, and environmental regula-

tion compliance. However, there are many constraints which make it difficult.

Tüpraş experimentation aimed to improve the energy efficiency and reduce the

environmental impact of the Tüpraş refinery in Izmit, Turkey, with implementation

of new strategies developed. The key benefits gained by Tüpraş from CitInES

project are mainly the capability to handle the complex utility system, new conve-

nient and practical strategies to operate the assets, effective usage of the Turkish

electricity market, and the ability to select the most appropriate investment projects.

The CitInES project showed that the sole optimization of the operational manage-

ment of boiler and turbine assets can lead up to a 7 % decrease of costs and CO2
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emissions. This joint decrease is due to the direct impact of the usage of combus-

tible fuels on CO2 emissions. Simple and practical management guidelines based on

the optimal solution were determined and applied to help the refinery reach cost and

emission reductions almost as high as what the theoretical optimized strategy

suggests.
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Chapter 22

Forecasting the Energy Consumption Using
Neural Network Approach

Mohamed Bouabaz, Mourad Mordjaoui, Nabil Bouleknafet,

and Badreddine Belghoul

Abstract This chapter presents the use of neural network for predicting energy

consumption in buildings and their expenditure. Application of artificial intelli-

gence by the use of neural networks to predict the energy consumption for heating

rehabilitated buildings is underscored by the need to develop a generic model that

can be used for prediction of the consumption of the energy in buildings. The model

presented for the prediction of the energy consumption of natural gas has been

developed on the basis of data obtained for the winter period. Alternatively, a

comparative economic study was conducted. An average error of the training phase

for the model was 2.4 %, while the test phase error was 3.2 %. This indicates that

the neural network model is presented successfully to predict the energy consump-

tion by using natural gas as clean energy for heating buildings

Keywords Artificial neural network • Optimization • Energy consumption

22.1 Introduction

The use of natural gas in residential housing for heating has a crucial impact in

terms of costing. Previous studies have shown that the major proportion of the

environmental impact of a residential building is due to the energy consumption for

space heating. Heating and cooling systems differ in their source of energy, the

type of appliance, and the distribution system; hence, they also vary in their
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environmental impacts. Energy efficiency is increased by investing in old buildings

regarding the life cycle cost of and the old park housing [1, 2]. Artificial neural

network can offer an alternative approach and is applied for complex problems such

as modeling and optimization [3–5]. They are inspired from the biological structure

of the human brain, which acquires knowledge through a learning process. A neural

network is constructed by arranging several units in a number of layers. The output

of a single layer provides the input of a subsequent layer and the strength of the

output is determined by the connection weights between the processing units of two

adjacent layers. The ability of neural network is to learn from examples to detect by

themselves the relationships that link inputs to outputs. Artificial neural network are

used in solving problems, where numerical solutions are hard to obtain. Few

mathematical models have been developed.

22.2 Scope of the Work

The data used in the study for the development and testing were collected from the

records of local agencies of energy distribution (Algeria), initiated for the critical

period of the 2012. For the generalization of the model the data collected, cover

three different regions for three types of residential housings.

22.3 Research Methodology

A research methodology was carried out to achieve the objective of the study. The

data collected were selected and analyzed for best configuration of the model.

Artificial neural network theories based on energy prediction were investigated.

Model based on neural network for predicting and managing the thermal energy

consumption was developed and tested on separate data. Regression analysis and

back propagation neural network were used to develop energy consumption and cost

expenditure models. NeuroSolution for excel was used for developing and testing

the artificial neural networkmodel. Regression analysis was used to describe the best

performing neural network model in terms of their prediction performance.

The accuracy of the model is expressed as follows:

Accuracy ¼ Meanerror
 Standarddeviation ð22:1Þ

Meanerror ¼ 1

n

Xn
i¼1

Predicted� Actual

Actual

� �
� 100% ð22:2Þ
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22.3.1 Application of Neural Network in Predicting
the Energy Consumption

Artificial Neural Network has been used by many researchers for its applicability as a

tool for modeling and simulation in building energy consumptions over the past

decade. Various neural network architectures have been used in modeling and optimi-

zation of energy consumption such as back propagation [6, 7], regarding its ability and

preciseness, recurrent neural network, and generalized neural network are also among

neural network models. Breekweg et al. [8] investigated a number of artificial neural

network techniques in the development of a generalized method for building energy

consumption. Radial basis function (RBF) was used for modeling. They suggested the

necessity to test the developed ANNmodel with energy data from various buildings in

order to guarantee the generalizing capacity of the model in terms of accuracy.

Melek et al. [9] developed a model using the power consumption of a central

chiller plant using climate data for predicting the energy consumption based on

artificial neural network method. Regarding their findings, an average absolute

training error for the model was 9.7 % while the testing error was 10.0 %. They

suggest that the model can successfully predict the particular air-conditioning

energy consumption in a tropical climate.

The objective of the study aims to develop a model by application of artificial

neural network using parametric data that can predict accurately. The model can be

used in optimizing and managing the thermal energy consumption and the cost

expenditure in old residential housings.

22.4 Development of Artificial Neural Network Model

22.4.1 Model Input Output Data

The Artificial Neural Network has been designed to contain an input layer of eight

processing neurons corresponding to the eight input parameters and two output

layer of one element each. The hidden layer with ten processing elements was

selected after several trails for best configuration architecture during the training

phase. Table 22.1 lists the input and output variables of the model development.

Figure 22.1 illustrates the architectural configuration, which consists of main

layers.

22.4.2 The Transfer Function

The transfer function adopted for the model is the hyperbolic tangent sigmoid

function which generates output values between �1 and +1 and describes the

behavior of the network model. It is expressed as follows:
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Tansig xð Þ ¼ 2

1þ exp �2xð Þ � 1 ð22:3Þ

The back propagation algorithm involves the gradual reduction of the error between

model output and the output [10]. It develops the input to output by minimizing a

mean square error.

Table 22.1 The data used

in the artificial neural network

model development

No Variables Input Output

1 Location x1

2 Construction type x2

3 Temp max x3

4 Temp mini x4

5 Humidity max x5

6 Humidity mini x6

7 Rainfall x7

8 Wind speed x8

9 Energy consumption (natural gas) y1

10 Costs expenditure y2

x1

x2

x3

x4

x5

x6

x7

x8
The input
layer

The hidden
layer

The output
layer

y2 (Costs)

y1 (Energy)

Fig. 22.1 The neural network model architecture
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The mean square error is expressed as follows:

Mse ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1 xi� Y ið Þð Þ2
q

n
ð22:4Þ

where n is the number of observations to be examined in the training phase, xi is the
model output, and Y is the target. The mean square error is a good overall measure.

22.5 Results and Discussion

The results of the models at testing phase are presented in Table 22.2, according to

the variation errors for each observation.

22.5.1 Accuracy

The accuracy of the costmodel developed by artificial neural network is very accurate.

It has been shown from the results that the model performs well and no significant

difference could be discerned between the predicted and the actual values [11].

Table 22.2 Variation errors at tested phase

No

Energy consumption Costs

Actual Predicted Error (%) Actual Predicted Error (%)

1 402 425 5.721 1,641.36 1,645 0.221

2 276 260 �5.797 1,126.9 1,120 �0.612
3 307 300 �2.280 1,253.48 1,260 0.520

4 252 261 3.571 1,028.9 1,030 0.106

5 214 220 2.803 873.7 855 �2.140
6 985 980 �0.507 4,021.7 4,101 1.971

7 347 345 �0.576 1,416.8 1,425 0.578

8 390 395 1.282 1,592.4 1,601 0.540

9 260 268 3.076 1,061.6 1,108 4.370

10 927 925 �0.215 3,784.9 3,795 0.266

11 298 302 1.342 1,216.7 1,214 �0.221
12 478 470 �1.673 1,951.4 2,001 2.541

13 1,198 1,190 �0.667 4,891.4 4,870 �0.437
14 1,532 1,548 1.044 6,255 6,280 0.399

15 1,024 1,040 1.562 4,181 4,175 �0.143
16 1,112 1,140 2.5179 4,540 4,662 2.687

17 810 825 1.851 3,307 3,300 �0.211
18 3,679 3,670 �0.244 15,021 15,035 0.093

19 855 860 0.584 3,491 3,598 3.065

20 4,850 4,830 �0.412 19,802 19,823 0.106
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A level of accuracy is expected at the testing phase; this is to ensure validity of

generated model. From the analysis extracted from Table 22.2, maximum expected

negative error is �2.14 while maximum positive error is +4.37. This generated

mean error of 0.685, with an absolute standard deviation of 1.506 and a percentage

accuracy range within +2.19 to �0.822 for cost prediction.

For the energy consumption, the maximum negative error is �5.797 while maxi-

mum positive error is +5.721. The mean error is of 0.649, with an absolute standard

deviation of 2.453 and a percentage accuracy range within +3.102 to �1.804.
Therefore, Table 22.3 contains the summary of error, standard deviation, and

range of expected accuracy.

22.5.2 Regression Analysis

Regression analysis was used to ascertain the relationship between the predicted

and actual values. The results of analysis are illustrated graphically. The statistics

can be interpreted that the correlation coefficient is 0.99, indicating that, there is a

good linear correlation between the actual and the predicted neural network values

at tested phase. The results of linearly regressing are shown graphically in

Figs. 22.2 and 22.3.

The regression models were compared graphically for closeness of fit and

prediction performance based on the predicted versus the actual values.

The correlation between the actual and the predicted values of the ANN model

for prediction of energy consumption and their costs yielded a good result in terms

of accuracy as shown in Fig. 22.2a and b, respectively. The scatter plots in these

figures at testing phase revealed that, for both models, the predictability was

satisfactory and data points were well fitted over slope line.

22.5.3 The Models Meaning

The performance of the model is evaluated by using the percentage error. The

percentage error of each model is shown graphically in Figs. 22.4 and 22.5 for the

20 testing samples.

Table 22.3 Expected accuracy at testing phase

Model

Maximum

positive error (%)

Maximum

negative error (%)

Mean

error (%)

Standard

deviation (%)

Accuracy

range (%)

Energy +5.721 �5.797 0.649 2.453 +3.102

�1.804
Costs +4.370 �2.140 0.685 1.506 +2.19

�0.822
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Fig. 22.3 Regression line of actual costs versus predicted values at testing phase
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22.5.4 Sensitivity

Sensitivity analysis is a method used to determine the influence of each input

parameters to output variable. Parameter sensitivity is performed as a series of

tests showing which input parameter causes a change in the dynamic behavior of

the structure. Sensitivity analysis can also indicate which parameter values are

reasonable to use in the model. Therefore, the extraction of x2 reduces the accuracy

of the model by 1 % which bears less significant than the other parameters as shown

graphically in Fig. 22.6.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6

E
rr

or
s 

(%
)

Samples

 Individual error

Fig. 22.4 Error variation at testing phase for energy consumption
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22.6 Conclusions

This chapter has proposed an artificial neural network model for forecasting energy

consumption with its expenditure in terms of cost for a specific type of residential

housings. The method has provided successful results regarding its effectiveness

and preciseness. The main advantage of the proposed scheme is its simplicity for

use. If a problem is particularly complicated, it may be broken down into a number

of parts, each of which is then solved separately by its own network module. More

often than not, the choice of connection scheme for a network is arbitrary. For some

systems, however, the connection scheme is defined precisely by the problem under

consideration. By the introduction of supervised and unsupervised training

schemes, we may operate both prior to and during application of the network. It

is recommended to further investigations of neural networking to other domains of

energy consumption modeling techniques and their management, such as energy

economics and consumption, by adopting appropriate methods of solving different

classes of problems arising in energy research.
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Chapter 23

Complex-Valued Wavelet Neural Network
Prediction of the Daily Global Solar
Irradiation of the Great Maghreb Region

Lyes Saad Saoud, Fayçal Rahmoune, Victor Tourtchine,
and Kamel Baddari

Abstract In this chapter, the prediction of the daily global solar irradiation of the

great Maghreb region using the complex-valued wavelet neural network (CVWNN)

is presented. Both multi-input single output (MISO) and multi-input multi-output

(MIMO) strategies are considered. The meteorological data of the capitals of the

great Maghreb, which are Tripoli (Libya), Tunis (Tunisia), Algiers (Algeria), Rabat

(Morocco), El Aaiun (Western Sahara), and Nouakchott (Mauritania), are used like

samples from each country. To test the applicability and the feasibility of the

CWNN to predict the daily global irradiation for the great Maghreb case, several

models are presented. Results obtained throughout this chapter show that the CWN

technique is suitable for prediction of the daily solar irradiation of the great

Maghreb region.

Keywords Solar irradiation • Complex-valued wavelet neural networks •

Forecasting • Great Maghreb

Nomenclature

CVWNN Split complex-valued wavelet neural networks

n Number of inputs

m Number of neurons in the hidden layer

l Number of output

Xn Input vector

tm Translations of the hidden neurons
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dm Dilations of the hidden neurons

f1C(.) Complex-valued wavelet used for the hidden layer

f 2C(.) Complex-valued activation function used for the output layer

j ¼ ffiffiffiffiffiffiffi�1p
Imaginary unit

yl lth desired output

ŷl lth predicted output

tC(d ) Complex-valued temporal index, d ¼ 1, . . ., 365
Tm Daily air temperature, �C
Hm Relative humidity, %

Gm Daily global solar irradiation, kJ/m2

Td Complex-valued daily air temperature

Hd Complex-valued relative humidity

Gd Complex-valued daily global solar irradiation

nRMSE Normalized root mean squared error, %

R2 Coefficient of determination, %

MAE Mean absolute error, %

N Number of samples

MIMO Multi input multi output

MISO Multi input single output

23.1 Introduction

Global solar irradiation is considered as the most important parameter in the design

of renewable and solar energy systems, particularly for the sizing of Photovoltaic

(PV) systems [1]. This parameter is influenced by the sunlight variation and other

meteorological parameters which make it variable from location to another. As it is

known, the great Maghreb has a great area occupied by the desert of Sahara which

gives it the opportunity to be an advantageous place for solar systems installations.

Due to the great nonlinearity of the solar irradiation model and the dependence

between this last parameter with other meteorological and geo-astronomical data,

many models based on computational techniques dedicated to predict the solar

irradiation could be found in literature [2–12], whereas, the neural networks are

widely used to forecast solar irradiation with good accuracy [13–19]. Complex-

Valued Neural Networks (CVNNs) prove their abilities for the identification of

nonlinear systems. They can outperform their real counterparts in many ways [20].

CVNNs give also the possibility of the simultaneous modeling and forecasting [21],

where they have been used to forecast the wind’s speed and direction simulta-

neously. The main motivation to use CVNNs is the faster convergence, reduction in

learning parameters, and the ability to learn two dimensional motion of signal in

complex-valued neural network [22]. The CVNNs are simply the generalization of

the real-valued neural networks in the complex-valued domain, where all the

parameters including weights, biases, inputs, and outputs could be complex vari-

ables. In real-valued strategy, the wavelet theory has found many applications in
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function approximation, numerical analysis, and signal processing [23]. Due to the

similarity between wavelet decomposition and one-hidden-layer neural networks,

the idea of combining both wavelets and neural networks has been proposed in

various works [24–29]. This advantage motivates other researchers to move this

strategy from the real-valued domain to the complex-valued one. For instance,

Özbay et al. [30] proposed the split complex-valued wavelet artificial neural

network, where Mexican hat and Haar wavelet functions have been used as

activation functions. They showed that this architecture is suitable to classify

Doppler signals. On the other hand, the split complex-valued neural networks

have showed to be suitable and promising technique for forecasting the hourly

and the daily solar irradiation [19]. In this chapter, split complex-valued wavelet

artificial neural network [30] is applied to forecast the daily global solar irradiation

of the great Maghreb region. The multi input single output (MISO) and the multi

input multi output (MIMO) strategies are used. A comparison between the tech-

nique presented throughout this chapter and the split complex-valued neural net-

works is given.

23.2 Complex-Valued Wavelet Neural Networks

The split complex-valued wavelet neural networks (CVWNN) architecture is

proposed in [30]. The main difference between the CVWNN and the traditional

complex-valued neural networks is coming from the activation function. In the

CVWNN architecture, one type of wavelet function is used. In other words, the

CVWNN is simply complex-valued neural networks using a wavelet function as

activation function. The complex Back-Propagation (BP) algorithm, which is the

complex-valued version of the real-valued back propagation algorithm, is widely

used to train the CVNNs [19, 31, 32]. This algorithm could be used easily to train

the CVWNN [30].

Let us take the complex-valued wavelet neural network which has n inputs,

m neurons in the hidden layer, and l outputs. The lth network’s output could be

calculated as follows:

ŷ l kð Þ ¼ f 2C W2
l0 þ

X
m

W2
lmHm

 !
ð23:1Þ

And the output of each hidden neuron m is given like:

Hm ¼ f 1C Umð Þ ð23:2Þ
where Xn ¼ y k � 1ð Þ, y k � 2ð Þ, . . . , y k � ið Þ, u k � 1ð Þ, u k � 2ð Þ, . . . , u k � qð Þ½ �,
which contains n ¼ iþ q complex-valued input. With n, m, i, l, and q are positive

integers. Um is given as follows:
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Um ¼
tm �

X
n
W1

mnXn

dm

W2
l0 andW

2
lm are the biases and the weights from the hidden to the output layers,W1

mn

are the weights from the input to hidden, and tm and dm are translations and dilations

of the hidden neurons.

f1C(.) is a complex-valued wavelet used as an activation function for the hidden

layer.

According to the Liouville’s theorem, in which the analytic and bounded functions

on entire complex plane are constant, the complex function takes a great attention

and several complex activation functions proposed in the literature [24]. In this

chapter, the split Mexican Hat function is given as follows:

f 1C Umð Þ ¼ 1� a Re Umð Þð Þ2
� �

exp �b
2
Re Umð Þð Þ2

� �
þ j 1� a Im Umð Þð Þ2
� �

exp �b
2
Im Umð Þð Þ2

� �
ð23:3Þ

where z ¼ xþ jy, j ¼ ffiffiffiffiffiffiffi�1p
, a, and b are reals, in our case they are taken: a ¼ 2:7

and b ¼ 3.

f 2C Ulð Þ ¼ tanh Re Ulð Þð Þ þ jtanh Im Ulð Þð Þ ð23:4Þ

And Ul ¼ W2
l0 þ

X
m

W2
lmHm

The objective is to find the complex-valued parameters that minimize the cost

function given as follows:

E kð Þ ¼ 1

2

X
l

el kð Þj j2 ð23:5Þ

where el(k) is the error between the lth desired output yl(k) and the lth predicted

output ŷl(k) which is given as follows:

el kð Þ ¼ yl kð Þ � ŷ l kð Þ ð23:6Þ

23.3 Data Preparation

In this study, the six cities of the great Maghreb (Fig. 23.1) are taken to implement

the CVWNN technique. The miss of experimental data (or the difficulty to obtain

them) of the whole region requires us to use satellite data. Satellite meteorological

data (daily solar irradiation, daily air temperature, and daily relative humidity) are

obtained from the official website of NASA [33] for the following cities:
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Tripoli, Libya: Latitude¼ 32�53 N, Longitude¼ 13�11 E

Tunis, Tunisia: Latitude¼ 36�49 N, Longitude¼ 10�10 E

Algiers, Algeria: Latitude¼ 36�45 N, Longitude¼ 3�3 E

Rabat, Morocco: Latitude¼ 34�1 N, Longitude¼ 6�50 W

El Aaiun, Western Sahara: Latitude¼ 27�8 N, Longitude¼ 13�13 W

Nouakchott, Mauritania: Latitude¼ 18�5, Longitude¼ 15�59 W

To make the data useful to the CVWNN, it should be transformed into the

complex-valued domain. The same procedure given in [19] will be used in this

work. Therefore, each year’s day will be represented by an angle, with 1 year is

assumed to be a circle (2π). In this case, the time index will be integrated into the

data itself which produces one input that contains two simultaneous parameters (the

meteorological data and the time index). The complex-valued temporal index tC(d)
for the daily case is given by the following Eq. (23.7) [19]:

tc dð Þ ¼ exp j2πd=365ð Þ ð23:7Þ
where d¼ 1, . . ., 365, represent the day number, with the first day is the 1st January.

By multiplying the obtained complex-valued time index with each meteorolog-

ical parameter (Tm, Hm, Gm), the complex valued of: the daily air temperature Td,
relative humidityHd, and the daily global solar irradiationGd could be found, which

are given by the following equations:

Td ¼ Tmexp j2π d=365ð Þ ð23:8Þ

Hd ¼ Hmexp j2π d=365ð Þ ð23:9Þ

Fig. 23.1 The Great Maghreb with its capitals (modified form [34])
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Gd ¼ Gmexp j2π d=365ð Þ ð23:10Þ

The satellite data for the six cities (Tripoli, Tunis, Algiers, Rabat, El Aaiun,

Nouakchott) are daily air temperature, relative humidity, and daily solar irradiation

in the duration 01/01/2003 to 06/30/2005. Two years (2003–2004) are used to train

the CVWNN and the rest (180 days) for its validation.

To have an idea about the prediction performance of the applied algorithm, the

normalized Root Mean Squared Error (nRMSE) [13], the coefficient of determina-

tion (R2), and the Mean Absolute Error (MAE) [35] given below are taken like

criteria for all examples (its units are in %), where N is the number of samples:

nRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
k¼1

yk � ŷ kj j2
s

y
ð23:11Þ

R2 ¼ 1�

XN
k¼1

yk � ŷ kj j2

XN
k¼1

yk � yj j2
ð23:12Þ

MAE ¼

XN
k¼1

yk � ŷ kj j

N
ð23:13Þ

It should be noted that MAE in % is calculated by multiplying the obtained value by

100 and dividing the result by the maximum of the measured data.

23.4 Results and Discussions

In this part, two strategies based on the CVWNN are presented. In the first time, the

daily solar irradiation of the great Maghreb region is forecasted using the MISO

strategy. The air temperature or/and the relative humidity are used to predicted

1 day ahead of the solar irradiation. These results are presented in Tables 23.1 and

23.2 for the case of predicting on day ahead of the daily solar irradiation prediction.

It should be mentioned that we use the notation <I�H�O> in all tables, where I,
H, and O represent the number of neurons in input layer, the number of neurons in

the hidden layer and the number of neurons in the output layer, respectively.

According to the values of I, H, and O several architectures could be obtained.

We can see in Table 23.1, for the all cities, the temperature alone gives a good

estimation results comparing to the relative humidity. Where the better results are

obtained using air temperature for the city El Aaiun (MAE¼ 9.778 %
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nRMSE¼ 17.67 % and R2¼ 95.02 %) compared to the other cities. The results for

the city Algiers are the worst (MAE¼ 15.892 %, nRMSE¼ 33.55 %, and

R2¼ 85.22 %). Using the relative humidity does not decrease a lot the results

(almost the same results are obtained). In the case of using both the two meteoro-

logical parameters (Table 23.2), the results are a little improved for all the cities

except Nouakchott city, where a great improvement are presented (MAE¼ 8.696 %

nRMSE¼ 17.83 %, and R2¼ 94.81 %).

By introducing the past values of the daily solar irradiation (five values in this

work), the results are improved (Table 23.3). We can see also in the same Table 23.3

that changing the number of neurons in the hidden layer does not produce a great

improvement (almost 1 %).

In the MIMO case, two structures are presented for all cities. At the first time, the

25 past days of each month are used to forecast the rest 5 days in parallel (i.e.,

predict Ĝ 26d k þ 1ð Þ, Ĝ 27d k þ 1ð Þ, . . . , Ĝ 30d k þ 1ð Þ using G1d(k),G2d(k), . . .,
G25d(k) of each month). Three numbers on neurons (30, 50, and 100) in the hidden

layer are used for all cities. The results of this strategy are given in Table 23.4.

Table 23.1 Obtained results using CVWNN in the case of one meteorological input

Model’s structure

Capitals

Measure’s criteria

<I�H�O> MAE (%) nRMSE (%) R2 (%)

Ĝ d kð Þ ¼ f Td k � 1ð Þð Þ <1� 30� 1> Tripoli 11.419 24.44 91.19

Tunis 12.950 30.73 87.27

Algiers 15.892 33.55 85.22

Rabat 12.532 22.80 92.22

El Aaiun 9.778 17.67 95.02

Nouakchott 13.755 22.69 91.62

Ĝ d kð Þ ¼ f Hd k � 1ð Þð Þ <1� 30� 1> Tripoli 15.155 29.38 87.11

Tunis 13.216 30.90 87.11

Algiers 13.547 29.67 88.40

Rabat 12.933 25.02 90.65

El Aaiun 9.856 17.57 95.07

Nouakchott 19.391 31.13 84.17

Table 23.2 Obtained results using CVWNN in the case of the two meteorological inputs

Model’s structure

Capitals

Measure’s criteria

<I�H�O>
MAE

(%)

nRMSE

(%)

R2

(%)

Ĝ d kð Þ ¼ f Td k � 1ð Þ, Hd k � 1ð Þð Þ <2� 30� 1> Tripoli 13.280 26.15 89.90

Tunis 12.119 28.76 88.84

Algiers 14.347 30.91 87.43

Rabat 11.906 22.23 92.60

El Aaiun 8.838 16.22 95.79

Nouakchott 8.696 17.83 94.81
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In this case, 100 neurons in the hidden layer give the better results for all cities,

where the best of them are obtained for Nouakchott city (MAE¼ 0.044 %,

nRMSE¼ 0.35 %, and R2¼ 99.89 %). As a sample of the obtained results for this

case (i.e., forecasting the last 5 days of each month using the past 25 days), the

results for the cities: Tripoli, Tunis, and Algiers are given in Figs. 23.2, 23.3,

and 23.4. We can see in these figures the promising results either in the complex

plane or in the temporal one.

Secondly, the same method (i.e., MIMO case) is used, where the last 15 days are

forecasted using the 15 past days (i.e., predict Ĝ 16d k þ 1ð Þ, Ĝ 17d k þ 1ð Þ, . . . , Ĝ 30d

k þ 1ð Þ using G1d(k),G2d(k), . . .,G15d(k) of each month). These results are given in

Table 23.5, in which we can see the good results. The cities Rabat, El Aaiun, and

Nouakchott are chosen as examples for the case of prediction 15 days of each month

using the past 15 days of each month. Results for the above selected cities are

shown in Figs. 23.5, 23.6, and 23.7, in which the data are represented in both polar

and temporal domains and the measured versus predicted outputs as well. We can

see the high performance and quality given by the CVWNN in the MIMO case

compared with MISO one.

Comparing the network used in this chapter (CVWNN) with the other strategies

such as (CVNN [19]), we can see that both of them give a promising results. But

and according to that the CVWNN has wavelet functions in its hidden layer, this

network keeps the advantages of the traditional real-valued wavelet network and

also works like the CVNN due to its output layer which is the split hyperbolic

tangent. In the case of forecasting specially, the complex-valued wavelet neural

network deals better than the CVNN for forecasting the daily solar irradiation in the

region of the great Maghreb, but with more neurons in the hidden layer.

23.5 Conclusion

In this work, the complex-valued wavelet neural network technique is used to

forecast the daily solar irradiation for the great Maghreb region. The CVWNN

models have been validated using satellite data in the Great Maghreb, where the

cities Tripoli (Libya), Tunis (Tunisia), Algiers (Algeria), Rabat (Morocco), El

Aaiun (Western Sahara), and Nouakchott (Mauritania) are selected for the collec-

tion of data. The CVWNN proves its abilities to predict the daily solar irradiation in

both cases (MISO and MIMO strategies) for all cities. Hence and according to the

obtained results, we can say that the CWVNN is very suitable for forecasting the

daily solar irradiation in this region.
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Fig. 23.2 Measured and

predicted daily solar

irradiation of 5 days ahead

for the city Tripoli:

(a) in the polar plane,

(b) temporal, and (c)
measured versus predicted
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Fig. 23.3 Measured and

predicted daily solar

irradiation of 5 days ahead

for the city Tunis: (a) in the

polar plane, (b) temporal,

and (c) measured versus

predicted
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Fig. 23.4 Measured and

predicted daily solar

irradiation of 5 days ahead

for the city Algiers: (a) in
the polar plane, (b)
temporal, and (c) measured

versus predicted
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Fig. 23.5 Measured and

predicted daily solar

irradiation for 15 days in the

city Rabat: (a) in the polar

plane, (b) temporal, and (c)
measured versus predicted
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Fig. 23.6 Measured and

predicted daily solar

irradiation of 15 days ahead

for the city El Aaiun: (a) in
the polar plane, (b)
temporal, and (c) measured

versus predicted

336 L. Saad Saoud et al.



Fig. 23.7 Measured and

predicted daily solar

irradiation of 15 days ahead

for the city Nouakchott: (a)
in the polar plane, (b)
temporal, and (c) measured

versus predicted
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Chapter 24

Neural Modeling Adsorption of Copper,
Chromium, Nickel, and Lead from Aqueous
Solution by Natural Wastes

Samia Rebouh, Mounir Bouhedda, Salah Hanini, and Abdenour Djellal

Abstract An artificial neural network (ANN) is used to model the static adsorption

of copper, chromium, lead, and nickel by natural wastes, which are respectively

charred cereal waste, Mediterranean biomass (Posidonia oceanica (L) DELILE),

activated carbon as well as olive kernel and pulp. This intelligent model is used to

predict and estimate the amount of adsorbed metal per mass unit of adsorbent or the

yield percentage of the adsorption. The results obtained using multilayer neural

network shows its effectiveness in predicting the experimental results. The relative

error is 0.2 mg/g for charred cereal waste/Copper, Biomass/Chromium, and 1.9 %

for the combinations activated carbon/Lead, olive kernel/Nickel, and olive pulp/

Nickel, respectively. Furthermore, the same artificial neural network is exploited to

predict the effect of some operating parameters (pH, temperature, initial metal

concentration, contact time, agitation speed, ionic strength, and adsorbent weight)

that affect the static adsorption of these metals by several types of adsorbents.

Keywords Artificial neural networks • Prediction • Static adsorption • Heavy

metals • Adsorbents

Nomenclature

AC Activated carbon

ANN Artificial neural network

bi Bias of the ith node

BM Mediterranean biomass
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Cin Initial concentration, mg/g

Cu Copper

Is Inonic strength, mol m3

J Jacobian matrix of weights and biases derivate

L ANN output dimension

M Number of iterations

Ni Nickel

OK Olive kernel

OP Olive pulp

Pb Lead

s Neuron inputs sum

Sa Agitation speed, round per minute (rpm)

T Temperature, �C
tc Contact time

wij Connection weight between node and node j
WCC Waste charred cereal

Wd Adsorbent weight

yi ith desired output

zi ith neuron output

Greek Letters

μ Learning coefficient

εi Output error of the ith node

Subscripts

i Node and output index

j Node index

24.1 Introduction

The pollution affects all compartments of the environment: water, air, and soil. It is

the result of the diffusion of organic and inorganic contaminants. Climate change,

the loss of plant and animal species are the first signs. The water pollution took the

great part of environmental concerns, the fact that water resources are limited and

that economic development creates pollution problems where the volumes of

wastewater generated by the various sectors become increasingly important.

The main sources of water contamination are domestic and industrial wastewa-

ter, agricultural production, air pollutants, old waste dumps, and the use of hazard-

ous substances in water. Many pollutants, in particular, heavy metals may harm the
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health and the future of the living beings. The metal elements are, in various forms,

always present in the environment, and they are necessary or essential to living

beings [1]. However, at high concentration, they exhibit a more or less strong

toxicity. The presence of heavy metals in the environment results from natural

causes and human activities. It is a particular problem because they are not

biodegradable [2].

These heavy metals do not all have the same risks because of their different

effects on organisms and their chemical, physicochemical and biological proper-

ties. Their toxicity is highly variable and their impact on environment is very

different [2].

The conventional methods used for the effluents treatment [3–7] including heavy

metals removal, such as precipitation, redox, ion exchange, filtration, membrane

processes, and evaporation are toxic, inefficient, and too expensive. They are

applied for solutions at low concentration [8–12]. A good alternative to these

methods is the use of original biopolymers such as industrial and agricultural wastes

[13–20], which have physicochemical properties to capture heavy metals by

adsorption mechanism.

Adsorption as a separation process has been widely used in environmental

chemistry because of its relatively low cost, simple design, and capacity for

adsorbing a board range of pollutants at low concentration [21]. Many biosorbents

have been tested for heavy metals removal because of their availability, low cost,

and easy obtaining. They have been investigated as potential adsorbents to remove

this kind of pollutants. The removal of copper ions from aqueous solution by

hazelnut shell has been predicted [22]. The use of activated carbon prepared from

peanut shells for hexavalent chromium adsorption has been studied [23]. The

adsorption of Cd (II), Zn (II), Cr (III), and Cr (IV) from aqueous solutions using

hazelnut has been reported [24]. Removal of heavy metals ions by banana pith has

been investigated [24]. The adsorption of Cu (II) from synthetic solutions using Irish

sphagnum peat moss has been studied [25]. The removal of heavy metal ions from

aqueous solutions by means of rice bran, soybean, and cottonseed hulls has been

investigated [26]. The use of shells of lentil, wheat, and rice for Cu (II) removal from

aqueous solutions has been studied [27]. The adsorption of Cu (II) from water using

decaying Tamarix gallica leaves has been reported [28].

Many agricultural by-products have proved to be good low cost adsorbents for the

removal of both copper and chromium from water. Lignocellulosic residues include

wood residues (sawdust and paper mill discards) and agricultural residues include

lignocellulosic agrowastes (sugarcane bagasse, wheat bran, wheat straw, corn stoves,

etc.). Lignocellulosic wastes have an adsorption capacity comparable to other natural

sorbents, beside, they have the advantage of very low or no cost, great availability,

simple operational process through their use as biosorbents, an added value is

provided to products that otherwise would be considered as a waste [29].

The removal capacity of a biosorbent presenting nonlinearities with the operat-

ing parameters has to be described accurately in order to get an effective prediction

model. To get the model, the designer has to follow two ways. The first one is

referring to the mathematical modelling where he has to use the knowledge of
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chemistry, biology, and other sciences to describe an equation which is extremely

difficult for the cases treated in this work. The second way requires the use of the

experimental data to identify relationship between output and inputs. This method

is used in the cases where the process involves extremely complex physical

phenomena, or exhibits strong nonlinearities and dependence on various parame-

ters. This method matches exactly with the treated problem in this work.

Obtaining a mathematical model for a system can be rather complex and time

consuming. This fact has led the researches to exploit the intelligent techniques like

ANNs for modelling complex systems using the input–output data sets.

Artificial neural networks (ANNs) can be advantageous because they provide an

adjusting mechanism to get at the end, an intelligent model for the prediction of the

adsorption amount.

In this work, three different interests were brought together to provide maximum

gains and benefits:

• Environmental interest:

– Removal of heavy metals that are toxic components

– Use of natural and biodegradable materials such as activated charcoal, olive

waste, algae, and grains waste to solve problems of harmful toxic waste in the

environment

• Economic interest: Valorization of biomass as an abundant and inexpensive

renewable energy

• Optimization and prediction of adsorption amount: furnished by using a reliable

and precise intelligent model

In the present work, an ANN is synthesized to predict and estimate the amount of

different metals adsorbed per mass unit of adsorbent using Neural Network Tool-

box of MATLAB® where an experimental database is collected and exploited to

provide a large learning database for the established ANN model.

24.2 Artificial Neural Networks

24.2.1 ANN Basics

As mentioned above, ANNs appear usually in literature describing nonlinear

complex system building [30]. For this purpose, the most often used ANN archi-

tecture is the feedforward network with one or more hidden layers using

Levenberg–Marquardt learning algorithm. Some related basic relationships are

reported in the following; further detailed information about the feedforward

ANN can be found in [31].

In the feedforward ANN, a typical ANN element (node) transfer function is the

hyperbolic tangent. In this case, the output zi of the ith node is computed as (24.1).
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zi ¼ eαs � e�αs

eαs þ e�αs
ð24:1Þ

where α is the coefficient that defines the steepness of the sigmoidal transfer

function and the expression of s is given by (24.2)

s ¼
X
i

wi jxi j � bi ð24:2Þ

where xij is the input of the ith node given by jth node of the previous layer; wij is the

connection weight of the ith node with the jth node of the previous layer; and bi is
the ith node bias.

The use of ANN implies three separate phases:

• The learning phase, in which the ANN is forced to furnish the desired outputs

corresponding to a determined inputs (learning set); in this phase, the ANN

learning level is verified by means of suitable performance indexes computed

with reference to data (test data) that are different but coherent with the data of

the learning set.

• The validation phase, in which the ANN generalization capability is verified by

means of data (validation test) completely different from the data used in the

previous phase.

• The production phase, in which the ANN is capable of providing the outputs

required that correspond to any input.

In the learning phase, Levenberg–Marquardt algorithm is used to modify wij and

bi values by means of an adaptive process which minimizes the output node errors

(supervised learning) on the basis of the relationships given by (24.3) and (24.4).

wi j kð Þ ¼ wi j k � 1ð Þ � JTJþ μI
� ��1

JTεi k � 1ð Þ ð24:3Þ
bi kð Þ ¼ bi k � 1ð Þ � JTJþ μI

� ��1
JTεi k � 1ð Þ ð24:4Þ

where J is the Jacobian matrix that contains first derivatives of the network errors

with respect to the weights and biases, k is the current iteration of the learning

algorithm, εi is the output error of the ith node and μ is the learning coefficient.

The ANN learning progress is monitored by means of suitable monitor index

which is the Mean Square Error (MSE), where the expression is given by

(24.5) [32].

MSE ¼ 1

M

XM
k¼1

XL
i¼1

yki � zki
� �2 ð24:5Þ

where M the number of iterations of Levenberg–Marquardt algorithm, L is the

output layer dimension, and yi is the ith desired outputs of the ANN.
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In the validation and production phases, the ANN outputs are computed by mean

of simple sums and products, whose number is related only to the chosen ANN

architecture.

24.2.2 ANN Learning

The adopted learning type is the supervised training. First, a multilayer structure of

the ANN is chosen with giving random values to the synaptic weights (wij), where

both the inputs and the desired output are provided. The ANN then processes the

inputs and compares its resulting output against the desired output (Fig. 24.1).

Errors are then propagated back through the system, causing the system to adjust

the weights of the ANN. This process occurs over and over as the weights are

continually tweaked. The set of data which enables the training is called the

“training set.” During the training of a network, the same set of data is processed

many times using Levenberg–Marquardt algorithm as the connection weights are

ever refined.

24.3 Methods

24.3.1 Synthesis Methodology

The synthesis of the artificial neural networks for static adsorption modeling is

illustrated on the flowchart presented in Fig. 24.2. In order to establish a reliable and

representative database four steps are followed:

• Database collection

• Selection of the neural model’s inputs and output

• Database preparation

• Data format

S

ANN 
output

Inputs

Desired output

+

LEARNING ALGORITHM

ANN
Fig. 24.1 ANN supervised

learning
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24.3.2 Database Collection

Data concerning metals adsorbed quantities or yields for five adsorbent/heavy metal

couples are grouped after being taken from previous experimental studies. The five

different selected couples are:

• Couple 1: Waste charred cereal/Copper (WCC/Cu) [33]

• Couple 2: Mediterranean biomass (Posidonia Oceanica (L) DELILE)/Chromium

(MB/Cr) [34]

• Couple 3: Activated carbon/Lead (AC/Pb) [35]

• Couple 4: Olive kernel/Nickel (OK/Ni) [36]

• Couple 5: Olive pulp/Nickel (OP/Ni) [37]

24.3.3 Selection of the Neural Model’s Inputs and Outputs

The various factors which can affect the biosorption are agitation speed, pH,

temperature, sorption time, sorbent quantity, ionic strength, sorbent/metal ratio,

and initial metal-ion concentration [33–37]. The inputs are the parameters that

affect adsorption with relevant effects on yield or on the adsorption capacity of

heavy metals. Some variables are used as the input vectors to train the network

whereas the others are kept constant at their optimum values. However, the outputs

are adsorption yield (%) and adsorption capacity (mg/g).

Collection 
of experimental data

Pretreatment 
and data analysis

Neural architecture
· ANN type
· Learning algorithm
· Activation function
· Number of hidden layers
· Number of neurons in each hidden 

layer

Learning phase

Validation phase

Production phase

Collection of the weights 
for each couple

Fig. 24.2 Flowchart of the

ANN synthesis
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24.3.4 Preparing and Formatting Data

Like any ANN modelization, three phases are followed: Learning, validation, and

production phase. In each phase, an amount of data is taken from the learning

database:

• 80 % data for learning

• 10 % data for the validation

• 10 % for the production

24.3.5 Partial Database Normalization

Normalization is an important step in the process of compiling the data. It becomes

in most cases, a requirement for the input data, the fact that often transfer functions

of bounded sigmoid-type are used in static models. In this study, a sub-base separate

data have been used, corresponding to adsorbent/metal couples. The numerical

values were normalized in order to improve the optimization to get the output

values within the interval [–0.9, 0.9].

24.3.6 Adopted ANN Structure

The basic structure of a multilayer perceptron is retained at three layers: an input

layer, a hidden layer, and an output layer. The used learning algorithm is

Levenberg–Marquardt.

The used activation functions are hyperbolic tangent for the neurons of the

hidden layer and linear function for the neurons of the output layer.

One ANN is used for couple 1, 2, and 3 and another one is used for the two

remaining couples. Each ANN has its appropriate inputs: pH, temperature (T ),
initial metal concentration (Cin), contact time (tc), agitation speed (Sa), ionic

strength (Is), and adsorbent weight (Wg) and additional input which is used to

indicate the concerned couple. More details about the structure and learning

phase results of the two trained ANNs are given in Table 24.1. The architectures

of the two used ANNs are illustrated in Fig. 24.3.

For simulation and validation of the network, eight experiments kept for the test

phase are considered for each couple; for each experiment, the values of the

variables are selected randomly within the selected ranges, and the results are

given in Table 24.2. This step ensures the adoptability validation of the network

for inputs which are out of the training data set.
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24.4 Results and Discussion

The realized experimental design is made with the purpose of exploring the effect

of interaction of the eight parameters which are namely pH, temperature, initial

metal concentration, contact time, agitation speed, ionic strength, and adsorbent

weight by implementing the permutations of variables within their selected range.

The performance of the ANNs upon training with the test data may be revealed

by the closely followed trends between the experimental and the neural predicted

patterns in Fig. 24.4. The ANN is found to be very efficient in predicting the amount

of adsorption within the range of data contained in the training set.

Figure 24.5 represents comparison between ANN simulated and experimental

output data (12 sets for ANN1 and 45 sets for ANN2). The maximum relative error

is 0.2 mg/g for ANN1 and 1.9 % for ANN2. The predicted adsorption amount

efficiencies of obtained ANNs results are as close as with training and testing data

given to the network.
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Fig. 24.4 Experimental and neural predicted adsorption amount
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24.5 Conclusion

In the present study, a recurrent neural network has been designed and demon-

strated to predict the adsorption amount of Cu, Pb, Cr, and Ni by charred cereal

waste, biomass, activated carbon, olive kernel, and olive pulp.

The obtained results using two multilayer neural networks show the effective-

ness in predicting the experimental results for the metal adsorption by the different

natural adsorbents. This can be observed through the error values found which are

0.2 mg/g are for the ANN1 for WCC/Cu, BM/Cr couples, and 1.9 % for the ANN2

for AC/Pb, OK/Ni, and OP/Ni couples, respectively.

Also, artificial neural networks can be considered as an effective supplement for

the conventional and complicated models in the prediction of bioprocesses

parameters.
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Chapter 25

Computational Study of the Effects
of Heat Generating Finned Annular
Pipe on the Conjugate Heat Transfer

Sofiane Touahri and Toufik Boufendi

Abstract In this work, we numerically study the effects of heat generating fins in

an annular pipe on the three-dimensional conjugate heat transfer: conduction in the

solid and mixed convection in the working fluid. The horizontal annular pipe is

equipped by longitudinal attached fins on internal surface of outer cylinder. The

external pipe and the fins are heated by an electrical current passing through their

small thickness. The number of longitudinal fins studied is: 2 vertical, 4 and 8 fins.

The convection in the fluid domain is conjugated to thermal conduction in the pipes

and fins solid thickness. The physical properties of the fluid are thermal dependent.

The heat losses from the external pipe surface to the surrounding ambient are

considered. The model equations of continuity, momenta, and energy are numeri-

cally solved by a finite volume method with a second-order spatiotemporal

discretization. The obtained results showed that the axial Nusselt number increases

with the increasing of number and height of fins. The participation of fins located in

the lower part of the tube on the improvement of heat transfer is higher than the

participation of the upper fins.

Keywords Conjugate heat transfer • Mixed convection • Annulus • Fins •

Numerical simulation

Nomenclature

D Diameter (m)

g Gravitational acceleration (m/s2)

G Volumetric heat source (W/m3)

h Heat transfer coefficient (W/m2�C)
k Thermal conductivity (W/m�C)
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L Length (m)

Nu Nusselt number

P Pressure (N/m2)

Pr Prandtl number

r Radial coordinate (m)

Ra Rayleigh number

Re Reynolds number

t Time, s

T Temperature (�K)
U Radial velocity component (m/s)

V Axial velocity component (m/s)

W Angular velocity component (m/s)

z Axial coordinate (m)

Greek Letters

α Thermal diffusivity, (m2/s)

β Thermal expansion coefficient, (1/�K)
ε Emissivity coefficient

μ Dynamic viscosity, (kg�m/s)

θ Angular coordinate, (rad)

τ Viscous stress, (N/m2)

ρ Density, (kg/m3)

Subscripts

b Bulk

i, o Reference to the inner and outer surface of the duct, respectively

m Mean

r, θ, z Reference to the radial, angular and axial direction, respectively

0 Duct inlet

1 Ambient air away from the outer wall

Superscripts

* Nondimensional
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25.1 Introduction

The study of internal mixed convection flows was the subject of much theoretical

(analytical, numerical) and experimental research because the problem is depen-

dent on several control parameters, such as the Reynolds, the Grashof and the

Prandtl numbers, the geometrical parameter such as the inclination angle and the

entry thermal length and finally the thermal boundary conditions such as the heat

flux imposed on the duct wall or the imposed temperature. In addition to funda-

mental aspects of these phenomena, their industrial applications are numerous and

diverse, such as compact heat exchanger, solar collectors, and cooling components

electronic. When the convection in the fluid and conduction in the solid are

simultaneously considered, we say that the heat transfer is conjugated as is indi-

cated in the thermal transfer book, Incropera et al. [1]. Finned tubes are often used

in many engineering sectors for extend the contact surface between the tube wall

and the fluid and improve the heat transfer; the researchers have studied the

problem of optimizing the shape and geometry of attached fins in order to increase

heat transfer effectiveness. Many investigations, both experimental and numerical,

have been conducted for different kinds of internally finned tubes. Patankar

et al. [2] presented an analytical model for fully developed turbulent air flow in

internally finned tubes and annuli. In their study, the longitudinal attached fins in

the inner wall were considered. With thermal boundary conditions such as the

constant heat flux at the inner surface, the results of this study concern the heat

transfer and the pressure drop coefficients. The obtained results are presented as

determining the Nusselt numbers and coefficients of charge loss. Agrawal et al. [3]

studied numerically the effect of varying the geometric parameters and the Reyn-

olds number on the pressure drop and the heat transfer. This study was conducted

for the case of longitudinal fins attached to the inside of an annulus. In the

numerical work of Farinas et al. [4], the authors studied the laminar mixed con-

vection in an annulus with inner fins for two, four, and sixteen fins. The inner wall is

hot while the outer wall is cold. The Grashof number varied from 102 to 104. The

conservation equations are solved by the finite difference method. The results are

presented for the air with Rayleigh numbers varied from 103 to 106 for different

configurations of fins (fine, rounded, or divergent) and different lengths of blades

(L¼ 0.25, 0.5 and 0.75). The results are presented as isotherms graphs, velocity

fields, and the variation of Nusselt numbers. The heat transfer is enhanced to a

rounded configuration of the fins. Similar studies were also treated experimentally

by Wei-Mon Yan et al. [5], Yu et al. [6] and Wang et al. [7].

In the present work, we have studied numerically the heat transfer by mixed

convection in annulus between two concentric cylinders. Longitudinal fins are

attached in the inner wall of the outer cylinder. The mixed convection is conjugated

with the thermal conduction in the pipes and fins walls. The physical properties of

the fluid are thermal dependent and heat losses to the outside environment are taken

into account while the inner cylinder is adiabatic at its inner wall. The objective of

our work is to study the improvement of heat transfer in the annulus using 2, 4, and

8 longitudinal fins generating heat.
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25.2 The Geometry and the Mathematical Model

Figure 25.1 illustrates the geometry of the problem studied. Two long horizontal

concentric cylinders having a length L¼ 1 m, the inner tube with an internal

diameter D1i¼ 0.46 cm, and an outer diameter D1o¼ 0.5 cm, while the outer tube

with an internal diameter D2i¼ 0.96 cm and an outer diameter D2o¼ 1 cm. Longi-

tudinal fins are attached to the inner wall of the outer cylinder. At the entrance, the

flow has an average axial velocity equal to 9.88 10�2 m/s and a constant temper-

ature of 15 �C. The Reynolds and the Prandtl numbers are equal to 399.02 and

8.082, respectively. The nondimensional fluid viscosity and thermal conductivity

variations with temperature are represented by the functions μ*(T*) and K*(T*)
obtained by smooth fittings of the tabulated values cited by Baehr et al. [8].

This problem, which combines, simultaneously, the two heat transfer modes,

convection in the fluid and conduction in the solid, belongs to the class of conjugate

heat transfer problems. It will be modeled by the following dimensionless conser-

vation equations of the mass, momenta, and energy with the appropriate boundary

conditions, [9].

At t* ¼ 0, U* ¼ V* ¼ W* ¼ T* ¼ 0

At : t* > 0
ð25:1Þ

25.2.1 Mass Conservation Equation

1

r*

∂
∂r*

r*V*
r

� �þ 1

r*

∂V*
θ

∂θ
þ ∂V*

z

∂z*
¼ 0 ð25:2Þ

Fluid inlet

Fluid inlet
Longitudinal fins

Longitudinal fins

L

D2oD1i D1o D2i

Fig. 25.1 Geometry and dimensions D*
1i ¼ 1,D*

1e ¼ 1:09, D*
2i ¼ 2:09, D*

2e ¼ 2:17, L* ¼ 217:39
� �
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25.2.2 Radial Momentum Conservation Equation

∂V*
r

∂t*
þ 1

r*

∂
∂r*
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rV

*
r

� �þ 1
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� �þ ∂
∂z*

V*
zV

*
r

� �� V*
θ2

r*

¼ �∂P*
∂r*
þ Gr*0

Re20
cos θ T*þ 1

Re0

1
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∂
∂r*

r*τ*rr
� �þ 1

r*

∂
∂θ

τ*rθ
� �� τ*θθ
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þ ∂
∂z*

τ*rz
� �� 	
ð25:3Þ

25.2.3 Angular Momentum Conservation Equation
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r*

∂
∂r*

r*V*
rV

*
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∂z*
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r*

∂P*
∂θ
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Re20
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Re0

1
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∂
∂r*

r*2τ*θr
� �þ 1

r*

∂
∂θ
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� �� 	
ð25:4Þ

25.2.4 Axial Momentum Conservation Equation
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þ 1
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∂r*
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*
z

� �þ 1
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*
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þ 1
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� �þ 1
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∂
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τ*θz
� �þ ∂

∂z*
τ*zz
� �� 	 ð25:5Þ

25.2.5 Energy Conservation Equation

∂T*
∂t*
þ 1

r*

∂
∂r*

r*V*
rT*

� �þ 1

r*

∂
∂θ

V*
θT*
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V*
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� �
¼ G*� 1
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1
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∂
∂r*

r*q*r
� �þ 1

r*

∂
∂θ

q*θ
� �þ ∂

∂z*
q*z
� �� 	

ð25:6Þ

where G* ¼ K*
s= Re0Pr0ð Þ in the solid domain

0 in the fluid domain

(
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The components of the viscous stress tensor are:

τ*rr¼2μ∗
∂V*

r

∂r∗
, τ∗rθ¼ τ∗θr¼μ∗ r∗

∂
∂r∗

V∗
θ

r∗

� �
þ 1

r∗
∂V∗

r

∂θ

� 	
, τ∗θθ¼2μ∗

1

r∗
∂V∗

θ

∂θ
þV∗

r

r∗

� 	
τ∗θz¼ τ∗zθ¼μ∗

∂V∗
θ

∂z∗
þ 1

r∗
∂V∗

z

∂θ

� 	
, τ∗zz¼2μ∗

∂V∗
z

∂z∗
, τ∗zr¼ τ∗rz¼μ∗

∂V∗
z

∂r∗
þ∂V∗

r

∂z∗

� 	
ð25:7Þ

and the heat flux are : q*r ¼ K*∂T
*

∂r*
, q*θ ¼

K*

r*

∂T*

∂θ*
, and q*z ¼ K*∂T

*

∂z*
ð25:8Þ

The dimensionless numbers that characterize the problem of mixed convection are

evaluated at the entrance fluid temperature. With the following boundary

conditions:

At the annulus entrance: z* ¼ 0

In the fluid domain : V*
r ¼ V*

θ ¼ T* ¼ 0, V*
z ¼ 1 ð25:9Þ

In the solid domain : V*
r ¼ V*

θ ¼ V*
z ¼ T* ¼ 0 ð25:10Þ

At the annulus exit: z* ¼ 217:39

In the fluid domain :
∂V*

r

∂z*
¼ ∂V*

θ

∂z*
¼ ∂V*

z

∂z*
¼ ∂

∂z*
K* ∂T

*

∂z*

� �
¼ 0 ð25:11Þ

In the solid domain : V*
r ¼ V*

θ ¼ V*
z ¼

∂
∂z*

K* ∂T
*

∂z*

� �
¼ 0 ð25:12Þ

At the inside wall of internal pipe, r* ¼ 0:5 V*
r ¼ V*

θ ¼ V*
z ¼ 0 et

∂T*

∂r*
¼ 0

ð25:13Þ

At the outer wall of external pipe: r∗ ¼ 1:087
The non-slip condition is imposed and the radial conductive heat flux is equal to

the sum of the heat fluxes of the radiation and natural convection losses.

r∗ ¼ 1:087 for 0 � θ � 2π and

0 � z∗ � 217:39

V∗
r ¼ V∗

θ ¼ V∗
z ¼ 0

�K∗ ∂T∗

∂r∗
¼ hr þ hcð ÞDi

K0

T∗

8><>: ð25:14Þ

Where the radiative heat transfer is: h r ¼ εσ T2 þ T2
1

� �
T þ T1ð Þ

The emissivity of the outer wall ε is arbitrarily chosen to 0.9 while hc is derived
from the correlation of Churchill et al. [10] valid for all Pr and for Rayleigh

numbers in the range 10�6�Ra� 109

362 S. Touahri and T. Boufendi



Nu ¼ hcDi=Kair½ �

¼ 0:6þ 0:387Ra1=6= 1þ 0:559=Prairð Þ9=16
� �8=27� �� 	2

ð25:15Þ

with the local numbers of Rayleigh and Prandtl are defined by

Ra ¼ gβ T Ro;θ;zð ÞT1½ �þD3
o

αairνair
, Prair ¼ νair=αair .

In this expressions, the thermophysical properties of the ambient air are evalu-

ated at the local film temperature, as: Tfilm ¼ T R0; θ; zð Þ þ T1½ �=2.
In addition, the functions μ*(T*) and K*(T*) were obtained by smooth fitting of

the tabulated values cited by [8], as follows:

μ* T*
� � ¼ 0:23087 þ 0:78727exp �T*=0:11386

� � ð25:16Þ

K* T*
� � ¼ 1:00111þ 0:80477T* � 1:06002T*2 ð25:17Þ

In this conjugate problem, the solid is treated as a fluid with an extremely large

value of dynamic viscosity equal to 1030. This allows you to cancel the velocity

components in the solid domain, and hence heat transfer will occur only by

conduction. This procedure is discussed in Patankar [11].

25.2.6 The Nusselt Number

At the pipes wall interface r* ¼ r*2i ¼ 1:0435
� �

, the local Nusselt number is

defined as:

Nu θ; z∗ð Þ ¼ h θ; z∗ð ÞDi

K0

¼
K∗∂T∗=∂r∗ð Þjr∗¼r∗

2i

T∗ 0:5; θ; z∗ð Þ � T∗
m z∗ð Þ

" #
ð25:18Þ

At the fins wall interface θ ¼ θfin
� �

, the local Nusselt number is defined as:

Nu r*; z*
� � ¼ h r*; z*

� �
Dh

K0

¼
K*=r*
� �

∂T*=∂θ
� �



θ¼θfin
T* r*; θfin; z*
� �� T*

m z*ð Þ

" #
ð25:19Þ

25.3 The Numerical Procedure

The coupled nonlinear system of model equations, Eqs. (25.1)–(25.6), with their

boundary conditions Eqs. (25.9)–(25.17) are discretized using the finite volume

method, well described by [11] and Minkowycz et al. [12]. In this study, all

discretization schemes are of second order precision. The temporal discretization
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of the derivative terms follows the backward Euler scheme whereas the convective

and the nonlinear terms follow the Adams–Bashforth scheme whose the truncature

error is of Δt* 2. The spatial dicretization of the diffusive terms and the pressure

gradient follows the fully implicit of the central difference scheme whose the

truncatures errors are of Δr* 2, Δθ2 and Δz* 2 orders. The systems of the linearized

algebraic equations obtained are solved sequentially by following the SIMPLER

algorithm, [11]. The iterative solution is achieved by the line by line sweeping

method using the Thomas algorithm in the radial and axial directions and

the tri-diagonal cyclic algorithm in the angular direction. With suitable step time

of Δt* ¼ 10�3 and 5.10�4 the time marching is continued until the steady state is

reached. The convergence is confirmed by the satisfaction of the global mass and

energy balances as well as the temporal invariance of the local and average-

dependent variables. In the r*, θ, z* directions, the numerical grid used is

52� 88� 162 nodes in radial, angular, and axial directions successively

corresponding to a total of 189,540 nodes. In the radial direction, five nodes are

located in each small solid thickness. The numerical code used in this study has

been thoroughly tested and validated by comparison with other results published in

previous works. Full details of this validation can be found in the papers published

by Boufendi et al. [13] and Touahri et al. [14, 15]. One of these validations is the

comparison of our results with those of Nazrul et al. [16] who studied the laminar

mixed convection heat transfer in a horizontal concentric annulus using air and

water as the working fluid. The thermal boundary condition chosen is that of

uniform heat flux at the inner wall and an adiabatic outer wall. The controlling

parameters of the problem are: D2/D1¼ 2, Re¼ 200, Pr¼ 0.7, and Gr¼ 0. In

Fig. 25.2, we illustrate the axial evolution of the circumferentially averaged Nusselt

number. It is seen that there is a good agreement between our results and theirs.
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Fig. 25.2 Axial evolution of the circumferentially mean axial Nusselt number; a comparison with

the results of Nazrul et al. [16]

364 S. Touahri and T. Boufendi



25.4 Results and Discussions

Extensive numerical calculus where conducted for the conjugate heat transfer,

laminar forced, and mixed convection in the working fluid and conduction in the

solid, for the horizontal annular duct. All the results presented in this chapter were

calculated for Reynolds number, Re¼ 399.02, the Prandtl number, Pr¼ 8.082

(distilled water), and the Grashof number is equal to 12,801 while the fin height

H* is equal to 0.12. For the brevity of the chapter, the results obtained for another fin

height (H*¼ 0.24) are not presented. The dynamic and thermal fields are

represented in judiciously axial stations chosen.

25.4.1 Development of the Hydrodynamic Flow

25.4.1.1 The Flow Field

The obtained flow for the studied cases is characterized by a main flow along the

axial direction and a secondary flow influenced by the density variation with

temperature, which occurs in the plane (r*� θ). These flows are presented for

eight longitudinal fins.

In Fig. 25.3, we present the secondary flow vectors at the annulus exit

(Z*¼ 217.39). The transverse flow is explained as follows: the hot fluid moves

along the inner wall of the external cylinder from the bottom θ ¼ πð Þ to the top

θ ¼ 0ð Þ, this movement is blocked by the walls of the longitudinal fins. After, a

portion of the fluid continues moving upwardly under the effect of the thermal

buoyancy force while another part is conveyed downwardly with the relatively cold

fluid which descends near of the inner cylinder. The transverse flow in the r* � θ
� �

plane is represented by counter rotating cells; the cells number is proportional to

longitudinal fins number used. The vertical plane passing through the angles

θ ¼ 0ð Þ and θ ¼ πð Þ is a plane of symmetry. Regarding axial flow, this latter is

influenced by the generation of the secondary flow which causes an angular

variation explained as follows: the thermal viscosity is inversely proportional to

the fluid temperature and the axial velocity increases with the decrease of viscosity,

automatically we will have an axial velocity relatively high in the upper part of the

annulus where the fluid temperature is greater than that of the lower portion. In

Fig. 25.4, we represent an illustration of the variation of the axial velocity in the exit

of annulus (Z*¼ 217.39).

25.4.2 The Development of the Thermal Field

The angular distribution of the temperature field in the presence of eight longitu-

dinal fins at the annulus exit is shown in Fig. 25.5. The maximum fluid temperature

is equal to 0.5356 situated at the top of the annulus at r*¼ 1.0435, θ¼ 0, and
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z*¼ 217.39. In this axial position, the minimum temperature of the fluid is in the

lower part of annulus at θ¼ π and r*¼ 0.6450. In Fig. 25.6, we represent the

variation of the axial temperature at the end of each fin at r*¼ 0.8169. It is clear

that the temperature of the vertical fin placed at θ¼ 0 is highest, followed by fin

placed at θ¼ π/4, π/2, 3π/4, and π.

25.4.3 Evolution of the Nusselt Number

The variation of the Nusselt number at the interface of the outer cylinder is

illustrated in Fig. 25.7. The local Nusselt number at the interface (external

pipe-fins) is zero. Apart from these azimuthal positions, the local Nusselt number

takes a minimum value at the top of the cylindrical interface and a maximum value

at the bottom of the cylindrical interface. At the exit of annulus, the local Nusselt

number of the outer cylinder take a maximum value equal to 48.02 at θ¼ 2.8203.

Z*=217.39
Fig. 25.3 Development of the secondary flow at the annulus exit
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The local Nusselt number of the longitudinal fin placed at (θ¼ π) is shown in

Fig. 25.8. This number takes a maximum value equal to 130.00 at z*¼ 217.39 and

r*¼ 0.8169.

25.5 Conclusion

This study considers the numerical simulation of the three dimensional mixed

convection heat transfer in annulus equipped by longitudinal fins. The pipe and

the fins are heated by an electrical current passing through its small thickness. The

results show that the increase in the number of fins increases the axial Nusselt

number especially when the flow is fully developed. The increase in the height of

the fin from 0.12 to 0.24 improves the average Nusselt number from 41.89 to 60.09

in cases of eight fins. In this case, the maximum heat rate transferred to the fluid, is

equal to 4.039, and is positioned on the fin located at (θ¼ 0, z*¼ 93.07) while the

maximum Nusselt number equal to 130.00 is positioned on the fin located at (θ¼ π,
z*¼ 217.39).
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Chapter 26

Exergy-Based Design and Analysis
of Heat Exchanger Networks

S. Aghahosseini and I. Dincer

Abstract In this chapter, a new methodology for heat exchanger networks

synthesis, extending traditional pinch technology to include exergy-destruction

cost, is described and employed for practical applications. In the proposed approach,

the cost rate of exergy destruction substitutes the utility cost in a trade-off between

the operating and capital costs in the conventional pinch analysis to determine the

optimum minimum approach temperature, ΔTmin, in the energy assessment of heat

exchanger networks (HENs). It is demonstrated that the balanced composite curves

can be used directly in the calculation of the exergy destruction, heat recovery, and

heat-transfer area for a specified minimum approach temperature. Moreover, it is

showed that the grand composite curve can be utilized for determination of the

optimal external utility allocation. The inclusion of thermal exergy destruction into

pinch analysis decreases the optimum value of networkΔTmin, due to increase in the

system operating costs by considering both the external utility requirements and

internal exergy destruction. The results of this assessment provide a better and more

realistic utilization of external utilities considers the required capital investment.

Two case studies are presented to show how to apply the proposed methodology

effectively and practically. Case studies are analyzed using Aspen energy analyzer

software.

Keywords Heat exchanger networks • Exergy-destruction cost • Pinch analysis

• Heat-transfer area
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A Heat-transfer area (m2)
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T0 Surrounding temperature (�K)
q Heat flow (kW)

T Temperature (�K)
h File heat-transfer coefficient (kW ·m�2 · K�1)
Ėx Exergy flow (kW)

cx Cost per unit of exergy ($ · kW�1)
_K Cost rate ($ · s�1)
CC Capital cost of a heat exchanger ($)

a The installation cost set coefficient of a shell and tube heat exchanger

b, c The duty/area-related cost set coefficients of a shell and tube heat

exchanger

Nshell The number of heat exchanger shells in a heat exchanger

OC Operating cost ($ · year�1)
C Annual utility cost ($ · kW�1�year�1)
Af The annualization factor (year�1)
ROR The rate of return, percent of capital

PL Plant lifetime (year)

Subscripts

LMTD Log mean temperature difference

H Hot

C Cold

des Destruction

net Network

hu Hot utility

cu Cold utility

min Minimum

in Inlet

out Outlet

f Fuel

CI Capital investment

OM Operation and maintenance

26.1 Introduction

Pinch analysis is an efficient approach that enables many industries increase their

profitability reducing their utility consumption, greenhouse gas (GHG) emissions,

and waste generation [1]. The heat exchanger networks synthesis using pinch

analysis is a mature technology for energy integration in energy industries, which

has already been well established and applied effectively in numerous design and

retrofit projects for about three decades [2–4]. Pinch technology provides the ability

to identify the most economical way of maximizing heat recovery within process
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streams and minimizing requirements for external utilities (e.g., steam, fuels, and

cooling water) [5].

In most previously published analyses, the optimum value of the minimum

approach temperature, ΔTmin, is calculated based on trade-offs between external

energy demand, utility cost, and heat-transfer area required within a heat exchanger

network, and capital costs. Except the beneficial results from a reduction in utility

requirements, there is no clear reflection of correlating heat-transfer loss to the

HENs synthesis in conventional pinch analysis. In fact, based on thermodynamics,

the effect of entropy generation, which varies considerably with the temperature

level at which it occurs, is neglected [6, 7]. Accordingly, it is more reasonable to

consider exergy destruction rather than energy demand as the annual operating cost

in a trade-off with capital costs to determine the optimal minimum approach

temperature in HENs synthesis.

Many studies have been carried out on the concept of linking exergy calculation

with economic parameters called exergoeconomic analysis [8, 9]. The

exergoeconomic analysis of a single heat exchanger has been already presented [10]

and some papers have been published in the application of the exergy concept into

HENs synthesis [11, 12]. The combination of pinch analysis with the exergy load

distribution method is studied analytically [13, 14]. The exergy composite curves are

proposed elsewhere to focus on the opportunity of using heat pumps in energy

conversion systems and optimal integration of utility systems using Mixed Integer

Linear Programming (MILP) [15]. However, calculation of the exergy destruction in

HENs analysis and the trade-off between exergy-destruction cost and the capital

expense are not considered practically.

In this chapter, it is demonstrated that the balanced composite curves can be used

directly for calculation of the exergy destruction, heat recovery, and heat-transfer

areas having a specified minimum approach temperature. The application of the

proposed exergy-pinch methodology is examined for two different case studies

using Aspen energy analyzer software and results are compared with conventional

pinch methodology. It is revealed that the inclusion of heat exergy destruction into the

pinch analysis decreases the optimumvalue of networkΔTmin due to an increase in the

influence of operating cost by considering both the external utility requirements and

internal heat exergy destruction. It is also showed that the greater the driving force, the

higher exergy destruction and conversely, the smaller the size of heat exchangers in a

network. It is concluded that the new approach allows determination of more realistic

energy targets for hot and cold utilities by trade-offs between exergy-destruction cost,

instead of external utility costs, and the heat-transfer area investment.

26.2 Conventional Pinch Analysis

Pinch technology is a systematic analysis of heat recovery within industrial heat

exchanger networks and trade-offs between the networks’ operating and capital

costs for optimum selection of the heat-transfer minimum approach temperature.
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In the pinch analysis, process stream data is depicted like energy flows as a function

of temperature versus heat load. These data are integrated for all process streams to

create composite curves for all hot streams releasing heat and for all cold streams

requiring heat. The most constrained region for the internal heat transfer corre-

sponds to the minimum vertical distance between two composite curves,ΔTmin, and

is referred to as the pinch temperature. Practically, in the pinch analysis, the heat

exchangers that are located between streams with a temperature above and below

the pinch point are often replaced with alternative heat exchangers to make the

process satisfy its energy target [16].

The composite curves include necessary information to predict the network’s

required heat-transfer area. The optimal minimum temperature difference between

the curves is calculated by an economic trade-off between external energy demand

and the required heat-transfer area. The minimum approach temperature, ΔTmin,

has substantial effect on the amount of heat recovery and external utility require-

ments. When the hot and cold curves intersect, there is no driving force for heat

transfer in the process. It means infinite heat-transfer area is needed and conse-

quently, infinite capital cost is required. In contrast, an increase in the minimum

temperature difference throughout the process, results in decreasing the heat-

transfer area. Moreover, utility costs increase when ΔTmin increases. So, the cost

analysis of HENs indicates specific temperature difference for all individual heat

exchangers that is equal or more than the optimal ΔTmin.

In order to predict the network’s required total heat-transfer area from the

composite curves, utility streams must be incorporated with process streams to

form the balanced composite curves [16]. The balanced composite curves are

divided into vertical enthalpy intervals as shown in Fig. 26.1 considering individual

stream with specific heat-transfer film coefficient and countercurrent heat transfer.

The total area required for a HEN is equal to the summation of the calculated

area for each enthalpy interval as presented in the following equation [17, 18],

Anet ¼
X
k

1

ΔTLMTD,k

XHStream
i

_qi,k
hi
þ
XCStream
j

_q j,k

h j

" #
ð26:1Þ

where _qi,k and _q j,k are stream duties on hot stream i and cold stream j in enthalpy

interval k, hi, and hj are film heat-transfer coefficients for hot stream i and cold

stream j, respectively, including wall and fouling resistances, and ΔTLMTD,k is a

logarithmic mean temperature difference for interval k. If film heat-transfer coef-

ficients change significantly from stream to stream, the precise minimum area

requirements must be calculated using linear programming [19]. Although

Eq. (26.1) is not 100 % accurate, but the estimated targeted area which is required

for energy and area trade-offs, and also to evaluate alternative flowsheet options,

provides significant reduction in calculation complexity with the acceptance of

small penalty [16].
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26.3 Integrated Exergy-Pinch Analysis

Heat-transfer process is the inevitable source of entropy generation mainly related

to energy degradation due to an internal temperature drop. As a result, looking only

to the energy consumption in HENs synthesis is not a correct approach. In the

process of heat transfer, exergy is destroyed due to irreversibilities and it grows as

the degree of irreversibility increases. However, according to the first law of

thermodynamics, energy is conserved but the second law of thermodynamics

indicates that energy quality decreases. Therefore, taking the exergy into account

in HENs analysis enables better and more realistic energy targeting for different

pinch temperature differences. Figure 26.2 depicts exergy-destruction concept for

heat-transfer processes [6].

Based on the second law of thermodynamics, the exergy is defined as the

maximum obtainable work from a process that brings a system into equilibrium

with its surrounding environment [20]. Exergy is the energy quantity that is

accessible to be used. Consequently, when a process and its surroundings reach

equilibrium, exergy is zero. Therefore, exergy is interpreted as the energy quality

that depends on the state of both the system and environment. Although energy is

conserved, however, exergy is destroyed due to irreversible phenomena. In the

heat-transfer process, the maximum possible conversion of heat to useful work, or

heat exergy content, depends on the temperatures at which heat is available and is

rejected. In fact, the exergy destruction actuates the process of heat transfer.

Therefore, it is more logical to consider the amount of exergy being destroyed

Heating source

Cooling source

1 qj,4qi,4A4
ΔTLMTD,4

hjhi

T ( ̊C)

Enthalpy (kW)

. .

Fig. 26.1 Composite curves divided into intervals for heat-transfer area calculations
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rather than the amount of external energy being used as the annual operating cost in

a trade off with total network area cost in order to determine the optimal minimum

approach temperature, ΔTmin. The amount of heat is transferred from point 1 with

the thermodynamic temperature T1 to the point 2 with the thermodynamic temper-

ature T2 is always accompanied by exergy destruction which can be calculated by

the following equation [6],

_Exdest ¼ _Ex1 � _Ex2 ¼ 1� T0

T1

� �
� 1� T0

T1

� �� �
_q ¼ T0

T1T2

T1 � T2ð Þ _q ð26:2Þ

In the calculation of exergy destruction during the process of heat transfer the

temperatures of process streams are continuously changing. When the temperature–

enthalpy relation is linear, process streams have constant specific heat capacities

where using the log mean temperature difference results in an accurate calculations.

If the temperature–enthalpy relation is nonlinear, a linearization strategy should be

applied. Moreover, it is necessary to mention that the amount of exergy destruction

for HENs is directly related to the specified ΔTmin, but it is independent of how the

network is configured as long as the utility consumption is constant.

In the proposedmethodology, the balanced composite curves that are divided into

enthalpy intervals, obtained from pinch analysis, are used to calculate the network

exergy destruction. As illustrated in Fig. 26.3, the points A and B on the hot and cold

composite curves are selected and exergy destruction of the heat transfer between

them is calculated using differential elements. Since TA and TB are being changed

continuously with the line correlating temperature and enthalpy, there are different

curve slopes due to different physical properties of process streams.

0 0 0
1 2

1 2 1 2

(1 ) (1 ) ( )T T Tq T T q
T T TT

æ ö
= - - - = -ç ÷

è ø
� �

Exergy destroyed

0

1

(1 )T q
T

- � 0

2

(1 )T q
T

- �

Exergy Transfer

Heat Transfer q� q�

1T

2T

0 atmosphereT T=

Fig. 26.2 Representation of exergy destruction in a heat-transfer process
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First, the enthalpy value corresponding to the each interval is calculated. Sub-

sequently, the number of integration sections is determined according to the number

of enthalpy intervals. As a result, the exergy destruction for the network which is

depicted in Fig. 26.3 could be calculated using the following equation,

_Exdest, net ¼
ð_q1
0

T0

TATB

TA � TBð Þd _q þ
ð_q2
_q1

T0

TATB

TA � TBð Þd _q þ . . .

þ
ð_q7

_q6

T0

TATB

TA � TBð Þd _q ð26:3Þ

The inclusion of exergy destruction calculations in the pinch analysis provides a

practical and more realistic estimation of the optimum pinch temperature difference

in trade-off between required HEN area and operating costs. In order to calculate

the cost of exergy destruction for a system operating at a steady-state condition, cost

balances should be formulated for each component separately. The cost balance for

Heating source

Cooling source

B

A

T0

TA

(TA – TB) dq
TB

Exdest,dq�
� �

dq�

Recoveryq�

T (°C)

Enthalpy (kW)

=

Fig. 26.3 Calculation of exergy destruction in balanced composite curves
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each component shows that the sum of cost rates for all output exergy streams is

equal to the sum of cost rates of all input exergy streams plus the cost associated to

capital investment and operating and maintenance costs [21]. The cost balance for a

single adiabatic heat exchanger is presented in the below equation,X
in

cxin _Exin ¼
X
out

cxout _Exout þ _KCI þ _KOM ð26:4Þ

where cxin and cxout denote average cost per unit of exergy in dollar per kW for inlet

and outlet streams respectively, Ėx is the exergy rate, _KCI is the coat rate of capital

investment, and _KOM is the cost rate associated with operating and maintenance. It

is assumed that the costs per exergy unit of all entering streams for a component are

known from the component they exit or from the purchase cost which is commer-

cially available [21]. Consequently, the unknown cost rates for a heat exchanger in

the network are calculated using a cost balance from its predecessor.

The cost rate of exergy destruction in a heat exchanger, assuming that the purpose

is to heat the cold stream and also the unit cost of fuel (hot stream) is independent

of the exergy destruction, is calculated with the following equation [22],

_Kdes ¼ cx f
_Exdes ð26:5Þ

where _Kdes is the cost of exergy destruction, cxf is the unit cost of hot stream as a

fuel that is assumed to be constant for inlet and outlet, and Ėxdes is the rate of exergy

destruction.

For heat exchanger networks, the cost of exergy destruction could be calculated

for each enthalpy interval through the composite curves for a specific minimum

approach temperature. In some research papers, the cost of exergy destruction is

estimated by the multiplication of the unit price of electricity, operating hours, and

the amount of exergy destruction [23, 24]. The reason behind this calculation is that

it could be theoretically assumed that the electrical energy is converted completely

to useful work. It means that the annual cost of exergy destruction substitutes the

energy cost of hot and cold utilities, as the operating costs, and is applied in a trade-

off with the cost of HEN heat-transfer area, as the network capital cost, to calculate

the optimal ΔTmin.

The economic parameters used to calculate the cost of the heat exchanger

network are categorized into capital costs, operating costs, and total annualized

costs (TAC). The capital costs are the fixed costs to purchase and install the heat

exchangers which is calculated for shell and tube heat exchangers using the follow-

ing equation [25],
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CC ¼ aþ b
A

Nshell

� �C

� Nshell ð26:6Þ

where CC is the capital costs of a heat exchanger, a, b, and c are the installation and
the duty/area-related cost set coefficients of the heat exchanger, respectively. A is

the heat-transfer area, and Nshell is the number of heat exchanger shells in the heat

exchanger. The value of these parameters is based on the shell and tube type

exchanger with carbon steel as the construction material.

The operating costs are a time-dependent expenses that represent the energy

costs to run the equipment. The operating costs are dependent on the calculated

energy targets in the heat exchanger networks and calculated as below,

OC ¼
X

Chu � _qhu,min

� �þX Ccu � _qcu,min

� � ð26:7Þ

where OC is the operating costs per year, Chu and Ccu are the annual utility cost for

hot and cold utilities, _qhu,min and _qcu,min are the heat flows for energy target of hot

and cold utilities, respectively.

The TAC consists of both the capital and operating costs associated with the heat

exchangers in the HENs. The below equation is used to calculate the TAC,

TAC ¼ A f �
X

CCþ OC ð26:8Þ

where Af is the annualization factor which accounts for the depreciation of capital

costs in a heat exchanger network and is represented with the following equation [25].

It should be noted that the capital costs and operating costs of a heat exchanger

network do not have the same units.

A f ¼
1þ ROR

100

� �PL
PL

ð26:9Þ

where ROR is the rate of return in percent of capital and PL is the plant lifetime.

TAC is usually considered to be minimized in the optimal minimum approach

temperature.

It is feasible to decrease the heat-transfer area by increasing the minimum

temperature difference. Higher ΔTmin results in greater degrees of irreversibility

and accordingly higher exergy destruction. Hence, there is an optimum point in a

trade-off between exergy-destruction cost and heat exchanger capital expense.

Figure 26.4a shows the conventional capital and energy trade-off using pinch

analysis and Fig. 26.4b illustrates the proposed substituting trade-off between the

network exergy-destruction costs and capital costs.
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26.4 Case Study І

The first case study was initially presented by Linnhoff and Flower [4, 26] which

has two hot and two cold streams. The streams and utility information with cost data

are listed in Table 26.1.

The network is simulated in Aspen energy analyzer and the exergy-destruction

costs, network capital costs, and the TAC are calculated over the range of ΔTmin

from 1 to 20 �C. The rate of return is assumed 40 %. The plant lifetime and the

hours of operation are considered to be 15 years and 8,500 hours per year,

respectively. Figure 26.5 illustrates the trade-off between capital costs and the

cost rate of exergy destruction. This figure indicates the optimal ΔTmin is at 6
�C

that is lower from the optimal ΔTmin of 9
�C determined in the references. A lower

minimum approach temperature saves exergy with relatively larger equipment. It is

demonstrated that the exergy-destruction costs increase with the increase of ΔTmin.

Fig. 26.4 Optimum setting forΔTmin by trade-off between (a) energy costs, (b) exergy-destruction
costs and network heat-transfer area (capital costs)

Table 26.1 Data and information used in Case Study І

Stream

Supply

temp. (�C)
Target

temp. (�C)
Heat capacity

flow rate (kW/�C)
Heat

load (kW)

Hot stream—1 160 93 8.7 588.9

Hot stream—2 249 138 10.55 1,171

Cold stream—1 60 160 7.62 762

Cold stream—2 116 260 6.08 875.5

Cooling water 30 50

Hot oil 230 270

Heat exchanger capital cost (US$) 10,000 + 800 (Area/Shells)^0.8*Shellsa

Electricity cost (US$) 0.05/kWh

Rate of Return (ROR) 40 %

Hours of operation 8,500 h/year

Plant life 15 years
aBased on Aspen Energy analyzer software
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Furthermore, Fig. 26.5 shows that the cost of exergy destruction decreases with

increases in the capital costs. The depicted trend is similar to the energy cost

analysis. However, exergy destruction analysis takes into account the energy

degradation. Consequently, in line with sustainable development strategy, inte-

grated exergy-pinch analysis offers an important way to reduce resource depletion

which in a real-world application.

26.5 Case Study ІІ

In the second case study, the chemical process flowsheet, as shown in Fig. 26.6,

is considered to examine the application of the integrated exergy-pinch

analysis [16]. The streams and utility information with cost data, as used, are listed

in Table 26.2. The flowsheet consists of two main parts, such as one separation

column and four heating and cooling units. The rate of return is assumed to be 40 %.

The plant lifetime and the hours of operation are again considered to be 15 years

and 8,500 hours per year, respectively. Despite the fact that the heat capacities are

assumed constant, the nonlinear temperature–enthalpy behavior could have

occurred by a series of linear segments [27]. Based on the conventional pinch

analysis and the considered optimum ΔTmin ¼ 10�C, retrofit design corresponding

to the flowsheet in Fig. 26.6 achieves the target of the minimum 7.5 MW heating

utility and minimum 10 MW cooling utility with the total of 51.5 MW of internal

process heat recovery [16]. Figure 26.7 shows the corresponding grid diagram of

the retrofit design flowsheet of Fig. 26.6.

Fig. 26.5 Optimum ΔTmin calculation for the network minimum total cost, Case Study І
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The heat exchanger network and corresponding balanced composite curves are

simulated in Aspen energy analyzer software and used to calculate the network

heat-transfer area as a capital costs and the exergy-destruction costs as a substitute

for the external utilities costs to determine the network optimal ΔTmin. Figure 26.8

shows the balanced composite curves for Case Study ІІ.

Fig. 26.6 Process flowsheet for Case Study ІІ

Table 26.2 Data and information used in Case Study ІI

Stream

Supply

temp. (�C)
Target

temp. (�C)
Heat capacity flow

rate (MW/�K)
Film heat-transfer

coefficient (MW/m2 · �K)

Feed—1 20 180 0.2 0.0006

Product—1 250 40 0.15 0.001

Feed—2 140 230 0.3 0.0008

Product—2 200 80 0.25 0.0008

Cooling water 20 30 1 0.001

Steam 240 239 7.5 0.003

Heat exchanger capital cost

(US$)

10,000 + 800 (Area/Shells)^0.8*Shellsa

Electricity cost (US$) 0.05/kWh

Rate of Return (ROR) 40 %

Hours of operation 8,500 h/year

Plant life 15 years
aBased on Aspen Energy analyzer software
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The network exergy-destruction costs, the required capital investment, and the

network’s TAC are calculated over a range of ΔTmin from 1 to 15 �C and results are

given in Fig. 26.9. This figure indicates that the optimal ΔTmin is at 8
�C which is

lower from ΔTmin of 10 �C in the reference study [16]. It is demonstrated that a

lower minimum approach temperature, which could save exergy with a relatively

larger heat-transfer area, provides the opportunity of better resource utilization for

the network.

Figure 26.10 depicts Grand Composite Curve (GCC) of the heat exchanger

network for Case Study II. This graph is mainly analyzed for an optimal utility

Fig. 26.7 Grid diagram of retrofit design for Case Study ІІ

Fig. 26.8 Exergy destruction and heat-transfer area calculation for Case Study ІІ
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selection. The zero heat flow is the heat recovery pinch point and the numbered

areas represent the heat recovery through process-to-process heat transfer. The

profile of the GCC shows residual heating and cooling requirements after heat

recovery in the heat exchanger networks.

The objective of optimum resource allocation using GCC is to maximize the use

of the cheapest utilities. It is based on the assumption that the least expensive

utilities are the hottest cold utilities and the coldest hot utilities. It means that a

utility is considered cheaper based on temperature not based on cost in order to

minimize the amount of exergy destruction in the system. Consequently, a hot

utility at a lower temperature considered cheaper than a hot utility at a higher

temperature. The most common hot utility is steam and is usually available at

several levels, the Medium Pressure (MP) steam and Low Pressure (LP) steam.

Figure 26.10 shows that 2,778 kW LP steam at 180 �C and 4,722 kW MP steam

at 240 �C become the minimum external heat requirements to satisfy the hot water

utility demand of the process flowsheet in this case study. It is also demonstrated

that there is an opportunity of 8,334 kW LP steam generation at 120 �C. It is also
noted that the allocation of the external hot and cold utilities in the system using

GCC results in employing the cheapest resource with a minimum exergy

destruction.

26.6 Conclusions

In the proposed methodology for the heat exchanger network analysis, the cost rate

of exergy destruction substitutes the utility cost in a trade-off between the operating

and capital costs in the conventional pinch analysis to determine the optimum

minimum approach temperature (ΔTmin). It is demonstrated that the balanced

composite curves can directly be used for the calculation of exergy destruction,

heat recovery, and heat-transfer area for a specified minimum approach tempera-

ture. It is shown that GCC can be employed for an optimal external utility

allocation. Two case studies are presented as examples for application of the

proposed methodology to demonstrate its advantages over the conventional pinch

analysis. It is shown that the combination of heat exergy destruction into the pinch

analysis decreases the optimum value of network ΔTmin. It is also shown that the

greater the driving force, the higher exergy destruction and conversely, the smaller

the size of heat exchangers in the network. The proposed methodology allows

determination of realistic energy targets for hot and cold utilities in the network

by trade-offs between exergy-destruction costs, instead of external utility costs, and

heat-transfer area investment.
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Chapter 27

Flow Velocity Prediction for Heat Exchanger
for Fuel Cell by Test and Analysis

Seonhwa Kim, Jonghyek Kim, and Jinheok Jeong

Abstract In fuel cell systems, the heat exchanger is one of the most important

pieces of equipment. and needs to be of robust design and optimization. This study

is about the serpentine type heat exchanger with a rectangular shell. It has a tube

bundle with a lot of pass and is operated for two-phase service. It is essential to

estimate the exact velocity value in order to predict the effect of flow-induced

vibration and heat transfer characteristics. It is difficult to estimate the velocity for

special heat exchangers due to the variable temperature gradient on each tube. This

chapter presents the methodology for the velocity prediction. By comparison with

real hot test and the results of analysis, results, the reliability of the 1D calculation

could be verified. Also this chapter presents the detail values that are the scalar

values for the heat exchanger. Then the velocity profile can be obtained as a vector

value on each tubes as well as their physical properties.

Keywords Heat Exchanger • Heat Transfer • CFD • Porous medium

Nomenclature

E Total energy per unit mass

fr Body force due to rotation

fg Body force due to gravity

fp Porous media body force

fu User-defined body force

fω Vortices confinement specific force

fL Lorentz force or Laplace force

P Fluid pressure

Pv Viscous (linear) resistance tensor (β)
Pi Inertial (quadratic) resistance tensor (α)
q00 Heat flux vector
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S Modulus of the mean strain rate tensor

Sk, Sε User-specified source term

T Viscous stress tensor

v Velocity

vg Gas velocity vector

∇ � v Velocity divergence

ε0 Ambient turbulence

γM Fluid turbulence

ρ Density

27.1 Introduction

The heat exchanger is used widely in industry for the purpose of energy regener-

ation. Likewise, it is used in molten carbonate fuel cell systems for plant balance.

The primary purpose of the heat exchanger is to supply suitable temperature fuel for

reforming a reaction. Thus the heat exchanger is an important piece of equipment in

a fuel cell system. In general, the flow velocity is simply calculated by the

correlation between flow rate and hydro diameter. But in a heat exchanger, in

order to estimate the heat transfer characteristics and the force from the induced

fluid flow, the velocity should be calculated in more detail due to the complex

structure, temperature distribution, and pressure. In addition, because the fluid

service used is a two-phase flow, the temperature distribution depends on heat

flux regarding latent heat. Also the heat exchanger of interest is a kind of evaporator

that contains a number of serpentine-type tubes [1].

27.2 Approach

This chapter presents a methodology to estimate flow velocity more exactly as shown

in the procedure in Fig. 27.1. At first, the heat exchanger was designed by HTRI with

known geometry information which is a kind of program capable of thermal rating

including a number of physics for fluid flow and heat transfer characteristics for a

general heat exchanger. Because the thermal ratingmodel is a preliminary design and

based on fundamental theory it should be used with real hot testing data [2]. Also the

model should be updated using the test results in this chapter. The temperature and

pressure distributions are obtained from the model, as well as the flow velocity in

each tube pass. At that time, it is assumed that the distribution value is the same at

each row of tubes. Therefore computational fluid dynamics should be performed to

obtain the exact flow velocity at each row for the tube bundle. Koh and Colony have

modeled the microstructure as a porous medium [3]. Later Tien and Kuo, and Kim

extended their work in order to analyze the heat transfer phenomenon in a

microchannel heat sink [4–6]. Using the porous medium approach, they evaluated
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the effects of geometric parameters and physical properties without tedious numer-

ical computations. Similarly, Srinivasan et al. studied fluid flow and heat transfer

through spirally fluted tubes using a porous substrate approach [7]. The model

divided the flow domain into two regions, the flute region and the core region, with

the flutes being modeled as a porous substrate. There are several assumptions for fin

tube modeling for the CFD in this study. The first is that the fin tubes could be

modeled as porous media. The second is that the cold side service fluid could be

modeled by single phase, because the temperature value could be adjusted by the heat

sink on the porousmedia. Because the cold side service fluid is a two-phase flowwith

natural gas and liquid water for the reforming reaction, it is not linear between the

increasing temperature and heat flux.

27.3 Results and Discussion

In order to analyze the thermal rating, the heat exchanger’s geometric information

is essential for tube row, pass, tube form, pitch, clearance to the wall, and fin

geometric information as well as material. By the thermal rating, the temperature

distribution for the hot and cold sides for this heat exchanger can be calculated. The

stream properties are similar to those shown in Fig. 27.2 and Table 27.1, which

were calculated by the gas state equation of Peng-Robinson [8].

The HTRI model used has an estimated base on the experiment in this study.

According to the structure of the heat exchanger, the hot side service fluid flows to

Fig. 27.1 Proposed

analysis flow
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Fig. 27.2 Temperature distribution

392 S. Kim et al.



the bottom from the top. The entrance to the cold side is the front header to the top

and the discharging nozzle is located on the bottom header in the same direction on

this heat exchanger. In Fig. 27.3, the heat flux can also be seen as not a constant

value. To be specific, the tube side fluid service is a two-phase flow with vapor and

liquid coexisting. Table 27.4 shows the boiling regime for the inside of the tube.

The cold stream would be boiled with stratified flow in passes 1 and 2. The film

boiling from pass 3 to 6 can be seen in this table. Figure 27.3 shows the vapor

fraction of the fluid in the tube; especially the dry-out in the sixth pass can be seen in

this figure (Tables 27.2, 27.3, and 27.4).

In this study, computational fluid dynamics was utilized to carry out a commer-

cial application for use in STAR-CCM+. Inside the equipment during operation due

to the evaporation of water from the pipeline in order to reflect the change in

temperature, the phenomenon reflects HTRI analysis of the temperature distribution

inside the tubes at that point about the CFD model to follow the user field function

applied using a heat sink. The flow analysis model used in this study is the steady-

state model is analyzed for the experiment. In addition, as the heat exchanger

characteristic, each fluid temperature varies with the position of the volume and

pressure variation due to temperature changes to be considered. In this study, the

gas model was applied to ideal gas. The speed of the flow inside the heat exchanger

is subsonic; the humidifier assembly fin inside the tube is caused by myriad flow

resistance elements present. In order to simulate such a turbulent environment, the

realizable k-epsilon model is used in this chapter. The model transport equation for

ε and k are as follows [2].

d

dt

ð
V

ρkdV þ
ð
A

ρk v� vg
� � � da

¼
ð

μþ μt
σk

� �
∇k � daþ

ð
Gk þ Gb � ρ ε� ε0ð Þ þ γMð Þ þ Sk½ �dV

ð27:1Þ

Table 27.1 Physics for cold side fluid of liquid

Temp

(�C)
Enthalpy

(kJ/kg)

Vapor

fraction

Density

(kg/m3)

Viscosity

(mN-s/m2)

Heat capacity

(kJ/kg-C)

Conductivity

(W/m-C)

10 �1,140.64 0.33 1.08 0.01 2.14 0.03

18 �1,105.11 0.33 1.04 0.01 2.16 0.03

45 �962.99 0.35 0.96 0.01 2.20 0.04

50 �927.46 0.36 0.94 0.01 2.21 0.04

70 �714.29 0.42 0.89 0.01 2.20 0.04

96 398.96 0.87 0.84 0.01 2.08 0.03

97 552.92 0.93 0.84 0.01 2.07 0.03

98 706.88 1.00 0.84 0.01 2.06 0.03

345 1,256.14 1.00 0.50 0.02 2.40 0.06

593 1,897.08 1.00 0.36 0.03 2.78 0.10
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d

dt

ð
V

ρεdV þ
ð
A

ρε v� vg
� � � da

¼
ð

μþ μt
σk

� �
∇εk � daþ

ð
Cε1Sεþ ε

k
Cε1Cε3Gb � ε

k þ ffiffiffiffiffi
vε
p Cε2ρ ε� ε0ð Þ þ Sε

� 	
dV

ð27:2Þ

Table 27.3 Physics for hot side fluid of vapor

Temp

(�C)
Enthalpy

(kJ/kg)

Vapor

fraction

Density

(kg/m3)

Viscosity

(mN-s/m2)

Heat capacity

(kJ/kg-C)

Conductivity

(W/m-C)

593 997.37 1.00 0.418 0.038 1.260 0.065

501 882.12 1.00 0.468 0.035 1.233 0.058

490 869.32 1.00 0.474 0.034 1.230 0.057

406 766.88 1.00 0.533 0.031 1.205 0.051

396 754.07 1.00 0.541 0.031 1.202 0.050

310 651.63 1.00 0.622 0.028 1.178 0.044

288 626.03 1.00 0.646 0.027 1.172 0.042

Table 27.2 Physics for cold side fluid of vapor

Temp

(�C)
Density

(kg/m3)

Viscosity

(mN-s/m2)

Heat

capacity

(kJ/kg-C)

Conductivity

(W/m-C)

Surface

tension

(mN/m)

Critical

pressure

(kPa)

10 1,000.16 1.31 4.23 0.58 74.22 22,054.80

18 998.09 1.04 4.22 0.60 72.95 22,054.85

45 988.93 0.59 4.22 0.64 68.71 22,054.92

50 986.83 0.54 4.22 0.64 67.88 22,054.93

70 977.20 0.40 4.24 0.66 64.47 22,054.95

96 961.32 0.29 4.29 0.68 59.63 22,054.98

97 960.53 0.29 4.30 0.68 59.40 22,054.98

98 959.85 0.29 4.30 0.68 59.21 22,054.98

Table 27.4 Boiling regime

for each tube pass
Tube pass Boiling regime

1 Wavy stratified

2 Wavy stratified

3 Film

4 Film

5 Film

6 Mist

7 Sensible

8 Sensible
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∂
∂t

ð
V

WχdV þ
þ
F� G½ � � da ¼

ð
V

HdV ð27:3Þ

W ¼
ρ
ρv
ρE

24 35, F ¼
ρ v� vg
� �

ρ v� vg
� �� vþ pI

ρ v� vg
� �

H þ pvg

24 35, G ¼
0

T
T � vþ q

00

24 35,
H ¼

Su
fr þ fg þ f p þ fu þ fω þ fL
Su

24 35
The boundary layer of the fluid model with a realizable K-epsilon two layer, all

wall treatment model is used for the boundary layer of the fluid model due to the

size and elements of mesh. Because the gas flows into the heat exchanger, the more

accurate interpretation of the various types of gas for multicomponent gas was

simulated using the model. In this chapter, the research also shows that no gas is

assumed to be a reaction between species. Also this simulation is analyzed by the

coupled solver, because the solver could calculate the combined fluid volume

between fluid flow and energy as an ideal gas model. Equation (27.3) presents the

solver for the coupled flow model.

Due to the complex geometry of the finned tube and the conjugated heat transfer

between the fluid and the fins, the conventional energy equation cannot be solved

analytically. A so-called porous medium approach has been chosen for modeling

fluid flow and heat transfer with a heat transfer augmentation device. The fin tube

could be modeled as shown in the following figure which has a fin density of 275.6

per meter and fin thickness of 0.787 mm, so that a dense grid mesh is essential for

finite volume in order to perform fine analysis. But that is adverse for calculation

time and reliability of results, thus it is necessary to reduce the number of grid mesh.

By using the original shape information for the fin tube, the local FVM model can

be generated.

ΔP
L
¼ � Pi vj j þ Pvð Þv ð27:4Þ

This model is applied to an arbitrary flow rate, and then the pressure drop values

for each direction can be obtained. A theoretical value for the pressure drop per unit

length of the porous media is as follows. Ultimately, this study shows the relation-

ship between pressure drop and flow rate is obtained; this second-order polynomial

interpolation of the viscous resistance and inertial resistance coefficient is calcu-

lated (Figs. 27.4 and 27.5).

As shown in the figure, the x-axis direction is defined as the axial fin tube, the

y-axis and z-axis are defined as the radial direction of the fin tube. In this study, the

radial flow resistance is assumed to be the same. This spiral fin tube in the axial

direction of the flow flows along the fin, whereas the radial flow flows along the gap
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between the junctions of the fin. Because of these flow characteristics, the velocity

values are given as 0.05, 0.10, 0.15, and 1 m/s for the x direction and 0.5, 1.0, 2.0,

and 4.0 m/s for the y direction. The values for the inertial resistance and viscous

resistance could be obtained from the interpolated equation in this simulation which

Fig. 27.4 Local fin tube modeling

Fig. 27.5 Boundary condition for local modeling
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are 699116.1 kg/m4, 114795.6 kg/m3 s, respectively, for the X direction. Also the α,
β values of the Y direction are 48.3 kg/m4 and 63.1 kg/m3 s. These values would

then be used in the global CFD model for this heat exchanger (Fig. 27.6).
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The mixture flow inside the tube in this heat exchanger is a two-phase flow

containing liquid water and natural gas. So the heat flux and temperature are

nonlinear because of the latent heat of the water. In this study, a heat sink was

applied to the tube elements in order to consider the phenomenon of water evap-

oration. Also by adjusting the heat sink value against the thermal rating results, this

simulation could be more reliable in real operation. Figure 27.7 shows the value of

the heat sink tube and location of the applied values, as well as the cold side

temperature distribution for several points.

The heat sink value is determined through iterated calculation as shown in

Fig 27.7 to come to similar results against existing data as well as the values

which are varied depending on their location. Although the temperature could be

different against that of the layer for the tube bundle in the real model, the thermal

rating results show the same. Therefore to study the temperature value on several

positions in a row is significant. The inlet temperature is 25 �C and the outlet

temperature is 318 �C according to the HTRI results. The temperature is increase

excessively from point 1 to 2, imperceptibly from point 3 to 6, and excessively

from point 7 to 8 due to a typical characteristic for the multiphase flow.

In comparison between the results of CFD and thermal rating results, the averaged

standard deviation is about 6 �C. The predicted flow velocities are as shown

in Fig. 27.8.
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27.4 Conclusion

Reliable thermal rating data indicate that, in this study, the temperature of the heat

exchanger tubes and other physical values were calculated. The finite volume

model was designed to analyze by CFD for the fin tube from the actual operation

of the heat exchanger geometry. In the local model of the finite volume, the viscous

resistance and inertial resistance were estimated by using the correlation between

flow velocities and pressure drop. In the global FVM model, these values were

applied on the fin tube modeling as a porous medium. Also in order to obtain a

reliable model, a heat sink was modeled onto the tube and its value was adjusted

according to the thermal rating results. For this procedure, the profile of temperature

and velocities could be estimated.
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Chapter 28

Preparation and Characterization
of Nanoencapsulated n-Nonadecane
for Convective Heat Transfer

Semahat Barlak, Ali Karaipekli, O. Nuri Sara, and Sinan Yapici

Abstract In this study, polyurethane nanocapsules containing phase change

material were synthesized by interfacial polycondensation polymerization method.

Toluene-2,4-diisocyanate (TDI) and diethylenetriamine (DETA) were chosen as

monomers. n-Nonadecane was employed as a core material. The properties of

nanocapsules were characterized by DSC, FT-IR, and SEM. The results show that

the nanocapsules were synthesized successfully and that the phase change temper-

ature was about 29.6 �C, and the latent heat of fusion was about 82 Jg�1. The
particle size was found to range from 100 to 340 nm.

Keywords Nanoencapsulation • PCM • Nanofluid • n-Nonadecane • Heat transfer

28.1 Introduction

Phase change materials (PCMs) absorb or release energy during phase change

depending on the phase transition and have been considered for various applica-

tions such as thermal energy systems, buildings, textile, etc. [1–5]. The solid–liquid

phase change is commonly used, and many organic and inorganic materials are

used as a concept of solid–liquid PCM [5–10]. Although the PCMs can be used

directly, they are usually enclosed in a medium to protect them from the effect of

external environments; therefore, encapsulation is an important process for PCM

applications. The capsules are classified as macrocapsule, microcapsule, and

nanocapsule according to their particle size [11, 12]. The shell materials of capsules

can be different with respect to production method, but polymer shell is commonly

used [12]. Various techniques are available for microencapsulation of PCMs, which
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are mainly classified as physical and chemical techniques. Chemical techniques

include interface polymerization, emulsion polymerization, coacervation, etc.

[12]. A number of researchers investigated microencapsulation of PCMs for the

purpose of using thermal storage and heat transfer systems, and the detailed reviews

of these studies were given by several researchers [9, 12–14].

With technological development, the nanoencapsulation technology has been

applied to encapsulate PCMs for the use in thermal systems. Nanocapsules

provide better properties such as a lower crushing rate by pumping, higher

thermal stability, lower sedimentation, higher thermal coefficient, large surface-

to-volume ratio, and the ability to disperse uniformly within the liquid [15,

16]. Nanoencapsulation of various PCMs, such as paraffin wax by miniemulsion

method [17], n-octadecane by in situ polymerization [18], n-dodecanol by

miniemulsion polymerization [19], methyl stearate by dispersion and suspension

polymerization [15], and n-octadecane by miniemulsion in situ polymerization

[20], has been investigated. A study of polymer encapsulated paraffin

nanoparticles suspended in water as a working fluid for jet impingement system

was investigated by [16]. They reported that when compared to water, the slurry

with 28 % particle volume fraction enhanced heat transfer coefficient by up to

50 % for jet impingement. Although there are several studies on microencapsu-

lation of PCMs, the studies on the nanoencapsulation of PCMs and their use in

thermal system as suspended particles in a base fluid are limited. Therefore,

the further investigation is required. In this study, the nanocapsules consist of

n-nonadecane as the core material and polyurethane as shell material was syn-

thesized by interfacial polycondensation polymerization to use in a convective

heat transfer system as suspended particles in a base heat transfer fluid such as

water and ethylene glycol. This paper is limited only with preparation and

characterization of nanocapsules. The morphology, structure, and thermal prop-

erties of nanocapsules were characterized by SEM, FT-IR, and DSC.

28.2 Experimental

28.2.1 Materials

Toluene-2,4-diisocyanate (TDI) (98 wt%, TCI) and diethylenetriamine (DETA)

(98 wt% Merck) are used as monomers. n-Nonadecane (m.p., 28–32 �C; 99 wt%

Alfa Aesar) was chosen as core material (PCM), and cyclohexane (99 wt% Sigma-

Aldrich) and distilled water are used as oil phase and aqueous phase, respectively.

NP-10 (98 wt% Sigma-Aldrich) is used as emulsifier. No additional purification to

the used chemicals is applied.
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28.2.2 Nanocapsule Synthesis

Preparation of nanocapsules was performed by interfacial polymerization method,

which is a popular method [21]. Before encapsulation, n-nonadecane as the core

material was dissolved in a solution containing cyclohexane and TDI, and this

solution was added to the aqueous surfactant solution, which was previously

prepared with NP-10. The mixture was emulsified by magnetic stirring at a rate

of 1,000 rpm to form an oil/water emulsion. After stirring for 5 min, the aqueous

solution of DETA was poured into the emulsion systems, and the mixture was

heated to 60 �C. The interfacial polymerization reaction took place between TDI

and DETA at oil/water interface. Similar process was used for encapsulation of

different materials by [22, 21]. After about 2 h, the mixture was filtered, washed,

and dried at 40 �C in an oven dryer for about 24 h. This process was carried out with

different TDI/DETA ratio (w/w), different amounts of n-nonadecane, and

surfactants.

28.2.3 Characterization of Nanocapsules

The morphology and size of the capsules were observed by scanning electron

microscope (SEM). The diameter of the capsules was determined with commercial

software from SEM photographs. The average diameter, dm, was calculated

according to the following equation:

dm ¼ 1

N

XN
i¼1

di ð28:1Þ

where di is the measured diameter of the capsules and N is the number of the

capsules, which are about 200 for this study. The thermal properties of nanocapsules

were determined using a differential scanning calorimeter (DSC, Setaram DSC

131 evo). The heating and cooling rate of 10 �C/min was used between 5 and

60 �C. The core content of nanocapsules, the amount of n-nonadecane that was

capsulated, was calculated using the following equation [23]:

% n-nonadecane content Wtð Þ ¼ ΔHNEPCM

ΔHPCM

� 100 ð28:2Þ

where HNEPCM is the heat of fusion of nanocapsules containing n-nonadecane in

Jg�1 and HPCM is the heat of fusion of pure n-nonadecane in Jg�1. The Fourier

transform IR spectrum (FT-IR) of the nanocapsules was obtained to identify the

structure of the shell polymer.
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28.3 Results and Discussions

The detail of reaction scheme of shell formation process is given by [24]. The

polyurethane shell is formed by reaction of the amine groups (–NH2) of DETA with

isocyanate groups (–NCO) of TDI at the interface. Interfacial polymerization of

TDI and DETA occurs rapidly at room temperature. On the other hand, TDI

monomers can be hydrolyzed slowly at the interface to produce –NH2 groups,

which react with TDI to form the shell of the polyurethane nanocapsules. The latter

interfacial reaction occurs on the oil side of the interface.

28.3.1 Determination of Reactive TDI/DETA Ratio

In order to study the influence of TDI/DETA ratio on polymerization, nanocapsules

were synthesized using a constant amount of TDI and different amounts of DETA at

stirring rate of 750 rpm. Cyclohexane was completely removed during drying

process after polymerization, and the nanocapsules consisting of polyurethane

and nonadecane were weighted to determine their dry weights. The dry weight

graph and photograph views of nanocapsules synthesized at different amount of

DETA are shown in Fig. 28.1. As seen from the Fig. 28.1a, the dry weight of the

nanocapsules increased linearly as DETA amount increased from 0 to 0.8 g, but

only a little increase was observed as DETA weight increased from 0.8 up to 2 g.

This means that excess DETA cannot react once TDI is depleted at the interface. On

the other hand, some parts of the obtained products have an image like wax as

DETA amount increased over 1.0 (in Fig. 28.1b). This result is because of the

coagulation of capsules with excess addition of DETA. From Fig. 28.1, it can be

concluded that the mass ratio of TDI to DETA is about 3 to 1.

Fig. 28.1 (a) Dry weight graph and (b) photograph images of synthesized nanocapsules at various

TDI/DETA molar ratios
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28.3.2 Morphologies and Particle Size Distribution
of Nanocapsules

Surface morphology of the obtained nanocapsules was revealed by SEM.

Figure 28.2 shows the SEM image and particle size distribution graph of synthesized

PU/nonadecane nanocapsules. As can be seen from Fig. 28.2a, the nanocapsules

have smooth surface, spherical profile, and a tendency of agglomeration. The

agglomeration of the nanocapsules is due to the presence of isocyanate (–NCO)

groups that were not reacted completely to form polyurethane shell. In addition,

these unreacted (–NCO) groups might react with air during air-drying of

nanocapsules and effect the agglomeration of the nanocapsules.

Figure 28.2b indicates the particle size distribution of the produced

nanocapsules. As seen from this figure, the particle sizes of the nanocapsules are

distributed in the range of 100–345 nm, and the mean diameter of the nanocapsules

calculated by Eq. (28.1) is 213 nm. The percentage of the nanocapsules around

the mean particle size is about 50 %. The irregularity in the size distribution of the

nanocapsules may be a result of the stirring rate. However, the diameter of

the prepared nanocapsules is suitable to prepare nanofluids containing PCM

nanocapsules.

28.3.3 FT-IR Analysis of Shell Material and PU/Nonadecane
Nanocapsules

FT-IR analysis enables to determine the chemical structure of the polymer shell and

the content of the nanocapsules. Also, it is necessary to understand the real reaction

degree of TDI. The FT-IR spectra of TDI, empty PU nanocapsules, n-nonadecane,
and PU/nonadecane nanocapsules are shown in Fig. 28.3. In FT-IR spectrum of TDI,

Fig. 28.2 SEM image and particle size distribution graph of the PU/nonadecane nanocapsules
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a characteristic absorption bands belonging to the isocyanate (–NCO) group of TDI

were observed at 2,287 and 1,523–1,574 cm�1. As can be seen from Fig. 28.3, the

empty PU nanocapsules have many characteristic peaks at 812, 1,224, 1,295, 1,543,

1,597, 1,643, 2,274, and 3,302 cm�1. This FT-IR spectrum indicated that the

absorption bands at 2,274 and 1,543–1,597 cm�1 came from the unreacted –NCO

group of TDI.We can conclude that the nanocapsules still have unreacted isocyanate

groups that are located in the terminal end of PU polymer. The peak at 3,302 cm�1

from N–H stretching vibration and the peak at 1,533 cm�1 from N–H bending

vibration show the formation of urethane bond. Furthermore, the peaks at

1,643 cm�1 from carbonyl –CO group of PU and peak at 1,066 cm�1 of ester

(C–O–C) confirmed the urethane formation in the nanocapsules. These results

confirm that the shell structure of nanocapsules is polyurethane. On the other

hand, in the n-nonadecane spectrum, the peaks at 2,956, 2,915, and 2,848 cm�1

are C–H stretching peaks, and the peaks at 1,465, 1,376, and 719 cm�1 are charac-
teristic for n-alkanes.

Comparing the FT-IR spectra of n-nonadecane and PU/nonadecane

nanocapsules, it is clearly seen that the FT-IR spectrum of the nanocapsules

consists of both the peaks of n-nonadecane and PU. In addition, the peak positions

in the spectrum of nanocapsules slightly deviate from the positions in their pure

spectra. For instance, the peak at 1,465 cm�1 in the n-nonadecane spectrum shifts to

1,468 cm�1 in the nanocapsules spectrum. These specific peaks observed in the

spectra of the PU/nonadecane nanocapsules indicate the existence of nonadecane in

the PU nanocapsules.

Fig. 28.3 FT-IR spectra of TDI, empty PU nanocapsules, n-nonadecane, and PU/nonadecane

nanocapsules
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28.3.4 Thermal Properties of Nanocapsules

DSC thermograms of n-nonadecane and PU/nonadecane nanocapsules are shown in
Figs. 28.4 and 28.5, respectively. Thermal properties obtained from the thermo-

grams indicate that PU/nonadecane nanocapsules melt at 29.6 �C and freeze at

35.1 �C, while pure nonadecane has a melting point of 30.9 �C and a freezing

Fig. 28.4 DSC thermogram of n-nonadecane

Fig. 28.5 DSC thermogram of PU/nonadecane nanocapsules
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point of 35.4 �C. The latent heats of melting and freezing of PU/nonadecane

nanocapsules were measured as 83.3 and 82.2 Jg�1, respectively. The encapsulation
ratio of n-nonadecane was calculated as 45 wt% with using Eq. (28.2).

28.4 Conclusion

In this study, PU nanocapsules containing n-nonadecane were successfully prepared
with an average diameter of 213 nm by the stirring rate of around 1,000 rpm. FT-IR

results confirmed that the nanocapsules were fabricated by interfacial polymeri-

zation between TDI and DETA, and n-nonadecane was successfully encapsulated

within the polymer shell. SEM analysis indicated that the prepared nanoPCMs have

smooth and relatively spherical profiles. The temperatures and latent heats of

melting and freezing of PU/nonadecane nanocapsules were determined using DSC

analysis method. The results also showed that the nanocapsules consisted of an

average of 45 wt% nonadecane. Based on all these results, it can be concluded that

the fabricated nanocapsulated PCMs have a great potential to increase thermal

energy storage capacity of heat transfer fluids.
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Chapter 29

Numerical Simulation of Heat Transfer
to TiO2-Water Nanofluid Flow in a Double-
Tube Counter Flow Heat Exchanger

C.S. Oon, H. Nordin, A. Al-Shamma’a, S.N. Kazi, A. Badarudin,
and B.T. Chew

Abstract Recently, the means of improvement of heat transfer has been rapidly

studied. One of the methods that enhance the heat transfer is by changing the heat

exchanging fluids. The poor heat transfer coefficient of common fluids compared to

the most solids becomes the primary obstacle to design high compactness and

effectiveness of heat exchanger. The primary objective of this chapter is to conduct

the study of the heat transfer between the water and nanofluid. Both of the fluids

were flowed in the horizontal counter flow heat exchanger under the turbulent flow

condition. The flow velocity of the fluids varied with Re between 4,000 and 18,000.

Literature review states that the heat transfer coefficient of nanofluid is higher than

the water by about 6–11 %. Heat transfer to the nanofluid and water is investigated

using a computer fluid dynamics software. Ten percent heat transfer augmentation

is observed utilizing nanofluid as heat exchanging fluid compared to water. The

results also showed the enhancement of the Reynolds number increases the heat

transfer to the nanofluid studied in this investigation.
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Nomenclature

Pr Prandtl number

Re Reynolds number

d Diameter, m

f Friction factor

k Thermal conductivity, W/m3 K

Q Heat transfer rate, W/m2

Cp Heat capacity, kJ/kg �C
T Temperature, �C
Nu Nusselt number

hx Heat transfer coefficient

Pe Peclet number

Greek Letters

ø Volume fraction

μ Viscosity, kg/ms

ε Surface roughness, m

ρ Density, kg/m3

f Friction factor

29.1 Introduction

Nowadays, the usage of Computational Fluid Dynamic (CFD) has been widely used

in industrial and nonindustrial areas. CFD is the software for the analysis system

involving fluid flow, heat transfer, and associated phenomena by means of

computer-based simulation [1]. One of the examples of CFD usage is in the field

of turbo machinery where the CFD is used to simulate the flow inside rotating

passage, diffuser, etc. and it is due to the cost for conducting the simulation is lower

than performing an experiment. Back in the 1960s, the aerospace industries used

CFD software to design, conduct research and development (R&D), and manufac-

ture the body of the aircraft.

Present research has been carried out to study the heat transfer characteristic in

counter flow heat exchanger. Armaly et al. had experimented flow separation with the

laser-Doppler anemometer to define the quantitatively variation of separation length

with Reynolds number [2]. In the experiment, both side of the channel wall showed

multiple regions of separation downstream of backward facing step. The separation

and reattachment region has strong influence on the heat transfer characteristic.

Heat transfer enhancement can also be achieved by enhancing the thermo

physical properties of the fluid itself. Today, the study regarding improving the

thermal conductivities of fluids is by using the nanofluid where small solid particles
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are suspended in the fluid [3]. Recently, a lot of researches were conducted by using

nanofluids to investigate the heat transfer characteristic with various geometries [4–

6]. Most of the studies of heat transfer have been focusing on ducts and circular pipe

flow whereas a little research has conducted in annular passage [7, 8].

This chapter is focused on simulation for the nanofluid and showed the validity of

the Nusselt number of previous investigation such as the work of Duangthongsuk

andWongwises [9]. Nanofluid can be defined as the suspension of ultrafine particles

in a conventional base fluid, where it can increase the heat transfer characteristics of

the original fluid [10]. Moreover, the nanofluid is suitable for practical applications

as their use incurs little or no penalty in pressure drop because the particle of the

nanofluid is ultrafine. Hence, the nanofluid looks like more to be single-phase rather

than a solid–liquid mixture. Generally, the nanoparticles commonly available are:

aluminum oxide (Al2O3), copper (Cu), Titanium oxide (TiO2), copper oxide (CuO),

gold (Au), silver (AgO), silica nanoparticles, and carbon nanotube [10]. The base

fluid could be the water, acetone, decene, and ethylene glycol. The nanoparticle can

be produced by several processes such as gas condensation, mechanical attrition, or

chemical precipitation techniques [11]. There are two factors why the nanoparticle

has been selected for making nanofluids which are capable of increasing the heat

transfer. Firstly, the nanoparticles in the fluid can increase the thermal conductivity

of the fluids. Secondly, the chaotic movement of the nanoparticles in the fluid causes

the turbulence in the fluid that increases the energy exchange process. Many

experiments have been conducted using the nanofluids, where it showed much

higher thermal conductivity. In the experiment that carried out by Wen and Ding,

they proposed the nanoparticles that enhanced the thermal conductivity of the fluid

[12]. This is because the nanoparticles in the fluid have changed the properties of the

base fluid such as water, oil, and ethylene glycol to a better suspension of higher

thermal conductivity. In addition, an experiment carried out by Lee et al. where the

CuO and Al2O3 have been used to enhance the heat transfer of the fluid. They

proposed that the enhancement of the heat transfer is caused by the chaotic move-

ment of the nanoparticles in the fluid. Moreover, they also suggested that the

enhancement of heat transfer is also affected by the size and shape of the particles.

Das et al. have done the analysis of turbulent flow and heat transfer of different

nanofluids; CuO, Al2O3, and SiO2 in ethylene glycol and water mixture at constant

heat flux in circular tube [13]. Through their research, they found that the smaller

the particle, the higher the viscosity and Nusselt number. Other than that, the higher

the volume concentration of nanofluids and Reynolds number, the heat transfer

coefficient will increase. However, the increasing of volume concentration of

nanofluids and Reynolds number caused the pressure loss.

On the other hand, there were several reports about inconsistency of nanofluids

behavior in terms of heat transfer coefficient. Pak and Cho reported that for the

forced convective heat transfer, the Nusselt number for the Al2O3-water and TiO2-

water nanofluids is increased with the volume fraction of suspended nanoparticles

and Reynolds number [14]. Moreover, Yang et al. report the similar observation for

the graphite nanofluids in laminar flow regime [15].
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29.2 Methodology

The numerical simulation has been conducted to verify the accuracy of the heat

transfer experimentally. Figure 29.1 shows the pipe drawn and meshed by using the

CFD software. The inner diameter of the copper pipe is set at 8.13 mm and the outer

diameter is 9.2 mm. The thickness of the copper pipe is about 0.7 mm. The

temperature of the water in the copper pipe is 40 �C, and the flow rate is 3 L/min.

On the other hand, the outer pipe is made up of PVC, where the nanofluid flows

through outer pipe. The dimension of the inner diameter of PVC pipe is 27.2 mm

whereas the outer diameter is 33.9 mm. The nanofluid flows in the counter direction

of the water with 27 �C. The annular passage is considered in the simulation, where

the Reynolds number varied between 4,000 and 18,000. Figure 29.1 shows the

schematic diagram of the counter flow heat exchanging equipment.

29.2.1 Computational Fluid Dynamics Simulation

The aim of this research is to investigate the heat transfer, typically Nusselt number

and understand the phenomena of flow in annular pipe. Thus, the finite volume-

based flow solver of computational dynamics software (FLUENT) is chosen in this

investigation. The geometry is drawn in the CFD software. Moreover, the K-epsilon

viscous model has been chosen for the iteration based on the energy equation and

Reynolds averaged Navier Stokes equations. The flow condition in the pipe

between the base fluid (i.e., water) and the nanofluid is assumed to be in thermal

equilibrium and no slip occurs between them [16].

In the simulations, the initial information of the study such as geometry, dimen-

sion, input and initial values, dependent and independent variables of the study have

been determined. Then, based on these data gained in case study and according to

literature review the geometry considered for the simulation can be simplified. This

case is simplified by using 2-dimensional pipe and the pipe is cut into half to make it

Fig. 29.1 Counter flow heat exchanger drawing
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symmetry. Fluid flow in a physical domain is governed by the laws of conservation

of mass and momentum.

Upon meshing, the governing equations including some partial differential

equations are derived and discretized by one of the existing methods such as finite

element, infinite element, and finite volume to be converted into algebraic equa-

tions. In addition, the boundary conditions, material properties, and initial values

were obtained to solve the iteration. These steps are called preprocessing steps.

Once the preprocessing part is completed, governing equations are solved during

several iterative algorithms. The measure of convergence error and the problem

initialization are specified before running the solution algorithms.

After the preprocessing step, the post-processing step takes place where the

result is obtained. During post-processing step, all the data including temperature,

velocity, and pressure can be obtained. The accuracy of the results is then verified.

Furthermore, the Nusselt number is then calculated from the temperature data.

In this research, TiO2 nanoparticles mixed with the water by 0.2 % were used to

investigate the heat transfer characteristic with different variables such as Reynolds

number and temperature of the flowing nanofluid and mass flow rate. The simula-

tion conditions used in this study are as follows:

• The Reynolds number of the nanofluid varied from 4,000 to 18,000

• The temperature of the nanofluid is 27 �C
• The mass flow rates of the hot water are 3 LPM and 4.5 LPM

• The temperature of the hot water is 40 �C

29.2.2 Mathematical Model

The thermal physical properties of the nanofluid can be calculated utilizing the

following equations.

Pak and Cho calculated the density by using Eq. (29.1) [14]:

ρnf ¼ ϕρ p þ 1� ϕð Þ � ρw ð29:1Þ

where ρnf the volume fraction of nanoparticles is, ρp is the density of the

nanoparticles, and ρw is the density of the base fluid.

Donald and Stephen calculated the viscosity by using well-known Einstein

equation (29.2) which is applicable to spherical particles in volume fractions of

less than 5 % [17].

μn f ¼ 1þ 2:5ϕð Þ � μw ð29:2Þ

The μnf is referred to the viscosity of the nanofluid, and the μw referred to the base

fluid which is water.
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Thermal conductivity of the nanofluid is obtained using Eq. (29.3) as suggested

by Yu and Choi [18].

knf ¼ k p þ 2kw þ 2 k p � kw
� �

1þ βð Þ2ϕ
h i

= k p þ 2kw � k p � kw
� �

1þ βð Þ2ϕ
h i

ð29:3Þ

where knf is the thermal conductivity of the nanofluid, kp is the thermal conductivity

of the nanoparticles, kw is the thermal conductivity of the base fluid. Moreover, the

Nusselt number is calculated from Gnielinski equation and Colebrook equation and

then compared to the simulation results. The Gnielinski equation (29.4) and

Colebrook equation (29.5) are as follow [19, 20]:

Nu ¼ f=8ð Þ Re� 1000ð ÞPr½ �= 1þ 12:7 f=8ð Þ0:2 Pr1=2 � 1
� �h i

ð29:4Þ

The Nu is the Nusselt number, Re is the Reynolds number, Pr is the Prandtl number,

and f is the friction factor.

Next, the Colebrook equation is defined as:

F �1=2ð Þ ¼ �2Log ε=3:7Dð Þ þ 2:51=Re � f 0:5� �� � ð29:5Þ

The temperature of the inlet and outlet of copper tube were calculated to obtain the

heat transfer rate from the water to the nanofluid through the copper tube. The heat

transfer rate is calculated using the Eq. (29.6) which is suggested by

Duangthongsuk and Wongwises [21].

Qw ¼ m � Cpw Tin � Toutð Þw ð29:6Þ

The Qw is the heat transfer rate for the hot water, and m is the mass flow rate of the

water.

Next, the local heat transfer is calculated using the convection heat flux as used

by Oon et al. [22]:

hx ¼ qc=Tb ð29:7Þ

where qc is the heat transfer from water to nanofluid, and the Tb is the temperature

different between the outlet temperature and the inlet temperature. The value of the

Nusselt number is calculated from the equation:

Nu ¼ hx � d=knf ð29:8Þ

where the value of d is the hydraulic diameter, and the knf is the thermal conduc-

tivity of the water.
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Then, Pak and Cho and Xuan and Li correlations are utilized to predict and

compare the Nusselt number of TiO2 nanofluid. The Pak and Cho correlation is

shown in Eq. (29.9) [14, 23]:

Nunf ¼ 0:021 � Re0:8nf Pr
0:5
nf ð29:9Þ

The Xuan and Li correlation is shown in Eq. (29.10):

Nunf ¼ 0:0059 1þ 7:6286ϕ0:6886Pe0:001nf

� �
Re0:9238nf Pr0:4nf ð29:10Þ

where Penf is the Peclet number. Table 29.1 shows the thermophysical properties of

the water, nanoparticles, and the nanofluid calculated from the equations above.

29.3 Results and Discussion

Figure 29.2 shows the heat transfer coefficient increases with the increase of

Reynolds number. The data obtained from simulation is compared with the

Gnielinski equation for water in turbulent flow. The simulation result obtained is

slightly higher than the Gnielinski equation partly due to turbulent flow. The value

Fig. 29.2 The comparison between the heat transfer coefficients against Reynolds number for

water

Table 29.1 Thermal physical properties

Property Fluid phase (water) TiO2 particles TiO2-water (0.2 %)

Density, ρ (kg/m3) 998.2 4,250 1,004.7

Heat capacity, Cp (J/kg K) 4,182 686.2 4,175

Thermal conductivity, k (W/m K) 0.6 8.9538 1.0677
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obtained from the simulation is compared with the Gnielinski equation. Hence, the

same parameter used in the computational study can be extended for simulation of

TiO2-water nanofluid.

Figure 29.3 shows the simulation values of Nusselt number of TiO2-water

nanofluids which are closer towards Pak and Cho correlation than the Xuan and

Li correlation. This is simply because Xuan and Li correlation was established from

the data of Cu-water nanofluids while the Pak and Cho correlation was established

from the data of TiO2-water nanofluids.

Figure 29.4 shows the results for different variables such as change of mass

flow rate of hot water from 3 LPM to 4.5 LPM for the 0.2 % TiO2-water nanofluid.

Fig. 29.3 The comparison of Nusselt number between the TiO2

Fig. 29.4 The comparison of Nusselt number of TiO2 between 3 LPM and 4.5 LPM water

flow rate
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It is clearly seen that the 4.5 LPM flow rate shows higher heat transfer compared to

3 LPM flow rate. The result also shows that the heat transfer coefficient of the

nanofluid increases with an increase in the mass flow rate of the hot water.

29.4 Conclusion

The numerical simulation has shown that the increasing in Reynolds number also

causes the heat transfer to increase. The higher Reynolds number contributes to

greater heat transfer from the water to the nanofluid. In addition, the numerical

simulation results agree with the Pak and Cho correlation as both of the results are

in compliance. Finally, with the development of computational software it has

become easier to provide a fare and comparable result as in the present case.
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Chapter 30

The Effects of Oil Palm Shell Volume
Fractions on Thermal Conductivity
for Insulation Concrete

Eravan Serri, M. Zailan Suleman, and M. Azree Othuman

Abstract Industrial waste has been considered as an option in the initiative to

promote green and sustainable construction. Oil palm shell (OPS) is one of the

industrial wastes produced from the processing of palm oil and its ability to be used

as a lightweight aggregate in concrete mixes has been tested. OPS has a high

porosity content, which means that it is a good heat insulation material in concrete.

This study focuses on the OPS volume fraction in concrete and its effects on the

thermal insulation concrete. The volume fractions used are 30, 32, 34, 36, and 38 %

from concrete density. Density decreases with the increase of volume fraction. The

highest reduction from air dry to oven density is 13 %, which is obtained from a

volume fraction of 34 % OPS. The volume fraction affected compressive strength

and thermal conductivity. All mixes achieved for the requirement for load-bearing

strength based on compressive strength were obtained. The highest strength was

22 Mpa by volume fraction, 30 % used. Volume fractions used are within the range

of the semi-structure which has the same capacity as thermal insulation materials,

below 0.75 W/m K (according to RILEM requirements) except for the volume

fraction, 30 %. The thermal properties increased according to the increase in

density except for the specific heat result, and they have a strong relationship within

the thermal conductivity and compressive strength results. Thus the OPS light-

weight concrete (OPSLC) capacity as a heat insulation material is proven and it can

reduce energy use in buildings.

Keywords Density • Ultrasonic pulse velocity (UPV) • Mechanical strength •

Thermal properties
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Nomenclature

k Thermal conductivity, W/m K

fcu Compressive strength, Mpa

Subscripts

OPS Oil palm shell

OPSLC Oil palm shell lightweight concrete

UPV Ultrasonic pulse velocity

Sp Superplasticizer

SSD Saturated dry density

30.1 Introduction

Concrete is the main material in the construction industry and is used throughout the

world. The high demand for concrete will affect natural resources as ingredients in

concrete. Because of the wide usage of this material, many studies are investigating

the properties of these materials. One type of concrete of interest to researchers is

lightweight concrete. And to produce lightweight concrete, the use of lightweight

aggregate is one method that can be implemented. Lightweight aggregate often is

made of waste materials that occur as by-products from other industries, and hence

their use is ecologically desirable. Growing popular as solid waste material in

concrete is oil palm shell (OPS). Resulting from the processing of oil palm, OPS

contributes 5.5 % as solid waste from overall oil palm manufacture [1] and by using

OPS as aggregate made from waste materials occurring as by-products from other

industries, their use is ecologically desirable [2]. OPS is traditionally used as solid

fuel for steam boilers to run turbines for electricity [3], cover the surface of the roads

in the plantation area [1], dandified into briquettes [4], converted to bio-oil by using a

pyrolysis process for biomass energy [5], and for the production of charcoal and

activated carbon. For more than 20 years, researchers have investigated [6] the

potential of OPS as a structural lightweight aggregate. The highest compressive

strength obtained by Shafigh et al. [3] was about 53MPa by using crushed OPS. The

tensile/compressive strength ratio of OPSLC is lower than normal concrete, but it is

comparable with the lightweight concrete aggregate concrete made with an artificial

lightweight aggregate of an equivalent grade. The bond strength of OPSLC was

found to be about 2.3–3.9 times higher compared to the design bond strength as

recommended by BS 8110 [7]. Thus the bond stress of the OPS lightweight concrete

(OPSLC) showed that it satisfied the bond criterion as per the code’s requirement.

Other advantages of OPS as a lightweight aggregate are high porosity content

(Fig. 30.1) andOkpala [8] reported that the porosity of OPS at about 37%. The nature

of porosity is one of the important factors in the selection of thermal insulation
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material . Thus, the porosity of a lightweight concrete is a function of the “self-

porosity” of the aggregate (i.e., the porosity of the aggregate as a material), the shape-

factor and surface quality of the aggregates, and also of the porosity of the whole

concrete mass, which is generally used to reduce the unit volume of concrete, and is

known to have excellent heat interception and noise absorption properties due to the

shapes of porous elements. The aim is to utilize this porosity to the best advantage in

obtaining good insulation properties, while also achieving the required strength.

That advantage gives OPS the same low thermal conductivity value as other

lightweight aggregates such as clinker, expanded vermiculite, expanded slate, and

expanded clay. The previous study stated that using lightweight aggregate can be

good thermal insulation in lightweight concrete [9, 10], but thermal conductivity of

concrete will increase with increasing cement content [9]. To reduce the cement

content, Lee et al. [11] investigated by introducing entrained air into a lightweight

aggregate; concretemix and aggregate normally constitute about 70–80%by volume

of Portland cement concrete [11]. The fineness of the pores will give better insulation

properties and also, most important, moisture content (increases in moisture by mass

linearly will increase thermal conductivity 42 % [12]). Due to that condition, this

study investigates the effect of volume fraction OPS to lightweight concrete on

thermal insulation concrete requirements and mechanical strength. The use of OPS

as insulation material in concrete is a new area of research not yet explored.

30.2 Material and Experimental Program

Ordinary Portland cement ASTM type I was used as binder, with specific gravity of

3.10 and Blaice specific surface area of 3,510 cm2/g; and local sand with specific

gravity, fines modulus, water absorption and maximum grain size of 2.67 %,

Fig. 30.1 Right: OPS shape, left: porosity inside the shell
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2.66 %, 0.95 %, and 2.36 mm., respectively. Superplasticizer was used in the range

1 % of cement volume. Potable water was used. Old OPS was used as coarse

aggregate, implying they were discarded approximately for half a year in a palm oil

mill yard. Old OPS does not have fiber and has less oil coating, which results in a

better bond within the OPS surface and mortar. OPS in deferent shape and sizes

were used and,a stone crushing machine was used to crush the OPS for their crushed

shape. The physical properties of OPS used in this study are shown in Table 30.1.

Due to the high water absorption of OPS, it was washed and kept in a saturated dry

(SSD) condition before mixing.

30.2.1 Mix Proportion

The mix design for lightweight aggregate concrete was used for semi-structural

with thermal insulation capacity purposes. The mix design was based on the

absolute volume method with five different volume fractions of OPS. The mix

design details are shown in Table 30.2.

Table 30.1 The physical

properties of OPS
OPS shape Crushed

Specific gravity 1.22

Water absorption (%)

24 h 18.73

Bulk density 626.4 kg/m3

Fines modulus 5.82

Thermal conductivity 0.17 W/m K

Grading (% by weight passing sieve size stated)

14 mm 100

10 mm 99.9

6.3 mm 35.98

5 mm 14.19

2.3 mm 0.6

Table 30.2 Mix proportion

Mix

OPS Cement

(kg/m3)

Sand

(kg/m3)

Water

(kg/m3)

Sp

(kg/m3)Crushed Volume (%)

C-30 537 30 400 720.75 160.16 40

C-32 581 32 375 675.26 150.06 38

C-34 618 34 350 631.46 140.33 35

C-36 647 36 325 584.91 129.98 33

C-38 678 38 300 540.62 120.14 30
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30.2.2 Testing of Specimens

The specimens were tested based on the following testing standard. The density test

was carried out according to the BS EN 12390-7:2009, the specimens are weighted

in the air and suspended in water, as they are removed from the curing or exposure

conditions.

The compressive strength test was done in accordance with BS 12390-3:2009,

and three 100-mm cubes were tested, each at 7, 28, 90, and 180 days. At the age of

28 days, the splitting tensile strength, modulus of elasticity, and flexural strength

were measured in accordance with ASTM C496/C496-11, ASTM C469-10, and

ASTM C78-10. Ultrasonic pulse velocity was measured according to BS EN

12504-4:2004.

The thermal properties of specimens at room temperature were measured with a

Hot-Disk probe TPS2500. The system is based on the transient plane source

technology. This method is based on recording the temperature rise of a plane

source heating the surrounding materials to be measured. The basic concept of the

corresponding sensor is the fact that the conducting pattern is used both as a heat

source and as a temperature sensor [13].

All specimens were prepared according to ASTM C332-99 [14] and the testing

met the ISO/DIS 22007-2.2 standard. A sensor chosen with radius 9 mm, consisting

of a very fine nickel double spiral covered with two thin layers of electrically

insulating material, is placed between two specimens 75 ф and 45 mm thickness.

The two sample pieces were prepared with a section of flat surface each in order to

obtain a contact surface with as thin air layers as possible.

30.3 Result and Discussion

30.3.1 Density

Based on Table 30.3, the dry density is 165–211 kg/m3 lower than air dry density.

Generally the air dry density for OPSLC is within 1,725–2,025 kg/m and only uses

10–15 % volume fraction of OPS. In this study, mix C-36 and C-38 are of lower

density than previous studies because the volume fraction of OPS used are highest

Table 30.3 Density and

ultrasonic pulse velocity

(UPV)
Mix UPV (km/s)

Density (kg/m3)

Air Dry

C-30 3.174 1,815 1,649

C-32 3.043 1,812 1,640

C-34 2.974 1,783 1,584

C-36 2.91 1,678 1,452

C-38 2.83 1,600 1,424
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which is more than 34 % of the total weight. The lowest air density obtained by mix

C-38, 1,600 kg/m, may be due to more voids rate on concrete. The density is also

contributed from the specific gravity of OPS; more volume of the OPS will reduce

the bulk density of concrete. The highest reducing air to dry density was obtained

by mix C-38, which is 26 % due to high porosity content. For ultrasonic pulse

velocity, it was observed that there was an increase in pulse velocity values

inversely proportional to the amount of volume fractions. The smaller volume

fraction will give a better UPV value. Only mix C-30 and mix C-32 have moderate

quality [15] and the rest have a low quality of concrete. In addition, the UPV value

of concrete may also be greatly affected by the perfection of compaction, and

U. Jonson [6] reported the proportion of OPS did not cause much variation in

workability. The compactness of the microstructures would definitely be affected.

At the same time, the porous cellular structure and OPS itself have also partially

contributed to the low UPV value. The strong polynomial relationship within the

density and UPV value obtained are shown in Fig. 30.2. A lower density will

produce a weak quality of concrete.

30.3.2 Mechanical Strength

Previous researchers used a volume fraction of not more than 15 % because they

designed for structural lightweight strength, but the present study investigates a

higher volume fraction up to 38 % of the total volume of concrete. The lower

volume fraction will produce high mechanical strength. Based on Table 30.2, C-30

has the highest compressive strength; 22 Mpa and C-38 had the lowest compressive

strength which is 12 Mpa. However, all mixes comply with structural requirement

strength according to the ASTM and BS standard which is more than 11 Mpa. For

flexural strength, the values are 8–10 % from the compressive strength for all
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mixes, the same as reported by Shafigh et al. [3]. For high strength OPS the flexural

strength is approximately 10 % from compressive strength. The tensile strength is

in the range 0.87–1.35 Mpa (Table 30.4). It can be observed that the splitting tensile

strength increased with increasing the compressive strength. Compared to the

previous [6] study, the range of splitting tensile is 2.0–2.21 Mpa. This study has

the low splitting tensile due to the bond within the cement paste aggregate slightly

weaker because more volume fraction of OPS was used. It can be concluded that the

mechanical strength of this study is lower than previous studies that design for

structural purpose, but all mix designs are archived for the structural standard in

order to achieve insulation concrete with load-bearing strength. Figure 30.3 shows

the strong relationship within compressive strength and thermal conductivity;

R2 ¼ 0:915.

30.3.3 Thermal Properties

The thermal conductivity (k) of the study ranged from 0.58 to 0.78 W/m K. The

increasing of the volume fraction of OPS in concrete significantly contributes to the
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Table 30.4 Mechanical strength

Mix Compressive strength (MPa) Flexural strength (MPa) Tensile strength (MPa)

C-30 22 2.05 1.35

C-32 20 1.79 1.29

C-34 18 1.48 1.13

C-36 15 1.23 1.04

C-38 12 1.05 0.87
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thermal conductivity value because the thermal conductivity of aggregate will

influence the thermal conductivity of concrete. Mix C-38 has the highest OPS

content, therefore the thermal conductivity value showed the lowest compared

with other mixes. The thermal conductivity also increases with increasing cement

content in concrete because cement has high thermal conductivity compared to OPS

[16, 17]. The mix design of this study is based on the absolute volume method, thus

more volume fraction of OPS will reduce the volume of cement and vice versa.

Except for mix C-30, all mix designs were accepted with semi-structure insulation

concrete according to the RILEM requirement, which is below 0.75 W/m K. They

have a strong relationship within compressive strength and thermal conductivity as

shown in Fig. 30.3 and are written as

fcu ¼ 47:129k � 14:174 R2 ¼ 0:92
� � ð30:1Þ

For specific heat value, the results show inconsistency because the distribution of

aggregate is not uniform in concrete. The specific heat influence of distribution of

OPS is shown in Fig. 30.4, especially for the transient plane source method used to

measure specific heat value [18]. The sensor only measures in the specific area

surrounding the sensor, therefore different samples will have different distributions

and sizes of OPS also will influence the result. The thermal diffusivity value is the

same as the thermal conductivity trend, which is influenced by the volume fraction

OPS used (Table 30.5).

Fig. 30.4 Distribution of OPS in concrete (volume fraction from left: 30, 32, 34, 36 and 38 %)

Table 30.5 Thermal properties

Mix

Thermal conductivity

(W/m K)

Specific heat

(MJ/m3K)

Thermal

diffusivity (mm2/s)

C-30 0.78 1.25 0.57

C-32 0.73 1.61 0.48

C-34 0.65 1.42 0.45

C-36 0.6 1.98 0.31

C-38 0.58 1.71 0.34
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30.4 Conclusions

The following conclusions can be made regarding mix design with different volume

fractions of OPS used.

1. The lowest density with load-bearing strength obtained by mix contains volume

fraction 38 % of OPS; more volume fraction will decrease the density and

strength.

2. There is a strong relationship within the density and ultrasonic pulse velocity

value. A high volume fraction will give a low pulse velocity value due to more

air void and porosity content in the concrete.

3. All mechanical strength of mixes achieved the structural capacity in compliance

with the ASTM and BS standards.

4. Except the mix that used volume fraction 30 % of OPS, all mix designs are in the

range for semi-structure insulation concrete with RILEM standard for which the

thermal conductivity is lower than 0.75 W/m K.

5. By using the transient plane source method, specific heat OPS concrete will give

not consistencies reading base on distributions and sizes of aggregate. The

increase of energy required is due to moisture content of the aggregate.

6. Thermal conductivity and thermal diffusivity results have the same indicator,

which is increased according the density of OPS concrete.
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Chapter 31

Double Diffusion Effects on Entropy
Generation in Convective Heat
and Mass Transfer

Zeroual Aouachria, Djamel Haddad, and F. Benzemit

Abstract The aim of the present study is to examine the Dufour influence and

Soret effects on entropy generation in convective heat and mass transfer for the case

of a binary gas mixture with a single diffusive species in a square cavity. We

numerically investigate the thermosolutal convection in a square cavity, where a

binary mixture of incompressible fluid is confined under the conditions of both

thermal and solutal gradients. Furthermore, we analyze the effect of Dufour and

Soret on entropy generation. We find that, according to Grashof number values, the

entropy generation could be mainly due to heat transfer or to fluid friction irrevers-

ibility and that the Soret and Dufour effects have great impact on the production of

entropy.

Keywords Natural convection • Entropy generation • Numerical methods •

Double diffusion • Square cavity

Nomenclature

Symbols

T Temperature of the fluid, K

T1 Temperature of hot wall, K

T2 Temperature of the cold wall, K

T0 Average temperature of fluid, K

C Molar concentration, mol L�1

C0 Average concentration, mol L�1
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D Mass diffusivity, m2 s�1

DF Dufour coefficient, m2 s�1 K�1

DT Soret coefficient, m2 s�1 K�1

P Dimensionless pressure

p Pressure, Pa

u, v Velocity components, m s�1

U, V Velocity dimensionless components

x, y Dimensional Cartesian coordinates, m

X, Y Dimensionless Cartesian coordinates

V0 Inlet fluid velocity, m s�1

S Entropy production, J m�3 s�1 K�1

t Dimensional time, s

R Thermodynamic constant of fluid, J kg�1 K�1

α Thermal diffusivity, m2 s�1

K Thermal conductivity, W m�1 K�1

ρ0 Mass density, kg m�3

ν Kinetic viscosity, m2 s�1

μ Dynamic viscosity, Pa s

βT Thermal expansion coefficient, K�1

μSP Mass chemical potential, J kg�1

g Gravity acceleration, m s�2

βS Solutal expansion coefficient, m3 mol�1

CP Specific heat at constant pressure, J kg�1 K�1

θ Dimensionless temperature

τ Dimensionless time

ξ Dimensionless concentration

ϕ Dependent variable

Γ Coefficient of the diffusion

Formulae

Thermal Grashof number GrTh ¼ gβT T1�T2ð ÞL3
ν2

Solutal Grashof number GrS ¼ gβS� T1�T2ð ÞL3
ν2

Lewis number Le ¼ α
D

Buoyancy number N ¼ GrS
GrT

Dufour parameter KF ¼ W�DF

α

� � � βT
βS

� �h i
Soret parameter KT ¼ DT �C� 1�Cð ÞT½ �

D

Positive thermodynamic parameter W ¼ C0�T0

CP

h i
∂μSP
∂C

� �
Prandtl number Pr ¼ ν

α
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31.1 Introduction

The phenomena of heat and mass transfer through natural convection with double

diffusion are due to the simultaneous presence of temperature and concentration

gradients. These gradients cause nonuniform distribution of the density of the

mixture which in turn causes the convective motion under the effect of gravity. In

most situations, whether it is in nature or in industry, the fluid studied consists of

two or more components. So the generated natural flows are called thermosolutal

natural convection and are characterized by the irreversibility phenomena. The

latter that are expressed by entropy generation are of important interest during the

design of any thermodynamic system. Due to its fundamental and practical impor-

tance (oceanography, metallurgy, geophysics, and air pollution), the double diffu-

sive convection is essentially characterized by the phenomena of heat and mass

transfer accompanying the entropy production. In addition, when the process of

heat and mass transfer occurs simultaneously, they interfere and produce the

so-called cross-diffusion effects. So one witnesses a coupling of heat flow induced

by a concentration gradient and the flow of matter induced by a temperature

gradient, which are respectively known by the names of the effects of Dufour and

Soret and which have been neglected in most studies.

Many works concerning entropy generation have been carried out [1–4]. The

efficient use of energy is the overarching objective in the design of a system or

process, which may be achieved by minimizing the entropy production (known as

energy destruction). Many works have analyzed the production of entropy in terms

of external and internal irreversibilities. In general, the origin of irreversibility is

related to the phenomena of heat and mass transfer, chemical reactions, and

turbulence in fluid flow [5].

The analysis on the entropy generation has become a very useful tool for thermal

design of thermodynamic systems in order to save energy. The various sources of

irreversibility are responsible for entropy production such as the transfer of heat and

mass, magnetic field effect, and viscous dissipation effect. Many studies have been

published on the entropy production. Weaver and Viskanta [6] indicated that the

effects of Soret and Dufour have an important role when the differences in

temperature and concentration are large and when the difference in molecular

weight between two elements dispersing in the mixture is significant. Their study

was applied in a square cavity, and they showed that the contribution of the Soret

effect to the total mass flux can reach up to 10–15 %. The energy flow caused by the

Dufour effect can be comparable to that obtained by pure conduction. Haddad and

Al Nimr [7] conducted a study on the generation of entropy in a simple rectangular

micro channel with a boundary of constant heat flux. They numerically modeled the

micro channel to find velocity distributions and the temperature along the flow

direction in the channel of the coolant. Magherbi et al. [8] studied the influence of

the angle of inclination of the cavity relative to the horizon, the thermal Grashof

number, and the ratio of buoyancy on the production of total entropy. The location

of the irreversibility due to heat transfer, mass transfer, and fluid friction is
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discussed for three angles of inclination for a fixed thermal number of Grashof. The

results showed that the total entropy generation increases with the thermal number

of Grashof and the ratio of buoyancy to moderate numbers of Lewis. Locally, the

irreversibility due to heat and mass transfer is almost identical and located at

the bottom and top walls respectively heated and cooled. Hidouri et al. [9] studied

the influence of the Soret effect on the production of entropy in thermosolutal

natural convection. They showed that the entropy production is at minimum value

for a ratio of buoyancy in the vicinity of �1 and for a thermal Grashof number

greater than 104.

Since the efficient use of energy is the main objective in the design of a system or

a technical process, this can be obtained by the minimum destruction of energy, that

is to say, the minimization of the production of entropy which influences Dufour

and Soret effects significantly. Indeed, the Dufour effect tends to increase the

entropy production, while the Soret effect tends to decrease it especially for

the thermal Grashof number. Alam [10] and Aouachria et al. [11] examined the

problem of a regular free convective flow over a vertical semi-infinite flat plate with

uninterrupted movement in a porous medium taking into account the effects of

Dufour and Soret. Such effects in the convective flow along a flat plate embedded in

a porous medium with variable Darcy suction were examined taking into account

the temperature and concentration at the plate as functions of time [12–14]. In our

study, we propose the analysis of the entropy production in double diffusion

convection in the case of a square cavity taking into account the Soret and Dufour

effects. The aim of our work is the study of natural double diffusion convection and

the Dufour and Soret effects on the production of entropy in a thermodynamic

system consisting of a binary mixture of gases (air-CO2) located in a semiadiabatic

square cavity.

31.2 Mathematical Formulation

31.2.1 Problem Generation

The analysis of thermal convection is based on the application of three basic laws of

general physics (conservation of mass, momentum, energy and species), taking into

account the Dufour and Soret effects. The equations we study are derived from the

conservation laws and cannot be solved analytically, forcing one to look for other

methods to solve them, which should be associated with simplifying assumptions

that may be adequate to solve these types of equations. So we consider a

two-dimensional square cavity of length L, where a binary mixture of incompress-

ible fluid is confined under the conditions of both thermal and solutal gradients. As

shown in Fig. 31.1, the generated convective motion is assumed to be

two-dimensional and unsteady.
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The different physical–chemical parameters are assumed constant, except for the

applied volume force (ρg) for which we use Boussinesq approximation as the

temperature gradient is not sufficiently large. We also neglect the effect of chemical

reactions. This volume force is given by the expression

ρ T;Cð Þ ¼ ρ0 1� βT T � T0ð Þ � βS C� C0ð Þð Þ½ � ð31:1Þ

where βT ¼ � 1
ρ0

∂ρ
∂T

� �
, βT > 0 and βS ¼ � 1

ρ0

∂ρ
∂C

� �
, βs > 0 represent, respectively,

thermal and solutal expansion coefficients of the fluid solution;ρ0 ¼ ρ T0;C0ð Þ, T0,
C0 are the density, the temperature, and the reference concentration, respectively.

31.2.2 Mathematical Modeling

Under the conditions mentioned above, we can establish the various equations

necessary to solve this problem as follows. From the non-dimensionalization of

the dependent and independent variables, we use characteristic quantities that are

constant throughout the flow field and temperature. These quantities are L, V0, T1,
T2, and P:

X ¼ x

L
, Y ¼ y

L
, ν0 ¼ α

L
, U ¼ u

ν0
, V ¼ v

ν0
, τ ¼ t

ν0
L
, p ¼ p

ρν0
,

θ ¼ T � T0

T1 � T2

� �
, ξ ¼ C� C0

C1 � C2

� � ð31:2Þ

Using Cartesian coordinates and defining the following dimensionless variables, we

obtain

∂U
∂X
þ ∂V

∂Y
¼ 0 ð31:3Þ
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Fig. 31.1 Schematic view

of 2D square cavity
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∂U
∂τ
þ ∂U � U

∂X
þ ∂V � U

∂Y
¼ �∂P

∂X
þ Pr

∂2
U

∂X2
þ ∂2

U

∂Y2

 !
ð31:4Þ

∂V
∂τ
þ ∂U � V

∂X
þ ∂V � V

∂Y
¼ �∂P

∂Y
þ Pr

∂2
V

∂X2
þ ∂2

V

∂Y2

 !
þ Pr2 � GrT

� θ þ N � ξð Þ ð31:5Þ
∂θ
∂τ
þ ∂U � θ

∂X
þ ∂V � θ

∂Y
¼ ∂2θ

∂X2
þ ∂2θ

∂Y2

 !
þ KF

∂2ξ

∂X2
þ ∂2ξ

∂Y2

 !
ð31:6Þ

∂ξ
∂τ
þ ∂U � ξ

∂X
þ ∂V � ξ

∂Y
¼ 1

Le

∂2ξ

∂X2
þ ∂2ξ

∂Y2

 !
þ 1

Le

∂
∂X

KT

θ

∂θ
∂X

� �
þ 1

Le
� ∂
∂Y

KT

θ

∂θ
∂Y

� � ð31:7Þ

where the thermal diffusivity of the mixture is α ¼ k
ρCP

and the thermodynamic

parameter W ¼ TC0

CP

∂μ
∂C

� �
, with KT

T ¼ C1C2
DT

D . In general, the ratio of the thermal

diffusion coefficientDT and the mass diffusivityD is defined as the Soret coefficient

ST, in which, sometimes, the product C1C2¼C1(1�C1) is included to the extent

that the concentration variations are assumed small compared to the rest of the

mixture. The associated boundary conditions to this problem are

for x ¼ 0 and 0 � y � 1 θ ¼ 1, ξ ¼ 1, u ¼ v ¼ 0

for x ¼ 1 and 0 � y � 1 θ ¼ 0, ξ ¼ 0, u ¼ v ¼ 0

for y ¼ 0, and y ¼ 1 and 8x ∂θ
∂y

� �
¼ 0,

∂ξ
∂y

� �
¼ 0, u ¼ v ¼ 0

at t ¼ 0, θ ¼ 0:5, ξ ¼ 0, u ¼ v ¼ 0 and P ¼ 0 at any point in the cavity

ð31:8Þ

This system of equations can be written in compact form as

∂ρϕ
∂t
þ ∂ρUϕ

∂x
þ ∂ρVϕ

∂y
¼ ∂

∂x
Γ
∂ϕ
∂x

� �
þ ∂
∂y

Γ
∂ϕ
∂y

� �
þ S p � ϕþ Su ð31:9Þ

where Sp and Su are the source terms, Γ is the diffusion coefficient, and ϕ indicates

any variables as U, θ, ξ, etc.
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31.2.3 Modeling of the Entropy Generation

The existence of thermal and diffusive gradients, between the active walls of the

cavity, places the fluid in a nonequilibrium state which causes the generation of

entropy in the system. According to local thermodynamic equilibrium with the

linear transport theory, the generation of the local entropy is given by

ST ¼
k gradT2
� �

T2
0

� 1

T

X
J
!
αigradμi þ

τ
!
: grad

T
v
!

d ð31:10Þ

Jαi and μi are the mass diffusion flux of spice i in phase and chemical potential,

respectively.

As can be seen from Eq. (31.10), the right-hand side of this equation represents

three terms: (1) irreversibility due to heat transfer, (2) irreversibility due to mass

transfer, and (3) irreversibility due to the frictions in the fluid. The dimensionless

expression for the production of local entropy, for the case of a perfect binary

mixture gas in double diffusion by convection, is given by

St ¼ ∂θ
∂X

� �2

þ ∂θ
∂Y

� �2

ð31:11Þ

Sν ¼ λ1 2
∂U
∂X

� �2

þ ∂V
∂Y

� �2
 !

þ ∂U
∂Y
þ ∂V

∂X

� �2
" #

ð31:12Þ

Sξ�ξ ¼ λ2
∂ξ
∂X

� �2

þ ∂ξ
∂Y

� �2
" #

ð31:13Þ

Sθ�ξ ¼ λ3
∂θ
∂X

� �
∂ξ
∂X

� �
þ ∂θ

∂Y

� �
∂ξ
∂Y

� �� 	
ð31:14Þ

St, Sv, Sξ·ξ, and Sθ·ξ are respectively related to the irreversible thermal gradients, the

effects of viscosity, the sum of the concentration gradients, and the sum of a

combination product of the temperature and concentration gradients. The latter

two are the local production of entropy due to the mass distribution (Sd)

Sd ¼ Sξ,ξ þ Sθ,ξ ð31:15Þ

λ1, λ3, and λ2 are the irreversibility distribution ratios, and they are given by
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λ1 ¼ μ � T0

K

� �� 	
:
α

L
� T1 � T2ð Þ

h i2
,

λ2 ¼ ρ0 � D � R � T0
2

K � C0

� �� 	
� C1 � C2

T1 � T2

� �� 	2
,

λ3 ¼ ρ0 � D � R � T0

K

� �� 	
� C1 � C2

T1 � T2

� �� 	 ð31:16Þ

31.3 Results and Discussion

We have developed a program in FORTRAN language which solves different

equations governing this phenomenon. Parameters and physical properties of the

thermodynamic system used for the calculations are shown in Table 31.1. The

analysis is carried out for different values of Soret and Dufour numbers assigned in

the Table 31.2. We must note that the results we present below concern only the

stationary part of the phenomenon that will level after a while for the condition’s

initial fixed time.

31.3.1 Velocity Field Analysis

Figure 31.2a–d illustrates the change in the modulus of the flow rate and its

components. From these profiles, we can note a few key points. The flow generated

in the vessel is a rotational flow in the area adjacent to the walls of the latter and

which is carried around a fixed central mass.

31.3.2 Change Profile of Velocity Magnitude Depending
on kT for Different Values of KF

Figure 31.3 shows the evolution of the modulus of the velocity of flow and its

components. From these profiles, some essential points can be deduced. The flow

generated in the vessel is a rotational flow in the area adjacent to the walls, which

takes place around a fixed central point. Increasing the Dufour parameter relatively

decreases the velocity field. Indeed, Fig. 31.3c shows two ranges of Dufour

parameter which have a different effect on the profile of the magnitude velocity.

For a given value of KT, the increasing KF increases the speed modulus in the area

close to the two nonadiabatic walls.
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31.3.3 Analysis of Thermal and Solutal Fields

Figure 31.4a shows the thermal and solutal contours. We observe that the temper-

ature profile is well pronounced in the vicinity of the hot wall by moving more

toward the top adiabatic wall but slightly in the direction of the thermal gradient.

This explains why the Soret effect is more prominent compared to the thermal

diffusion. This is in agreement with and explains the evolution of the solutal field

represented in Fig. 31.3.

Table 31.1 Parameters and physical properties of the thermodynamic system

Parameters Le Pr GrT λ1 λ2 λ3

Values 1.2 0.71 7·104 10�4 0.5 10�2

Table 31.2 Different values

of Soret and Dufour numbers
KT 0 0.2 0.4 0.6 0.9 1.0

KF 0 0.25 0.5 0.6 0.75 1.25

Fig. 31.2 Field of velocities. (a) Contours of modulus of speed. (b) Velocity vector field. (c)
Contours of speed component, U. (d) Contours of speed component, V
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31.3.4 Change Profile of Solutal and Thermal Fields
in Terms of kT for Different Values of KF

In Fig. 31.5, we include the thermal and solutal profiles for different values of Soret

and Dufour numbers. It is noted in Fig. 31.4a that the temperature evaluation is

carried out in the same direction of change in the number of Dufour, while it

decreases with increasing Soret number. This explains the molecular diffusion

motivates well this aspect and is well nuanced in the vicinities of the two walls.

However, it is practically zero at the center of the tank. This phenomenon is

analogous to changing the solutal field; see Fig. 31.4b.
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Fig. 31.3 Evolution of the speed profile depending on kT, for different values of KF. (a) Velocity
profile U. (b) Velocity profile V. (c) Magnitude of the velocity profile
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31.3.5 Entropy Production of Origin: Thermal, Viscous,
Solutal, and Total Entropy in Function of kT
for Different Values of KF

Figure 31.6 shows the iso-contours of the entropy production due to thermal,

viscous, and solutal effects. The entropy production of thermal origin occurs in

specific zones where it is most important near the most active and cold zones

Fig. 31.4 Thermal and solutal fields. (a) Iso-contours of the temperature and (b) iso-contours of
the concentration
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(Fig. 31.6a). The iso-contours of the entropy generation due to the viscous effect of

the fluid which is under the influence of heat and solutal gradients are presented in

Fig. 31.6b. We note that it appears in specific areas. In fact, its maximum locates in

the upper region of the cavity and close to the hot wall. This area is characterized by

the large viscous effect of the fluid acceleration. More acceleration is high more
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Fig. 31.5 Thermal and solutal fields versus KT for different values of KD
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entropy production is great. This production is related to the molecular diffusion

which is accentuated in the lower left area of the cavity. We also note a production

of entropy, but relatively low in the diagonally opposite the latter area. The total

entropy production of different entropies is shown in Fig. 31.6d; its iso-contours

have the appearance that they do not reflect the logical summation of positive

quantities. At the local level, entropy generation is located on the lower corner of

the heated side and upper corner of the cooled side of the enclosure. This can be

understood as a paradox but does take into account the coupling effects that have

antagonistic effects.

We have drawn, in Fig. 31.7, the variation in the entropy due to thermodynamic

irreversibilities depending on the number of Soret, for different values of Dufour.

The analysis of the profile shows two areas on which the influence of these two

parameters is much nuanced. These areas are localized near the two nonadiabatic

walls (KT¼ [0 to 0.9] and [0.8 to 1]). The increase of Dufour number increases the

entropy near the cold wall, but it decreases on the hot wall; see Fig. 31.7a.

Fig. 31.6 Iso-contours of entropy generation by thermal, viscous, and solutal effects and the total

entropy
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The analysis of the profile shows that in the interval [0.25 to 0.87], the effect of KT

and KF on viscous entropy is absent. When Soret varies in the range [0 to 0.25] and

[0.87 to 1], the increased number of Dufour, viscous entropy decreases, whereas

when it is in the range [0–0.5], it actually increases near the hot wall and conversely

near the cold wall. This effect was reversed when it varies in the range [0.5–1]. The

similar impacts occur on thermal and solutal fields and are also shown on entropy

production profiles; see Fig. 31.7c. The total entropy increases with the parameter

Dufour, near the cold wall, but it decreases near from the hot wall, with its increase.

It should be noted that there is no influence in the central region of the cavity; see

Fig. 31.7d.
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31.4 Conclusion

According to what is presented, it was concluded that the Soret and Dufour effects

have a significant impact on the entropy production. In addition, they have reverse

influences. The Dufour effect always causes entropy production but for small

numbers of Grashof, while the Soret effect appears more in the case of relatively

large numbers of Grashof. At the local level, entropy generation is located on the

lower corner of the heated side and upper corner of the cooled side of the enclosure.
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Chapter 32

Three-Dimensional Numerical Study
of the Heat Transfer on The Planar
Solid Oxide Fuel Cell: Joules Effect

Youcef Sahli, Bariza Zitouni, Hocine Ben Moussa, and Hafsia Abdenebi

Abstract The aim of this work is to analyze the three-dimensional temperature

fields in a planar solid oxide fuel cell (SOFC) single cell with different geometric

configurations: supported anode, electrolyte, or cathode (SA, SE, and SC). The

temperature distribution is determined by taking into account only the largest heat

source due to ohmic overpotential loss resulting from the Joule effect. The temper-

ature values are obtained using a program in FORTRAN language which is based

on the method of three-dimensional finite difference. The three-dimensional numer-

ical study result analysis shows the localization of the highest temperature value at

the SOFC component’s specific area: cathode (C), electrolyte (E), anode (A), and

interconnector.

Keywords SOFC • Temperature • Heat source • Three-dimensional • FORTRAN

Nomenclature

Roman Letters

i Current density, A/m2

Lx Width of the cell along the axis (X), μm
Ly Thickness of the cell along the axis (Y), μm
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Centre de Développement des Energies Renouvelables, CDER 01000, Adrar, Algeria

Department of Mechanical, Faculty of Technology, University Hadj Lakhder, Batna, Algeria

e-mail: sahli.sofc@gmail.com; H2SOFC@gmail.com

B. Zitouni

Department of Food Technology, Institute of Veterinary Sciences and Agricultural Sciences,

University Hadj Lakhder, Batna, Algeria

Department of Mechanical, Faculty of Technology, University Hadj Lakhder, Batna, Algeria

H. Ben Moussa • H. Abdenebi

Department of Mechanical, Faculty of Technology, University Hadj Lakhder, Batna, Algeria

© Springer International Publishing Switzerland 2015

I. Dincer et al. (eds.), Progress in Clean Energy, Volume 1,
DOI 10.1007/978-3-319-16709-1_32

449

mailto:H2SOFC@gmail.com
mailto:sahli.sofc@gmail.com


Lz Length of the cell along the axis (Z ), μm
S Heat source, W/m3

T Temperature, K

Greek Letters

λ Thermal conductivity, W/m K

σ Electric conductivity, 1/Ω m

Subscripts

an Anode

cat Cathode

elec Electrolyte

in Interconnector

max Maximum

ohm Ohmic

Abbreviations

SA Supported anode

SC Supported cathode

SE Supported electrolyte

32.1 Introduction

Several previous works were done about this subject. Kakaça et al. [1] publish a large

literature review about planar or tubular SOFC physical models. They used 120 refer-

ences. It contains electrochemical models, gas dynamics, and mass and heat transfer.

The literature review conducted by the authors includes all heat transfer modes.

Inui et al. [2] have examined in detail the influence of the hydrogen and carbon

monoxide ratio at the planar SOFC performance using three-dimensional numerical

simulation code. Chaisantikulwat et al. [3] studied also presented a three-dimensional

model of planar SOFC-SA. It provides the polarization curve (potential/current

density), mole fractions fields, velocity, temperature, species concentrations, and the

current distribution at the cell. The model is based on a conductive heat transfer in the

solid part (electrolyte and interconnector) and a heat transfer by convection and

conduction at the porous part (electrodes). They use an effective thermal conductivity.

The documents authors [3, 4], are indicated that the studies are carried out by

unsteady-state models.
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Concerning the heat source type, Yang et al. [4] described a three-dimensional

steady simulation tool, which neglect the radiative transfer for the planar SOFC-

SA. The heat source is a three-source sum: the source due to electrochemical

reactions, activation overvoltage, and ohmic source. The described tool is intended

to simulate more parameters. The temperature distributions, species changes, and

current densities are calculated under different conditions. Ho et al. [5] studied a

planar SOFC with supported anode (SA) with an unsteady three-dimensional

numerical model. It contains the equations describing the mass, species, and energy

transport of the chemical and electrochemical processes. The model ignores also

the radiation heat transfer. The heat source is similar except the chemical heat

source. Equation solving is made by the STAR-CD software. The authors Khaleel

et al. [6] proposed a three-dimensional tool simulation for the planar SOFC-SA.

The tool combines a finite element analysis code with a robust electrochemical

module internally developed. It is based on the characteristics obtained experimen-

tally. It calculates the current density distribution, heat production, and the species

(fuel and oxidant) concentrations.

Sun and Ou [7] studied and evaluated the channel design influence on a planar

SOFC (ES) single cell at a three-dimensional and unsteady model that neglected the

radiation transfer. They have compared the results of three different oxidant

compositions: 100 % O2, 50 % N2, and 50 % air O2. Also, a comparison was

made between the temperature conditions, adiabatic or isothermal, applied to the

outer limit of the SOFC.

Wang et al. [8] presented a three-dimensional mathematical model to simulate

the electrochemical characteristics and the multispecies heat transfer in (SOFC)

planar steady state. The equations governing continuity, mass, energy, and the

electric charge conservation are solved simultaneously by the finite volume

method. Polarization activation, Joules effect, and concentration overpotential are

considered the main heat sources.

At the present work which is based on our previous works [9–13], our interest is

focused on the collection and analysis of distributions and temperature profiles in

the case of a three-dimensional geometry which recognizes only the Joule effect,

the heat source present in all the SOFC components, cathode, electrolyte, anode,

channels, and interconnectors.

32.2 Mathematical Modeling

32.2.1 Area Calculation

The computational domain is limited to a SOFC single cell that consists of two gas

flow channels, anode and cathode, the electrolyte, and the interconnectors,

Fig. 32.1.
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32.2.2 Simplifying Assumptions

It is clear that the assumption’s introduction is necessary to simplify the three-

dimensional equation system and make the problem less difficult. In this work, the

following assumptions quote:

• A three-dimensional model and stationary computing.

• A continuous medium.

• Components are homogeneous and isotropic.

• The channel entrance fluid temperature is constant.

• The gas electrical conductivity is negligible.

• The channel flow velocity is assumed very low.

• Heat transfer by radiation is neglected.

• A constant current density for all the SOFC components.

32.2.3 Heat Transfer Equations

Energy is transported by conduction in the cell, the effects of the Joule effect losses

are taken into account by an additional term in the source of the energy balance

equation, the three-dimensional equation of energy transport is given by:

∂
∂x

λ
∂T
∂x

� �
þ ∂
∂y

λ
∂T
∂y

� �
þ ∂
∂z

λ
∂T
∂z

� �
þ S ¼ 0 ð32:1Þ
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A 3000 3000 3000
B 2000 2000 2000
C 50 50 2000
D 700 50 150
E 10 180 40
F 2000 2000 2000
G 1000 1000 1000
H 30000 30000 30000
K 1000 1000 1000
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Fig. 32.1 SOFC single-cell dimension
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32.2.4 The Heat Source Term

The heat source that exists in the solid parts of the SOFC is due to ohmic losses and

is expressed as follows:

S¼SOhm, in¼SOhm,elec¼SOhm,an¼SOhm,ca¼ i2

σ
ð32:2Þ

The heat source due to the Joule effect (ohmic losses) depends on the ratio of the

current divided by the square of the electrical conductivity of each point of the solid

cell. The electric conductivity varies from a material to another (Table 32.1).

Energy is transported by convection and conduction at the anode and the

cathode. The gas velocities in the SOFC channels are very small. Therefore, the

convective term is neglected, and then we consider the conduction mode transfer at

gas channels, which gives the following equation of energy conservation:

∂
∂x

λ
∂T
∂x

� �
þ ∂
∂y

λ
∂T
∂y

� �
þ ∂
∂z

λ
∂T
∂z

� �
¼ 0 ð32:3Þ

32.2.5 Boundary Conditions

On all external surfaces and all directions, the boundary conditions are of Neumann

type, except at the entrance channel where we take a constant temperature with the

Dirichlet conditions that are as shown in Fig. 32.2 and Table 32.2.

32.2.6 Computation Program

The equations are partial second-order differential type (parabolic) with constant

coefficients. They have nonlinear source terms. Due to the complexity of these

equations, they cannot be solved analytically. However, they can be solved numer-

ically. The finite difference method is used. The various data used are listed in

Tables 32.2 and 32.3.

Table 32.1 Electrical conductivity of the SOFC components

Components σ [Ω�1 cm�1] References

Electrolyte σele ¼ 3:34� 104exp �10, 300=Tð Þ [3, 5, 10, 12–19]

Cathode σcat ¼ 4:2�107
T exp �1, 200=Tð Þ [10, 12, 13, 15]

Anode σan ¼ 9:5�107
T exp �1, 150=Tð Þ [3, 10, 12–16, 18, 19]

Interconnector σin ¼ 9:3�105
T exp �1, 100=Tð Þ [13, 15]
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32.3 Results and Discussion

The temperature values obtained at a three-dimensional SOFC are obtained by inlet

gas channel temperature values equal to 1,023 K [3, 5, 14, 17] and an imposed

current density equal to 20,000 A/m2 [5, 12, 17, 28, 29]. The sizes are taken from

Boundaries conditions:

T
=0

x

¶
¶

,
T

=0
y

¶
¶

,
T

=0
z

¶

¶
Imposed temperature

X

Z

Lz

Lx0 Y

Z

Anode

Cathode channel

Anode channel

Interconnector

Interconnector

Electrolyte
Cathode

Fig. 32.2 Boundary conditions of a SOFC elementary cell

Table 32.2 Boundary conditions

Components

Axis OX Axis OY Axis OZ

(0, y, z) (Lx, y, z) (x, 0, z) (x, Ly, z) (x, y, 0) (x, y, Lz)

Electrolyte ∂Φ
∂x ¼ 0 ∂Φ

∂x ¼ 0 ∂Φ
∂y ¼ 0 ∂Φ

∂y ¼ 0 ∂Φ
∂z ¼ 0 ∂Φ

∂z ¼ 0

Cathode ∂Φ
∂x ¼ 0 ∂Φ

∂x ¼ 0 ∂Φ
∂y ¼ 0 ∂Φ

∂y ¼ 0 ∂Φ
∂z ¼ 0 ∂Φ

∂z ¼ 0

Anode ∂Φ
∂x ¼ 0 ∂Φ

∂x ¼ 0 ∂Φ
∂y ¼ 0 ∂Φ

∂y ¼ 0 ∂Φ
∂z ¼ 0 ∂Φ

∂z ¼ 0

Interconnector ∂Φ
∂x ¼ 0 ∂Φ

∂x ¼ 0 ∂Φ
∂y ¼ 0 ∂Φ

∂y ¼ 0 ∂Φ
∂z ¼ 0 ∂Φ

∂z ¼ 0

Anode channel ∂Φ
∂x ¼ 0 ∂Φ

∂x ¼ 0 T ¼ TH2
¼ Cste ∂Φ

∂y ¼ 0 ∂Φ
∂z ¼ 0 ∂Φ

∂z ¼ 0

Cathode channel ∂Φ
∂x ¼ 0 ∂Φ

∂x ¼ 0 T ¼ Tair ¼ Cste ∂Φ
∂y ¼ 0 ∂Φ

∂z ¼ 0 ∂Φ
∂z ¼ 0

Table 32.3 Thermal conductivity values

Components Thermal conductivity λ (W m�1 K�1) Material References

Anode 5.84 Ni-YSZ [2, 20–22]

Cathode 4 La1�xSrxMnO3 [5, 9, 13, 21, 23–26]

Electrolyte 2.16 YSZ [2, 20–22]

Interconnector 6 LaCrO3 [1, 27]
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[14], for a cell having a supported anode (SA). The case with a supported electrolyte

(SE) is referred to [27]. Finally, [5, 17, 30, 31] are as a reference for a SOFC with

supported cathode (SC).

As first results, the cells having an anode supported or electrolyte supported or

cathode supported exhibit almost the same shape of the field, that is to say, the

maximum value of the temperature is the output of the SOFC cell regardless of its

geometric configuration (case of heat production).

From the results obtained, it is noted that the elevation of the temperature values

is important in case of a cell having an SC relative to the other geometric config-

urations; it is greater than 1,220 K (Fig. 32.5).

Based on the inlet temperature value of the two gases, it is noted that the increasing

maximum values of the cell temperature that have SC are displayed by a temperature

difference of about 180 ten units (Fig. 32.5). The temperature value evolution

compared with the inlet temperature is almost for 180 K for SE cell configuration

(Fig. 32.4). The low temperature elevation value is noted at the SOFC SA. It is in

order of 18 K (Fig. 32.3). The maximum values of the temperature are situated in

different locations in the input of the stack. According to each geometric configura-

tion, the temperature maximum values and their locations are shown in Table 32.4.

Moreover, it is noted that the upper portion of the interconnector (anode portion)

is hotter relative to the lower portion of the interconnector (cathode portion) for the

SA and SE (Figs. 32.3 and 32.4); besides in the cell by SC (Fig. 32.5), is the totally

opposed to cases presented by (Figs. 32.3 and 32.4). It means that the cathode

portion is hotter than the anode portion (Fig. 32.5). The temperature increase

for each configuration in the direction (OY) and positions along the axis

(OX) (x¼ 0 and x¼ 0.5xmax) to the output of the stack is indicated in Fig. 32.6.

Note that the temperature variation value range according to the (OY) direction

at positions (x¼ 0 and x¼ 0.5xmax) located at the outlet of the cell is nearly of the

order of five units for every SOFC geometric configuration (Fig. 32.6).

At the SA configuration, the cell middle is totally hotter than the terminals (left

and right). Also, it is observed that the anode middle part is hotter than the terminals

(left and right) situated in the same part of the cell. The contrary is presented in the

other cases (Fig. 32.6).

As for the case of an SE geometric configuration, Fig. 32.3 shows that the cell

lower part (cathode, cathode and interconnector channel) situated at the stack

middle is hotter than the terminals (left and right) situated in the cell same part.

Finally, in the case of a cell with SC, Fig. 32.6 shows that the lower stack part

(cathode, cathode and interconnector channel) is hotter than the upper part (anode,

anode and interconnector channel). Contrary, in other cases, the lower stack part

(cathode, interconnector and cathode channel) is cooler than the upper stack part

(anode, anode and interconnector channel). It has to be observed that the middle of

that cell is fully colder than its terminals (left and right), while the middle of the

lower part of the cell is cooler than the wings (left and right) situated in the same

stack portion which gives us perfectly the opposite in the other cases (Fig. 32.6).

According to the curves shown in Fig. 32.6, cells which possess a SE or an SA,

show clearly that the maximum difference of the temperature values on the axis
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(OY) to the cell output, is situated in the cell middle, the opposite case is logically

shown in the case of a cell with cathode supported, that is to say, in the case of

SOFC-SC, the maximum difference of the temperature values on the axis (OY) to

the cell output, is situated on both sides, left and right, of the cell.

Figure 32.7 shows the temperature evolution for each configuration according to

the axis (OZ) from the input to the output of the stack for the position (y¼ 0.5ymax

and x¼ 0.5xmax).

The temperature increase is remarkable at the cell beginning in all cell configu-

ration types which is related to the gas inlet temperature value. At the cell entrance,

in the case of an SA, a cell with the value of the temperature remains almost constant.

Then, starting from the last values of the temperature, the increase is hyperbol-

ical. According to an SA configuration as shown in Fig. 32.7, at the distance from

17 mm from the entrance, the temperature reaches almost its final value at the

output of the cell (no temperature increase values in the direction (OZ), after all
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Fig. 32.3 Temperature field in a cell with SA

Table 32.4 Maximum temperature at the cell output according to each geometric configuration

Cell type Tmax (K) Location of Tmax

SA 1,041.08 The electrolyte and the anode

SE 1,199.10 The upper part of the electrolyte and the lower part of the anode

SC 1,220.47 The electrolyte and the upper part of the cathode
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Fig. 32.4 Temperature field in a cell with SE
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Fig. 32.5 Temperature field in a cell with SC
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superior distances of 17 mm). For the other geometric configurations, the temper-

ature approaches its final value beyond a length of 3 in.

32.4 Conclusions

This heat transfer study evaluates and locates the values of maximum and minimum

temperatures in an elementary SOFC by a three-dimensional and stationary model

that recognizes only the Joule effect as a heat source.

The results show that the temperature elevation values are the largest in the case

of a cell having a SC relative to other geometries. The low values are that of the cell

having an SA. The highest temperature values are located in the electrolyte and at

the upper part of the wings to the cathode of the cell in case of a cell having an

SC. Contrarily, their localizations are at the electrolyte and at the anode lower part

at the cell middle in the other case.

Based on the obtained result analysis, it appeared that the model studied for the

SOFC stack, planar type, allowed us to understand the geometric configuration

effect at fields and profile temperature values in all the elementary planar cell SOFC

parts.
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Fig. 32.7 Temperature evolution along the axis (OZ) at (y¼ 0.5ymax, x¼ 0.5xmax) to the stack

output and for several configurations
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Chapter 33

Modeling of Heat Transfer in the PEMFC:
Velocity Inlet and Current Density Effect

Djamel Haddad, Kafia Oulmi, Hocine Benmoussa, Zeroual Aouachria,

and Sahli Youcef

Abstract The purpose of this work is to present a two-dimensional transient model

of the gas flow in the fuel cell (PEMFC). The model includes various conservation

equations such movement and energy equations. The governing equations were

resolved by the finite volume method. The objective of this work is to know the

maximum temperature and its location in PEMFC and to determine the perfor-

mance conditions of the fuel cell under the current density and velocity inlet effect.

The polarization curve obtained numerically is compared with much numerical

work. The numerical results show the regime flow effect and the nature of porous

middle on the gas distribution in the membrane electrode assembly (MEA).

Keywords Temperature • Flow laminar • Finite volume method • PEMFC

Nomenclature

CP Specific heat capacity, J/kg K

CK Molar concentration, mol/m3

DK Effective diffusivity of species K, m2/s

ENernst Ideal potential, V

em Membrane thickness, m

F Faraday constant, 96,487 C/mol

I Current density, A/cm2

iMax Limit current density, A/cm2

Ja Transfer current anode, A/cm3

Jc Transfer current cathode, A/cm3

P Pressure, Pa
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R Gas constant, J/mol K

SC Source terms in the species equation

ST Source terms in the species equation

T Temperature, K

t Time, s

U Velocity vector, m/s

VCell Real potential, V

Greek Letters

ρ Density of the gas, kg/m3

ε Porosity

ηact Activation polarization of the anode and the cathode, V

ηohm Ohmic polarization, V

ηconc Concentration polarization of the anode and the cathode, V

μ Dynamic viscosity, kg/m s

Subscripts

a Anode

c Cathode

m Membrane

33.1 Introduction

Proton exchange membrane fuel cells (PEMFCs) are efficient and environmentally

clean electrical generators that are being developed for both stationary and mobile

applications. One of the fuel cell interests is that the temperatures are one more low

level than in turbines or combustion engines [1–3]. Over the past decade, a

significant research effort of PEMFC has been focused on fuel cell structure design,

the development of better catalyst, the better structure of catalyst layer and gas

diffusion layer, and the development of membrane with high performance, thermal,

and water management [4]. Within the literature, there are many types of fuel cell

models. In some cases, these models are aimed at examining specific phenomena,

such as water management and flooding. In general, it is possible to categorize all

models as belonging to one of two categories: partial cell models or complete cell

models. The one-dimensional model by Genevey et al. [5] is an example of the

partial cell models that include only the membrane. In this work, transport of

protons, dissolved water, and energy are modeled for this element. The work of

Wang and Wang [6] is an example of the complete cell models that include all or

nearly all of the components of the fuel cell. In this case, the transport of species and

protons is included in a two-dimensional, down-the-channel geometry.
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An evaluation of temperature gradient in PEMFC is important for its functioning

and change in the conductivity of the membrane. For this aim of the present work

was to develop a two-dimensional model transient that describes the flow laminar of

the reactants in the fuel cell. The model includes various conservation equations

such movement and energy equations.

The model is used to present the transition from the continued medium (channel)

toward the porous medium (MEA) as well as the current density and velocity inlet

effect on the temperature field.

33.2 Mathematical Model

Figure 33.1 schematically shows a PEMFC fuel cell divided into seven subregions:

the anode gas channel, gas diffusion anode, anode catalyst layer, membrane,

cathode catalyst layer, gas diffusion cathode, and cathode gas channel. The present

model considers the anode channel feed consisting of hydrogen and water vapor,

whereas humidified oxygen is fed into the cathode channel. Hydrogen oxidation

and oxygen reduction reactions are considered to occur only within the active

catalyst layers which can be described by

Hydrogen oxidation reactions:

H2 ! 2Hþ þ 2e�

Oxygen reduction reactions:

2Hþ þ 2e� þ 1

2
O2 ! H2O

In this model, the mathematical equations of transport, the source terms, and the

closure relations are presented. The shape of the equations can change for one

Anod Gas channel 

Cathode Gas channel 

Anod GDL

Cathode GDL

Membrane  

Cathode catalyst Layer 

Anod catalyst Layer 

X

Y

O2

H2

Fig. 33.1 Schema of proton exchange membrane fuel cell (PEMFC)
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component to another of the fuel cell; in other words, every element possesses its

own equation. The gas channels are considered as a continuous middle; the flow

regime laminar is considered and is governed by the Navier–Stokes equation. The

diffusion layer, the catalyst layer, and the membrane are porous middle; the effect

of the strength exercised by the solid on the fluid (i.e., Darcy’s term) is character-

ized by a new additional term in the movement equation [4, 6] (Table 33.1):

• Continuity equation:

∂ρ
∂t
þ ∂ρU

∂x
þ ∂ρV

∂y
¼ 0 ð33:1Þ

• Momentum equation:

∂ρU
∂t
þ U

∂ρU
∂x
þ V

∂ρU
∂y
¼ �∂P

∂x
þ ∂
∂x

μeff
∂U
∂x

� �
þ ∂
∂y

μeff
∂U
∂y

� �
þ SU ð33:2Þ

∂ρV
∂t
þ U

∂ρV
∂x
þ V

∂ρV
∂y
¼ �∂P

∂y
þ ∂
∂x

μeff
∂V
∂x

� �
þ ∂
∂y

μeff
∂V
∂y

� �
þ SV ð33:3Þ

• Energy equation:

∂T
∂t
þ U

∂T
∂x
þ V

∂T
∂y
¼ ∂

∂x
αeff

∂T
∂x

� �
þ ∂
∂y

αeff
∂T
∂y

� �
þ ST ð33:4Þ

• The correction factor of the porous middle r in the equation of impulse has for

expression [6, 7]:

r ¼ 2:25
1� εð Þ2
ε2

ð33:5Þ

• The proton conductivity in the membrane phase has been correlated [1, 7]:

σm ¼ exp 1, 268 � 1

303
� 1

T

� �� �
� 0:5139 � λ� 0:326ð Þ ð33:6Þ

Table 33.1 The source terms and the diffusion coefficient for each element of the PEMFC

SU SV μeff ST αeff

Gas channel 0 0 μ 0 α

Gas diffuser �εd μ
kd
U �εd μ

kd
V r � μ 0 keff/CP

Catalyst layer �εc μkcU �εc μkcV r � μ i � ηact= ρvcpð Þ keff/CP

Membrane �εm μ
km
U �εm μ

km
V r � μ i � ηohm=ρ � c p keff/CP
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where the water content in the membrane, λH2O=SO
�
3
, depends on the water molar

concentration Cm
H2O

, according to the following fit of the experimental data [7, 8]:

λH2O=SO3
¼ Cm

H2O

ρm
sec

Mm � 0:025 � Cm
H2O

ð33:7Þ

where Mm is the molecular coefficient of the membrane and ρmsec the density of the

dry membrane.

Ohmic losses in the electrolyte obey Ohm’s law [9]:

ηohm ¼
i

σm
ð33:8Þ

Knowing that the activation polarization increases with current density, its expres-

sion can be written as [10]

ηact ¼ � ξ1 þ ξ2 � T þ ξ3 � T � ln CO2
ð Þ þ ξ4 � T � ln ið Þ½ � ð33:9Þ

where i is the current density and ξ1, ξ2, ξ3, and ξ4 are parametric coefficients for

each fuel cell model:

ξ1 ¼ �0:948, ξ2 ¼ 0:00286þ 0:0002 � ln Að Þ þ 4:3 � 10�5� �
ln CH2
ð Þ,

ξ3 ¼ 7:6 � 10�5, ξ4 ¼ �1:93 � 10�4

where CO2
is the oxygen concentration at the interface of the cathode catalytic

surface andCH2
is the hydrogen concentration at the interface of the anode catalytic

surface; they are expressed by Henry’s law as

CO2
¼ P*

c

5:08 � 106 � exp �498
T

� � ð33:10Þ

CH2
¼ P*

a

1:09 � 106 � exp 77
T

� � ð33:11Þ

The expression of the Nernst equation according to Maher [11]

ENernest ¼ 1:229� 0:85 � 10�3 � T � 298:15ð Þ þ 4:31 � 10�5 � T

� ln P*
a

� �þ 1

2
ln P*

c

� �� 	
ð33:12Þ

33 Modeling of Heat Transfer in the PEMFC: Velocity Inlet and Current Density. . . 467



The real potential of a fuel cell decreases compared to the Nernst potential, because

of polarization phenomena, which are activation polarization, ohmic polarization,

and concentration polarization:

Vcell ¼ ENernest � ηact � ηohm � ηconc ð33:13Þ

where ηconc is the concentration polarization [12]:

ηcon ¼ �
R � T
2 � F ln 1� i

imax

� �
ð33:14Þ

33.3 Numerical Method

The solution to the governing equations is performed by employing a finite volume

scheme with the model domain divided into a number of cells as control volumes.

The governing equations are numerically integrated over each of these computa-

tional cells or control volumes (Table 33.2).

The method exploits a collocated cell-centered variable arrangement with the

local or cell-averaged values of the physical quantities evaluated and stored at each

cell center (Fig. 33.2). The governing equations can be expressed in the form of a

generalized convection–diffusion type of transport equation:

Table 33.2 The boundary

conditions
V U T P

I V ¼ 0 U ¼ U0,O2
T ¼ TO2

P ¼ PO2

II V ¼ 0 U ¼ U0,H2
T ¼ TH2

P ¼ PH2

III V ¼ 0 U ¼ 0 ∂T
∂x ¼ 0 ∂P

∂x ¼ 0

IV V ¼ 0 U ¼ 0 ∂T
∂y ¼ 0 ∂P

∂y ¼ 0

V V ¼ 0 ∂U
∂x ¼ 0 ∂T

∂x ¼ 0 ∂P
∂x ¼ 0

I

III

II

IV

V

IV

Fig. 33.2 Presentation of the mesh and the boundary conditions
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∂ ρϕð Þ
∂t
þ ∂ ρuϕð Þ

∂x
þ ∂ ρvϕð Þ

∂y
¼ ∂

∂x
Γ
∂ϕ
∂x

� �
þ ∂
∂y

Γ
∂ϕ
∂y

� �
þ b � ϕþ c ð33:15Þ

The hybrid differencing scheme is chosen here on the grounds of its stability as the

preferred method for the treatment of convection terms, so here we quote the implicit/

hybrid difference form of the transient convection–diffusion equations [14, 15].

33.4 Results and Discussions

The mathematical model with various limit conditions illustrates the transport

phenomena which occur in the fuel cell. The discretization of the equations

governing the heat transfer phenomena in all parts of the fuel cell was made by

the finite volume method. We supposed that the flow regime is laminar. The results

representing the transient behavior of the fuel cell PEMFC are presented in this

study. The current density and velocity inlet is among the important parameters

which have a big influence on the functioning of the fuel cell. A computer code was

developed in this direction to obtain the temperature profiles.

• Effect of current density
Figures 33.4 and 33.5 show the variation of the temperature field as a function of

current density and under the effect of ohmic source. The results also show that

there is proportionality between the increase in current density and temperature

field. The absence of the electrochemical reaction (I¼ 0 cm2) shows a small

scatter of the temperature field, and maximum temperature is located in this case

the input channels. The presence of the electrochemical reaction, for higher

density currents, leads to a distribution of temperature field away from the input

channels of the MEA. The increase in current density gives a higher maximum

temperature in the membrane.

• Effect of velocity inlet
The effect of velocity inlet in the fields of temperature is shown as contours and

profiles (Figs. 33.6 and 33.7). These figures show that increasing the velocity

inlet, the heat is transported from input to output of the fuel cell. The temperature

increase is localized in the side downstream of the membrane.

On the polarization curve Fig. 33.8 obtained numerically, there is a decrease

in voltage when the current density increases due to the different polarizations

(ohmic, activation, concentration). The power density shows a maximum for an

optimum current density. When the velocity inlet is increasing, the power

density increases. Model validation involves the comparison of model results

with much numerical work.
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Fig. 33.4 Temperature fields in the PEMFC: current density effect. (a) i ¼ 0 A=cm2, (b)
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33.5 Conclusion

Two-dimensional model of the transfer phenomena, heat in the fuel cell, was

presented. The flow regime is considered laminar in the channel and the MEA.

The results obtained are:

The increase in current density gives a higher maximum temperature in the

membrane.

The increase of the velocity inlet leads to the transport of heat from input to output

of the fuel cell. When the velocity inlet is increasing, the power density

increases.
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Chapter 34

Modeling the Structure Based
on GaAsNBi/GaAs for Solar Cell

A. Aissat, A. Djili, S. Zelazel, and J.P. Vilcot

Abstract This work focuses on modeling and simulation of the structure based on

GaAsNBi/GaAs for photovoltaic application. Indeed, the incorporation of a small

composition nitrogen N <5 % and bismuth Bi <12 % induces the splitting of the

conduction band into two bands and the valence band, respectively. Under the

effect of this splitting, there is reduction of the bandgap which is very interesting for

increasing the absorption. For x¼ 1 % and y¼ 10 %, the bandgap energy is

Eg¼ 0.68 eV and the absorption coefficient equal to 1.15� 106 cm�1 with a yield

around 20 %. The use of structures based on new materials allows us to improve the

performance of the optical conversion.

Keywords News materials • GaAsNBi/GaAs • Solar cell • Optoelectronics

Nomenclature

N Nitrogen

Bi Bismuth

x Nitrogen concentration

y Bismuth concentration

Eg Bandgap

ae Lattice parameter of epitaxial layer

as Lattice parameter of substrate

a┴ Perpendicular lattice parameter

Cij Elastic stiffness constants

εxx Parallel strain

εzz Perpendicular strain
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Eg
unstrain Unstrain bandgap

C Bowing coefficient

Eg
strain Strain bandgap

ΔEC
hy Hydrostatic conduction energy

ΔEv
hy

av Average hydrostatic valence sub-band energy

ΔEhh
sh Shear valence energy of heavy holes

α Absorption coefficient

α0 Initial absorption coefficient

E Incident photon energy

J Current density

V Voltage

P Power

ε Strain

Jph Photocurrent density

Vco Open-circuit voltage

FF Form factor

η Efficiency

34.1 Introduction

Today, photovoltaic electricity production is widely dominated by silicon with

95 % of installed photovoltaic panels (monocrystalline, polycrystalline, and thin

film) [1]. However, these commercial panels suffer from a low average yield, about

13 % (between 12 and 18 % for monocrystalline, between 12 and 15 % for

polycrystalline, and between 6 and 9 % for thin films) [2]. Hence, many researches

focus on increasing the efficiency of silicon panels (nanostructures, thin layers,

and plasmatic) and alternative materials with a higher yield (CdTe,CIGS, GaAs,

etc.). Generally, these new materials are deposited in thin layers (a few hundreds of

nanometers) but have always interesting yields thus reducing production costs.

Among the new thin film materials considered for photovoltaics, GaAsN alloys,

due to the giant bowing coefficient [3], provide the rare opportunity among the

III–V systems to simultaneously lower both the lattice constant and the bandgap.

However, due to the large size mismatch between nitrogen and arsenic, the growth

of high-quality GaAsN on GaAs substrate is difficult. In order to overcome this

problem, the coalloying approach is proposed. By substituting large atom such as

indium on the cation site or antimony on the anion site, this new alloy can be made

lattice matched to GaAs and has a bandgap close to (1 eV). Most of the previous

efforts focused on the growth of InGaAsN on a GaAs substrate. However, it appears

that when the nitrogen concentration increases, the alloy quality deteriorates very

fast [4, 5]. Furthermore, experimental observations show that the presence of

indium does not affect significantly the incorporation of nitrogen in GaAs

[6]. For over two decades, III–V-Bi alloys have attracted interest for potential

applications in the infrared spectral region, because of the belief that alloying

conventional III–V semiconductors with the semi-metallic III-Bi compounds

could lead to low-bandgap materials like GaAsNBi alloy [7].
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34.2 Theoretical Approach

GaAs1�xNx has been studied for more than a decade due to its potential applications

for optoelectronic devices. Because of giant bowing coefficient, GaAs1�xNx alloy

simultaneously lowers both the lattice constant and the bandgap. However, due to

the large size mismatch between nitrogen and arsenic, the growth of high-quality

GaAs1�xNx on GaAs substrate is difficult. In order to overcome this problem, a

coalloying approach has been proposed. By substituting a large-type atom like

bismuth, the new alloy GaAsNBi can be made lattice matched to GaAs while

mitigating the undesirable effects produced by nitrogen [8]. The coalloying of

bismuth (Bi) with nitrogen (N) in GaAs can significantly lower the nitrogen

concentration required to reduce the alloy bandgap. The strain compensation

between the small-sized N and the large-sized Bi also reduces the alloy formation

energies [8]. Several parameters of GaAsNBi alloy can be determined by linear

interpolation between the binary parameters of the constituent semiconductor, this

is called interpolation Vegard law, and it is given by the following expression for

the quaternary GaAs1�x�yNxBiy [9].

P x; yð Þ ¼ 1� x� yð Þ � PGaAs þ x � PGaN þ y � PGaBi ð34:1Þ

where P(x, y) is the parameter to be determined.

34.2.1 Deformation

The epitaxy of detuned materials became well controlled, especially to the progress

in growth techniques. Thus, the lattice matching is not an imperative; moreover the

strain effects are exploited in many high-performance electronic and optoelectronic

components. Indeed, the use of heterostructure strain adjusts the emission wave-

length, by changing the energy positions of the valence band and conduction band.

Two separate cases should be considered when studying a heterostructure:

• Adapted lattice parameter is the most favorable case where all materials are

epitaxial lattice matching with the substrate, and therefore no dislocation cannot

exist.

• Pseudomorphic: the epitaxial materials have different parameters, but not too

far. During the growth of a semiconductor layer for which the lattice parameter

is ae different from that of the substrate as, the support material imposes its

lattice parameter in the plane of layer. Therefore, the epitaxial layer becomes the

seat of compressive strain if (ae> as) or tensile if (ae< as), thus resulting a

tetragonal deformation of the lattice (Fig. 34.1).
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Considering a semiconductor layer pseudomorphically grown on a (0 0 1) ori-

ented substrate, the adaptation of the lattice parameter of the epitaxial layer with the

substrate in the plane of the layer leads to the following strains [10]:

– In the plane of layer,

εxx ¼ εyy ¼ as � ae
ae

¼ ε== ð34:2Þ

– In the direction of growth,

εzz ¼ a┴ � ae
ae

¼ ε┴ ð34:3Þ

ε⊥ ¼ �2C12

C11

ε== ð34:4Þ

The necessary condition for a good heteroepitaxial is obviously that the two

materials have the same crystal structure. When the lattice parameters are different,

the material constituting the large thickness layer imposes its lattice to another, at

least in the vicinity of the interface. This leads to the existence in the thin material, a

biaxial strain in the plane of the layers [11]. To describe the evolution of the

bandgap energy of the unstrained bulk material of GaAs1�x�yNxBiy depending on

the nitrogen and bismuth composition, we used linear interpolation law which is

described by Chuang [11]:

 

as > ae tensile as < ae compressive

GaAs1-x-yNxBiy 

GaAs
Substrate

a b

Fig. 34.1 Illustration of the two types of strain: (a) tensile strain and (b) compressive strain
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Eunstrain
g x; yð Þ ¼ 1� x� yð Þ � Eg GaAsð Þ þ x � Eg GaNð Þ þ y � Eg GaBið Þ

� CGaAsNx 1� xð Þ � CGaAsBiy 1� xð Þ � CGaAsNBixy ð34:5Þ

where C is the bowing coefficient.

The bandgap energy of the binary (GaAs, GaN, GaBi) and the bowing coeffi-

cient C of GaAsN, GaAsBi, and GaAsNBi are given in Table 34.1.

Starting from a certain percentage of nitrogen and bismuth, the conduction band

and the valence band are divided into two sub-bands. The increase of the nitrogen

and bismuth concentration causes the splitting of the sub-bands from each other.

The calculation of strain bandgap is expressed by Cuminal [12]:

E strain
g ¼ Eunstrain

g x;yð Þ þ ΔEhy
c � ΔEhy

v,av � ΔEsh
hh ð34:6Þ

where ΔEhy
c , ΔEhy

v;av are the energy offset of gravity centers of the conduction band

and the valence band ΔEsh
hh is the energy offset induced by the shear strain for the

heavy holes.

34.2.2 Absorption

The electrons in the valence band of a semiconductor can absorb photons whose

energy is greater than the energy of the bandgap Eg and then move to the conduction

band. The absorption coefficient α(E), for a photon energy E greater than the energy

of the bandgap, is given by the following relationship [13]:

α Eð Þ ¼ α0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� Eg x; yð Þp

E
ð34:7Þ

where α0 is constant.

34.3 Results and Discussion

Figure 34.2 illustrates the variation of lattice mismatch in the plane of layer εxx and
in the direction of growth εzz of GaAs1�x�yNxBiy/GaAs structure. It is observed that

the strain increases with increasing concentration of bismuth, while it decreases

with the increase of the nitrogen concentration.

Table 34.1 Material parameters

Eg (GaAs) Eg (GaN) Eg (GaBi) CGaAsN CGaAsBi CGaAsNBi

1.42 eV 3.36 eV �1.45 eV 20 eV 6.1 eV 16.2 eV
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Figure 34.3 displays the variation of strain gap of GaAsNBi on GaAs as function

of bismuth and nitrogen compositions. It is shown that the quaternary alloys cover a

wide energy range from 0.2 to 1.2 eV, that is to say, covering the near- and

mid-infrared for concentrations of bismuth up to 12 % and nitrogen up to 5 %,

for such a range, the strain of GaAsNBi/GaAs is within
1.5 %. This small strain of

GaAsNBi/GaAs is due to the strain compensation between GaAsN and GaAsBi.

We can find couples x and y that give us the most optimal bandgap energy with an

acceptable strain.

Figure 34.4 shows the evolution of the absorption coefficient as a function of

nitrogen and bismuth concentration for fixed photon energy of 1.05 eV; we find that

for a bandgap energy very close to the photon energy, the absorption is relatively

low because only the electrons at the limit of the valence band can interact with

photons. We note that increased concentrations of nitrogen and bismuth increase

the absorption coefficient of GaAsNBi structure. This study allows us to find the

optimal structure to improve conversion of light into electricity. Figure 34.5 shows

the variation of the current density and power depending on the voltage. If the

concentration of bismuth is increased from 0 to 10 %, with x¼ 4 % of nitrogen

concentration, the photocurrent density increases by 12 %; however the

open-circuit voltage decreases by 4 %. Similarly, if we set the bismuth concentra-

tion at 10 % and the concentration of nitrogen is varied from 0 to 4 %, the

photocurrent density increases by 58 %, but the open-circuit voltage decreases by

15 %. From this study we determine the optimal structure. It is also noted that

both concentrations of bismuth and nitrogen increase the maximum power
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Fig. 34.2 Variation of lattice mismatch as a function of nitrogen and bismuth concentration of

GaAs1�x�yNxBiy/GaAs structure
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delivered by the cell structure created by the GaAs1�y�xNxBiy/GaAs. Table 34.2

shows the result simulation of a structure based on GaAs1�x�yNxBiy/GaAs.

When these nitrogen and bismuth concentrations increase, the bandgap

decreases and, on the other side, the absorption coefficient increases. We observe

also the increase in the photocurrent density, the form factor, and the conversion

efficiency η. This study allows us to determine reliable structure.
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34.4 Conclusion

In this study we have presented the influence of the concentration of nitrogen N and

bismuth Bi on the different physical parameters of the structure based on

GaAs1�x�yNxBiy on GaAs substrate. The nitrogen concentration affects the con-

duction band and gives us a splitting of this band. By against the bismuth concen-

tration affects the valence sub-bands and gives us a splitting of the two sub-bands of

heavy and light holes. Indeed, the incorporation of nitrogen and bismuth in GaAs

decreases considerably the energy of the bandgap. Thus, it is noted that the strain

affects the structure. The absorption coefficient increases with increasing concen-

trations of both bismuth and nitrogen. This work allows us to improve the absorp-

tion coefficient and the efficiency of a structure based on new materials.
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Table 34.2 Representation of simulation results of the structure based on GaAs1�x�yNxBiy/GaAs

x
(%)

y
(%) ɛ (%)

Eg

(eV)

α
(cm�1) · 106

Jph
(mA/cm2)

Vco

(V)

FF

(%) η (%)

Structure of

GaAsNBi/

GaAs

1 1 0.3 0.3 1.33 27.41 1.25 0.52 16.28

1 6 0.5 0.78 1.43 30.62 1.23 0.54 18.33

1 8 0.74 0.73 1.46 31.85 1.22 0.54 19.13

1 10 0.97 0.68 1.49 32.90 1.21 0.55 19.82

2 1 �0.3 0.76 1.50 33.93 1.20 0.56 20.51

2 4 0.06 0.68 1.58 36.28 1.18 0.57 22.79

2 10 0.77 0.54 1.67 39.55 1.16 0.59 24.39
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pour application �a l’analyse de gaz. Université Montpellier II
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Chapter 35

Phenomenological Study of a Cylindrical
Solar Water Heater: Critical Analysis
of the Mathematical Model

Omar Bait, Mohamed Si-Ameur, and Abdelaziz Benmoussa

Abstract This study presents a mathematical model for simulating the transient

processes of cylindrical solar water heater. The model simulates the solar collector

system including the glass cover, the copper coil, and the working fluid. The

equations are based on the energy balance for each part of the solar system; the

physical parameters are identified promptly to make the model accessible; constant

thermophysical properties are used. The differential equations were solved using

the fourth-order Runge–Kutta method. A computer code has been conceived in this

study using the Fortran 6.6 platform. Numerical simulations have been carried out

to explore the temperature profiles of each part of the present configuration, in order

to estimate its efficiency in two different situations: collector with and without gap

layer. We have analyzed the effect of the instationary term in this context. A quasi-

stationary state shifted due to air gap and temperature variation of the working fluid

and the absorber. The results have been confronted to experimental comparison

measurements available in the open literature.

Keywords Solar energy • Flat-plat collectors • Solar water heater

Nomenclature

Acol Collector area, m2

cp Specific heat capacity, J kg�1 K�1

Cb The bond conductance, J kg�1 K�1

Dab Diameter of the absorber, m

Dab-i Interior diameter of the absorber, m

Dg Glass cover cylinder diameter, m

dx Spatial coordinate

F0 Collector efficiency factor
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F00 Collector flow factor

FR Collector heat removal factor

Gr Grashof number

It Total insolation on a horizontal surface, W m�2

kair Heat conductivity, W kg�1 K�1

L Length, m

ṁ Mass flow rate of water, kg s�1

Nu Nusselt number

Pr Prandtl number

Qu Useful energy gained, J

hc Convection heat transfer coefficient between the absorber and the glass

cover, W m�2 K�1

hr,ab-g Radiation heat transfer coefficient from the absorber to the glass cover,

W m�2 K�1

hr,g-am Radiation heat transfer coefficient for the cover glass to the ambient,

W m�2 K�1

hwind Heat transfer coefficient due to the wind, W m�2

R Tilt correction factor

S Absorbed solar radiation, W m�2

Sab Absorber surface tube, m2

Sab-i Interior surface absorber tube, m2

Sa Air gap surface, m2

Sg Glass cover surface tube, m2

Tam Ambient temperature, K

Tmean Mean temperature of air and transparent cover, K

UL Overall heat loss coefficient, W m�2 K�1

Vwind Wind velocity, m s�1

W Spacing tube, m

Greek Letters

α Thermal diffusivity, m2 s�1

αab Absorptivity of copper tube

β Tilt angle

δ Declination

δab Absorber thickness, m

δa Air gap thickness, m

δg Glass cover thickness, m

ΔT Temperature increase of water between inlet and exit from the heater, K

η Instantaneous efficiency

Φ Latitude angle

ν Kinematic viscosity, m2 s�1

ρ Density, kg m�3
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σ Stefan–Boltzmann constant, W m�2 K�4

(τα) Effective transmittance–absorption coefficient

τg Transmissivity of transparent cover

ρg Reflectance of transparent cover

ω Hour angle

Subscripts

a Air gap

ab Absorber

am Ambient

c Convection

ext Exterior

f Fluid

fi Fluid inlet

fo Fluid outlet

g Glass cover

i Inner

int Interior

out Outer

r Radiation

35.1 Introduction

Solar energy is one of the crucial energy sources recognized by cleanliness and

efficiency. Indeed, it provides a promising solution which becomes an alternative to

other dangerous sources such as fossil fuels, which produce harmful gas emissions

and therefore are not viable due to their dwindling reserves. One of the most

important applications of solar energy is solar radiation conversion into heat

utilized in water heating systems. A new generation of preheating systems is

representing in the apparition of a cylindrical solar water heater. The system has

a simple design, which initially consists of a spiral copper coil housed in a

cylindrical transparent tube made from glass. The extremities of the transparent

tube were sealed with circular transparent or opaque cylindrical plates, in which

holes have been made to allow the spiral copper tube to pass through. The copper

coil tube is painted black and works as a collector to incident solar energy. On the

other hand, thermocouples have been used between the copper coil tube inlet and

outlet in order to measure the temperature of water. In the following context,

scientists have been attracted to conduct intensively several works on solar water

heating systems. The aim is to improve their efficiency. Taherian et al. [1], have

treated by mean of simulation a solar heater, thermosyphon-collector-type. Among

the conducted parameters we find, the cover, the absorber temperatures and the
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efficiency. Reached results are encouragement with experiments. Whereas, an

analysis has been performed by Saroja et al. [2] for a solar heater cylindrical

type. The set equations were solved numerically. It is found that experiment and

numerical procedures have shown a concordance. The work of Nahar and Malhotra

[3] is based on both design and test of a cylindrical solar heater in order to examine

its performance. The system has shown a good ability to heat up water. Experi-

mental investigation of a cylindrical solar collector has been conducted by Al-

Madani [4]. It is shown that the system has 41.8 % of efficiency. Ogueke et al. [5]

have conducted experimentally a cylindrical solar water collector. Test results

reach to three obtained efficiencies of 53.99 %, 56.21 %, and 57.09 %

corresponding, respectively, to the mass rates of 7.2, 10.8, and 3.6 kg/h.

In the present chapter, we analyze by means of numerical simulations the

performances of the new type of solar collector (as it is designed by the use

of SolidWorks software). All numerical computations have thoroughly been

performed for a location in Batna (35�330N, 6�110E), Algeria.

35.2 Mathematical Model of a Cylindrical Solar
Collector System

In this work, we present a mathematical model describing the cylindrical solar

collector system inspired from Saleh AM [6], which is adapted to our case, by

considering that the thermophysical properties are constant in different parts. The

analyzed control volume of cylindrical solar collector contains four nodes (glass

cover, air gap, absorber (copper coil), and the fluid) describing our model. The

global system presented in Fig. 35.1 was designed by the authors using SolidWorks

software as tool of conception. Figure 35.2 represents a cross section of the system

which shows different parts inside the cylindrical solar water heater system.

35.3 Mathematical Analysis of Each Part

35.3.1 The Glass Cover

Considering the constant properties of the glass, the governing equation can be

obtained from an energy balance in a differential volume of thickness δg. The heat
transfers considered in glass cover part are by convection between the cover and the

ambient and by radiation from the sun and the absorber (Fig. 35.3):

c pgρgVg

dTg

dt
¼ Sg hwind Tam � Tg

� �þ hr, g-am Tab � Tg

� �þ hc Ta � Tg

� �þ αgIt
� �

ð35:1Þ
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Fig. 35.1 Cylindrical solar water heater designed on SolidWorks

Fresh f luid inlet

Copper coil tube
(Absorber)

Fluid circulation

(Working f luid)

Hot f luid outlet

Glass cover

Air gap 

Fig. 35.2 Sketch of the four nodes analyzed in the cylindrical solar collector model

δg

hrhwind

hc

Fig. 35.3 Heat transfer in

the glass cover
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35.3.2 The Air Gap Between the Cover and the Absorber

In the analysis of the air gap part in the control volume of the solar collector, we

also consider that the thermophysical properties of the air are constant. The heat

transfer into the air gap thickness is by convection between air gap and the glass

cover housing side and the absorber on the other side (Fig. 35.4):

c paρaVa

dTa

dt
¼ Sa hc Tg � Ta

� �þ hc, ab Tab � Tað Þ� � ð35:2Þ

35.3.3 The Absorber

The heat energy balance for the absorber in a differential volume of thickness δab is
shown in Fig. 35.5. Considering the thermophysical properties of the absorber

material as constant, the solar irradiance on the absorber part, the radiation between

the absorber and the glass cover, and the heat transfer by convection with the fluid

flow, we write

c pabρabVab

dTab

dt
¼ Sab ταð ÞIt þ hr, ab-g Tg � Tab

� �þ hc Ta � Tabð Þ� �
þ πDab-iLabh f T f � Tabð Þ ð35:3Þ

35.3.4 The Working Fluid

Figure 35.6 shows the energy balance in a control volume of the working fluid in a

part of the solar tube collector. Considering the heat energy absorption by the

absorber tube from the incident solar radiation into the fluid control volume, we

can write

hc

hc,ab

δa

Fig. 35.4 Heat transfer in

the air gap between cover

and absorber

hrhc

It(τα) hf

δab

Fig. 35.5 Heat transfer

in the absorber
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c p fρ fSab-i
dT f

dt
¼ πDab-ih f Tab � T fð Þ � _m fc p f

dT f

dx
ð35:4Þ

Therefore, the temperature distribution in flow direction can be expressed using the

energy balance on the fluid working through the tube of length dx as [7]

_m fc p fT f jx � _m fc p fT f jxþdx þ dxqu ¼ 0

thus

_m fc p f

dT f

dx
¼ WF

0
S� UL T f � Tamð Þ½ � ¼ WF

0
ταð ÞIt � UL T f � Tamð Þ½ � ð35:5Þ

The integration of Eq. (35.5) leads to find the outlet temperature Tfo. Using the

boundary conditions at Tf (x¼ 0)¼ Tfi:

T fo � Tam � ταð ÞIt=UL

T fi � Tam � ταð ÞIt=UL

¼ exp �AcolULF
0
= _m fc p f

� �
ð35:6Þ

The new form of Eq. (35.4) can be written as

c p fρ fSab-i
dT f

dt
¼ πDab-ih f Tab � T fð Þ �WF

0
ταð ÞIt � UL T f � Tamð Þ½ � ð35:7Þ

The effective transmittance–absorption coefficient is given by

ταð Þ ¼ τgαab
X1
n¼0

1� αabð Þρg
� �n ¼ τgαab

� �
= 1� 1� αabð Þρg
� � ð35:8Þ

Fluid

Flow
dxx

|f f fm c T x |f f fm c T x x

qu dx

Dab-i
. . Δ+

Fig. 35.6 Energy balance in a control volume of the working fluid in a part of the solar tube

collector
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35.4 Performance of the System

A measure of collector performance is the collection efficiency, defined as the ratio

of the useful gain over some specified time period to the incident solar energy over

the same time period:

η ¼ Qu= AcolItð Þ ð35:9Þ

35.5 Collector Heat Removal Factor

It is convenient to define a quantity that relates the actual useful energy gain of a

collector to the useful gain if the whole collector surface were at fluid inlet

temperature. The efficiency factor F0 is given as

F
0 ¼ 1=ULð Þ

W 1= UL Dab-out þ W � Dab-outð ÞF½ �ð Þð Þ þ 1=Cbð Þ þ 1= πDab-ih fð Þð Þð Þ ð35:10Þ

In our case, we assumed that Cb is zero, because no metal plate or bond exists:

F
00 ¼ FR=F

0 ¼ _mcpð Þ= AcolULð Þ 1� exp � AcolULF
0

� �
= _mcp

� �� �
ð35:11Þ

The quantity FR is defined as the ratio of the actual heat transfer to the maximum

possible heat transfer.

35.6 Useful Gain Energy Qu

The product of the collector heat removal factor times this maximum possible

useful energy gain is equal to the actual useful energy gain Qu [7]:

Qu ¼ Acolqu ¼ AcolFR S� UL T f � Tamð Þ½ � ð35:12Þ

where the absorbed solar radiation S can be calculated from

S ¼ ItR ταð Þ ð35:13Þ

and R is calculated from

R ¼ cos ϕ� βð Þ cos δ cosωþ sin ϕ� βð Þ sin δ
cosϕ cos δ cosωþ sinϕ sin δ

ð35:14Þ

Due to the cylindrical shape of the system, it does not need to be inclined to the

horizontal. Thus, the tilt correction factor R is unity [5].
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35.7 Overall Coefficient of Heat Losses UL

The thermal resistance network of the system is shown in Fig. 35.7. It consists of

four resistances: resistance due to radiation, to convection outside the glass cover,

to convection inside the glass cover and outside the absorber, and finally the

resistance due to convection from the absorber to the fluid (water). The overall

heat transfer coefficient UL is given in Eq. (35.15). We assume that the shape of the

copper coil tube (absorber) approximates to a cylinder which is concentric to the

transparent cylindrical housing. Losses Ue and Ub from the ends of the cylindrical

housing are assumed to be negligible due to the poor thermal conductivity of the

material of the cylindrical housing. The overall coefficient of heat losses can be

calculated from [5, 8]

UL ¼ 1= hc þ hr, ab-g
� �� �þ 1= hwind þ hr, g-am

� �� �� ��1 þ Ue þ Ub ð35:15Þ

35.8 Calculation of Heat Transfer Coefficients

The determination of the overall coefficient of heat losses UL requires calculating

heat transfer coefficients of each part of the solar water heater, starting with the

following.

Fig. 35.7 Thermal resistance network
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35.8.1 Convection Heat Transfer Coefficient hc

The convection heat transfer coefficient between the absorber and the glass cover is [1]

hc ¼ kairNuð Þ=δa ð35:16Þ

while the Nusselt number is calculated using the following correlation [9]:

Nu ¼ 0:55055 Gr � Prð Þ0:25 ð35:17Þ

And Grashof number is calculated as

Gr ¼ gβΔTL3
� �

=ν2 ð35:18Þ

35.8.2 Radiation Heat Transfer Coefficient hr,ab-g

The radiation coefficient from the absorber to the glass cover is [7]

hr, ab-g ¼ σ T2
ab þ T2

g

� �
Tab þ Tg

� �
=εeff ð35:19Þ

The effective emittance between the absorber and the glass cover will be

εeff ¼ 1=εabð Þ þ 1=εg
� �� 1 ð35:20Þ

35.8.3 Convection Heat Transfer Coefficient hwind

The coefficient hwind is obtained from the correlation for flow over horizontal

cylinders [10]:

hwind ¼ 4:22� 0:00257Tmeanð Þ V0:633
wind =Dg-out

0:367
� � ð35:21Þ

Tmean is the mean temperature of air and transparent glass cover given as

Tmean ¼ Tam þ Tg

� �
=2 ð35:22Þ

35.8.4 Radiation Heat Transfer Coefficient hr,g-am

Also, the radiation coefficient for the glass cover to the ambient is [7]
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hr, g-am ¼ εgσ T2
g þ T2

s

� �
Tg þ Ts

� � ð35:23Þ

where Ts is the sky or sunny temperature given as

Ts ¼ 0:0552T1:5
am ð35:24Þ

35.9 Results and Discussion

A study of a cylindrical solar water heater was carried out numerically under the

meteorological conditions of Batna City, Algeria. From Fig. 35.8, which represents

the variations of global solar radiative through 24 h for horizontal surface and in a

clear day, it can be seen that in the morning (6:00 a.m.), insolation is generally low,

but it increases with sunrise to achieve its maximum in midday which reveals that

the peak of the curve shape depends on the latitude and time of year, and it keeps

decreasing until the sunset.

Table 35.2 represents experimental measurements taken from the weather sta-

tion of Batna Airport, which shows the monthly variation of the global insolation

(in hours) (source: The Meteorological National Office). Figure 35.9 shows the

average solar insolation between the years 1995 and 2004.

This part is based on the results of two works that have been done experimentally

by Ogueke et al. [5] and Al-Madani [4]. The objective was to study the performance

of a solar water heater, cylindrical type.

The former considered that the convection is present inside the collector,

namely, between the collector itself and the absorber, in which water is heated

Fig. 35.8 Total solar radiation on horizontal surface
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using solar energy. The latter considered removing air flowing inside the collector

to prevent water vapor created by heated water in the absorber. For these reasons,

we have treated two cases:

– The first is a system working under normal conditions.

– The second is a collector emptied using the vacuum operation.

The set of first-order differential equations governing the system presented

previously is solved by the fourth-order Runge–Kutta method. The physical param-

eters used for the numerical calculation and experimental investigation are given in

Table 35.1. Figure 35.10 shows the temperature profiles of the glass cover, the air

gap, the working fluid, and the absorber. It reveals that the variation of the

temperature for each part of the cylindrical solar water heater is strongly dependent

on the insolation. The temperature profiles of the system appear to follow the

pattern of the insolation intensity on the entire day as shown in Fig. 35.8, increasing

and decreasing in response to the changing weather conditions, focusing that the

maximum temperatures occur usually at the times when the insolation is highest

Table 35.1 Experimental data

Components Absorptivity Specific heat Emissivity Density Flow velocity

Glass cover 0.005 720 0.88 2,500 –

Absorber 0.36 385 0.1 8,795 –

Water – 4,190 – 1,000 –

Air – – – – 1.5

Fig. 35.9 Monthly average insolation for Batna City (period: 1995–2004)
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(12:00 a.m.). Considering the convection (air gap) inside the system, two cases can

be studied: the first one with air gap thickness of 25 mm leads to a maximum value

of absorber temperature equal to 37.62 �C. The second shows that there is no

influence of stationarity.

Figure 35.11 shows a significant increase of the absorber and fluid temperatures

without considering convection effect. It reveals that the maximum temperature of

the working fluid is 49.40 �C, which means that a shift of stationarity has taken

place, implying the importance of unsteady term in modeling a solar collector

without considering convection effect.

We have shown that the effect of convection results in a draconic decrease in

fluid temperature. However, quasi-stationary state occurs almost at true noon, and

without considering convection effect, it will be shifted to 4 p.m. It would be wise to

make a techno-economic study to justify the use of both devices. The increase in

temperature with the presence of convection needs a study of the thickness of the air

layer in the system.

In Fig. 35.12, two values of air gap thickness were identified. In the case of thin

air layer equal to 5 mm, the temperature of the fluid increases and achieves 44 �C,
which confirms convection influence besides that of working conditions. The case

of 25 mm air layer thickness has been dealt with in Fig. 35.10.

Figure 35.13 shows the instantaneous efficiency of the system versus the vari-

able (Tfi� Tam)/It. Here, we can analyze Eqs. (35.9) and (35.12), knowing that the

product FR(τα) determines the way energy is absorbed, whereas FRUL determines

how energy is lost. The efficiency of the cylindrical solar water heater versus time is

Fig. 35.10 Influence of convection on temperature profiles for different parts of cylindrical solar

collector
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Fig. 35.12 Working fluid temperature profiles for different values of air gap thickness

Fig. 35.11 Influence of the absence of convection inside the collector system
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approximately steady and its maximum value is 42 %, which is a good result

compared to that obtained by Al-Madani [4] and Ogueke et al. [5]. A remarkable

point in Eq. (35.9) is that the instantaneous efficiency of the system decreases when

the ratio of temperature to incident radiation increases.

35.10 Conclusions

A major advantage of solar energy is its nonpolluting nature. Several objectives are

achieved using solar energy to minimize emissions of fossil fuels and reduce the

environment damaging. A new type of solar collectors, namely, cylindrical solar

water heater, can be used as a preheating system that can reduce the amount of

fossil fuel or electrical energy required to generate hot water. It is known that the

cylindrical shaped solar water heater does not require to be inclined to the horizon-

tal at a value that is equal to the location’s local latitude. Besides having the

advantage of taking a small area, it does not need to be directed to the sun due to

its circular shape. Also, the device has a good capability of converting solar energy

to heat which is used for heating water. Finally, cylindrical solar water heater has a

simple geometry which consists of two essential elements: a cylindrical housing

and a coil tube.

Fig. 35.13 Instantaneous efficiency η of the solar collector versus (Tfi� Tam)/It for mass flow rate:

0.003 kg/s
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Our numerical study of a cylindrical solar water heater is carried out on the basis

of energy balance analysis in the different constituents of the device. Thereby, our

finding may be drawn as:

1. The mathematical model adapted in this context has been shown to work

adequately, as the issued numerical simulation results are in good agreement

with experimental measurements.

2. The parametric analysis regarding the air gap thickness indicates a considerable

alteration of temperature levels comparing to a vacuum situation.

3. The quasi-stationary state for the working fluid has been observed to shift

forward as the air gap is explicitly inside this solar system.

We have now undertaken a supplement study based on technical and economic

investigation to analyze the thermo-sensibility of such a system with and without

vacuum situations.
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Chapter 36

Assessment of Turbulence Models
for Aerodynamic Performance Analysis
of a Commercial Horizontal Axis
Wind Turbine

Mojtaba Tahani

Abstract In this chapter, the results of three-dimensional computational fluid

dynamics (CFD) finite volume simulations of airflow around a commercial Vestas

V80 Horizontal Axis Wind Turbine (HAWT), with a rated output power of 2 MW,

are presented. The grid used in the simulations consists of two main parts, i.e.,

unstructured mesh rotating with blades and structured hexahedral stationary one for

the external domain. Several cases with different free stream velocities (and

different tip speed ratios and mean pitch angles) are studied, employing four

different turbulence models: k � ω SST, υ2 � f , k � ε RNG and Spalart–Allmaras

one-equation, in order to examine their ability to predict the output generated power

of HAWTs. The investigation outcomes are compared with each other and existing

experimental result given in previous studies. It is shown that the numerical results

are in acceptable agreement with experiments. Regarding assumptions during

simulations, more sensible output power values are obtained through k � ε RNG

and υ2 � f models. In addition, maximum value of power coefficient occurs at

more accurate associated wind speed using υ2 � f model. The simulations provide

useful guidelines to design more efficient large commercial wind turbines.

Keywords Aerodynamic • Turbulence modeling • Wind turbine • CFD

Nomenclature

AS Swept area (m2)

BEM Blade element momentum

CD Drag coefficient

CFD Computational fluid dynamic
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Cm Moment coefficient

CP Power coefficient

HAWT Horizontal Axis Wind Turbine

I Turbulence intensity (%)

k Turbulent kinetic energy (m2/s2)

LES Large eddy simulation

p Pressure (N m2)

Re Reynolds number

RNG Renormalization group

SA Spalart–Allmaras

SST Shear stress transport

U1 Velocity at infinity (m/s)

V Local velocity magnitude (m/s)

y+ Distance to wall in viscous units

Greek Letters

ε Turbulent energy dissipation rate (m2/s3)

λ Tip speed ratio

μ Dynamic viscosity (N s/m2)

μt Turbulent viscosity (N s/m2)

Ω Angular velocity (rad/s)

ω Specific rate of turbulent energy dissipation (s�1)
ρ Density (kg/m3)

τ Stress tensor (N/m2)

∅ Normal components of the pressure-strain

Subscripts and superscripts

Eff Effective

i, j, k Space subscripts

t Time subscript

T Transpose of a matrix

v Viscous

36.1 Introduction

Wind turbines play significant role in providing economic power to satisfy today’s

huge demand of sustainable and clean forms of energy. Nowadays, a major concern

of the wind turbine designers is their power efficiency and overall performance. As

a result, it is useful to investigate the air flow behavior passing through and behind
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the turbine. Several studies have been done in recent years, each of which has

focused on a particular region of the flow. The blades of an HAWT should be

designed considering many important factors such as aerodynamic efficiency,

loaded forces and shear/normal stress, total mass, final cost, and their balance

with design parameters associated with internal and external shape [1]. Thus,

CFD approaches could be used in order to analyze complexity of flow field around

a wind turbine. Hartwanger and Horvat obtained power, lift, drag, and moment

coefficients for an isolated wind turbine using CFX software. They also used 3D

CFD results, obtained through 2D analysis of blade sections, to predict values for

actuator disk induction factors [2]. Later, Galdamez et al. performed simulations for

a Vestas V39 wind turbine using CFD models, blade element momentum (BEM)

theory, and some algorithms for optimization, which is expected to lead to optimi-

zation of its winglet design [3]. The BEM theory is actually a two-dimensional

approach extended to the third dimension and uses corrections taken from correla-

tions obtained through measurements or CFD simulations to capture 3D phenom-

ena. BEM theory must be used only when the blades have uniform circulation [1],

as Tangler states that the BEM method basically under-predicts the overall perfor-

mance of a wind turbine, however, overpredicts the peak power value [4]. The main

reason for such an important assumption is the high computational cost of CFD

methods. Virtually, all the modern rotors for HAWTs that exist today were

designed using the BEM method. However, as a result of simplifications in deri-

vation, this method could have many shortcomings [1]. Vaz et al. [5] have presented

a mathematical model for wind turbine based on BEM theory. In this study in

addition of axial and tangential induction factor in rotor plane, the effect of wake

behind the rotor plane is considered by applying axial and tangential induction

factor at the rotor wake. Esfahanian et al. [6] used a mixed CFD and BEM analysis

for aerodynamic simulation of an NREL Phase II wind turbine. In this study, a CFD

analysis is implemented to calculate the aerodynamic coefficients, then simulating a

3D flow through the wind turbine by the use of BEM theory. Sezer-Uzol and Long

chose PUMA2 as their solver, which used the 4-stage Runge–Kutta numerical time

integration method and Roe’s numerical flux scheme in the computations. It is

shown that considerable separation happens at higher wind speeds (15 m/s) even

with zero yaw angles [7]. Zhou and Chow investigated properties of stable bound-

ary layer (SBL) for wind energy using LES method and reconstruction turbulence

model approach [8]. This is important for lifetime and performance of wind

turbines caused by fatigue [8]. Chatelain et al. studied wake behavior behind

isolated HAWTs using Large Eddy Scale (LES), vortex particle-mesh coupling

method to analyze unsteady output power of the turbines, generator performance,

and to understand their aerodynamic characteristics. Besides they investigated the

possible effects of type of used turbulent inflow [9]. Among the most recent works,

Jeon and Lee performed simulations using vortex lattice method to study unsteady

aerodynamics of an offshore floating wind turbine (NREL 5 MW OFWT). Their

results showed that when the turbine is running at low speed inflow, considerable

turbulent wakes behind the turbine, which cannot be predicted by BEM [10]. Also

Lanzafame et al. employed a modified correlation-based transitional model to
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simulate the flow around the turbine and compared the results to outcomes of 1D

model, which is based on BEM theory, and SSTk � ωmethod [11]. Wang et al. [12]

studied blade-tower interaction of NREL Phase VI wind turbine in upwind config-

uration by using the open source Open FOAM tools coupled with arbitrary mesh

interface (AMI) method. Their results show that the wind turbine tower has little

effect on the whole aerodynamic performance of an upwind wind turbine, while the

rotating rotor will induce an obvious cyclic drop in the front pressure of the tower.

In the present work, it is focused on four turbulence models and their precision

on results for 22 cases of different wind speeds, ranging from cut-in to cut-out

values, and associated mean pitch angles of blades. Each one of employed methods

contains a package of rules and assumptions for specific regions of flow, including

near the wall, far field, etc. Also the study constitutes an instructive exercise in wind

turbines, and opens the way to understand the complexities of airflow behind the

HAWTs better.

36.2 Governing Equations

In the averaging of steady-state flows, the conservation equations can be solved

based on the average Reynolds values or the time-averaging approach; however, the

most common method of modeling turbulent flows is the time-averaging method.

Using this approach for the case of steady and compressible fluid flows, the general

forms of the continuity and momentum equations could be expressed as relations

(36.1) and (36.2), respectively.

∇ � ρV
!� �
¼ 0 ð36:1Þ

∇ � ρV
!
V
!� �
¼ �∇ pþ∇ � τð Þ ð36:2Þ

τ ¼ μ ∇V
! þ∇V

!
T

� �
� 2

3
∇ � V!I

� 	
ð36:3Þ

Stress tensor is calculated by means of following equation:

In this numerical solution, the finite volume method has been used for the

discretization of equations, but the analysis of the geometry has been based on

the finite element approach. So, the geometrical flexibility of the finite element

method can be used; however, the equations are dealt with in the form of finite

volume [13].
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36.3 Turbulent Models

Four turbulence models, which are used in this study, are briefly discussed in this

section.

36.3.1 Standard Spalart–Allmaras One-Equation
Model (SA)

In this section, detailed information is given on the equations for standard forms of

the Spalart–Allmaras turbulence model. The form of the model are given here is a

linear eddy viscosity model. Linear models use the Boussinesq assumption:

τi j ¼ 2μt Si j � 1

3

∂uk
∂xk

δi j

� �
� 2

3
ρkδi j ð36:4Þ

where the last term is generally ignored for Spalart–Allmaras because k is not

readily available (the term is sometimes ignored for non-supersonic speed flows for

other models as well). The one-equation model is given by the following equation:

u j
∂v̂
∂x j
¼ cb1 1� f t2ð ÞŜ v̂ � cw1 f w �

cb1
κ2

f t2

h i v̂

d

� �2

þ 1

σ

∂
∂x j

vþ v̂ð Þ ∂v̂
∂x j

� �
þ cb2

∂v̂
∂xi

∂v̂
∂xi

� 	
ð36:5Þ

And the turbulent eddy viscosity is computed from:

μt ¼ ρv̂ f v1 ð36:6Þ

where

f v1 ¼
χ3

χ3 þ c3v1
, χ ¼ v̂

v
ð36:7Þ

And ρ is the density, v ¼ μ=ρ is the molecular kinematic viscosity and μ is the

molecular dynamic viscosity.
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36.3.2 k � ε RNG

k � ε RNG is the complementary model for standard k � ε model. This model was

introduced by Yakhot and Orszag [14]. The standard model is presented mainly for

regions with high Reynolds numbers, whereas by considering Eq. (36.8) in RNG

model to determine the turbulent viscosity value in order to take low-Re regions

into account as well.

d
ρ2kffiffiffiffiffi
εμ
p
� �

¼ 1:72
ν̂ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ν̂ 3 � 1þ Cν

p dν̂ ð36:8Þ

where ν and the constant value, Cν are defined as follows:

ν ¼ μeff
μ

and Cν 	 100 ð36:9Þ

36.3.3 k � ω SST

In the case of k � ω shear stress transport (SST) model, a differential equation for

specific rate of dissipation (ω) is solved except for dissipation rate of turbulent

energy (ε). Menter introduced SST model for k � ω to integrate exact and strong

k � ω equations near the wall region, with independent k � ε equations in the far

field. Turbulent viscosity in this model is calculated from below equation [15].

μT ¼
ρk

ω

1

max 1
α*;

SF2

a1ω

h i ð36:10Þ

where α*, S, F2, and a1 can be defined separately.

36.3.4 υ2 � f (Four Equations)

Here, the equations for the Reynolds stress tensor components is replaced by a

transport equation for the value υ2 and an elliptic equation for a scalar function

f related to the energy distribution in the equation for υ2. This model is similar to

standard k � εmodel, with the transport equations for k and ε being solved as follows
[16]:

Dk

Dt
¼ ∂k

∂t
þ U j∇ jk ¼ Pk � εþ∇ j νþ νt

σk

� �
∇ jk

� 	
ð36:11Þ

508 M. Tahani



Dε

Dt
¼ ∂ε

∂t
þ U j∇ jε ¼ Cε1Pk � Cε2ε

T
þ∇ j νþ νt

σε

� �
∇ jε

� 	
ð36:12Þ

where Cε1 and Cε2 are related to the creation and the destruction of dissipation

accordingly, Pk is the production of the turbulent energy.

The transport equation for υ2 is as follows:

Dυ2

Dt
¼ ∂υ2

∂t
þ U j∇ jυ2 ¼ k f � υ2

ε

k
þ∇ j νþ νt

σk

� �
∇ jυ

2

� 	
ð36:13Þ

In Eq. (36.13), kf is defined as

k f ¼∅22 � ε22 þ υ2

k
ε

where ∅22 and ε22 are normal components of the pressure-strain and dissipation

tensors to the wall, respectively. Also the following elliptic equation is solved for f:

L2∇2 f � f ¼ 1

T
C1 � 1ð Þ υ2

k
� 2

3

� 	
� C2

Pk

k
ð36:14Þ

where

T ¼ max
k

ε
, 6

ffiffiffi
ν

ε

r� 	
, L ¼ CLmax

k
3
2

ε
;
Cην

3
4

ε
1
4

" #
ð36:15Þ

The turbulent viscosity is defined as νt ¼ Cμυ2T and coefficients of the model are as

follows [17]:

Cμ ¼ 0:19, σk ¼ 1, σε ¼ 1:3, Cε1 ¼ 1:4 1þ 0:045

ffiffiffiffiffi
k

υ2

r� 	
, Cε2 ¼ 1:9,

C1 ¼ 1:4 C2 ¼ 0:3, CL ¼ 0:3, Cη ¼ 70

ð36:16Þ

In Eq. (36.14), anisotropy is considered and in homogeneous flow (∇2 f ¼ 0), the

classical model for ∅22 is recovered.

In all turbulent models above, inlet boundary conditions could be determined

based on direct specification of k, ε, or ω or based on specification of turbulent

intensity along with length scale, hydraulic diameter, or viscosity ratio. Selection of

each choice is dependent on flow field physical properties, surroundings, and

known values. Providing turbulent intensity and one of other three parameters at

inlet, values of k, ε, and ω are calculated with separate relations.
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36.4 Numerical Calculation Setup

The grid used in the solution consists of around 650,000 cells including both

tetrahedral and hexahedral types, getting smaller near the blades due to boundary

layer and rotating effects. A cross-section of the generated mesh is given in

Figs. 36.1 and 36.2. The far-field distance in domain is chosen great enough (ten

times characteristic length which is blade length), so that the simulation gives

reliable results. The inner domain surrounds the turbine blades and hub having

Fig. 36.1 Unstructured mesh construction of rotating parts on normal cut plane

Fig. 36.2 Fluid domain for CFD model, including rotating unstructured and stationary structured

parts

510 M. Tahani



2–6 m offset from the blades surface, while the outer domain includes the rest of it

of hexahedral type. The tetrahedral-type domain is actually sliding in the

complement hexahedral region to capture the rotating effects generated by high

angular velocity. Since the free stream velocity is known, boundary condition at

inlet is taken as velocity-inlet normal to the turbine in the x-direction. On the other

hand, despite the inlet, pressure is known for outlet instead of velocity, which is the

atmosphere condition. As a result, gauge pressure is set for outlet. It is to mention

that turbulence level can’t be definitely set, for it totally depends on environmental

condition in which the turbine is running. Moreover, since the path passed by air to

meet the blades is long enough, turbulence intensity of flow is damped enough.

However, an initial estimation of 4–12 %, for working speed range of turbine, will

be fine as discussed in [18].

36.5 Grid Study

Obviously, no numerical simulation is reliable without a grid study. The first rough

mesh, generated at the first step often contains cells especially near wall or in

boundary layer region, which is not capable of capturing all gradients effects or

phenomena happening in separation region. So by slightly changing the mesh, the

results may take new values. Therefore, the mesh must be treated in a couple of

steps to get results, which become independent of mesh size. The first mesh

generated in this study contains around 650,000 cells, more of which are in

cylindrical sliding region. Then, the mesh was treated in five stages leading the

mesh size to reach 3,500,000 cells. During five level of treatment, it was seen that

the results don’t change considerably, which shows independency is already

achieved. Consequently, the first grid was chosen because of simplicity in compu-

tational cost. Table 36.1 shows the details about number of elements and variation

of moment coefficient (Cm) during grid study process for case 7, RNG method (as a

sample case). It must be mentioned that solution residuals values in whole domain

were chosen as the convergence criteria in order to make sure that solution is

converged all across the domain. This was evaluated by checking residual contours.

Table 36.1 Variation of

Cm versus number of mesh

elements for case 7

Number of elements Cm about rotor axis

649,358 0.05767

1,203,423 0.05753

1,923,117 0.05747

2,602,863 0.05745

3,489,261 0.05743
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36.6 Turbulent Model Investigation

Referring to brochure data given in [19], the cut-in and cut-out speeds for Vestas

V80 HAWT are, respectively, 4 m/s and 25 m/s. Taking these two values as

minimum and maximum of free stream velocity range, minimum and maximum

values of Reynolds number can be calculated, based on blade length, as 1.1e+7 and

6.7e+7. Even the minimum value is higher than critical Reynolds number for

transition to outer turbulent flow. Hence, one can assume the flow fully turbulent.

Thanks to k � ε RNG and k � ω SST methodologies for both near-wall and far

distance regions, surely all turbulent and boundary layer phenomena, including

separation, viscous layer interactions, and wakes are investigated in the simula-

tions, using these models. To get results for a wide performance range of turbine,

22 cases were considered, the variant parameters of which are free stream velocity

and mean pitch angle of blades.

36.7 Wall y+ Number

To fully capture the fluid flow behavior in boundary layer region, we need to

correctly set Δy distance as the first cell height. According to a correlation for Δy
value, we have the following equation for our cell-based method:

Δy ¼ 2L
ffiffiffiffiffi
74
p

yþRe�
13
14 ð36:17Þ

where yþ is the dimensionless distance from the wall. As mentioned before, the

Reynolds number is around 6.7e+7. Therefore, having above equation and taking

yþ as 30, Δy becomes about 0.0026 m (2.6 mm). Setting this value in mesh

generation, we can make sure all interactions in the boundary layer are fully

captured.

36.8 Output Power Calculation

To calculate the output power of the turbine, moment coefficient value should be

used. Having angular velocity and moment about rotating axis of turbine power

delivered by turbine can be defined. The torque T can be calculated by the following

equation:

T ¼ 1

2
ρ � AS � U2

1 � R � Cm ð36:18Þ
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where ρ and U1 are density and velocity of free stream, respectively, Cm (moment

coefficient) is obtained directly through developed CFD code, AS is circular area

swept by rotating blades and R is blade radius in SI units. Assuming standard

condition we use the value of 1.225 kg m�3 for air density. Other parameters,

provided by the manufacturer [19], are given in Table 36.2.

One important characteristic of any wind turbine is the tip speed ratio, λ, which
means at what wind speed, turbine will rotate at specific angular velocity. It is

defined by following equation:

λ ¼ Ω � R
U1

ð36:19Þ

where R is blade radius and Ω is turbine angular velocity in SI units. Tip speed ratio

values applied in this study are calculated from angular velocity plot given by [18].

The corresponding curve is given in Fig. 36.3. Taking account these values in our

calculations, data set in approach are given in Table 36.3. The most important factor

used to evaluate overall performance of a wind turbine is its power coefficient, which

is defined as:

CP ¼ Actual power
1
2
ρASU

3
1

ð36:20Þ

36.9 Solution Results and Discussion

The corresponding results for four mentioned CFD methods are given in Fig. 36.4.

Clearly the k � ε RNG has given bigger moment coefficient and output power

values for all free stream velocities. So did the υ2 � f method, but with less

deviation from manufacturer’s brochure data, while k � ω SST and Spalart–

Allmaras models have under-predicted the power output values after around infinity

velocity of 7 m/s. It is to be noted that the wind turbine geometry simulated in this

study is not the same as experimented by the manufacturer; mainly because of three

reasons: (1) the Vestas V80 turbine geometry used here doesn’t include its nacelle

Table 36.2 Brochure data

for Vestas V80 [19]
Power regulation Pitch regulated with variable speed

Rated power 2,000 kW

Cut-in wind speed 4 m/s

Rated wind speed 16 m/s

Cut-out wind speed 25 m/s

Rotor diameter 80 m

Swept area 5,027 m2

Blade length 39 m
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Fig. 36.3 Rotor speed and pitch angle both as a function of wind speed [20]

Table 36.3 Cases with associated data and results

Case U1 (m/s) Ω (rad/s) λ Pitch angle (deg)

1 4 1.319 12.865 �1.75
2 5 1.299 10.128 �1
3 6 1.361 8.849 0

4 7 1.508 8.402 0.8

5 8 1.676 8.168 1

6 9 1.843 7.987 1.25

7 10 1.885 7.351 1.75

8 11 1.885 6.683 �0.5
9 12 1.885 6.126 �3
10 13 1.885 5.655 �6.5
11 14 1.885 5.251 �10.5
12 15 1.885 4.901 �12
13 16 1.885 4.595 �13.75
14 17 1.885 4.324 �15.8
15 18 1.885 4.084 �17.5
16 19 1.885 3.869 �18.75
17 20 1.885 3.676 �19
18 21 1.885 3.501 �19
19 22 1.885 3.342 �19

(continued)
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and tower, so their effect on the air flow is neglected; (2) these turbines are mounted

at hub height of around 70–80 m above the ground [19], while we have assumed the

rotating blades free in the air, so this height is not considered in the simulations;

(3) wind turbines are usually installed together in farms in big quantities resulting in

reduction of overall performance of turbines, mainly because of wakes produced by

adjacent turbines. But current study doesn’t take this issue in account, so that the

results are optimistic to some extent.

Therefore considering above assumptions, roughly we can expect that the results

should show some over prediction of power values. The k � ε RNG has

overpredicted values with about 22–50 % deviation, least of which corresponds

to rated power of turbine, while maximum error is for cut-in velocities of turbine.

However, υ2 � f results show smaller deviation and can be labeled as more

“realistic” model among the other approaches regarding assumptions of the

problem.

Table 36.3 (continued)

Case U1 (m/s) Ω (rad/s) λ Pitch angle (deg)

20 23 1.885 3.196 �19
21 24 1.885 3.063 �19
22 25 1.885 2.941 �19
Case k � ω SST k � ε RNG SA υ2 � f

1 78.5 84.9 67.7 83.6

2 188.4 215.1 151 167.2

3 291.2 336.6 261.3 318.8

4 491.1 499.2 304.1 512.2

5 697.9 722.8 652.4 747.4

6 935.5 1,000.3 917.7 1,063.6

7 1,158.6 1,338.8 1,096.3 1,306.6

8 1,408.2 1,626.2 1,306.6 1,549.6

9 1,561.3 1,827.3 1,483.5 1,803.1

10 1,704.7 2,003.1 1,643.2 1,931.2

11 1,813.8 2,095.4 1,737.8 2,040.9

12 1,853.2 2,078.6 1,795.3 2,137.6

13 1,882.9 2,218.6 1,837.1 2,164.2

14 1,898.3 2,246.5 1,852.8 2,192.5

15 1,900.2 2,255.7 1,853.4 2,216

16 1,909.4 2,278.9 1,860.8 2,229.1

17 1,912.8 2,293.5 1,867.4 2,231.7

18 1,917 2,302.7 1,866 2,236.9

19 1,917.6 2,318.3 1,868.5 2,238.4

20 1,921.3 2,319.4 1,868.7 2,239.5

21 1,928.5 2,324.5 1,869.8 2,242.2

22 1,932.7 2,326.6 1,873.7 2,244.7
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In addition to power curve (P� U1 diagram), another important plot, which is

never disregarded by wind turbine designers, is the variation of power coefficient

with tip speed ratio because we are always looking for a quasi-constant CP values

over various operating wind velocities [20]. The corresponding plots extracted from

simulation results are given in Fig. 36.5 as well as data obtained in [20]. As shown in

Fig. 36.5, the peak value of pressure coefficient (0.452) is well predicted by k � ω
SST model in comparison with that of experiments, which is about 0.436. This

could be because of the model’s intrinsic assumption, that is, the hybrid SST model

solves simplified Navier–Stokes equations for low Reynolds regime near the wall,

while it uses high Reynolds assumption for region outside the boundary layer.

Given the pathlines, colored by velocity magnitude, and velocity vectors obvi-

ously showing mild separation around blade tip in Fig. 36.6, as a future work it may

be useful to mount winglet-like end plates on blade tips to prevent separation. By

employing such plates, clearly the flow would pass the tip area smoother, hence

with fewer disturbances.

The pressure coefficient distribution on the surface and leading edge of the wind

turbine’s blades is illustrated in Fig. 36.7. As indicated, the pressure coefficient

values increase on the blade as nearing to the leading edge. This is due to stagnation

near the leading edge; the fluid particles almost stop when they meet the first

contact area on blades, which means a sudden fall in velocity magnitude. The

change in pressure is accounted for by the Bernoulli equation, which means for

Fig. 36.4 Power curves of four used CFD methods compared with brochure data
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horizontal fluid flow, a decrease in the velocity of flow will result in an increase in

static pressure. This fact could be of help to designers to consider such a magnif-

icent load on the leading edge to prevent destructive phenomena such as fatigue or

creeping in a more effective way.

Fig. 36.5 Power coefficient versus tip speed ratio plot of four used CFDmodels and trend given in

[18]

Fig. 36.6 (a) Pathlines by velocity magnitude and (b) velocity vectors showing mild separation

around blade tip
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Finally, as discussed earlier, the closest results for generated output power, in

comparison with the experiments, are related to k � ε RNG turbulence method.

However, for the power coefficient all employed methods have given acceptable

outcomes for output power.

36.10 Conclusion

The main objective of this study was to numerically investigate the turbulent

airflow passed a commercial HAWT using four different turbulence models with

least simplifying considerations to get the most possible precise results, and then

comparing gained results with those of experimental methods as well as brochure

data provided by the manufacturer. The significant outstanding difference between

current study and the others is inclusion of boundary layer and near-wall effects in

the simulations, which gives more realistic and accurate results. It was demon-

strated that results of performed simulations were in good agreement with exper-

imental data presented previously. The closest results, for generated output power,

compared to experiments are associated with the k � ε RNG turbulence method. In

addition, due to the mild separation occurring at the blades tips, it is suggested to

mount winglet-like end plates to reduce the induced drag and improve the overall

performance of the turbine.

Fig. 36.7 Pressure coefficient distribution along blade surface and the leading edge
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Chapter 37

Fabrication and Characterization
of Zn1�xMgxO Films for Photovoltaic
Application

Olcay Gencyilmaz, Ferhunde Atay, and Idris Akyuz

Abstract Zn1�xMgxO (ZMO) films were prepared by the ultrasonic spray

pyrolysis technique and effects of doping on structural, optical, electrical, and

surface properties were examined. The film structures were studied by X-ray

diffraction. X-ray diffraction patterns of the films showed that the ZMO films

exhibited hexagonal wurtzite crystal structure with a preferred orientation along

(0 0 2) direction. Texture coefficient, grain size values, and lattice constants were

calculated. The optical properties like transmission, reflection, and absorption were

investigated with UV–Vis spectrophotometer. The optical measurements reveal a

shift in absorption edge and optical band gap of ZMO films changed with Mg

content. Optical parameters (refractive index, extinction coefficient) and thick-

nesses of the films were investigated by spectroscopic ellipsometry (SE). Surface

and electrical properties of the films were studied using atomic force microscopy

and four-probe technique, respectively. After all investigations, it is concluded that

the ZMO thin films can be used in photovoltaic solar cells as window materials and

cell efficiencies can be increased using different content rates.

Keywords Spray pyrolysis • Spectroscopic ellipsometry • Atomic force

microscopy • Four-probe technique

Nomenclature

λ Wavelength, nm

2θ Diffraction angle, degree

Bn SE model parameter, (nm)2

Cn SE model parameter, (nm)4

Eg Band gap, eV
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d Thickness, nm

h Planck constant, eV s

α Absorption coefficient, m�1

ν Frequency, sn�1

ρ Resistivity, Ω cm

σ Conductivity, (Ω cm)�1

ϕ Quality factor, Ω�1

a Lattice parameter, Å
c Lattice parameter, Å
D Grain size, nm

37.1 Introduction

ZnO is one of the most important members of Transparent Conductive Oxide

(TCO) materials [1–4], and it is a very interesting material for many different

applications in both microelectronic and optoelectronic devices. ZnO thin film is

an n-type semiconductor with an optical gap of about 3.3 eV, and it exhibits a high

transmittance in the visible region of the radiation spectra [5–7]. Moreover, ZnO

thin films used in transparent conductive contacts, solar cells, laser diodes, ultravi-

olet lasers, thin film transistors, optoelectronic and piezoelectric applications to

surface acoustic wave devices [8, 9]. Recently, ternary Zn1�xMgxO (ZMO) with

wider band gap than ZnO (Eg¼ 3.37 eV) has received much attention due to its

potential applications in ultraviolet optoelectronic devices [10, 11]. ZMO thin films

have emerged as one of the important compound semiconductors due to high

exciton binding energy and its tunable band gap from 3.37 to 6.7 eV depending

upon the Mg content.

Different deposition techniques have been widely used to produce ZnO and

ZMO thin films. However, seeking the most reliable and economic deposition

technique is the main goal. The most intensively studied techniques include chem-

ical vapor deposition (CVD) [12], sol–gel method [13], thermal evaporation [14],

RF magnetron sputtering [15], and spray pyrolysis [16, 17]. Among these, spray

pyrolysis is one of the most widely used methods. Spray pyrolysis has been

developed as a powerful tool to prepare various kinds of thin films such as metal

oxides, superconducting materials, and nanophase materials. In comparison with

other chemical deposition techniques, spray pyrolysis has several advantages such

as high purity, simplicity, safety, low cost of the apparatus and raw materials,

reproducible, excellent control of chemical uniformity, and stoichiometry in

multicomponent system. The other advantage of the spray pyrolysis method is

that it can be adapted easily for production of large-area films.

In this study, ZMO thin films were deposited by spray pyrolysis on glass sub-

strates. The influence of Mg contribution rates on the structural, optical, and

electrical properties of ZnO thin films was investigated. A detailed study of changes

of physical properties in the film would be interesting and can provide useful
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information related to these properties, which are very important for better under-

standing and improvement of the quality of the film and for the fabrication of

ZnO-based devices.

37.2 Results and Discussion

37.2.1 Experimental

ZnO and Zn1�xMgxO (ZMO) thin films of various Mg doped concentrations (1 %,

3 %, 5 %) were grown at 350
 5 �C on glass substrates by ultrasonic spray

pyrolysis. 0.1 M zinc acetate dihydrate [Zn(CH3COO)2 · 2H2O] and 0.1 M magne-

sium acetate [Mg(CH3COO)2] were used as starting precursors. The glass sub-

strates were ultrasonically cleaned in acetone and rinsed in deionized water. The

nozzle substrate separation used was 30 cm. The solution flow rate was kept at

5 mL min�1 and controlled by a follow meter. Totally, 100 mL of solution was used

and sprayed for 20 min.

The crystal quality of the ZnO and ZMO thin films was analyzed by XRD in

θ–2θ geometry. Cu Kα source (λ¼ 1.5406 nm) was used, and the scanning range

was between 2θ¼ 20� and 80�. Optical properties in the wavelength range of

300–900 nm were studied by a UV–Vis spectrometer. The film thickness, refractive

index, and extinction coefficient were measured by spectroscopic ellipsometry

(SE) with a He–Ne laser as the light source. The resistivity of the film was measured

by a four-point probe resistivity method at room temperature. The surface mor-

phology was characterized by atomic force microscopy (AFM).

37.2.2 Structural Properties

The crystal structures of the ZnO and ZMO thin films were investigated by XRD.

The normalized XRD patterns of the ZMO films prepared under different Mg

concentration are presented in Fig. 37.1. The X-ray pattern (Fig. 37.1) depicted

that all the films were polycrystalline in nature with hexagonal wurtzite structure.

The (0 0 2) peaks are stronger than other peaks, indicating that all the samples have

a wurtzite structure and are preferentially oriented along the c-axis direction

perpendicular to the substrate surface. Besides the change in the (0 0 2) peak

position, there is also a change in the intensity of (0 0 2) peaks of the samples.

For samples ZnO, ZMO1, ZMO3, and ZMO5, there is no significant change in the

intensity of (0 0 2) peaks. As the Mg concentration is increased, another small

diffraction peaks corresponding to the (1 0 2), (1 0 3), (1 1 2), (1 1 0) plane of ZnO

becomes visible. Also, the (1 0 1) peak is enhanced as the Mg concentration

increases. Diffraction peaks from other phase such as MgO are not detected,

indicating that the ZMO thin films are composed of a single-phase wurtzite ZnO.
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Since the Mg content of the ZMO films is small, the ZMO wurtzite structure is not

changed. However, when Mg is doped in ZnO, the (0 0 2) peak shifts towards the

big angle direction. Because the radius of Mg2+ is smaller than that of Zn2+, when

Mg doping concentration is relatively high, it will lead to large lattice distortion in

ZnO. The similar phenomena have also been reported by others [18–24].

In order to investigate a possibility of the preferred orientation, the Harris

analysis was performed [25, 26]. The calculated texture coefficient (TC) values

and the grain size (D) are given in Table 37.1. It was determined that all films have

three TC values bigger than one. Also, lattice parameters for all samples have been

determined for the orientations with highest TC value and compared with the ones

in ASTM (American Society of Testing Materials) cards. These values are given in

Table 37.1. A good agreement is found between these two values.

Fig. 37.1 XRD patterns

of ZnO and ZMO thin films

prepared under different Mg

concentration

Table 37.1 Lattice

parameters (a and c), texture
coefficient (TC) values, and

the grain size (D) for ZMO

thin films

Sample no. TC (0 0 2) D (nm) a (Å) c (Å)

ZMO 2.89 33 3.22 5.16

ZMO1 2.88 38 3.25 5.20

ZMO3 2.81 40 3.24 5.21

ZMO5 2.16 44 3.24 5.20
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37.2.3 Optical Properties

PHE-102 spectroscopic ellipsometer (250–2,300 nm) was used to determine the ψ
parameters, refractive indices (n), extinction coefficient (k), and thicknesses (d ) of
the films. Cauchy–Urbach dispersion model was used to fit the experimental ψ
parameters. This model is a modified type of Cauchy model. In the Cauchy–Urbach

dispersion model, the refractive index n(λ) and the extinction coefficient k(λ) as a
function of the wavelength are given by,

n λð Þ ¼ Aþ B

λ2
þ C

λ4
ð37:1Þ

k λð Þ ¼ αexpβ 1, 240
1

λ
� 1

γ

� �� �
ð37:2Þ

where A, B, C, α, β, and γ are model parameters [27]. The incident angle is an

important factor for the films having depolarization effect. Three different incident

angles (50�, 60�, and 70�) were tried to take the measurements. The best angle was

determined to be 70� using experimental Ψ spectra. Later, the elipsometric param-

eters (A, B, C,α, β, and γ) related to the Cauchy–Urbach model were defined.

Spectroscopic ellipsometry (SE) spectra of ZMO films are shown in Fig. 37.2.

Thicknesses and model parameters are given in Table 37.2.

Ψ spectra are found a good fit between model and experimental data in Fig. 37.2.

However, there are some small deviations on Ψ values. This deviation is probably

due to the depolarizing effect of roughness, grain boundaries, and morphologies of

Fig. 37.2 SE spectra of ZMO films
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the films which affect the experimental data. Backside reflection of glass substrates

may also cause deviations on fitted values.

Figure 37.3a and b shows the changes of refractive index and extinction coef-

ficient of the films with different Mg content in the wavelength range of 1,200–

1,600 nm. It is clear that Mg content has an important effect on refractive index and

extinction coefficient values. As can be seen, the refractive index of the ZMO films

Table 37.2 Thicknesses, model parameters, and band gaps of ZnMO films

Sample no. d (nm) An Bn (�10�2) (nm)2 Cn (�10�3) (nm)4 Ak Bk (eV)
�1 Eg (eV)

ZnO 258 2.21 0.08 0.02 0.01 1.51 3.20

ZMO1 268 2.11 0.01 0.03 0.03 1.43 3.06

ZMO3 273 1.72 0.09 0.02 0.01 1.56 3.32

ZMO5 271 2.08 0.01 0.09 0.03 1.47 3.35

Fig. 37.3 (a) Refractive
index (n) and (b) extinction
coefficient (k) spectra of
ZMO films
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decreases with Mg-doped in the wavelength range from 1,200 to 1,600 nm, but

extinction coefficient values increases.

In addition, the extinction coefficient decreases when the wavelength is larger

than 1,200 nm. We think that there may be three reasons for this variation: (1) it is

well known that Mg impurity doped into ZnO films can act as effective n-type

donors to generate free carriers. (2) With the increasing Mg content, the carrier

concentration in the ZMO films increases. The increase of the carrier concentration

results in the decrease of the refractive index. Therefore, we can control the

refractive index of the ZMO films by varying the Mg content, which is important

for the applications in designing integrated photovoltaic application.

The transmission spectra of ZMO films were recorded as depicted in Fig. 37.4.

The optical transmission is around 75 % in the visible region (400–700 nm). From

Fig. 37.4 it is clear that all the films have sharp absorption edges in the wavelength

region between 360 and 380 nm. These absorption edges shifted to shorter wave-

lengths (blue shifted) when Mg was incorporated into ZnO films; we think that

these blue shifts may have been caused by doping-induced film degradation.

Also, we measured the thickness of the films by spectroscopic ellipsometry. The

sharp step required for measuring the thickness in this method was obtained by

etching and the corresponding step height gives the actual thickness of the film.

This measured thickness was then used to calculate the absorption coefficient and

Fig. 37.4 Transmission

spectra of ZMO films
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band gap values of the films were determined by optical method and we used the

Tauc relationship [28] as follows:

αhν ¼ A hν� Eg

� �n ð37:3Þ

where α is the absorption coefficient, A the constant, h the Planck’s constant, n the

photon frequency, Eg the optical band gap, and n the 1/2 for direct band gap

semiconductors.

SinceEg ¼ hνwhen αhνð Þ2 ¼ 0, an extrapolation of the linear region of the plot of

(αhν)2 versus photon energy (hν) on the x-axis gives the value of the optical band gap
Eg. Effect ofMg content on the band gap of ZMO films were investigated as shown in

Fig. 37.5. From Fig. 37.5, we notice that the band gap of the ZMO films first increases

and then decreases, reaching a maximum values 3.35 eV at Mg content 5 %. The shift

in the band gap towards higher value of band gap energy suggest that most of Mg

atoms may replace the Zn lattice sites in the crystal structure and remaining Mg may

have been incorporated at the interstitial sites and grain boundaries.

37.2.4 Surface Properties

AnAFMwas used to measure the surface roughness of the films over (5 μm� 5 μm)

area in noncontact mode. The three-dimensional (3D) images of AFM micrographs

Fig. 37.5 Optical band gap energy estimation of ZMO films
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are given in Fig. 37.6. Also, root mean square (Rq), average (RI), and peak-valley

(Rpv) roughness values of the films have been determined by XEI version 1.7.1

software and these values are given in Table 37.3. ZnO films a partly granular

texture and island-growth mechanism is dominant when compared to others. For

ZMO films have a smoother surface texture showing a layer-by-layer growth

mechanism. As expected, the surface roughness increases as a result of grains

increasing caused by the Mg content. Consequently, all films have a reasonable

roughness value which is a desired characteristic for opto-electronic applications.

37.2.5 Electrical Properties

Electrical resistivity of ZMO films were determined by a four-point probe setup.

Electrical resistivity values of ZMO films obtained on different Mg content are

Fig. 37.6 ZMO films surface topography

Table 37.3 Electrical

resistivity and roughness

values of ZMO films

Sample no. ρ �106 (Ω cm) Rq (nm) Ra (nm) Rpv (nm)

ZnO 1.21 14 11 132

ZMO1 3.96 49 39 354

ZMO3 6.68 24 19 215

ZMO5 8.09 54 44 304
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given in Table 37.3. Figure 37.7 shows the resistivities and conductivity values of

the ZMO films with different Mg content. It is clear that the resistivity of the ZnO

films increases with increasing of Mg concentration. As we know that the valences

of Zn2+ and Mg2+ are the same, and the substitution of Mg2+ for the group II cation

of Zn should not generate or consume carriers of ZnO. However, electrical prop-

erties of the ZnO thin films change after Mg doping. This presumably results from

the substitution of Mg ions with a smaller ionic radius for Zn sites [29]. As a

result, the resistivity of the ZnO thin films increases after Mg is doped. We think

that with the help of XRD results, which results in lattice distortion to some extent.

Also, the ZMO films may have less oxygen vacancies and this situation will lower

the carrier concentration and make the films have higher resistivity than ZnO films.

Because oxygen helps to decrease the number of excess Mg carriers, which also

contributes to the increasing resistivity. On the other hand, there is also the

possibility that a spot of Mg at the grain boundaries may produce electrical barriers,

increasing scattering of the carriers, and thus increase the resistivity. The most

important characteristics for transparent conductive films in solar cell applications

are low resistivity and high transparency. For this reason, we try to investigate a

quality factor (ϕ) for the films including average transmittance (at 300–900 nm) and

sheet resistance (Rs) values using Haacke’s figure of merit ϕ ¼ T10=Rs

� �
[30].

The ϕ values of all films were calculated as 2.80� 10�11, 1.75� 10�11,
2.18� 10�11, and 3.95� 10�11 (Ω)�1, respectively. Figure 37.8 shows quality

factor values of ZMO films. It is seen that the sample with 5 % Mg concentration

has a high-quality factor.

Fig. 37.7 Resistivities and conductivity values of ZMO films
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37.3 Conclusions

In this work, ZnO and ZMO films have been successfully prepared on glass

substrates using ultrasonic spray pyrolysis. We have studied the structural, optical,

electrical, and surface properties of ZMO films prepared under different Mg content

rates. The results show that, the low cost of the production system is an advantage

for potential applications of ZMO films. Also, XRD patterns reveal that the ZnO

and ZMO films are composed entirely of the wurtzite ZnO structure. ZMO3 films

caused the transmittance values to increase which is a desired development for

transparent conducting oxide industry and solar cells. AFM analysis revealed that

roughness values of ZMO films increases with increasing Mg content. The resis-

tivity increases from 1.21� 106 Ω cm for the ZnO films to approximately

8.09� 106 Ω cm for ZMO films. The variations in optical absorption edges and

band gap energies of ZMO films were also investigated. The band gap values have

been obtained from 3.20 to 3.35 eV for ZMO films. These properties demonstrate

that the ZMO3 films are an ideal material for the window layer of solar cells and

also have potential application in UV detectors.

Fig. 37.8 Quality factor values of ZMO films
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Chapter 38

Activated Zeolites and Heteropolyacids Have
Efficient Catalysts for Synthesis Without Use
of Organic Solvent at Room Temperature

Mohamed Hammadi, Hadjila Dokari, Didier Villemin,
and Nassima Benferrah

Abstract The Thiele–Winter reaction is of interest for synthesis of triacetox-

yaromatic precursors of hydroquinones.

Solid acids such as heteropolyacids and activated zeolites have an efficient

catalyst in acetoxylation reaction of quinones without the use of organic solvent

at room temperature. Hydroquinones and substituted hydroquinones was easily

oxidized at room temperature in quinones by using (Pc[Co]/K10) and air (1 atm).

We have also tested this type of reaction in naphthoquinone series. Many

naphthoquinones are natural products with interesting biological properties. The

catalytic system (Pc[Co]/K10) in the presence of pure oxygen easily oxidizes the

1,5-dihydroxynaphthalene in Juglone (yield 87 %).

Keywords Activated zeolites • Heteropolyacids • Without solvent • Room

temperature • Catalytic system (Pc[Co]/K10)

Nomenclature

(Pc[Co]/K10) Phthalocyanine (Co) supported on clay K10

Ho Index hammett

H3PMo12O40 Molybdophosphoric acid

ClSO3H Chlorosulfonic acid

H3PW12O40 12 Tunsto phosphoric acid

H2SO4 Sulfuric acid

(CH3)2(CO)2O Acetic anhydride

Rt Room temperature

Mp Melting points
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NMR Nuclear magnetic resonance

IR Infrared spectroscopy

UV Ultraviolet–visible spectrophotometry

MO Microwave irradiation

COCl2 Cobalt chloride

H Hour

p Power

T Temperature

t Time

Λ Wavelengths

ελ Molar extinction coefficient

H3SiW12O40 Tungstosilicic acid

38.1 Introduction

The founding principles of green chemistry are mainly based on:

• The removal, if possible, of pollutant solvents that do not respect the environ-

ment. Nowadays, the use of inorganic solid acid catalysts in dry reactions

(without organic solvent) offers many possibilities in the field of organic syn-

thesis. Indeed they provide a simplification of the experimental protocols, easy

recycling, and thereby easy protection of the environment.

• The improvement in the energy efficiency that beneficially affects the economy

and the environment that must be considered and should be minimized by the

development of synthetic methods at room temperature conditions.

One of the main problems in the chemical industry is the search for tolerable

procedures for chemical production. There is a growing demand for the develop-

ment of selective, efficient, and environmentally appropriate synthetic methods.

Organic solvents are not only expensive, but are often flammable, toxic, and

hazardous. Generally the use of solvent is considered to be necessary in organic

reactions.

The hydroxynaphthoquinones [1] are well-known substances for their chemical

and biologic properties [2]. The hydroxynaphthoquinones including Phthiocol [3],

Lawsone [4, 5], Juglone [6, 7], Menadione, and Atovaquone [8] have gained much

interest due to their presence in natural products and their pharmacological properties

as antitumoral, antiprotozoal, anti-inflammatory, antiviral, and antifungal [9, 10].

We have used this methodology to prepare the acetoxylation reactions of

quinones and naphthoquinones acid-catalyzed by ClSO3H (Ho¼�13.80) and

heteropolyacids H3PW12O40 (Ho¼�13.6), in the absence of solvent at room

temperature.

Our attention has focused on the use of metallic phthalocyanines supported in

the oxidative reactions of naphthotriols prepared from the Thiele–Winter reaction

in order to synthesize hydroxynaphthoquinone natural products having antibiotic
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properties. The acetoxylation reaction of Juglone, Menadione, and Lawsone with

acetic anhydride (CH3)2(CO)2O catalyzed by sulfuric acid H2SO4 [11, 12]

(Ho¼�11.94), at room temperature is slow with low yields especially in the

presence of substituents on the naphthoquinone as electron donors. Sulfuric acid

(H2SO4) was replaced by chlorozincique acid [13] and tetrafluoroboric acid [1]

with low yields. To overcome this problem where the acidity of the medium thus

protonation of the quinone is the decisive step, we opted for the use of liquid

hyperacid more acidic than sulfuric acid in homogeneous conditions such as

chlorosulfonic acid: ClSO3H [14] (Ho¼�13.80) and solid super acid as hetero-

geneous conditions in the heteropolyacid: H3PW12O40 (Ho¼�13.6).
In our work we are particularly interested in the synthesis of 2,5-dihydroxy-1,4-

naphthoquinone (3b). This synthesis involves first the oxidation of

1,5-dihydroxynaphthalene in product (3) and its transformation into tetracetoxy

(3a) by the Thiele–Winter reaction. The saponification of (3a) followed by catalytic

oxidation in situ of naphthotriols is shown in Fig. 38.1.

38.2 Experimental Procedure

Melting points (m.p.) were determined with a Kofler hot apparatus and are

uncorrected. Proton NMR spectra (PMR) were determined on Brucker AC

250 (250 MHz, CDCl3, Me4Si).

The IR spectra were recorded as KBr pellets on Perkin Elmer 16 PC FT-IR

spectrometer. UV–visible spectra (λmax log(ε)) were obtained with spectrophotom-

eter Perkin-Elmer Lamda 15.

Microwave irradiation was carried out with a commercial microwave oven

(Toschiba ER 7620) at 2,450 MHz. and with resonance cavity TEo13, joined to a

generator MES 73-800 of microwaves. Mass spectra were carried out on a Nermag

Riber R10; TLC analyses were performed by using Kieselgel Schleicher and Shull

F 1500 Ls 254 and Merck 60F 254. The grinding of products was carried out on

analytical grinder A 10 of Janke and Kenkel-IKA Labortechnik.

O

O

OH

O

O

Ac2O
KOH-CH3OH

Pc [Co]/K10,O2

OHOH

OAc

OAc

OAcOAc

1°)

2°)
+

Acid Catalyst

20°C, 20h

Fig. 38.1 Synthesis of (3b) from Juglone
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38.2.1 Phthalocyanine(Co) Supported on K10

Procedure:

38.2.1.1 Preparation of Montmorillonite K10 Exchanged by Co2+

In a 250-mL flask, the Montmorillonite K10 (20 g) was added to a solution of

metallic salt CoCl2 (0.2 mol) dissolved in 100 mL of distilled water. The reaction al

mixture was stirred for 24 h at room temperature. The suspension was washed twice

with distilled water then centrifuged. The Montmorillonite exchanged by Co2+ was

washed with methanol and recentrifuged. The solid was dried for 24 h in vacuum

then finely ground. The final product was a clear beige color.

38.2.1.2 Phthalocyanine Intercalated in the Montmorillonite K10

A solution of phthalonitrile (20 mmol; 2.56 g) dissolved in 20 mL of

dichloromethane was added to the solid Montmorillonite K10 (5 g) exchanged

with some metallic cations (Co2+). After contact for 2 h, the remaining liquid was

evaporated under reduced pressure. The activation of the solid under microwave

irradiation (MO): p¼ power, t¼ time of irradiation) was carried out in a resonance

cavity. After cooling, the solid was successively washed with water, acetone

(20 mL), and then with dichloromethane (20 mL). The solid was dried under

reduced pressure and the extracted with acetonitrile as a solvent using a Soxhlet

for 8 h. Catalysts were characterized by FT-IR; electronic spectra of metalated

phthalocyanine intercalated into Montmorillonite were very close to those observed

with pure metalated phthalocyanine, but the bands were shifted.

(Pc[CO] Supported on K10): Purple solid, m.p. >300 �C MO; microwaves

irradiation Resonance Cavity. ( p¼ 630 W, t¼ 10 min); C32H16CoN8; yields:

85 % UV–visible λmax log(ε)/(1-chloronaphthalene) nm: 669.5 (4.42); 642.1

(3.88); 604.2 (3.78); 580.1 (3.22); IR (KBr) cm�1: 1636, 1522, 1400, 1044,

870, 796, 756, 532, 525, 466.

38.2.2 Preparation of Zeolites Exchanged H+

Procedure:

Ten grams of zeolite (ZSM5 or DAY) are placed in a 50-mL flask and then treated

with a solution of NH4Cl (0.1 M) previously prepared with deionized water. The

stoppered flask is allowed to stand overnight at room temperature. The solid residue

is recovered by filtration and then activated in a muffle furnace at 500 �C for 24 h.

The zeolite in H+ (H+-ZSM5 or H+-DAY) is stored in a dry container.
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38.2.3 Preparation of Hydroquinones

Procedure:

These were prepared by the Elbs reaction of phenols. In a typical experiment, the

phenol (100 mL) was dissolved in 200 mL of a 10 % solution of sodium hydroxide

under stirring at room temperature. A saturated aqueous solution of sodium

persulfate (100 mL); 23.8 g) was slowly and carefully added for 3 h. At the end

of the addition, stirring was maintained at room temperature. The mixture stood

overnight. The solution was acidified with Congo red and was extracted twice

with ether. The aqueous layer was treated with an excess of hydrochloric acid and

warmed in a steam bath for 30 min. After cooling, it was first dried on magnesium

sulphate and finally distilled to afford the corresponding hydroquinone.

2,6-Dimethoxyhydroquinone (1c): Prepared from 2,6-dimethoxyphenol (104 mmol;

16.21 g) and sodium persulfate (10 mmol; 23.8 g) brown solid, yield: 69 %, m.p.:

149 �C, C8H10O4, calcd: H, 5.92 %; C, 56.47 %; found: H, 5.85 %; C, 56.38 %; IR

(KBr) cm�1: 3420 (γ OH), 3062 (γ CH, 2952, 2852 (γ OCH3), 1696, 1646, 1594,

1482, 1322, 1260, 1220, 1108, 878 (δ CH, H arom), 668, 605; 1H NMR (CDCl3): δ
2.22 (s, 1H, CH3); 6.45–6.72 (m, 3H, H arom); 7.18 (s, 1H, OH); 7.48 (s, 1H, OH).

38.2.4 Oxidation to Quinones

Procedure:
In a typical experiment, a current of air is passed through a U tube fitted with a filter

flask. The tube contains the supported phthalocyanine (0.1 g) in suspension in a

solution of hydroquinone (5 mmol) dissolved in 10 mL of a mixture of dioxane/

water (60:40) for 6 h at room temperature. The oxidation of hydroquinone is

followed by TLC. After disappearance of the hydroquinone, the solution is filtered

and evaporated under vacuum. The quinones are purified by chromatography on

silica gel or by sublimation. All products are known compounds and identified by

comparison of their physical and spectral data with those of authentic samples. The

UV spectra of quinones were carried out in a water–dioxane mixture.

2-Methyl-1,4-benzoquinone (2a): Brown solid, yield: 95 %, m.p.: 72–73�C (lit.

73 �C)20 C7H6O2, calcd: H, 4.95 %; C, 68.85 %; found: H, 4.87 %; C, 68.73 %;

UV–visible λmax log(ε) (dioxane/H2O) nm: 278.2 (4.15), 312.3 (2.75), 422.6 (1.31);
1H NMR (CDCl3): δ 2.01 (s, 1H, CH3); 6.23 (s, 1H); 6.52 (m, 1H), 6.85 (d, 2H); IR

(KBr) cm�1: 1689 (γ C¼O).
2,6-Dimethyl-1,4-benzoquinone (2b): Brown solid, yield: 90 %, m.p.: 73–74 �C (lit.

71–73 �C)21 C8H8O2, calcd: H, 5.92 %; C, 70.58 %; found: H, 6.01 %; C, 70.50 %;

UV–visible λmax log(ε) (dioxane/H2O) nm: 270.6 (4.29), 318.1 (2.52), 414.3 (1.25);

IR (KBr) cm�1: 1685 (γ C¼O).
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5-Hydroxy-1,4-naphthoquinone: (Juglone) (3): Red solid, yield: 87 %, m.p.:

159–160 �C (lit. 161 �C)21 C10H6O3, calcd: H, 3.47 %; C, 68.97 %; found: H,

3.58 %; C, 68.92 %; UV–visible λmax log(ε) (dioxane/H2O) nm: 249.3 (4.21), 331.1

(3.18), 422.1 (2.98); 1H NMR (CDCl3): δ 6.76 (s, 2H, CH¼); 7.25–7.45 (m, 3H, H

arom.); 7.77 (s, 1H, OH); IR (KBr) cm�1 : 3241 (γ OH), 1683 (γ C¼O), 1587, 1170,
884, 536.

2-Hydroxy-1,4-naphthoquinone : Lawsone (4): Orange solid, yield: 79 %, m.p.:

194 �C (lit. 191–194 �C)21 C10H6O3, calcd: H, 3.47 %; C, 68.97 %; found: H,

3.53 %; C, 68.92 %; UV–visible λmax log(ε) (dioxane/H2O) nm: 276.3 (4.48), 334.3

(3.28); 1H NMR (CDCl3): δ 6.37 (s, 1H, OH); 7.26 (s, 1H, H arom.); 7.25–8.14 (m,

4H, H arom.); IR (KBr) cm�1: 3166 (γ OH), 1676 (γ C¼O), 1592, 1170,

874, 668, 536.

38.2.5 Acetoxylation Reaction

Procedure:

38.2.5.1 Acetoxylation Reaction Under Homogeneous

Conditions (Liquid Acids)

In a typical experiment, 10 mmol of Juglone were dissolved in acetic anhydre

(0.2 mol), 5 mmol of catalyst were added, and the mixture was stirred at room

temperature. After 20 h the mixture was again stirred at room temperature. The

solution was poured on ice and after the ice melted the mixture was filtered and

the solid 1,2,4,5-tetracetoxynaphthalene, produce (3a) was crystallized in

ethanol.

38.2.5.2 Acetoxylation Reaction Under Heterogeneous

Conditions (Solid Acids)

In a typical experiment, 10 mmol of Juglone were dissolved in acetic anhydre

(0.2 mol; 21.64 g).

One gram of catalyst was added and the mixture was stirred at room temperature.

After 48 h, the products were separated by chromatography on a silica column

eluted successfully with ethyl acetate/cyclohexane (10/90). The different fractions

gave, respectively, a yellow solid (unreacted quinone) and a beige solid (1,2,4,5-

tetracetoxynaphthalene) (3a). It must be noted that traces of products of

diacetylation could be detected by thin-layer chromatography (TLC).
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We have used acid solids (see below for the procedure): zeolites and heteropo-

lyacides have been tested. The results are reported in Table 38.2.

1,2,4,5-Tétracetoxynaphthalene (3a): Marron solid, yield: 63 %, m.p.: 137–

138 �C, C18H16O8,
1H NMR (CDCl3): δ 2.33 (s, 3H, OCOCH3); 2.35 (s, 3H,

OCOCH3); 2.40 (s, 3H, OCOCH3); 2.42 (s, 3H, OCOCH3); 7.68–8.07 (m, 4H, H

arom.); IR (KBr) cm�1: 3009 (γ CH arom.), 1774 (γ OCOCH3), 1762, 1719.

1,2,3,4-Tétracetoxynaphthalene (4a): Beige solid, yield 66 %, m.p.: 140–143 �C,
C18H16O8,

1H NMR (CDCl3): δ 2.39 (s, 6H, OCOCH3); 2.44 (s, 6H, OCOCH3);

7.46–8.14 (m, 4H, H arom.); IR (KBr) cm�1 : 3012 (γ CH arom.), 1760 (γ
OCOCH3), 1718; MS m/z (%); 360 (M+; 24.46), 318 (3.41), 276 (16.38),

192 (100), 146 (11.95), 105 (23.55).

2-Methyl-1,3,4-triacetoxynaphthalene (5a): Beige solid, yield: 59 %, m.p.: 148–

150 �C, C17H16O8,
1H NMR (CDCl3): δ 2.16 (s, 3H, CH3); 2.37 (s, 3H, OCOCH3);

2.45 (s, 3H, OCOCH3)7, 2.49 (s, 3H, OCOCH3) 7.48–7.76 (m, 4H, H arom.); IR

(KBr) cm�1: 3000 (γ CH arom.), 1774 (γ OCOCH3), 1760; MS m/z (%); 316 (M+;

39.13), 274 (12.50), 233 (17.38), 174 (6.63), 115 (2.88).

38.2.6 Saponification and Oxidation In Situ

Procedure:

In a typical experiment, a current of air is passed through a U tube fitted with a filter

flask. The tube contains the (Pc(Mn)/K10 (0.1 g) in suspension in a solution of

product (4) (0.6 g) dissolved in CH3OH (20 mL) and KOH (2 g) for 6 h at room

temperature. After filtration and evaporation of the methanol, the product (5) is
crystallized.

2,5-Dihydroxy-1,4-naphthoquinone (3b): Yellow solid, yield: 89 %, m.p.: 210 �C,
C10H6O4, UV–visible λmax log(ε) (dioxane/H2O) nm: 279.3 (4.68), 331.3 (3.08); 1H

NMR (CDCl3): δ 6.39 (s, 1H, OH); 6.40 (s, 1H, OH); 7.18–8.01 (m, 5H, H arom.);

IR (KBr) cm�1: 3168 (γ OH), 1679 (γ C¼O), 1591, 1176, 881, 544.
2,3-Dihydroxy-1,4-naphthoquinone (4b): Beige clear solid, yield: 91 %, m.p.:

201 �C, C10H6O4, UV–visible λmax log(ε) (dioxane/H2O) nm: 289.3 (4.77), 339.3

(3.27); 1H NMR (CDCl3): δ 6.41 (s, 1H, OH); 6.42 (s, 1H, OH); 7.31–8.11 (d, 4H, H
arom.); IR (KBr) cm�1: 3172 (γ OH), 1678 (γ C¼O), 1589, 1174, 878, 536.
2-Hydroxy-3-methyl-1,4-naphthoquinone (5b): Yellow solid, yield: 92 %, m.p.:

173–174 �C (ether + hexane), C11H8O3 calcd: H, 4.29 %; C, 70.21; found: H,

4.35 %; C, 70.08 %, UV–visible λmax log(ε) (dioxane/H2O) nm: 271.3 (4.44),

346.6 (3.21); 1H NMR (CDCl3): δ 2.08 (s, 1H, CH3); 6.42 (s, 1H, OH); 7.29 (s,

1H, OH); 7.5–8.1 (m, 4H, H arom); IR (KBr) cm�1: 3330 (γ OH), 1655 (γ C¼O),
1589, 1174, 878, 536.
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38.3 Results and Discussion

38.3.1 Oxidation of Phenols and Hydroquinones
into Quinones

The phenol oxidation products are used for the synthesis of natural products such as

vitamins and their intermediates. Concerning the oxidation of phenols or hydro-

quinones into quinones, numerous oxidants were described in the literature such as

silver oxide [15] and ceric ammonium nitrate [16].

In a preliminary study, we were inspired by the Elbs reaction [17] to access

hydroquinones by oxidation of phenols by sodium persulfate (Na2S2O8).We have

tested the oxidation of hydroquinones into quinones by air and catalyzed a

metalated phthalocyanine [18] on a sheet of a Montmorillonite K10. Hydroqui-

nones and substituted hydroquinones were easily oxidized at room temperature in

quinones by using (Pc[Co]/K10) and air (1 atm), as indicated in Fig. 38.2.

Results obtained from different phenols are reported in Table 38.1.

The direct oxidation of phenols with oxygen in the presence of supported

metalled phthalocyanines as oxidant generally gave quinones at room temperature

but the reaction is very slow and not selective.

We have also tested this type of reaction in a naphthoquinone series.

Many naphthoquinones are natural products with interesting biological properties.

The catalytic system (Pc[Co]/K10) in the presence of pure oxygen easily

oxidizes the 1,5-dihydroxynaphthalene in Juglone (yield 87 %) . (This latter is used

as an alimentary stain for soft drinks.) The total oxidation was about 6 h at

room temperature. Results obtained from different phenols are reported in

Table 38.2.

R'R R'R

R=H, R' =CH3
R=R' =CH3

R=R' =OMe

Na2S2O8

O

O

R R'
O2

Pc[Co]/K

OH

Phenol

Hydroquinone

OH
1)

2)

T= 22 °C

OH

Quinone

10

24h

HCl

Fig. 38.2 Oxidation of hydroquinones into quinones
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38.3.2 Thiele–Winter Reaction

The 5-hydroxynaphthoquinone (3) treated with acetic anhydride in the presence of

catalyst converts into the 1,2,4,5-tetracetoxynaphthalene (3a) (yield 63 %).

We have studied this reaction with strong acids. Chlorosulfonique acid

(Ho¼�13.80) and perchloric acid [19–21] (Ho¼�10.31) led to the desired product.
The reaction with solid super acids shows a high Brônsted acidity and was lower

than with the homogeny phase.

Table 38.2 Oxidation of hydroxynaphthalene

Hydroxynaphthalene

Oxidation

catalysts Naphthoquinone

M.p.

(�C)

UV–

visible

λmax

(nm)

Yield

(%)

1,5-

Dihydroxynaphthalene

Pc

[Co]/K10
O

OOH
Juglone (3)

159 331.1 87

1,3-

Dihydroxynaphthalene

Pc

[Co]/K10
O

O

OH

Lawsone (4)

197 334.3 79

2-Methyl-1,4-

dihydroxynaphthalene

Pc

[Co]/K10
O

O

CH3

Menadione (5)

103 332.5 80
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Heteropolyacids (HPAs also called polyoxometalates) are catalysts of very great

interest [22, 23]. The display has a very high Brônsted acidity close to super acids.

We decided to test three heteropolyacids (H3PW12O40 (PW), H4SiW12O40 (SiW),

and H3PMo12O40 (PMO). The (SiW) provided the product with a yield of 63 %

whereas a yield of 61 % was achieved with the (PW). It has been noticed that the

(SiW) appeared a better catalyst than the (PW). This could be because of the higher

ratio of the number of protons in (SiW) [24].

Zeolites with a high Si–Al ratio (15–20) are known to posses strongly acidic sites

10. Two acid zeolites (H+ -ZSM5 and H+ -DAY) were also tested successfully.

Zeolites can be reused without loss of activity when the reaction is carried out at

room temperature. No poisoning by tar formation was observed with ZSM5 or

DAY. With solid catalysts such as zeolite, the Juglone is too wide to enter the pores

of ZSM5, and, the reaction takes place on the zeolite surface.

We have noticed that no product (3a) was obtained with the H3PMo12O40

(PMO). The reaction medium color changed from green to deep blue, proving the

reduction of PMO. The result with (PMO) is not surprising owing to its high redox

potential resulting from the presence of the molybdenum atom. Results of

acetoxylation of Juglone by acetic anhydride obtained from different acids catalysts

are reported in Table 38.3.

The kinetics of the reaction was monitored hourly by visible spectroscopy ultra-

purple. The kinetics of Menadione transformation (bleaching) was monitored at

333 nm, which is the maximum point of Menadione (5) (the vitamin K3 carrier). In

Fig. 38.3 we indicate changes in the UV–visible spectrum in the presence of

ClSO3H. The kinetic of Menadione transformation (bleaching) depends on the

acidity of the catalyst. It seems that the limiting step of the Thiele–Winter reaction

is the protonation of the quinine.

The 1,2,4,5-tetracetoxynaphthalene (3a) was easily transformed into (3b) by

saponification basic and oxidation with potassium hydroxide (KOH) in methanol

(CH3OH) in the presence of air at room temperature. The yield of 2,5-dihydroxy-

1,4-naphthoquinone from (3a) is good (89 %). The results obtained from the

two-step sequence (triacetoxyaromatic and saponification–oxidation in situ) are

reported in Table 38.4.

Table 38.3 Acetoxylation of Juglone at 20 �C

Catalyst Aspect

Hammet:

Ho Experimental

M.p.

(�C)
IR vester

(cm�1) Yield (%)

ClSO3H Liquid �13.80 20 �C, 20 h 148 1,773 55

H+ -DAY Solid – 20 �C, 48 h 149 1,772 56

H+ -ZSM5 Solid – 20 �C, 48 h 148 1,776 54

H3PW12O40 Solid �13.6 20 �C, 48 h 149 1,773 61

H3PMo12O40 Solid – 20 �C, 48 h – – –

H4SiW12O40 Solid – 20 �C, 48 h 152 1,774 63
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38.4 Conclusion

In conclusion it appears that chlorosulfonique acid is the most effective acid

catalyst found for the acetoxylation reaction of Juglone under homogeneous con-

ditions. Zeolites (DAY-H+) heteropolyacids (H3PMo12O40) can easily catalyze the

Thiele–Winter reaction. This work represents the first example of catalysis of this

reaction by solid acids. The sequence of the two steps (acetoxylation,

saponification–oxidation) constitutes a new synthesis of hydroxynaphthoquinones

from hydroquinones.

Fig. 38.3 The evolution of UV–visible spectrum in the presence of ClSO3H. (a) Ménadione

+ acetic anhydride [temps: t¼ 0] and (b) Menadione + acetic anhydride +ClSO3H
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Chapter 39

Utilization of Iron Oxides in Chemical
Looping Combustion Processes

Nesibe Dilmaç, Omer Faruk Dilmaç, Osman Nuri Şara, and Sedat Y€orük

Abstract Fossil fuel combustion is the major source of CO2 emissions. There are a

number of techniques that can be used to separate CO2 from the rest of the flue gas.

The main disadvantage of these techniques is the large amount of energy that is

required for the separation, which means a relative reduction of the overall effi-

ciency of a power plant. Chemical looping combustion (CLC) is a new developing

clean-combustion technology that has the advantage of inherent CO2 separation

ability. Thus, storage-ready, concentrated CO2 can be obtained without the use of

above-mentioned energy-intensive separation operations. This process involves

two separate reactors, i.e., an air and a fuel reactor, and an oxygen carrier material

which circulates between the reactors in order to extract and transport oxygen from

air to fuel for many cycles. It is essential for oxygen carrier to be reactive, cheap to

prepare, and durable over many cycles of reduction and oxidation at high reaction

temperatures. Because of its good thermodynamical properties, physical strength,

low cost, and low toxicity, iron oxide is a good candidate to be an oxygen carrier in

CLC. This study will present a brief summary of developments obtained via CLC

processes utilizing iron oxides as oxygen carrier.

Keywords Chemical looping combustion • Oxygen carrier • CO2 emission • CO2

capture

39.1 Introduction

Chemical looping combustion (CLC) is a combustion technique where the green-

house gas CO2 is inherently separated during combustion [1] via dividing tradi-

tional combustion route into two steps which occur simultaneously at two different
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reactors; an air and a fuel reactor as seen in Fig. 39.1 and given in (39.1)–(39.3).

(The letter “M” represents a metal and MO represents its oxide.)

Reduction: mostly endothermic reaction (occurring at fuel reactor)

CH4 þ 4MO! CO2 þ 2H2O þ 4M ð39:1Þ

Oxidation: exothermic reaction (occurring at air reactor)

Mþ 1=2ð Þ O2 ! MO ð39:2Þ

Net/conventional combustion reaction

CH4 þ 2O2 ! CO2 þ 2H2O ð39:3Þ

Although the CLC concept was first offered as a way to produce CO2 from fossil

fuels [3], soon after it was realized that power station efficiency could be enhanced

by that way possibly due to the enhanced reversibility of redox reactions given in

(39.1) and (39.2) compared to single traditional combustion reaction given in (39.3)

which the release of a fuel’s energy occurs in a highly irreversible manner

[4]. Beside the increased efficiency advantage, in recent years interest has been

shown on CLC as a carbon capture technique.

The total amount of the heat evolved from whole process is same as that for

normal combustion, where the oxygen is in direct contact with the fuel. However,

the advantage with this system, compared to normal combustion is that the CO2 and

H2O are inherently separated from the rest of the flue gases and no energy is

expended for this separation. Thus, compared to other techniques for CO2 separa-

tion, CLC is potentially much cheaper [1] and the main driving force for research in

CLC is the convenient CO2 capture properties of this concept.

A successful operation of CLC process strongly depends on the effective

performance of the oxygen carrier particles that are usually composed of primary

Fig. 39.1 Chemical

looping combustion

concept [2]
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metal oxide, support, and promoter/doping agents [5]. The metal oxides in the

oxygen carriers provide lattice oxygen to oxidize the carbonaceous fuel into CO2

adequately and the supports improve the resistance of oxygen carrier to fragmen-

tation, abrasion, and sintering. Thus, regardless of which reactor arrangement is

used, the oxygen carrier is of crucial importance on CLC researches [6]. There are

some important criteria for the selection of oxygen carrier particles:

• First, the thermodynamic equilibrium for the reaction with the fuel has to be

favorable in order to achieve high fuel conversion to CO2 and H2O.

• Also the rate of oxidation and reduction has to be sufficiently fast. Otherwise, the

amount of the oxygen carrier needed for circulation between reactors would be

too large.

• Moreover, the oxygen transport capacity of the carrier must be sufficient in order

to avoid circulation of large amounts of carrier between reactors.

• Since the proposed reactor systems mostly consist of fluidized beds, the particles

need to have a low tendency for fragmentation and attrition. It is also vital they

do not agglomerate under real reaction conditions.

• The deactivation of the oxygen carrier is another factor to be analyzed. For

example, sulfur compounds in the fuel gases could react with the oxygen carrier

resulting in deactivation of the particles because of formation of metal sulfides or

sulfates. Thus, the oxygen carrier must be resistant to deactivation.

• Cost of the carrier must be acceptable and proper and it must be safe in terms of

health and environmental aspects [7].

By the contribution of researchers from worldwide, over than 700 different solid

materials (natural or synthetically produced by several methods) suggested as

oxygen carrier have been tested with the focus on redox reactivity, recyclability,

and attrition behavior up to date. The most promising metal/metal oxide couples

are: Ni/NiO, Cu/CuO, and Fe3O4/Fe2O3.

There are pros and cons associated by each couple. NiO has high reactivity but

thermodynamic limitation and concern of toxicity. CuO has exothermic character-

istic but low melting point and possible defluidization as well as potential secondary

pollution. Comparing to NiO and CuO, Fe2O3 has a striking economical strength for

its lower price, environmental benignity without potential pollution, and higher

melting points [8]. Certainly, the performance of oxygen carrier can be improved by

making mixed metal oxides. Since the manufacturing cost of the oxygen carriers

based on a combination of metal oxides and/or nonmetal oxides is high and the

preparation of the composite particles involves a complex trial and error procedure

depending on types of metal oxide and support, weight percentage and synthesis

method, oxygen carrier researches have been focused on finding extensive and

inexpensive sources in recent years. One of the most promising and abundant

resource for CLC oxygen carrier is natural iron ore.

Wide variety of researches on iron-based oxygen carriers have been carried out

in Chalmers University of Technology from Sweden and Instituto de Carboquimica

from Spain.

This study will present a brief summary of developments obtained via CLC

processes utilizing iron oxides as oxygen carrier.
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39.2 Iron Oxide as an Oxygen Carrier

Mattisson et al. [9] investigated the reactivity of natural iron ore (Carajas hematite)

with an average diameter of 200 μm as an oxygen carrier in a fixed bed quartz

reactor. Iron oxide was exposed to repeated cycles of air and methane at 950 �C,
with the outlet gas concentrations measured. It was observed for all experiments

where the reduction was investigated that the outlet concentration of methane,

carbon dioxide, and carbon monoxide showed similar graphs which implies the

durability of the carrier. Also high conversion of methane to carbon dioxide and

water for six cycles and fast oxidation rates were observed. According to the

findings, the authors offered a dual circulating fluidized bed setup for pilot CLC

application using iron oxide as oxygen carrier.

In another study, Mattisson et al. [1] investigated the oxygen carrying perfor-

mance of synthesized particles composed of 40–80 wt% Fe2O3, together with

Al2O3, ZrO2, TiO2, or MgAl2O4 which was prepared by freeze granulation in a

fluidized bed reactor of quartz at 950 �C. Particles were exposed to alternating

atmospheres of CH4 and O2 containing gas mixtures which simulate the cyclic

conditions of a CLC system and the particles were tested in this manner for 6–26

cycles. The authors observed that the type of inert used and the sintering temper-

ature have a significant effect on the reactivity and the strength of the carrier. The

crushing strength has a tendency to increase as a function of sintering temperature

and the reactivity decreases as the sintering temperature increases. It is concluded

that the carrier whose active phase is Fe2O3, supported by MgAl2O4 and sintered at

950 �C showed the highest initial reactivity.

In a study carried out by Abad et al. [10] in Chalmers University of Technology,

an iron-based oxygen carrier was used in a continuously operating laboratory CLC

unit, consisting of two interconnected fluidized beds. Natural gas or syngas was

used as fuel and the thermal power was between 100 and 300 W. Tests were

performed at four temperatures: 1,073, 1,123, 1,173, and 1,223 K. The prototype

was successfully operated for all tests and stable conditions were maintained during

the combustion. The combustion efficiency of syngas was high, about 99 % for all

experimental conditions. However, in the combustion tests with natural gas there

was unconverted methane in the exit flue gases. Higher temperature and lower fuel

flow increase the combustion efficiency. No signs of agglomeration and mass loss

were detected and the crushing strength of the oxygen carrier particles did not

change significantly.

The use of iron oxide as an oxygen carrier has been investigated in another study

carried out by He et al. [11]. Particles composed of 80 wt% Fe2O3 together with

Al2O3 as binder have been prepared by impregnation method. The reactivity of the

oxygen carrier particles has been studied in 20 cycle reduction and oxidation tests in

a TGA reactor. It is observed that the reaction rates became slightly higher with the

number of cyclic reactions increasing. The SEM analysis confirmed that the pore

size inside the particle had been enlarged by the thermal stress during the reaction,

which was favorable for diffusion of the gaseous reactants into particles.
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The experimental results suggested that the Fe2O3/Al2O3 oxygen carrier was a

promising candidate for a CLC system.

Mayer et al. [12] compared oxygen carrying performances of micaceous iron

oxide and ilmenite with respect to syngas conversion in a 10 kWth bubbling

fluidized bed reactor. Both carriers were alternatively reduced and oxidized at

900 �C. The conversion of syngas with micaceous iron ore was higher than that

with ilmenite. The authors concluded that micaceous iron oxide could be a prom-

ising new oxygen carrier for direct coal combustion unit.

A study performed by Song et al. [13] presents a continuous operation chemical

looping process with a natural Australian hematite. In that study, a 1 kWth prototype

unit consisted of a spouted fluidized bed as the fuel reactor, and a fast fluidized

bed as the air reactor was employed. The unit was also equipped with a coal feeding

device in order to transfer coal into the fuel reactor at a constant rate. The oxygen

from air was transferred to the fuel by the solid hematite that circulated between the

interconnected fluidized bed reactors. Experimental results indicated that the

Australian hematite showed a stable reactivity and resistance to agglomeration–

attrition. At a fuel reactor temperature of 950 �C, a little CH4 was measured and

there were neither hydrocarbons heavier than CH4 nor tars in the exit of the fuel

reactor. The carbon conversion efficiency was about 81.2 %, and the loss rate of the

hematite oxygen carrier due to attrition was about 0.0625 %/h. XRD results showed

that the active phase, i.e., Fe2O3 of the hematite oxygen carrier was mostly reduced

to Fe3O4 phase by coal gasification products in the fuel reactor, and only small part

of oxygen carrier was further reduced to FeO. No tendency of decreased reactivity

of the hematite oxygen carrier was observed during 10 h of operation. It is

concluded that Australian hematite had a good behavior as an oxygen carrier,

suitable for use in CLC with coal.

In same study, Song et al. [13] investigated the reduction behavior of hematite

oxygen carrier in a thermal gravimetric analyzer using H2. The solid reduction

products were characterized by XRD and SEM-EDS. The results show that there is

a maximum reaction rate when the conversion is 0.11. In this stage, Fe2O3, i.e., the

active phase was converted to Fe3O4 and the reduction reaction was easy to happen.

Then, there is a decrease of reaction rate. When the conversion of hematite oxygen

carrier was 0.178, the solid reduction products were composed of Fe3O4 and FeO.

When the conversion is 0.477, Fe3O4, FeO, and Fe were all found in the reduction

products. SEM-EDS results show that the grains at the surface of hematite oxygen

carrier are gathered and grown up, and the particle volume shrinkage and sintering

effect are observed, especially in the region rich in Fe element. However, a relative

stable structure was seen in the region rich in SiO2 or Al2O3 contents. Further,

compared with the results based on interconnected beds, the sintering of hematite

was suppressed due to a good inert material distribution, which kept a good long-

term reactivity of hematite oxygen carrier.

Table 39.1 [14] summarizes a comparison among most popular oxygen carrier

metal/metaloxide couples. The most reactive oxides, i.e., CuO and NiO are the

most expensive ones. For NiO and CuO, there are also health and environmental

safety issues which cannot be neglected. Furthermore, NiO has a thermodynamic
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restriction; it can convert fuels fully to CO2 and H2O beyond a maximum conver-

sion of 99–99.5 %.

Reduction of all oxides with methane is endothermic, except CuO. This can be

evaluated as an advantage for CuO, since it reduces the particle circulation needed

maintain fuel reactor temperature. On the other hand, Cu has the disadvantage of a

low melting temperature which causes defluidization problems in reactors. Despite

low reactivity and oxygen transfer capacity, other properties make iron oxide one of

the most proper oxygen carriers for CLC processes.

39.3 Conclusions

Because of its good thermodynamical properties, physical strength, low cost and

low toxicity, iron oxide is a good candidate to be an oxygen carrier in CLC. Results

showed that SiO2 naturally exists as an inert material in the iron ore, does not react

with the active phase of the ore, i.e., Fe2O3, suppresses sintering of the oxygen

carrier particles at high CLC operation temperatures, and enhances durability of the

carrier [13]. Furthermore, in consideration of using solid fuels, it is important to use

cheap and natural oxygen carriers, since there will probably be some loss of bed

material while discharging ash from the system [12].
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Chapter 40

On the Catalytic Activity of Palladium
Nanoparticles-Based Anodes Towards
Formic Acid Electro-oxidation: Effect
of Electrodeposition Potential

Islam M. Al-Akraa, Ahmad M. Mohammad, Mohamed S. El-Deab,

and Bahgat E. El-Anadouli

Abstract In this investigation, the catalytic activity of palladium nanoparticles

(PdNPs)-modified glassy carbon (GC) (simply noted as PdNPs/GC) electrodes

towards the formic acid electro-oxidation (FAO) was investigated. The deposition

of PdNPs on the GC substrate was carried out by a potentiostatic technique at

different potentials and the corresponding influence on the particles size and crystal

structure of PdNPs as well as the catalytic activity towards FAO was studied.

Scanning electron microscopy (SEM) demonstrated the deposition of PdNPs

in spherical shapes and the average particle size of PdNPs deposited at a potential

of 0 V vs. Ag/AgCl/KCl(sat.) was the smallest (ca. 8 nm) in comparison to other

cases, where the deposition proceeded at higher potentials. The electrochemical

measurements agreed consistently with this, where the highest surface area of

PdNPs was calculated similarly for the deposition carried out at 0 V

vs. Ag/AgCl/KCl(sat.). Interestingly, the X-ray diffraction (XRD) analysis revealed

a similar dependency of the PdNPs crystal structure on their particle size and

distribution. The deposition of PdNPs at 0 V vs. Ag/AgCl/KCl(sat.) seemed

exhibiting the best crystallinity. From the electrocatalytic point of view, the activity

of the PdNPs/GC electrode towards FAO decreased with the deposition potential
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of PdNPs, which influenced consequently the particle size, shape, and/or crystallo-

graphic orientation of PdNPs.

Keywords Palladium nanoparticles • Electrodeposition • Formic acid • Fuel cells •

Electrocatalysis • Particle size

40.1 Introduction

Research in fuel cells is intensively growing with the global desire to obtain

efficient, incessant, and green energy sources [1, 2]. In this regard, the direct formic

acid fuel cells (DFAFCs) have shown superiority over the traditional hydrogen and

direct methanol fuel cells (DMFCs) in providing electricity for portable electronic

devices [3–5]. The hydrogen fuel cells (HFCs) have long been investigated but the

commercialization was restricted by difficulties associated with hydrogen storage

and transportation. On the other hand, the DMFCs appeared promising as a conse-

quence of the ease handling (methanol is a liquid fuel) and the high theoretical

energy density (approximately 4.9 kWh L�1) of methanol [6]. However, unfortu-

nately, the DMFCs endured an inherent toxicity and a slow oxidation kinetics of

methanol as well as the high crossover of methanol through Nafion-based mem-

branes [7]. This has actually drawn attention to find a more convenient fuel for

proton exchange membrane fuel cells (PEMFCs). Formic acid (FA) appeared

promising in this regard, where it exhibited a smaller crossover flux through Nafion

membrane than methanol [8, 9], which, interestingly, allow using high concentrated

fuel solutions and thinner membranes in DFAFCs. This is highly desirable for the

design of compact portable power systems. Furthermore, DFAFCs have a higher

theoretical open-circuit potential (1.40 V) than that of HFCs (1.23 V) and DMFCs

(1.21 V) [6, 7]. Nevertheless, DFAFCs experience a severe drawback where the

catalytic activity of the Pt anodes (that typically used in DFAFCs), on which FA

electro-oxidation (FAO) proceeds, ceases with time. This results from the adsorp-

tion of poisoning CO intermediate resulting from the “non-faradaic” dissociation of

FA. This ultimately deteriorates the overall performance of DFAFC [3, 4]. Typi-

cally on Pt-based materials, FAO proceeds in two parallel pathways; the direct

(desirable—involving the dehydrogenation of FA to CO2 at a low anodic potential),

and the indirect (undesirable—involving the chemical dehydration of FA with the

release of poisonous CO that next be oxidized by platinum hydroxide at higher

potentials (see Eq. (40.1)). Unfortunately, the adsorption of CO on Pt surface in the

low potential domain (or the surface poisoning with CO) induces a catalytic

deactivation for the electrode, which ultimately impedes the direct route of FAO.

Pt + CO2+ 2H++ 2e− Direct dehydrogenation

Pt + HCOOH 

Pt−CO + H2O Pt + CO2+ 2H++ 2e− Indirect dehydration

ð40:1Þ
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To overcome the electrode’s poisoning with CO and to prevent the catalytic

deterioration of the electrode’s activity, the development of new efficient and stable

anodic catalysts for FAO will be necessary. Actually, Pd represents the reference

catalyst for FAO where it provides even a better catalytic enhancement than

Pt-based materials [10–12]. However, unfortunately, this catalytic activity deteri-

orates rapidly as a consequence of the poor stability of Pd catalyst [13]. That is why

attention was shifted towards Pt-based materials regardless the lower catalytic

activity provided. If we could solve the catalytic deactivation of Pd surfaces, it

will be much interesting than Pt. The reaction mechanism of FAO on Pd proceeds

exclusively via the dehydrogenation pathway (Eq. (40.1)) to produce carbon diox-

ide (CO2) with very minor poisoning by CO [13, 14].

Pdþ HCOOH! Pdþ CO2 þ 2Hþ þ 2e� ð40:2Þ

The Pd catalyst was previously prepared by several approaches such as the dip

coating [15], spraying [16], painting [17], sputtering, and electroplating (electro-

deposition) [18–20]. Among these techniques, the electrodeposition of Pd catalyst

onto a carbon substrate has attracted a particular attention due to the ease of

preparation, suitability for special-shaped electrodes and low cost requirement.

However, several studies indicated that the potential of electrodeposition may

affect the particle size, geometry, and distribution of the Pd catalyst on the electrode

surface, which will definitely change the electrochemical surface area and influence

the electrocatalytic performance [21, 22].

With the revolution in nano-manufacturing, the use of palladium nanoparticles

(PdNPs)-modified catalyst for FAO will be promising in twofold; the materials’

saving and, hopefully, overcoming the catalytic deterioration of Pd. However,

initially we need to investigate the influence of deposition potential on the particle

size distribution and the catalytic activity of PdNPs towards FAO.

In this study, PdNPs will be electrodeposited by a potentiostatic method at

different potentials onto GC electrodes to investigate how the deposition potential

influences the PdNPs’ particle size, crystal structure, and electrocatalytic activity

towards FAO. The electrochemical measurements, field-emission scanning electron

microscopy (FE-SEM), and X-ray diffraction (XRD) spectroscopy are all combined

to reveal the surface morphology, composition, and crystal structure of PdNPs and

to understand the origin of enhancement in the catalytic activity of the catalyst.

40.2 Experimental

Typically cleaned glassy carbon electrode (GC, d¼ 3.0 mm) was used as the

working electrode. A spiral Pt wire and Ag/AgCl/KCl(sat) were used as the counter

and reference electrodes, respectively. All potentials in this study are referenced to

Ag/AgCl/KCl(sat). The electrodeposition of PdNPs on the bare GC was carried out

in 0.1 M H2SO4 solution containing 1.0 mM Pd(CH3COO)2 (Merck KGaA) via a
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constant potential electrolysis technique by holding the potential at 0, 0.05, 0.10,

0.15, and 0.20 V corresponding to overpotentials (η) of –0.80, –0.75, –0.70, –0.65,
and –0.60 V, respectively. Overpotentials stated here are relative to the standard

potential for Pd2+ reduction to Pd0 which is 0.715 V vs. Ag/AgCl/KCl(sat). All of

the chemicals used in this investigation were of analytical grade and used without

further purification.

The electrochemical measurements were performed at room temperature

(25
 1 �C) in a conventional two-compartment three-electrode glass cell using

BioLogic SAS potentiostat operated with EC-lab® software. A field emission

scanning electron microscope (FE-SEM, QUANTA FEG 250) was employed to

evaluate the electrode’s morphology. The X-ray diffraction (XRD, PANalytical,

X’Pert PRO) operated with Cu target (λ¼ 1.54 Å) was used to identify the crystal-

lographic structure of PdNPs. The electrocatalytic activity of the modified elec-

trodes towards FAO was examined in a solution of 0.3 M FA at pH of 3.5 (the pH

was adjusted by adding a proper amount of NaOH).

40.3 Results and Discussion

40.3.1 Electrochemical and Materials Characterization

Figure 40.1 shows the cyclic voltammogram (CV) obtained at GC electrode in

0.1 M H2SO4 containing 1.0 mM Pd(CH3COO)2 solution at a scan rate of

20 mV s�1. The potential scan started from 1.05 V to more negative potentials.

The absence of the cathodic current at potentials more positive than 0.55 V reveals

that the under potential deposition (UPD) in this system has not yet reached and

that the electro-crystallization started in the overpotential deposition (OPD) region.

This indicates a weak deposit–substrate interaction and recommends the Volmer–

Weber growth mechanism for the deposition process [23, 24]. This growth mech-

anism operates on electrodes with low surface energy as has been observed for

the electrodeposition of metals on a GC substrate [24]. Looking inside, a single

well-defined cathodic peak (peak a) at ca. 0.2 V was observed and assigned to the

Pd deposition. At more cathodic potentials (E¼�0.35 V), the current increased

intensively due to the hydrogen adsorption and evolution. On the reverse (anodic

direction) sweep, peak (b) represents the hydrogen desorption and/or oxidation. The

backward and the forward scans intersect and a nucleation loop is observed at a

potential of ca. 0.3 V. The appearance of such a loop indicates that the deposition of

Pd on Pd is easier than on GC [25]. At more positive potential (E¼ 0.7 V), the

oxidation peak (c) assigns the dissolution of deposited Pd.

The data of Fig. 40.1 was employed to electrodeposit PdNPs onto the GC

electrode in 0.1 M H2SO4 containing 1.0 mM Pd(CH3COO)2 solution via a constant

potential electrolysis technique. Figure 40.2a shows the current transients of PdNPs

electrodeposition onto GC electrode for 10 s at different applied potentials (E¼ 0,

562 I.M. Al-Akraa et al.



0.05, 0.10, 0.15, and 0.20 V). As observed in Fig. 40.2, the charge of deposition

decreases with the electrodeposition potential, which will definitely stimulate a

consequent decrease in the mass of the deposited PdNPs, as calculated from

Faraday’s law of electrolysis (see Fig. 40.2b). Actually, not only the mass, but

also the particle size, geometry, crystallinity, and electrocatalytic activity of PdNPs
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Fig. 40.1 CV obtained at GC electrode in N2-saturated 0.1 M H2SO4 solution containing 1.0 mM

Pd(CH3COO)2. Potential scan rate: 20 mV s�1
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Fig. 40.2 (a) Current transients obtained at GC electrode in N2-saturated 0.1 M H2SO4 solution

containing 1.0 mM Pd(CH3COO)2 at different applied potentials (E¼ 0, 0.05, 0.10, 0.15, and

0.20 V), and (b) variation of deposited mass of PdNPs with applied electrodeposition potential
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may be influenced by the deposition potential. However, in order to understand

precisely this influence, we need to fix the mass of PdNPs deposited at all potentials.

This can be achieved if the deposition charge (Q) of PdNPs was kept constant

regardless the deposition potential.

Figure 40.3 shows the charge transients of PdNPs electrodeposited onto the GC

electrode at different potentials (E¼ 0, 0.05, 0.10, 0.15, and 0.20 V), where Q is

kept constant at 60 μC.
As Fig. 40.3 depicts, a deposition time of (1.3, 1.7, 2.1, 3.7, and 8.6 s) was

required to pass 60 μC for the deposition of PdNPs with a theoretical net mass of

3.3� 10�8 g. Now, after avoiding the influence of the catalyst mass, we can

investigate the dependence of the particle size, crystallographic structure, and

electrocatalytic activity of PdNPs on the deposition potential.

Figure 40.4 shows the characteristic CVs at PdNPs/GC electrode at different

applied potentials (E¼ 0, 0.05, 0.10, 0.15, and 0.20 V) applying only a charge of

60 μC. The characteristic behavior of Pd is clearly shown; the oxidation of Pd,

which extends over a wide range of potential, is coupled with the oxide reduction

peak at ca. 0.50 V. This couple corresponds to the solid-state surface redox

transition (SSSRT) involving Pd/PdO. In addition, well-defined peaks for the

hydrogen adsorption/desorption are shown in the potential range from 0.0 to

�0.2 V. Interestingly, the active real surface area of PdNPs (calculated utilizing

the oxide reduction peak at ca. 0.50 V) decreased with the deposition potential,

which infers a difference in the particle size and distribution, as long as the mass is

t (s)
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/ m
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Fig. 40.3 Charge transients obtained at GC electrode in N2-saturated 0.1 M H2SO4 solution

containing 1.0 mM Pd(CH3COO)2 at different applied potentials (E¼ 0, 0.05, 0.10, 0.15, and

0.20 V)
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fixed. A recent report has actually indicated the dependence of the catalyst’s

particle size on the deposition potential [26].

Interestingly, the deposition of PdNPs at 0 V provided the highest real surface

area among the other deposition potentials (see Fig. 40.4). And consequently, we

expect the smallest particle size for PdNPs deposited under this potential. This is the

role of microscopy to support the assumption. The FE-SEM micrographs in

Fig. 40.5 show the corresponding morphology for the set of PdNPs catalysts

deposited at 0, 0.10, and 0.20 V. The PdNPs were deposited at 0, 0.10, and

0.20 V in spherical nanoparticles of average particle sizes of ca. 8, 36, and

48 nm, respectively. This agrees very much with our expectation, recommending

an increase of average particle size with the increase of the deposition potential.

The particles’ distribution of PdNPs deposited at 0 V was much more homogeneous

if compared to other deposition potentials. It seems with this deposition potential

(0 V), the number of individual starting nuclei for PdNPs deposition was higher

assisting the uniform distribution of small particles. On the other hand, the depo-

sition of PdNPs at higher potentials favored the deposition of fewer number of

PdNPs’ nuclei but assisted their rapid growth to end with low density but coarser

particles [25].

The influence of the deposition potential on the particle’s size of PdNPs may

induce a further change in the crystal structure of PdNPs. Recent experiments

explained the possibility of changing the lattice parameters of nanoparticles with

their particle size, and the dependency became more significant at extremely small

particle sizes [27]. The XRD technique was next employ to verify this dependence.
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Fig. 40.4 CVs obtained at PdNPs/GC electrode in N2-saturated 0.5 M H2SO4. A same charge of

60 μC is applied at all electrodeposition potentials. Potential scan rate: 100 mV s�1
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Figure 40.6 depicts the XRD pattern of PdNPs (8, 36, and 48 nm) that were

electrodeposited at 0, 0.10, and 0.20 V, respectively. In Fig. 40.6a, the XRD pattern of

PdNPs (8 nm) shows several peaks ca. 24�, 38�, 44�, 65�, and 78�. These peaks

correspond, respectively, to the (0 0 2) plane of C, (1 1 1), (2 0 0), (2 2 0), and (3 1 1)

Fig. 40.5 FE-SEM micrographs of PdNPs/GC electrode. The electrodeposition of PdNPs was

carried out at (a, b) 0 V, (c, d) 0.10 V, and (e, f) 0.20 V keeping the deposition charge constant

at 60 μC
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planes of Pd face-centered cubic (fcc) lattice (JCPDS standard 05-0681 (Pd))

[21, 28]. However, the intensity of these peaks for PdNPs deposited at 0.10

(36 nm) and 0.20 (48 nm) V was a little bit broad and shorter (Fig. 40.6b and c).

This may happen with a certain degree of distortion in the crystal lattice parameters

that was associated with the change in the average particle size [29]. The diffraction

angles of the lattice planes in Fig. 40.6 were shifted as well to lower values with the

decrease in the particle size, which reveals the expansion of the Pd–Pd interatomic

distance [28]. The lattice constant of PdNPs, in contrast to other metal nanoparticles,

increased with the decrease of particle size, perhaps due to a structural change

or incorporation of oxygen, carbon, or hydrogen into the palladium lattice [28].

Table 40.1 summarizes the differences in diffraction angles, interplanar spacing of

(1 1 1) plane, and lattice constants of PdNPs deposited at different potentials.
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Fig. 40.6 XRD pattern of PdNPs/GC electrode. The electrodeposition of PdNPs was carried out

at (a) 0 V, (b) 0.10 V, and (c) 0.20 V keeping the deposition charge constant at 60 μC
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40.3.2 Formic Acid Electro-Oxidation

Figure 40.7a shows the linear sweep voltammograms (LSVs) of FAO at the PdNPs/

GC electrode in an aqueous solution of 0.3 M formic acid (pH 3.5), where the

deposition of PdNPs was carried out at potentials (E¼ 0, 0.05, 0.10, 0.15, and

0.20 V). A pronounced single oxidation peak is observed at ca. 0 V, which assigns

the direct oxidation of FA to CO2.

The electrocatalytic activity of metal nanoparticles is expected to depend on

their size, shape, and crystal structure [30–32]. In our case of PdNPs, the oxidation

peak current can be used as a probe to measure the electrocatalytic activity towards

FAO. Investigation of these peaks revealed a decrease in the catalytic activity of

the PdNPs/GC electrode towards FAO with the increase in deposition potential of

PdNPs or with the increase of the average particle size of PdNPs (see Fig. 40.7b).

Interestingly, the specific current of the oxidation peak for PdNPs deposited at

0 V was almost 3.5 times larger than that deposited at 0.20 V. As we mentioned

previously, the deposition at 0 V resulted in PdNPs with the smallest particle size

(8 nm), the highest active real surface area, and the most perfect crystal structure.

Table 40.1 Differences in diffraction angle (2θ), interplanar spacing (d ) of (1 1 1) plane, and
lattice constant (a) with PdNPs deposition potential (E), overpotential (η), and PdNPs average size

E (V) η (V) Average particle size (nm) 2θ of (1 1 1) (degree) d (Å) a (Å)

0 –0.80 8 38.17 2.357 4.082

0.10 –0.70 36 38.23 2.354 4.078

0.20 –0.60 48 38.39 2.344 4.059
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Fig. 40.7 (a) LSVs obtained at PdNPs/GC electrode with the same applied charge of 60 μC
in N2-saturated 0.3 M FA (pH 3.5). Potential scan rate: 100 mV s�1, and (b) variation of

electrocatalytic activity of PdNPs (in terms of oxidation peak specific current) towards FAO

with electrodeposition potential
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Therefore, this deposition condition (0 V) is expected to offer more active sites for

the adsorption of FA, which ultimately will lead to a better enhancement in the

electrocatalytic activity towards FAO.

40.4 Conclusions

The deposition of PdNPs on the GC electrode was carried out by a potentiostatic

technique at different potentials. Electrochemical, SEM, and XRD investigations

confirmed that the deposition of PdNPs at a potential of 0 V provided the smallest

particle sizes (ca. 8 nm), the largest active surface area, and the most perfect crystal

structure for PdNPs. From another view, the electrocatalytic activity of the PdNPs/

GC electrode towards FAO decreased with the deposition potential of PdNPs, and

the best enhancement was achieved when the deposition was achieved at 0 V. This

is definitely attributed to a consequent change in the particle size, distribution,

and/or crystallographic orientation of PdNPs.
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Chapter 41

The Effect of Temperature and Initial
Concentration on Synthesis of Ammonia
Borane

Derya €Oncel €Ozgür and G€oksel €Ozkan

Abstract In this work, production of ammonium borane (NH3BH3, abbreviated as

AB) was studied. In synthesis works, the effect of reaction temperature and reactive

inlet material concentrations on the conversion into AB were examined. Synthesis

of ammonium borane was obtained from the reaction of NaBH4 and (NH4)2SO4 in

THF. As a result of parametrical experiments, it has been determined that product

conversion yield is increased from 95.3 to 98.2 % and reaction period is decreased

by up to 2 h and product purity value is increased up to 100 % when reaction

temperature is increased from 25 to 50 �C. It has been determined that when

increased amount of reactive materials is compared with stoichiometric amounts,

product conversion increased but limiting agent in the reaction is determined to be

NaBH4. According to FTIR, XRD, and 11B NMR analyses results, AB may be

synthesized up to purity phase.

Keywords Ammonia borane • Hydrogen storage • High purity sythesis

41.1 Introduction

With a high chemical energy density and zero emissions when produced from

renewable resources, hydrogen is set to become a major fuel of the future, bridging

the gap between intermittent renewable and rapidly depleting fossil fuels. It can be

used across a wide range of applications, from portable electronics to energy

distribution systems within the grid and transportation. One of the important

problems related to hydrogen energy is the improvement of appropriate hydrogen

storing materials and the enablement of use in practice [1]. It is seen to be a good

chemical hydrogen storing material because AB among the boron compounds has

the capacity to store high hydrogen. AB is a boron nitrogen hydride compound

whose peculiarity is to be able to store very high hydrogen content (up to 19 % by

weight) in a safe and easy transportable manner [2]. For this reason, it has attracted
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a lot of attention as a source of hydrogen due to the increasing demand for this

element as fuel or reducing agent. Therefore, this study focuses on the AB produc-

tion and characterization.

41.2 Experimental

NH3BH3 was synthesized by the reaction of NaBH4 with (NH4)2SO4 in the pres-

ence of THF as the solvent as given by Eq. (41.1). Experiments were performed in a

3-neck round-bottom flask fitted with septum inlet, a reflux and thermometer.

NaBH4 and (NH4)2SO4 were added to a 500 mL flask. THF was transferred into

the flask, and the contents were stirred. Constant reaction temperature was achieved

as a result of a hotplate combined with heater control system. The synthesis of AB

was carried out at different temperature in the range of 25–50 �C using different

inlet mole ratio as NaBH4/(NH4)2SO4 mole ratio in the range between 1 and

4. Upon completion, the reaction mixture was cooled to room temperature and

filtered. The solvent was removed from the filtrate through vacuum distillation. The

resulting ammonia borane was dissolved in diethyl ether and filtered to remove any

insoluble material. Purity of the product ammonia borane was assessed by means of

X-ray powder diffraction, 11B NMR spectroscopy, infrared spectroscopy, and

dehydrogenation reaction.

2NaBH4 þ NH4ð Þ2SO4�!THF 2NH3BH3 þ Na2SO4 þ 2H2 ð41:1Þ

The experimental procedure consisted of five key steps: (1) Reaction, (2) Filtration,

(3) Vacuum Distillation, (4) Extraction, and (5) Drying. The flow chart of NH3BH3

synthesis is shown in Fig. 41.1

41.3 Results and Discussion

In this work, the synthesis and characterization of AB were studied. In synthesis

works, the effect of temperature and initial molar ratio as NaBH4/(NH4)2SO4 on the

conversion into AB are investigated.

41.3.1 Effects of Temperature

Experiments were carried out in the range of 25–50 �C. Also, the reaction at

temperatures above 50 �C was not tried as the close to THF boiling point. As a

result of parametrical experiments, it has been determined that product conversion
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yield is increased from 95.3 to 98.2 % and reaction period is decreased by up to 2 h

and product purity value is increased up to 100 % when reaction temperature is

increased from 25 to 50 �C (Fig. 41.2)

41.3.2 Effects of Initial Molar Ratio

The synthesis of AB was carried out at different initial NaBH4/(NH4)2SO4 molar

ratio in the range between 1 and 4. Figure 41.3 shows the effect of input molar ratio

on product yield. We undertook synthesis experiments at 40 �C and 200 mL THF.

When input molar ratio equals to 1, it means that (NH4)2SO4 is excess amount in the

reaction medium and NaBH4 is limiting compound. When input molar ratio equals

NaBH4+(NH4)2SO4

REACTION

FILTRATIONNa2SO4

NaBH4

(NH4)2SO4

VACUUM DISTILATIONTHF

EXTRACTION

PRODUCT
NH3BH3

Unknown 
impurities

THF

DRYING

Diethyl ether

Diethyl ether

Fig. 41.1 Process flow chart for AB synthesis
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to 4, it means that NaBH4 is excess amount in the reaction medium and (NH4)2SO4

is limiting compound. It has been shown that when increased amount of reactive

materials is compared with stoichiometric amounts (input molar ratio is 2), product

conversion increased but limiting agent in the reaction is determined to be NaBH4.
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41.3.3 Characterization of AB

Product AB was characterized by tree different technique: XRD, FTIR, and 11B

NMR. The FT-IR spectrum of this compound is shown in Fig. 41.4. FT-IR result

demonstrates that the produced AB had the same chemical structure as NH3BH3.

Figure 41.5 shows the XRD patterns of product AB. Produced AB was compared

with the reference AB has characteristic peaks. This result showed that product was

precisely AB.

400900140019002400290034003900
Wavenumber, cm-1

a

b

a. reference AB
b. produced AB

Fig. 41.4 FT-IR spectrum of product AB
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Fig. 41.5 XRD pattern of product AB
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Figure 41.6 shows the 11B NMR spectra of product AB. According to the NMR

results, chemical shift value was similar with literature value (�22.1 ppm) and

demonstrated that synthesis product was AB [3].
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Chapter 42

Electrocatalysis of Formic Acid Electro-
Oxidation at Platinum Nanoparticles
Modified Surfaces with Nickel and Cobalt
Oxides Nanostructures

Gumaa A. El-Nagar, Ahmad M. Mohammad, Mohamed S. El-Deab,

and Bahgat E. El-Anadouli

Abstract The present study proposes a novel promising binary catalyst for formic

acid electro-oxidation (FAO); the main anodic reaction in direct formic acid fuel

cells (DFAFCs). The catalyst is basically composed of two metal oxides of

nickel and cobalt nanostructures (i.e., NiOx and CoOx) assembled onto a platinum

nanoparticles (PtNPs)�modified glassy carbon (Pt/GC) electrode. Actually, FAO

proceeds at bare Pt surfaces in two parallel routes; one of them is desirable (called

direct or hydrogenation) and occurred at a low potential domain (Idp). While, the

other (undesirable) involves the dehydration of formic acid (FA) at low potential

domain to produce a poisoning intermediate (CO), which next be oxidized (indirect,

Iindp ) at a higher potential domain after the platinum surface becomes hydroxylated.

Unfortunately, the peak current ratio (Idp/I
ind
p ) of the two oxidation routes, which

monitors the degree of the catalytic enhancement and the poisoning level, stands for

bare Pt surfaces at a low value (less than 0.2). Interestingly, this ratio increased

significantly as a result of the further modification of the Pt/GC electrode with NiOx

I dp=I
ind
p ¼ 3

� �
, CoOx I dp=I

ind
p ¼ 4

� �
and a binary mixture of both I dp=I

ind
p ¼ 15

� �
.

This highlights the essential role of these in promoting the direct FAO, presumably

via a mediation process that ultimately improved the oxidation kinetics or through a

catalytic enhancement for the oxidation of the poisoning CO at the low potential

domain of the direct FAO. The effect of the deposition order of NiOx and CoOx on

the catalytic activity was addressed and fount influencing. The addition of CoOx to
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the catalyst was really important, particularly in improving the catalytic stability of

the catalyst towards a long-term continuous electrolysis experiment, which actually

imitates the real industrial applications.

Keywords Nanostructured • DFAFCs • Nano-CoOx • Electrocatalysis

42.1 Introduction

Fuel cell (FC) technology is hastily growing as a consequence of the global need to

clean, eco-friendly, and efficient energy sources. They are expected to replace the

fossil fuel-based energy sources to meet the growing infinite needs of electric power

in industry and daily-life activities. Clean Energy Patent Growth Index shows

growth in all clean energy technology patents. More than 1,000 FC patents issued

in 2012. Samsung has designed prototype portable direct methanol fuel cell

(DMFC) systems that can directly power a notebook/cell phone or recharge the

battery in the computer to extend the operating time. Honda motor company Ltd.

has commercially launched their Honda Clarity fuel cell electric vehicle (FCEV)

which delivers 60 % driving energy efficiency compared to <20 % for a compact

gasoline vehicle. Bloom energy has developed an SOFC with a power range

between 100 and 500 kW for electricity generation. In this regard, the direct formic

acid fuel cells (DFAFCs), in which the formic acid (FA) electro-oxidation (FAO) is

the principal anodic reaction, have been proved attractive even more than the

traditional hydrogen (HFCs) and methanol (MFCs) fuel cells. The eco-friendly

nature (nontoxic, nonexplosive, and nonflammable at room temperature) of FA as a

liquid fuel (i.e., can easily and safely be stored and transported) in addition to its

less crossover via the Nafion membrane, separating the anodic and cathodic parts in

DFAFCs, were behind this attractiveness for polymer electrolyte membrane (PEM)

fuel cells [1–7]. However, one of the main problems in DFAFCs is the development

anodic catalysts with high activity and stability towards FAO [2, 4, 7]. For long

time, platinum (Pt) has served as one of the best candidates for FAO. However, the

high sensitivity of Pt to poisoning with CO (produced as a result of the “non-

faradaic” dissociation of FA) could lead to a reduction of the Pt active sites for

FAO, which ultimately delays the reaction kinetics and deteriorate the catalytic

activity [8–10]. We wish to emphasize here that the poisoning CO species can be

oxidatively removed from the Pt surface according to the Langmuir–Hinshelwood

model after being the Pt surface hydroxylated at a higher positive potential. This

motivated us to think about alternatives to fulfill the enrichment of the Pt surface

with oxygen entities (e.g., transition metal oxides) to induce the oxidative removal

of the poisoning CO intermediate catalytically at lower potentials. One of these

alternatives depended on modifying the Pt surface with transition metal oxides

which enable the electrochemical dissociation of water at potentials more negative

than that of bare Pt surfaces [8, 9]. Alternatively, just using Pt alloys such as Pt-Au,

Pt-Bi, Pt-Ni, and Pt-Mn could retard the CO poisoning and improve the catalytic
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activity towards FAO [8–14]. In fact, the Ni/Co alloys have long been investigated

for several electrochemical reactions due to their unique strength and high heat

conductivity, in addition to the catalytic synergism that always appears in their

coexistence [15].

In the present work, a Pt-based anodic catalyst modified with NiOx and CoOx

nanostructures is recommended for FAO. In slightly acidic medium has been

studied by cyclic voltammetry in FA solution with (pH 3.5). The catalyst’ layers

were deposited electrochemically sequentially on Pt nanoparticles�modified GC

substrate and the influence of the deposition sequence on the catalytic efficiency

and stability was investigated.

42.2 Experimental

Glassy carbon electrode GC (d¼ 1.6 mm) was served as the working electrode.

A Ag/AgCl/KCl (sat) and a spiral Pt wire were used as reference and counter

electrodes, respectively. Conventional pretreatment methods were applied to clean

the GC electrode as described previously [8, 9].

42.2.1 Preparation of the Modified Electrodes

The deposition of PtNPs and nickel oxide nanoparticles on the GC electrode was

reported previously in detail [8, 9]. Typically, the electrodeposition of PtNPs was

achieved in 0.2 M H2SO4 containing 1.0 mM H2PtCl6 solution using potential step

electrolysis from 1 to 0.1 V vs. Ag/AgCl/KCl(sat) for 300 s. However, the elec-

trode’s modification with nano-NiOx was achieved in two sequential steps. The first

involved the electrodeposition of metallic nickel onto the working electrode from

an aqueous solution of 0.1 M acetate buffer solution (ABS, pH¼ 4.0) containing

1 mM Ni(NO3)2 by a constant potential electrolysis at�1 V vs. Ag/AgCl/KCl (sat.)

for 60 s. Next, the electrodeposited Ni was passivated (oxidized) in 0.1 M phos-

phate buffer solution (PBS, pH¼ 7) by cycling the potential between �0.5 and 1 V
vs. Ag/AgCl/KCl (sat) for 10 cycles at 200 mV/s. On the other hand, the deposition

of CoOx took place in 0.1 M PBS (pH¼ 7.0) containing 1 mM CoCl2, and the

potential was cycled from 1.2 V to �1.1 V vs. Ag/AgCl/KCl (sat.) at 100 m Vs�1.
The surface coverage (θ) of the NiOx on the Pt/GC electrode was controlled by the

deposition time. The values of θ are listed in Table 42.1 for various electrodes. The
real surface areas of the unmodified (Abare) and metal oxide (MOx) modified (Amod)

Pt/GC electrodes were estimated from Fig. 42.1 based on the charge associated with

the reduction of the surface Pt-oxide monolayer (at ca. �250 mV in 0.5 M KOH

utilizing the reported values of 420 μC/cm2 [16]) and the corresponding values are

shown in Table 42.1.
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42.2.2 Measurements

The electrocatalytic activity of the Pt/GC-modified electrodes with (CoOx and NiOx

nanostructures) towards FAO was examined in an aqueous solution of 0.3 M formic

acid (pH¼ 3.5). The pH was adjusted by adding a proper amount of NaOH.

Table 42.1 Summary of the electrochemical data obtained for the electrodes employed in this

investigation

Electrodes

Real

area/cm2

Surface

coverage

(θ, %) I dp=mAcm�2 Iintp /mA cm� 2 Idp/I
ind
p

Onset

potential/

mV Idp/Ib

Pt/GC 0.099 0.0 1.5 2 0.7 30 0.2

NiOx/Pt/GC 0.025 50 8.5 2 4.0 �122 0.7

CoOx/Pt/GC 0.041 50 4 0.5 8 �164 0.95

NiOx-CoOx/
Pt/GC

0.053 40 10 0.2 50 �179 1.05

CoOx-NiOx/
Pt/GC

0.029 50 5 0.2 25 �100 1.09

E / mV vs. Ag/AgCl /KCl(sat.)
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Fig. 42.1 CVs obtained at (a) bare Pt, (b) Pt/GC, (c) NiOx/Pt/GC, (d) CoOx/PtGC, (e) NiOx/
CoOx/Pt/GC, and (f) CoOx/NiOx/Pt/GC electrodes in 0.5 M KOH at a scan rate of 100 mV s�1.
Inset (A) CV of CoOx/GC and (B) zoom of curve f
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As, the use of highly acidic solutions would diminish the stability of nickel oxide

(albeit at slow kinetics), the current study is conducted at slightly acidic pH,

which lies within the stability domain of nickel oxide [17]. Moreover, at this pH

an appreciable amount of FA is ionized to formate anion (about one third). This

would enhance the ionic conductivity in the solution, thus reduces the resistance

polarization, in addition to compressing the thickness of the diffusion layer.

Cyclic voltammetry (CV) was performed in a conventional two-compartment

three-electrode glass cell. All measurements were performed at room temperature

(25
 1 �C) using an EG&G potentiostat (model 273A) operated with Echem

270 software. A field emission scanning electron microscope, FE-SEM,

(QUANTA FEG 250) coupled with an energy dispersive X-ray spectrometer

(EDS) unit was employed to evaluate the electrode’s morphology and surface

composition. Current densities were calculated on the basis of the geometric

surface area of the working electrodes.

42.2.3 Electrode’s Abbreviation

The electrocatalytic activities of several electrodes are compared in order to reveal

the best deposition order for PtNPs, CoOx, and NiOx. This includes the Pt/GC,

NiOx/Pt/GC, CoOx/Pt/GC, CoOx/NiOx/Pt/GC, and NiOx/CoOx/Pt/GC electrodes,

where Pt in the electrode’s assembly abbreviates PtNPs. The deposition sequence is

exactly matching the order indicated in the electrode’s name. For example, for the

CoOx/NiOx/Pt/GC electrode, PtNPs were directly deposited onto the GC substrate

and NiOx were next deposited onto the Pt/GC electrode and finally CoOx was

deposited onto the NiOx/Pt/GC electrode.

42.3 Results and Discussion

42.3.1 Electrochemical and Morphological Characterization

Fortunately, the electrochemical methods of characterization are powerful and

sensitive to very low amounts of the catalyst’ ingredients (e.g., Pt, Ni, and Co)

and can, moreover, distinguish firmly between all of them. Interestingly, for the

bare Pt (Fig. 42.1a) and the Pt/GC (Fig. 42.1b) electrodes, the typical response

characterizing a clean poly-Pt substrate in alkaline medium appeared. That is, the Pt

oxidation, extending over a wide range of potential, is coupled with the reduction

peak at ca. �0.28 V. This couple corresponds to the solid-state surface redox

transition (SSSRT) involving Pt/PtO. In addition, the typical peaks for the hydrogen

adsorption–desorption at Pt substrate (Hads/des) are shown in the potential range

from �0.86 to �0.6 V. Interestingly, upon modifying the Pt/GC electrode with
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NiOx (Fig. 42.1c), a noticeable decrease in the intensity of the reduction peak

of PtO (at ca. �0.28 V) is observed along with a decrease in the current intensity

of the Hads/des peaks. Moreover, a new redox couple appeared at ca. 0.4 V, which

is assigned to the Ni(OH)2/NiOOH transformation, (note that Ni(OH)2 is formed

at the surface of NiOx during the CV measurements in KOH [8, 9, 18]:

Ni OHð Þ2 þ OH� , NiOOH þ H2Oþ e� ð42:1Þ

The surface coverage (θ) of NiOx in NiOx/Pt/GC electrode was estimated to be

about 50 % of the Pt surface; revealing the partial exposure of PtNPs to the

electrolyte (as evident from the appearance of the PtO reduction peak, albeit at

lower intensity in the presence of NiOx). Similarly, Fig. 42.1d shows the CV

response obtained at CoOx/Pt/GC electrode (with θ of CoOx¼ 50 %) a visible

decrease in the intensity of the reduction peak of PtO along with a decrease in the

current intensity of the Hads/des peaks in comparison to the unmodified Pt/GC

electrode. Figure 42.1d also depicts the appearance of two new redox peak couples

at ca. 0.18 and 0.50 V. Those peaks are assigned to the successive oxidation (in the

anodic sweep) and reduction (in the cathodic sweep) of several intermediates of

CoOx in alkaline medium, e.g., the formation of Co(OH)2, Co3O4, CoOOH, and

CoO2 [19] in addition to a reduction peak at ca.�0.4 V which is assigned to the GC

substrate. A similar behavior was observed at the CoOx/GC electrode (inset a of

Fig. 42.1) with the appearance of two redox peak couples of cobalt oxide/hydroxide

transformation according to the following equations [20, 21]:

Co3O4 þ H2Oþ OH� , 3CoOOHþ e� ð42:2Þ

CoOOHþ OH� , CoO2 þ H2Oþ e� ð42:3Þ

The electrodeposition of NiOx into the CoOx/Pt/GC electrode (NiOx-CoOx/Pt/

GC) was next sought. The formation of a NiCoOx nano-composite (e.g., NiCoO2

and/or NiCo2O4) on the Pt/GC electrode’s surface is presumed. This is inferred

from the broadening and negative shift of the potential corresponding to the Ni (II)/

Ni (III) transformation [22]. This shift may be due to the overlapping of the waves

of Ni (II)/Ni (III) and Co (III)/Co (IV) couples. It has been reported that the anodic

peak of the formation of higher valence oxides/hydroxides of cobalt appears

between 0.42 and 0.5 V [18, 20, 21] which agrees with the current measurements.

The obtained pair of current peaks corresponds to the surface faradaic reactions

where the proton diffusion and charge transfer are both contributing to the total

electrode reaction. Equation (42.1) describes the oxidation reaction of the lower

oxidation state of Ni, i.e., NiO and/or Ni(OH)2 to the higher oxidation state, e.g.,

NiOOH in which nickel hydroxide can form at the surface of nickel oxide during

cycling in NaOH solution [8, 18]. Equations (42.2) and (42.3) correspond to an

analogous transformation of the lower oxidation state of Co(II) (oxide and/or

hydroxide) to the higher oxidation state (CoOOH) [20, 21].
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However, when the deposition order is reversed, i.e., cobalt oxide (CoOx) is

electrodeposited onto the NiOx/Pt/GC (i.e., CoOx/NiOx/Pt/GC, Fig. 42.1f), three

redox peak couples were observed namely III, IV, and V in the anodic-going

potential sweep and III0, IV0, and V0 in the cathodic-going potential sweep. Peaks

III and IV, located at 0.19 and 0.55 V; were attributed to the oxidative transforma-

tion of cobalt oxides (i.e., Co(OH)2, Co3O4, CoOOH, CoO2) [20, 21] and the

corresponding cathodic peaks III0 and IV0 located at 0.15 and 0.52 V were assigned

to the corresponding reduction processes. While the redox peak couple V/V0

observed at ca. 0.4 V is assigned to the Ni(OH)2/NiOOH redox pair [8, 9, 18].

In order to investigate the formation and growth of the cobalt oxide and/or nickel

oxide nanostructures, different parts of the electrode surface were examined by field

emission scanning electron microscope (FE-SEM). Figure 42.2a shows FE-SEM

micrograph of NiOx/Pt/GC. As seen, flower-like Pt and Ni structures are obtained

with average particle size of 80 nm. On the other hand, Fig. 42.2b shows a highly

porous structure of CoOx/Pt/GC (flower-like shape) with an average size of less

Fig. 42.2 FE-SEM micrographs obtained for (a) NiOx/Pt/GC, (b) CoOx/Pt/GC, (c) NiOx/CoOx/
Pt/GC, and (d) CoOx/NiOx/Pt/GC electrodes
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than 100 nm together with small particles (round-shaped) with an average particle

size of 50 nm. While, Fig. 42.2c shows an SEM image of NiOx/CoOx/Pt/GC

electrode (with CoOx firstly deposited). Inspection of this figure reveals that the

CoOx and NiOx are electrodeposited in a porous texture (with an average size of

ca. 25 nm) onto the Pt/GC electrode. This porous nano-texture homogeneously

covers the entire surface of the electrode, which enables the accessibility of the

solution species to the underlying substrate. Figure 42.2c, d discloses the influence

of the deposition order on the morphology of deposited nanoparticles.

42.3.2 Electrocatalytic Activity Towards
Formic Acid (FA) Oxidation

The electrocatalytic behavior of the various modified PtNPs-based electrodes with

NiOx and/or CoOx towards FA oxidation was addressed by measuring the CVs in

an aqueous solution of 0.3 M FA (pH¼ 3.5) as shown in Fig. 42.3. Note that the use

of highly acidic solutions is avoided in this investigation as it would diminish the

stability of nickel and cobalt oxides (albeit at slow kinetics). Instead a slightly

acidic solution was used, with pH within the stability domain of nickel and cobalt
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oxides. At this pH, an appreciable amount of FA is ionized to formate anion (about

one third). This would enhance the ionic conductivity in the solution by reducing

the polarization resistance, and in addition would help in compressing the thickness

of the diffusion layer. It has been widely accepted in the literature that FA in the

forward scan is oxidized to CO2 via a dual path mechanism on Pt, which involves a

reactive intermediate (dehydrogenation pathway) and COad as a poisoning species

(dehydration pathway). In one pathway, direct oxidation of FA is said to occur

(dehydrogenation pathway) whereas in the other pathway, FA is oxidized to CO

(dehydration pathway), which in turns must be removed by activating water. While

the net reaction is the same in both of the two pathways, the water dissociation

reaction is rather difficult. The OHad formed by the dissociation of water molecules

on Pt surface aids in removing the adsorbed surface poison COad by oxidizing it, but

indeed this process is very intricate, as a higher potential is required for water

activation (>0.5 V) on Pt surfaces. Consequently, the electrode surface will be

blocked by large amounts of COad species thereby hindering further adsorption of

other FA molecules on the electrode surface. This drawback will make only a few

number of FA molecules to be oxidized as the electrode poison COad remains on the

electrode surface for a long time occupying active catalyst sites thereby reducing

the overall activity of FA oxidation. Hence, the rate of FA oxidation primarily

depends on the amount of COad removed from the electrode surface during the

anodic-going potential scan.

In the backward scan, the reduction of Pt oxide to Pt occurs:

PtOxþ xHþ þ xe��!Ptþ xH2O ð42:4Þ

Moreover, an oxidation peak has been observed which is attributed to the

oxidation of the adsorbed carbonaceous species (i.e., CO) to CO2:

Pt . . .COad þ H2O) Ptþ CO2 þ 2Hþ þ 2e� ð42:5Þ

In Fig. 42.3, the electrocatalytic activity of Pt/GC, NiOx/Pt/GC, CoOx/Pt/GC,

NiOx/CoOx/Pt/GC, and CoOx/NiOx/Pt/GC electrodes towards FAO was evaluated

by comparing the CVs measured in 0.3 M FA (pH¼ 3.5). In Fig. 42.3a, two

oxidation peaks (with current intensities Idp and Iindp ) were observed at ca. 0.25 V

and 0.65 V, respectively, in the anodic sweep for the Pt/GC electrode. The first peak

(Idp) is assigned to the direct oxidation of formic acid (dehydrogenation pathway) to

CO2, which shows a lower intensity compared with the second peak indicating a

noticeable retardation of the direct FAO due to poisoning of the surface. This

deactivation may arise from the accumulation of poisoning reaction intermediates

(i.e., CO) and/or the adsorption of spectator species such as OHad.

At high potentials, the oxidation of the adsorbed CO starts at ca. 0.5 V, after the

hydroxylation of the Pt surface. Note that COad is formed as a result of the non-
faradaic dissociation of FA. During the backward scan, similar oxidation peaks to

those of the forward direction have appeared and were assigned to the same
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reactions but with a higher catalytic activity. This increase in the catalytic activity

was not surprising as the surface has become relatively free from most of

the poisoning CO and the Pt surface has mostly become hydroxylated Pt�OHad

[8, 9, 23–25]. Upon modifying the Pt/GC electrode with NiOx (Fig. 42.3b) or CoOx

(Fig. 42.3c), a significant increase in the first peak intensity, Idp, concurrently with a

noticeable depression of the second oxidation peak intensity, Iindp , were observed.

This indicates that the direct pathway is enhanced and less poisoning intermediate

(CO) is produced. The depression of Iindp can be explained in such a way that the

presence of metal oxides could successfully retard the formation of COads. Addi-

tionally, one might suggest that metal oxides stimulated a catalytic enhancement for

CO oxidation at low potential. The ratio of the two oxidation peak currents (in the

anodic sweep direction) reflects the preferential oxidation pathway of FA at a

particular electrode. The ratio between the two oxidation peaks, Idp/I
ind
p , increases

from 0.7 for Pt/GC up to about 4.0 and 8.0 for NiOx/Pt/GC (Fig. 42.3b) and CoOx/

Pt/GC (Fig. 42.3c) electrodes, respectively. This reflects that the preferential

pathway of FAO at the metal oxide (NiOx, CoOx)-modified electrodes is the

dehydrogenation (direct) pathway. A closer examination of the two CVs shown in

the inset depicts that the hydrogen adsorption/desorption patterns disappear in the

presence of FA (inset of Fig. 42.3) compared to the FA-free solution. This implies

two points: (i) FA is effectively adsorbed at the Pt surface in this potential region

and disables the H adsorption and (ii) the amount of charge consumed for FA and

CO oxidation (both are 2-electron transfer reaction) is surprisingly much less than

that of the H desorption (1-electron transfer reaction), implying that the FA and CO

adsorption consume more than one Pt atom per adsorbed molecule of each. It

should be noted that, for low concentration of FA, the hydrogen adsorption/desorp-

tion peaks are still visible showing that FA does not prevent completely the

hydrogen adsorption. Interestingly, the electrodeposition of both CoOx and NiOx

onto Pt/GC electrode, NiOx/CoOx/Pt/GC (Fig. 42.3c) resulted in an outstanding

enhancement of the direct peak current (Idp) with the depression of Iindp . The ratio

between the two oxidation peaks, Idp/I
ind
p , increases from 0.7 for Pt/GC electrode up

to 50 for NiOx/CoOx/Pt/GC (Fig. 42.3c) electrode (which is ca. 70 times higher).

This reflects that FAO shifts exclusively towards the dehydrogenation pathway and

has a high CO tolerance.

The effect of the nickel and cobalt oxides on the electrooxidation reaction of FA

can be satisfactorily explained on the basis of at least one of the following: (a) the

bifunctional mechanism, which should consider adsorption properties of CO and OH

surface species, (b) the electronic interaction between the surface modifier elements

(Co and/or Ni) and Pt, and/or (c) the possibility that CoOx and NiOx stimulated a

catalytic enhancement for CO oxidation at low potential [12, 14]. According to the

bifunctional theory, an efficient catalyst favors CO adsorption on Pt and OHad

formation takes place on the second metal (Co or Ni). Hence, the binary combination

yields the best overall activity for FAO. Therefore, CO adsorption mainly occurs on

Pt, while OHad species easily interact with Ni and Co surfaces. Based on the above
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deduction, the ratio of the forward peak current (Idp) to the backward peak current (Ib)

reflects the ratio of the amount of FA oxidized to CO2 relative to the amount of

CO. Hence, the ratio Idp/Ib can be used to describe the catalyst tolerance to carbona-

ceous species accumulation. Basically, a higher Idp/Ib value represents a relatively

complete oxidation of FA, producing CO2, while a low Ip
d/Ib ratio indicates poor

oxidation of FA to CO2 during the anodic scan and excessive accumulation of

carbonaceous residues on the catalyst surface [8–10].

In other words, this ratio essentially reflects the fraction of the catalyst surface

that is not poisoned by COad and can be used to measure the catalyst tolerance to

CO poisoning. This ratio (Idp/Ib) increased from ca. 0.2 at Pt/GC electrode

(Table 42.1, Fig. 42.3a) to ca. 0.7 for NiOx/PtGC (Table 42.1 and Fig. 42.3b),

0.95 for CoOx/Pt/GC (Fig. 42.3c), and to ca. 1.0 NiOx/CoOx/Pt/GC electrode and

itsmirror image electrode with NiOx electrodeposited first (Fig. 42.5d, e). The ratio

of Idp/Ib at the modified electrodes is higher than that observed at the Pt/GC

electrode, indicating that more intermediate carbonaceous species were oxidized

to CO2 in the forward scan at the modified electrodes with NiOx and/or CoOx

oxides; that is, less amount of CO was produced in the forward scan at the modified

electrodes than at the unmodified PtNPs-based surface. This modification could

stimulate a higher degree of reversibility for the FAO, a feature that is always

desirable in fuel cells manufacturing. We believe that NiOx and CoOx furnished a

crucial role as catalytic mediators (through a reversible Ni(II)/Ni(III), Co (III)/Co

(IV) redox system), which facilitated either the direct FAO (to CO2) or the

oxidation of the poisoning intermediate (CO) at a reasonable lower anodic poten-

tial. The ratio Idp/I
ind
p increased from 0.7 for Pt/GC to 4.0 for NiOx/Pt/GC

(θ¼ 50 %), 8.0 for CoOx/Pt/GC (θ¼ 50 %), 21 for CoOx/NiOx/PtGC

(θ¼ 50 %), and 29 for NiOx/CoOx/Pt/GC (θ¼ 40 %) electrodes, which reflects

the superiority of binary-modified PtNPs-based electrode with NiOx and CoOx to

unmodified Pt/GC or the single-oxide-modified Pt/GC electrodes for FAO. The

increase in Idp/I
ind
p ratio indicates improvement in catalytic activity of the modified

electrode towards FAO; presumably via lowering the CO adsorption and favoring

the direct oxidation path. Table 42.1 shows that the current of FAO in forward scan

are significantly enhanced after the electrodeposition of NiOx, CoOx, or a binary

mix of both oxides. The later catalysts exhibit high Idp/I
ind
p ratios by at least 5 times

higher than the unmodified Pt/GC electrode. Such high current ratio represents that

most of the intermediate carbonaceous species can be oxidized to CO2 in the

forward scan on binary-modified catalysts. A further investigation was done to

find out the mechanistic approach of the electrocatalytic enhancement at binary-

modified Pt/GC with CoOx and NiOx. The influence of the scan rate (v) on

the electrooxidation of FA at the NiOx/CoOx/Pt/GC was investigated (Fig. 42.4).

As shown in Fig. 42.4a, the dependence of the voltammetric profile with the scan

rate is different in the forward and backward scans. Whereas the backward scan is

almost insensitive to the scan rate (only small changes in the maximum current

obtained), the currents recorded in the forward scan increase as the scan rate
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increases. This figure shows that Idp increases with ν in a rather nonlinear fashion.

Figure 42.4b shows the variation of Idp/V
1/2 ratio with ν. As can be seen, Idp/V

1/2

decreases with increasing ν, which is a characteristic feature of catalytic reactions.

In order to verify the catalytic enhancement of FAO in the presence of CoOx and/or

NiOx nanostructures, CO was adsorbed at open circuit potential at Pt/GC, NiOx/Pt/

GC, and NiOx/CoOx/Pt/GC electrodes, and then oxidized in the CO-free electro-

lyte (0.5 M Na2SO4, pH¼ 3.5). The voltammograms of CO stripping corrected for

the background current are presented in Fig. 42.5. The oxidation of CO was sought

to estimate quantitatively its amount. Enhancement of the FAO at Pt by the addition

of the metal oxide(s) can be caused by the favored dehydrogenation reaction (third-

body and/or electronic effect), or by the efficient removal of COads formed in the

dehydration path (bifunctional effect). Closer look at CO stripping peaks at Pt/GC

(Fig. 42.5a) and NiOx/Pt/GC (Fig. 42.5b) electrodes, the same amount of CO

adsorbed at the two electrodes, but the onset potential at the NiOx/Pt/GC electrode

shifted to more negative potential (ca., �140 mV) which means that NiOx did not

resist the adsorption of CO at Pt surface, but catalyzed its oxidative removal at

lower potential (bifunctional effect). The same behavior was obtained at CoOx/Pt/

GC (data not shown). On the other hand, the electrodeposition of CoOx and NiOx at

Pt/GC electrode (NiOx/CoOx/Pt/GC) resulted in a slight negative shift in the CO

stripping peak (ca., 250 mV, Fig. 42.5c) and that means the observed significant

enhancement of FAO at this electrode was mainly due to the catalysis of CO

oxidation (to CO2) at low potential which is called bifunctional effect.
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42.3.3 Stability of Binary Catalysts

To investigate the stability of the proposed catalysts, current transients (i-t curves)
were measured for FAO at the proposed electrodes at a constant potential of 0.3 V.

Figure 42.6 depicts that NiOx/CoOx/Pt/GC electrode supports a higher oxidation

current (ca. 83, 12 and 3 times) than that obtained at Pt/GC, NiOx/Pt/GC, and

CoOx/Pt/GC electrodes, respectively. This level of enhancement could still be

observed up to 15 h of continuous electrolysis. This again demonstrates the

preference of the direct oxidation path of FA at the NiOx/CoOx/Pt/GC electrode

and its high CO tolerance. However, a gradual decrease of current was observed

during a continuous electrolysis for 15 h at NiOx and/or CoOx-modified Pt/GC

electrodes. It should be mentioned here that the initial decay in current density at

the three electrodes might originate from the accumulation of COads on the elec-

trodes’ surface to different extents. The partial dissolution and/or detachment of

NiOx and/or CoOx away from the electrode’ surface might also be contributing.

A similar observation has previously been reported for NiOx-modified electrodes

towards the oxygen evolution reaction. However and fortunately, the addition of a

minute amount of CoOx to the modified catalyst could extremely improve the

stability which can explain by the addition of Co(OH)2 may increase the charge-

acceptance of Nickel electrodes and prevent the formation of another form of nickel

oxide (γ-NiOOH), which can cause the swelling of Ni electrodes.
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Nevertheless, Fig. 42.6a still infers a better catalytic enhancement for FAO at

NiOx/CoOx/Pt/GC electrode than on NiOx/Pt/GC electrode. After a period of 15 h,

the current densities are 0.4 and 4.5 mA cm�2 for NiOx/Pt/GC and NiOx/CoOx/Pt/

GC electrodes, respectively (i.e., 11 times larger). This again demonstrates the

preference of the direct oxidation path of FA at the NiOx/CoOx/Pt/GC electrode

and its high CO tolerance. In an attempt to understand the origin of the gradual

decrease in oxidation current at NiOx/CoOx/Pt/GC electrode towards FAO, the

characteristic CVs have been measured (see Fig. 42.6b) in 0.5 M KOH before

(curve a) and after ageing for 15 h (curve b) of continuous electrolysis in 0.3 M FA

(pH¼ 3.5) at a constant potential of 0.3 V. This figure depicted no change in the real

surface area of PtNPs, as revealed by comparing the peak current intensities at

ca. �0.37 V corresponding to the reduction of Pt oxide layer. This, interestingly,
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reflects a good mechanical stability and a good adhesion of both NiOx and CoOx

oxides on the Pt/GC electrode. Nevertheless, a significant decrease in the current

intensities of the redox couples corresponding to the Ni(OH)2/NiOOH and CoOOH/

CoO2 transformations were observed after ageing for 2 h, and then remained

without any change (see curve b). Explaining this behavior is a bit tricky, as the

decrease in the current intensities of the redox couples corresponding to the Ni

(OH)2/NiOOH and CoOOH/CoO2 transformations were not associated with a

similar increase in the real surface area of PtNPs. If this was the case, one might

argue that the depletion of oxides from the Pt surface not occurred.

On the other hand, the decrease in the peak currents of the Ni(OH)2/NiOOH and

CoOOH/CoO2 transformations can be attributed to a phase changewhich is not active

for FAO at this potential domain. Therefore, we believe that the reason behind the

current decay observed in Fig. 42.6a (curve d) at the early stage of electrolysis is

twofold: the Pt surface poisoning with CO and the deactivation of the catalytic

mediator. While after 2 h the peak couple of transformations of Ni and Co oxides

remain unchanged and that explained why the i-t is curve of NiOx/CoOx/Pt/GC did

not decrease after 2 h. Figure 42.6c shows the corresponding CVs of FAO at binary

modified Pt/GC electrode with CoOx (first electrodeposited) and NiOx

nanostructures (i.e., NiOx/CoOx/Pt/GC electrode) before and after ageing in FA

solution for 15 h at 0.3 V. It’s clear from this figure that the ratio Idp/Ib, increased

from 0.9 to 1.0 and Iindp completely disappeared after ageing for 15 in FA solution

(pH¼ 3.5). This demonstrates the preference of the direct oxidation path of FA at the

binary-modified electrode, its high CO tolerance after ageing, and its high stability.

42.3.4 Origin of the Electrocatalytic Enhancement

It has been reported that FAO proceeds in the forward scan to CO2 via a dual path

mechanism on Pt, which involves a reactive intermediate (dehydrogenation path-

way) and COad as a poisoning species (dehydration pathway). The latter is fre-

quently assigned to a nonfaradaic dehydration of FA, which can effectively block

the surface and thus hinders the formation of OHad required to keep the catalyst in

an active state. It has been reported that the oxidation of small organic molecules as

well as the oxygen evolution reaction (OER) are greatly enhanced at nickel oxide

(β-NiOOH)-modified electrodes. However, Pt (albeit a crucial component) does not

support the direct oxidation of FA at a reasonable rate. Thus, CoOx and NiOx are

believed to act as a catalytic mediators (possibly through a reversible Ni(II)/Ni(III)

and Co(III)/Co(IV) redox systems, see Eqs. (42.6a) and (42.6b), respectively,

below) which facilitates the charge transfer during the direct oxidation of FA to

CO2 (see Eqs. (42.7a) and (42.7b). On parallel, CoOx and NiOx might facilitate the

oxidation of the poisoning CO intermediate at a reasonably low potential (Fig. 42.5

and see Eqs. (42.8a) and (42.8b)). Recent reports provided arguments supporting

the catalytic enhancement of CO oxidation (to CO2) by manganese oxide
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nanostructures in similar media. In this context, the following set of equations is

proposed as a plausible explanation of the observed enhancing role of nano-MOx

(M¼Co or Ni) through a reversible transformation between lower and higher

oxidation states of metal oxides as follows:

Ni OHð Þ2 $ NiOOH þ Hþ þ e� ð42:6aÞ
CoOOH, CoO2 þ Hþ þ e� ð42:6bÞ

Thermodynamically, the above reaction is feasible under the prevailing conditions

of pH and potential. The electrogenerated NiOOH and CoOOH species react with

FA acid (and formate anions) as follows:

Pt . . .HCOOHad þ NiOOH! Ptfree þ CO2 þ Ni OHð Þ2 þ Hþ þ e� ð42:7aÞ
Pt . . .HCOOHad þ CoO2 ! Ptfree þ CO2 þ CoOOHþ Hþ þ e� ð42:7a0Þ

Pt . . .HCOO�ads þ NiOOH! Ptfree þ CO2 þ Ni OHð Þ2 þ e� ð42:7bÞ
Pt . . .HCOO�ads þ CoO2 ! Ptfree þ CO2 þ CoOOH þ e� ð42:7b0Þ

and/or

Pt . . .COads þ NiOOHþ H2O! Ptfree þ Ni OHð Þ2 þ CO2 þ Hþ þ e� ð42:8aÞ
Pt . . .COads þ CoO2 þ H2O! Ptfree þ CoOOHþ CO2 þ Hþ þ e� ð42:8bÞ

Addition of Eqs. (42.6a) and (42.6b) to either Eqs. (42.7a) or (42.7a0) gives,

respectively:

Pt . . .HCOOHad ! Ptfree þ CO2 þ 2Hþ þ 2e� ð42:9aÞ

Addition of Eqs. (42.6a) and (42.6b) to either Eqs. (42.7b) or (42.7b0) gives,

respectively:

Pt . . .HCOO�ad ! Ptfree þ CO2 þ Hþ þ 2e� ð42:9bÞ

Also, addition of Eqs. (42.6a) and (42.6b) to either Eqs. (42.8a) or (42.8b) gives,

respectively:

Pt . . .COads þ H2O! Ptfree þ CO2 þ 2Hþ þ 2e� ð42:10Þ

Equations (42.9a) and (42.9b) displays that the observed oxidation current is solely

supported by the oxidation of FA, and nickel and cobalt oxides function as catalytic

mediators. Moreover, Reactions (42.7a), (42.7b), and (42.8a) indicate the regener-

ation of Ni(OH)2, while the reaction (42.7a0), (42.7b0), and (42.8b) indicate the

regeneration of CoOOH which are believed to start new cycles of catalytic media
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through the above set of equations. In all cases, NiOOH and CoOOH help the

retrieval of Pt active sites for the further oxidation to proceed.

42.4 Conclusions

A novel binary metal oxide composed of CoOx and/or NiOx-modified Pt catalyst

was developed for the direct electro-oxidation of FA. This modification resulted in

a superb enhancement of the direct oxidation pathway of FA to CO2. The ratio Idp/

Iindp increased up to 75 times upon modifying the Pt substrate with a CoOx (first

electrodeposited) and NiOx. This reflects that the direct dehydrogenation pathway

has become preferential for the FAO. NiOx (in the β-NiOOH phase) and cobalt

oxide (in the CoOOH phase) are believed to mediate the oxidation scheme of FA in

such a way that facilitate the charge transfer and/or remove the poisoning CO. The

prepared catalyst exhibits satisfactory stability and reproducibility for 15 h of

continues electrolysis, which makes it attractive as anode in DFAFCs and the

similar applications.
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Chapter 43

Electro-Oxidation of Formic Acid, Glucose,
and Methanol at Nickel Oxide Nanoparticle
Modified Platinum Electrodes

Sayed M. El-Refaei, Gumaa A. El-Nagar, Ahmad M. Mohammad,
and Bahgat E. El-Anadouli

Abstract The current study presents a comparison for the electro-oxidation of

formic acid (FA), glucose (GL), and methanol (ME) at nickel oxide nanoparticles

(NiOx) modified electrodes. The modification with NiOx was pursed onto a bare

glassy carbon (GC) and Pt-modified (Pt/GC) electrodes electrochemically, and the

catalytic activity was measured in 0.3 M NaOH. Cyclic voltammetry (CV), scan-

ning electron microscopy (SEM), and energy dispersive X-ray spectroscopy (EDX)

are all used to provide a concrete characterization of the prepared electrodes.

A catalytic enhancement of GL oxidation (GLO) and ME oxidation (MEO) was

observed at the NiOx-modified GC (NiOx/GC) electrode, while the same electrode

did not show any activity towards FA oxidation (FAO), revealing that FAO is

substrate dependent. On the other hand, assembling NiOx onto the Pt/GC electrode

assisted in improving the catalytic activity of all reactions (GLO, MEO, and FAO).

The catalytic enhancement observed at the NiOx/Pt/GC electrode for GLO, MEO,

and FAO was not only confined in the large increase of the oxidation current but

also in a negative shift in the onset potential of the oxidation reaction. We believe

NiOx could successfully play an essential role in this catalytic enhancement,

presumably via participation in these reactions in a way facilitating the charge

transfer or providing the oxygen atmosphere necessary for promoting an oxidative

removal for unwanted poisoning species.
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43.1 Introduction

Fuel cells (FCs) are systems for conversion of energy on a continuous regime.

The smallest and easiest fuel for these devices is hydrogen. However, the use of

hydrogen presents some significant drawbacks related to its explosive and flamma-

ble nature, which makes its storage and transportation problematic [1]. Therefore,

different other small organic molecules have been proposed as fuels to substitute

hydrogen. Among these fuels, formic acid (FA), glucose (GL), and methanol

(ME) have been shown interesting oxidation efficiency. Actually, these organic

molecules are commercially available and environmentally safe, which invokes no

problem in transportation and storage [2–4].

Typically, these fuels are injected to the anodic part of FCs and oxidized at

certain anodic catalysts of reasonable catalytic activity. Platinum represents the

most widely used anodic catalyst for these anodic processes, particularly in the low

temperature regime [5, 6]. However, the generation of strongly adsorbed poisoning

intermediates (e.g., COad and other carbonaceous materials), which are generally

produced during the oxidation process, can ultimately hinder the oxidation process

and deteriorate the catalytic activity of the catalyst, which ultimately leads to a

severe failure of FCs as a whole [7].

Recently, Pt–M-based binary catalysts, where M¼Ru, Ir, Mo, Os, or Ni are

recommended to enhance the catalytic activity towards the oxidation of these fuels

by eliminating or inhibiting the CO poisoning effect [3, 4, 8–10]. Effort is expanded

to develop new ternary or quaternary alloy catalysts for these oxidation

processes [11].

This study compares the catalytic activity of a new catalyst developed by

electrodepositing crystallographically oriented nickel oxide nanoparticles (NiOx)

on Pt surfaces [12] towards FA oxidation (FAO), GL oxidation (GLO), and ME

oxidation (MEO) in alkaline media. NiOx is believed to provide the oxygen species

to the adsorbed poisoning intermediates to enhance their oxidative removal at low

potential.

43.2 Experimental

The working electrode was a glassy carbon (GC) rod (d¼ 3.0 mm) sealed in a

Teflon jacket leaving an exposed geometric surface area of 0.07 cm2. A spiral Pt

wire and an Ag/AgCl/KCl (sat.) were used as the counter and the reference

electrodes, respectively. Conventional methods were applied for cleaning the

working electrode [3]. Platinum nanoparticles (PtNPs) were electrodeposited on

GC (next noted as Pt/GC) electrodes from an acidic solution of 0.1 M H2SO4

containing 2.0 mM H2PtCl6 using potential step electrolysis from 1 to 0.1 V

vs. Ag/AgCl/KCl (sat.) for 500 s. This resulted in the deposition of 4.3 μg of Pt

(as estimated from the charge of the i–t curve recorded during the potentiostatic
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electrolysis). On the other hand, the modification of the GC and Pt/GC electrodes

with NiOx (next noted as NiOx/GC and NiOx/Pt/GC, respectively) was achieved in

two steps. First, Ni was electrodeposited from an aqueous 0.1 M acetate buffer

solution (ABS, pH¼ 4.0) containing 1 mM Ni(NO3)2 by constant potential elec-

trolysis at �1 V vs. Ag/AgCl/KCl (sat.) for 120 s. Next, an electrochemical

passivation step for Ni was carried out in 0.1 M phosphate buffer solution (PBS,

pH¼ 7) to allow the formation of NiOx [3, 12].

Cyclic voltammetric (CV) measurements were performed in a conventional

two-compartment three-electrode glass cell. All measurements were performed at

room temperature (25
 1 �C) using an EG&G potentiostat (model 273A) operated

with Echem 270 software. A field emission scanning electron microscope

(FE-SEM, QUANTA FEG 250) coupled with an energy dispersive X-ray spec-

trometer (EDS) unit was employed to evaluate the electrode’s morphology. The

electrocatalytic activity of the NiOx/GC and NiOx/Pt/GC electrodes towards FAO,

GLO, and MEO was examined in a solution of 0.3 M NaOH containing 0.3 M FA,

40 mM glucose, and 0.3 Mmethanol, respectively. All chemicals were used without

further purification. Current densities were calculated on the basis of the real

surface area. The surface coverage θ of NiOx on the Pt/GC electrode was estimated

from the decrease of the peak current intensity at ca. 0.4 V corresponding to the

reduction of the Pt surface oxide formed during the anodic scan [13, 14] (see later

Fig. 43.2d).

43.3 Results and Discussion

43.3.1 Materials and Electrochemical characterization

The morphological characterization of the modified electrodes was disclosed by

FE-SEM imaging. Figure 43.1a shows the typical FE-SEM micrograph of NiOx/GC

electrode after regular passivation (the inset depicts the morphology of the same

electrode before passivation). It looks the electrodeposition of metallic Ni has

occurred in a dendritic nanostructure with an average particle size of 80 nm that

partially covers the surface of theGCelectrode.After the electrochemical passivation,

the average particle size of NiOx increased to ca. 120 nm, which infers the aggrega-

tion of Ni particles during the passivation. Figure 43.1b, showing the SEM micro-

graph for Pt/GC electrode, depicts round-shape Pt nanoparticles with reasonably

uniform size and density distribution and a particle size of ca. 100 nm. At the

NiOx/Pt/GC electrode (Fig. 43.1c), a flower-like Pt and Ni nanostructures are

obtained with a significantly larger average particle size compared with Fig. 43.1a, b.

The EDX spectrum for the NiOx/Pt/GC electrode was disclosed in Fig. 43.1d. It

indicates that both Pt andNi coexist at the surface of themodifiedGCelectrode, which

is helpful in understanding the catalytic activity and poisoning.
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Figure 43.2a–d shows CVs for GC (a), NiOx/GC (b), Pt/GC (c), NiOx/Pt/GC

(d) electrodes, respectively, in 0.3 M NaOH at a scan rate of 200 mV s�1.
Figure 43.2a depicts the absence of any electrochemical response at the bare GC

electrode under the operating conditions of potential and pH. While, at the

NiOx/GC electrode (Figure 43.2b), a well-defined redox waves appeared around

0.4 V vs. Ag/AgCl/KCl(sat.) corresponding to a surface confined Ni(II)/Ni(III)

reversible transformation, which stands as a characteristic feature for NiOx depo-

sition [12, 15]. At the Pt/GC electrode (Fig. 43.2c), the characteristic response of

polycrystalline Pt surface is obtained, inferring the successful deposition of PtNPs.

Typically, a broad oxidation peak for the Pt oxide in the potential range of ca.�100
to 600 mV vs. Ag/AgCl/KCl (sat.) coupled with a single reduction peak centered at

ca. �0.3 V vs. Ag/AgCl/KCl appeared. In addition, well-defined peaks of the

hydrogen adsorption–desorption (Hads/des) appeared at potential negative to

�0.5 V vs. Ag/AgCl/KCl [3].

Interestingly, the modification of the Pt/GC electrode with NiOx (Fig. 43.2d)

resulted in a noticeable decrease in the intensity of the Pt oxide reduction peak

(at ca.�0.34 V) along with a decrease in the current intensity of the (Hads/des) peaks

Fig. 43.1 FE-SEMmicrographs obtained for NiOx/GC (inset, Ni/GC) (a), Pt/GC (b), NiOx/Pt/GC
(c). EDX chart for the NiOx/Pt/GC (d)
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(in the potential region from �0.6 to �0.9 V vs. Ag/AgCl/KCl (sat)) and

hence, the accessible surface area of Pt is decreased (surface coverage of

NiOx	 25 %). In addition, a redox pair appears at ca. 0.45 V corresponding to

the Ni(II)/Ni(III) reversible transformation [3, 12].

43.3.2 Electrocatalytic activity towards FAO, GLO,
and MEO

The electrocatalytic activity of the various modified GC electrodes towards FAO,

GLO, and MEO is addressed by measuring CVs in 0.3 M NaOH solution containing

a definite concentration of each fuel at a scan rate 200 mV s�1. Figure 43.3 shows

the CVs obtained at the GC (a, c, and e) and NiOx/GC (b, d, and f) for FAO, GLO,

and MEO, respectively. Basically, there was no electrochemical activity for all

fuels at the bare GC electrode within the applied conditions of pH and potential

(Fig. 43.3a, c, and e). The NiOx/GC electrode did not show any significant catalytic

activity towards FAO, except increasing the charging current due to the presence of

NiOx at the GC surface (Fig. 43.3b). This obviously depicts that FAO is a substrate-

dependent reaction [16]. On the other hand, the same NiOx/GC electrode exhibited

a reasonable catalytic activity towards GLO if compared to the bare GC electrode

(Fig. 43.3d). NiOx is believed to act as a catalytic mediator in GLO in such a way

facilitating the reaction kinetics [15, 17]. We believe that the adsorbed GL mole-

cules at the surface of the electrode are oxidized at a high potential coincident with

the Ni(II)/Ni(III) transformation. This process leads to reduce the number of active

sites for glucose adsorption that, along with the poisoning effect of the products or

intermediates of the reaction, tends to decrease the overall rate of glucose oxidation.

Thus, the anodic current passes through a maximum in the forward scan.

It is worth mentioning that the electrocatalytic GLO occurs not only in the

forward scan but also in the backward scan. Interestingly, in the backward scan,
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Fig. 43.2 CVs of GC (a), NiOx/GC (b), Pt/GC (c), and NiOx/Pt/GC (d) electrodes in 0.5 M

NaOH solution at a scan rate 200 mV s�1
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the oxidation current continues increasing to pass by a maximum due to the

regeneration of active sites occupied by poisoning intermediates and product such

as gluconolactone [15, 18] to participate again in GLO. Hence, the mechanism of

GLO at the NiOx/GC electrode can be described as

Ni IIð Þ ) Ni IIIð Þ þ e�

Ni IIIð Þ þ glucose) Ni IIð Þ þ gluconolactone

Figure 43.3f shows the electrocatalytic response of NiOx/GC towards methanol

oxidation. As has happened for GLO, the electrocatalytic activity towards MOR

has increased at the NiOx/GC electrode, in agreement with previous results

[17, 19]. The mechanism of MEO at NiOx/GC electrode can be described similarly,

presuming that NiOx could act as a catalytic mediator to facilitate the oxidation

kinetics. However, a minor reduction peak was observed during the reverse scan of

MEO at NiOx/GC, which may be attributed to reduction of remaining NiOOH [19].

Figure 43.4 shows the CVs obtained at Pt/GC (a, c, and e) and NiOx/Pt/GC (b, d,

and f) for FAO, GLO, and MEO, respectively, in 0.3 M NaOH solution containing

definite concentration for each fuel at 200 mV s�1. Figure 43.4a shows the CVs

responses for FAO at Pt/GC electrode, which appeared similar to that observed at

bulk polycrystalline Pt substrates. In the forward scan, two oxidation peaks
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Fig. 43.3 (a–f) CVs for GC (a, c, e),NiOx/GC (b, d, f) electrodes in 0.3 M NaOH containing

0.3 M FAm, 40 mM glucose, and 0.3 Mmethanol oxidation measured at 200 mV s�1, respectively
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appeared; the first (Idp, at ca. 0.25 V) is assigned to the direct FAO to CO2

(dehydrogenation pathway), while the second (dehydration pathway I indp

� �
, at

ca. 0.65 V) to the oxidation of the adsorbed poisoning CO intermediate (produced

from non-faradaic dissociation of FA) to CO2 [16, 20]. Oxidation current is also

observed during the backward scan with a higher current (Ib). This is simply

because the retrieval of the Pt active sites from the poisoning CO, which is

accelerated after being the Pt surface mostly hydroxylated Pt–OHad [3, 16].

On the other hand, at the NiOx/Pt/GC electrode (Fig. 43.4b), several interesting

features appears:

(I) A significant enhancement of Idp with a concurrent depression of Iindp . This may

be attributed to the impact of NiOx in retarding the formation of CO and/or

accelerating its oxidative removal at low potential [16, 20].

(II) The Idp/Ib ratio approaches unity in a similar fashion to the ideal catalyst

(Pd) for FAO. This indicates that less amount of CO is produced in the forward

scan at the NiOx/Pt/GC electrode than at the Pt/GC electrode [3, 21].
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containing 0.3 M FA m, 40 mM glucose, and 0.3 M methanol oxidation measured at 200 mV s�1,
respectively. Inset, is the curve c for glucose oxidation at Pt/GC electrode to clear the oxidation

process
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The mechanism of FAO at the NiOx/Pt/GC was discussed in detail previously

[3, 16].

Figure 43.4c shows the CV responses for glucose oxidation at Pt/GC electrode in

0.3 M NaOH containing 40 mM glucose at a scan rate 200 mV s�1, and the oxidation
behavior appears clearly in the inset of this figure. Inspection of this figure (inset)

reveals that there are three clear oxidation peaks A1, A2, and A3 for GLO on the

forward scan at the Pt/GC electrode in agreement with previous results [2, 22]. The

peak A1 is due to the chemisorption and dehydrogenation of GL in the hydrogen

region with the removal of the first hydrogen atom (considered the rate determining

step). The dehydrogenated intermediate formed by electro-oxidation at A1 leads to

formation of gluconate by successive steps. The peakA2 appears at Pt-OHads adsorbed

catalyst surface by direct glucose oxidation from the bulk to lactone (double layer

region), which on hydrolysis produces gluconate. The peak A3 is obtained on already

oxidized catalyst surface and may be due to oxidation of adsorbed residues [2, 22].

On the other hand, at NiOx/Pt/GC electrode, catalytic activity is enhanced

(Fig. 43.4d). That is, the peak A1 appears at a more negative potential than Pt/GC

electrode. In addition, the peak current of the peaks (A1, A2, and A3) at NiOx/Pt/

GC electrode is substantially higher than that of the Pt/GC electrode. Another

peak appears on the case of NiOx/Pt/GC on the potential range higher than

400 mV vs. Ag/AgCl/KCl (sat.). This peak is attributed to GLO at NiOx only

(no contribution from Pt) in parallel with the Ni(II)/Ni(III) transformation, as

observed at NiOx/GC electrode (Fig. 43.3d). The enhanced electrocatalytic activity

for NiOx/Pt/GC electrode towards GLO may be attributed to the role of NiOx in

providing the oxygen species necessary for the oxidative removal of poisoning

species at lower potential compared to the unmodified Pt electrode.

Figure 43.4e shows the CV responses formethanol oxidation at Pt/GC electrode at

a scan rate 200 mV s�1. Analysis of this figure reveals the appearance of an anodic

peak (Ifap) at ca. �190 mV vs. Ag/AgCl/KCl(sat.) at the Pt/GC electrode, during the

forward scan, with a gradual decrease of the peak current, at potentials larger than

ca. �190 mV. This decrease in the peak current may be attributed to the gradual

formation of Pt oxide (see Fig. 43.2c) which is inactive towards methanol oxidation.

Another anodic peak (Ibap) appears during the backward scan, which was assigned to

the oxidation of methanol and/or methanol residues (e.g., CO) at the freshly reduced

PtO surface [23, 24]. Interestingly, themodification of the Pt/GC electrodewithNiOx

has greatly enhanced its catalytic activity towards methanol oxidation (Fig. 43.4f).

That is, the onset potential of methanol oxidation shifts by about ca. 100 mV to the

negative direction of potential compared to that observed at the Pt/GC electrode

concurrently with a significant increase in the peak current (Ip). The relative peak

current density of Ifap/I
b
ap can be used as an index to describe the tolerance of the

electrode against the carbonaceous species poisoning [24]. A large ratio means a

good tolerance of the anode against the poisoning species. This ratio increased from

4.875 at the Pt/GC electrode to 6.528 at the NiOx/Pt/GC electrode. This catalytic

enhancement points to a crucial role of NiOx in the oxidation of methanol. The

enhanced activity of NiOx/Pt/GC for MEO in alkaline media can be attributed to
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the synergistic role of Pt and nickel oxides/hydroxides in the catalytic enhancement.

The poisoned Pt nanoparticles surface with COad can be regenerated via the reaction

of surface CO with nickel oxides/hydroxides on the catalyst surface [25, 26].

43.4 Conclusion

Nickel oxide (NiOx)-modified GC and Pt/GC electrodes were prepared electro-

chemically and tested towards FA, Gl, and ME oxidation in 0.3 M NaOH solutions.

The NiOx/GC electrode exhibited a catalytic activity towards glucose and methanol

oxidation but did not show any activity towards FA oxidation. However, the NiOx/

Pt/GC electrode showed a superb activity towards the oxidation of FA, Gl, and ME

in comparison to Pt/GC electrode. Generally, the superb catalytic activity of NiOx/

Pt/GC electrode is attributed to the role of NiOx, which could provide the necessary

oxygen species to the catalyst surface to accelerate the oxidative removal of

poisoning materials at lower potential.
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Chapter 44

Hydrotreatment of High-Acidity Vegetable
Oil-Heavy Gas Oil Mixtures over a CoMo
Catalyst

A. Vonortas, A. Zerva, K. Philippopoulos, and N. Papayannakos

Abstract The effect of free fatty acids (FFAs) on the hydrodesulfurization (HDS)

reaction of an atmospheric heavy gas oil over a commercial CoMo/γ-Al2O3 catalyst

was studied. Co-hydroprocessing of all liquid feed mixtures was carried out in a

trickle-bed bench-scale three-phase stainless steel reactor at typical HDS conditions

(310–350 �C reaction temperature and 33 bar reaction pressure). FFA content in the

liquid feed varied from 0 to 20 % wt. Measurements concerning the final sulfur

concentration, saponification number and acidity number of the final liquid product,

the overall hydrogen consumption (HCON) for the liquid feed, and the composition

of the gaseous phase after the hydrotreatment were obtained. The effect of the

vegetable oil molecules on the HDS of gas oil was evaluated. Saponification and

acidity number analysis showed full conversion (hydrodeoxygenation, HDO) of the

heavy oxygenated molecules at all applied conditions. From the gaseous phase

analysis, the products from the HDO of the carboxylic acids were determined.

During the experimental tests, catalyst’s activity was measured and deactivation

was found to be negligible.

Abbreviations

FFAs Free fatty acids

HDS Hydrodesulfurization

HCON Hydrogen consumption

HDO Hydrodeoxygenation

RPO Refined palm oil

HDT Hydrotreatment

WGS Water-gas shift

WHSV Weight hourly space velocity

DMDS Dimethyl disulfide
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44.1 Introduction

The dwindling fossil fuel reserves and the current legislation concerning the use of

renewable resources as fuels, especially in the transportation sector, lead to the

increased interest in the research and development of new technologies for the

production of liquid fuels which are not dependent on crude oil. The European

Union has set the objective of 20 % substitution of conventional fuels with

renewable ones by the year 2020 [1]. Moreover, several environmental concerns

have emerged from the intensive use of petroleum and its derivatives making the

use of alternative sources imperative. Vegetable oils and fats are an abundant

source for producing biofuels resembling petroleum-derived diesel.

Vegetable oils and their derivatives have been investigated in the last decades

with the purpose of producing fuels fully compatible with petroleum-derived diesel.

Biodiesel was the first biofuel introduced in the market that could be used neat or in

blends with diesel in diesel engines due to its similar properties to conventional

petro-diesel and lower SOx and CO emissions from its combustion [2]. Though its

production is relatively simple, its application is accompanied by certain drawbacks

mainly related to its high oxygen content [3] and its conventional production

process, which requires vegetable oils and fats with low acidity, methanol, and a

continuously consumed base as catalyst [4].

An alternative route for the production of bio-components resembling diesel is

hydrotreatment (HDT) of vegetable oils and their derivatives. This is a promising

process that can partially substitute diesel fuel. Although HDT of vegetable oils is a

more complex process than their transesterification, the necessary infrastructure

and hydrogen already exist in oil refineries making this new technology even more

attractive. The researcher’s interest has been focused on shedding light on all

different aspects concerning this new technology. Research work has already

been carried out with both neat vegetable oils and blends with petro-diesel to

determine optimal operating conditions [5], suitable catalysts [6], reaction mecha-

nisms [7], catalyst deactivation [8], and final fuel properties [9, 10]. It was found

that vegetable oils can be converted into useful hydrocarbons at milder reaction

conditions (temperature, pressure) than gas oil’s HDS. Huber [5] found that in

mixtures of sunflower oil and heavy vacuum oil, the former was totally converted,

while the latter reached only 41 % HDS conversion at 350 �C, indicating that even

lower temperatures are adequate for triglyceride full HDO.

The goal of this work is to study the co-hydroprocessing of mixtures composed

of an atmospheric heavy gas oil and FFAs using a bimetallic CoMo/γ-Al2O3

catalyst under typical HDS conditions. The main points are the study of the effect

of the presence of the oxygenated and acidic molecules on the HDS performance of

the three-phase reactor and the estimation of the influence of various parameters,

like temperature, vegetable oil/gas oil ratio in the feed, and H2S presence on the
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production of gaseous products from the FFA cleavage. For the estimation of the

H2S impact on the selectivity of the HDO reactions, a set of experiments was

conducted using blends of a low-sulfur-content diesel and FFAs.

44.2 Experimental

Experiments were carried out in an integral, isothermal, bench-scale, tubular

reactor. The detailed description of the experimental apparatus is presented in a

previous communication [11]. A part of the experiments was performed for deter-

mining the effect of the presence of the FFAs on final HDS conversion, while

another part concerned the investigation of gaseous phase composition after the

hydrotreatment process. The experiments were carried out at three different reac-

tion temperatures (310, 330, and 350 �C) and a constant total pressure of 33 bar that
corresponds to typical mild HDS conditions. The gaseous feed was hydrogen of

industrial purity provided by Air Liquide, while the liquid feed was neat atmo-

spheric heavy gas oil, blends of this gas oil with FFAs (2.5, 5, and 10 %) and with an

RPO, and finally blends of diesel with FFAs. 40 g of a commercial CoMo/γ-Al2O3

was used, diluted with 60 g of fine SiC inert particles to avoid liquid maldistribution

over the solid catalyst and wall effects. The catalyst sulfidation was performed in

situ, using a mixture of DMDS and light gas oil with 2 % wt. sulfur concentration.

Gas flow at the reactor inlet was kept constant at approximately 20 Nl/h. The liquid

flow rates tested were 28, 40, and 56 g/h. Gas oil and ultra-desulfurized diesel used

in this work were provided by Hellenic Petroleum Inc. The analysis of the fatty acid

composition for both vegetable oils was provided by Minerva Co. that also donated

the vegetable oils. All liquid feed analyses are presented elsewhere [12]. The sulfur

content of the final product was determined using an ANTEK 9000 Series sulfur

analyzer. Ester bond conversion was determined from saponification number anal-

ysis (ASTMD 94-07) and was proved to be practically total (above 99 %) for all the

experimental conditions applied in this study. Final acidity of the samples derived

from the hydrotreatment of feeds containing acid vegetable oil was measured [13],

and it was found that full conversion of the acid molecules had been achieved at all

experimental conditions. Gas phase analysis was performed using a Hewlett

Packard HP 6890 Series GC with a 5973 Mass selective detector. The analysis

indicated the presence of CO and CO2 due to FFA cleavage and water-gas shift

(WGS) reaction, C3H8 from the HDO of the triglyceride molecules, and CH4 from

the methanation reaction occurring among some of the gas phase species. The

partial pressure of H2S in the gas phase, when present, was calculated by its mass

balance and the conversion of organic sulfur bearing molecules in gas oil. The

catalytic activity during the experimental tests was determined by repetition of a

standard experiment.
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44.3 Results and Discussion

44.3.1 Final Sulfur Concentration and HCON

The final sulfur concentration in ppm for all the four different feeds tested (0, 2.5,

5, and 10 % FFAs in gas oil) is given in Figs. 44.1, 44.2, 44.3, and 44.4 as a function

of WHSV, keeping constant the reaction temperature.

Fig. 44.1 Sulfur concentration with varying WHSV for neat gas oil for all three temperatures

Fig. 44.2 Sulfur concentration with varying WHSV for 2.5 % wt. FFAs in gas oil for all three

temperatures
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Comparing the sulfur concentration for the same temperature and WHSV, it is

obvious that as FFA content in the feed increases, sulfur concentration of the final

product also increases. This increase becomes less steep at contents more than 5 %.

This fact implies that FFAs have a strong impact on HDS reaction rates, an impact

more severe at lower contents and less severe at higher contents. By carefully

looking at the experimental points, it is clear that oxygenated molecule effect on

Fig. 44.3 Sulfur concentration with varying WHSV for 5 % wt. FFAs in gas oil for all three

temperatures

Fig. 44.4 Sulfur concentration with varying WHSV for 10 % wt. FFAs in gas oil for all three

temperatures
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HDS is more evident as temperature increases (350 �C points showing bigger

inhibition by FFAs or other oxygenated species than 330 or 310 �C). It should be

noted that no significant catalyst deactivation concerning the HDS reaction was

measured during the experimental runs.

HCON in Nl/Kg for all the four different feeds tested (0, 2.5, 5, and 10 % FFAs

in gas oil) is given in Figs. 44.5, 44.6, 44.7, and 44.8 as a function of WHSV,

keeping constant the temperature.

Fig. 44.5 HCON with varying WHSV for neat gas oil for all three temperatures

Fig. 44.6 HCON with varying WHSV for 2.5 % wt. FFAs in gas oil for all three temperatures
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HCON is a crucial parameter for process economics during hydrotreatment

processes. Because vegetable oils or their derivatives, apart from the removal of

oxygen atoms which involves hydrogen, have a large number of unsaturated bonds

between adjacent carbon atoms, their overall HDO requires large amounts of

hydrogen. So, it is of utmost importance to determine the increased demands in

hydrogen when vegetable oils are hydroprocessed along with petroleum fractions.

From Figs. 44.5, 44.6, 44.7, and 44.8, it is obvious that hydrogen consumption

increases with increasing FFA content in the initial feed, by increasing reaction

Fig. 44.7 HCON with varying WHSV for 5 % wt. FFAs in gas oil for all three temperatures

Fig. 44.8 HCON with varying WHSV for 10 % wt. FFAs in gas oil for all three temperatures
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temperature or by increasing the average residence time of the liquid molecules. For

the two elevated temperatures, 330 and 350 �C, HCON is almost similar for all

different contents, while 310 �C shows less HCON.

44.3.2 Gas Phase Analysis

The gas stream at the outlet of the reactor was analyzed and CO, CO2, CH4, and

C3H8 (the latter only when RPO was fed to the reactor) were found to be present.

Both carbon oxides result from carboxylic acid HDO, while methane is produced

via the methanation reaction occurring at the prevailing experimental conditions

from either of them. The determination of HDO reaction’s selectivity was based

upon the gaseous species amounts and is an important aspect of HDO process. It is

widely known that HDO of triglycerides or carboxylic acids follows three distinct

reaction pathways that are decarboxylation, decarbonylation, and deoxygenation.

These three paths consume different amounts of hydrogen and yield different

products. Decarboxylation has the lowest hydrogen consumption while deoxygen-

ation the highest. Decarboxylation path yields CO2 as by-product, decarbonylation

CO and one molecule of water, and finally deoxygenation two molecules of water.

While decarboxylation is the desired path according to its low hydrogen consump-

tion, it yields paraffinic molecules with one carbon atom less than the original ester

or acid, like decarbonylation path, thus resulting in final molecules with lower

molecular weight. Complete knowledge of the HDO reaction’s selectivity is there-

fore crucial for designing new processes or tailoring catalytic properties.

Because of the WGS reaction’s equilibrium at the prevailing conditions, CO and

CO2 amounts cannot be attributed to either decarboxylation or decarbonylation

path, and its amounts are not included herein.

Methane production varies with the FFA content in the initial feed tested. CH4

amount increases with increasing vegetable oil content due to more available

carbon oxides through the hydrodeoxygenation reactions. While the two vegetable

oil feeds in the same matrix (gas oil) show a similar trend, which means that the

type of the maternal oxygenated molecule does not play any important role for

methanation reaction, when FFAs were mixed with desulfurized diesel, methane’s

production decreased by almost 25 %. This fact shows that H2S, which is absent in

the latter case, plays a significant role in methanation reaction. The same tendency

has been observed for the three different temperatures tested in this work.

44.4 Conclusions

In this study, a commercial CoMo/γ-Al2O3 catalyst was used for the study of

hydrotreatment of neat gas oil and its mixtures with FFAs (2.5, 5, 10, and 20 %

wt.) in a micro-pilot hydrotreatment reactor at typical HDS conditions. FFA
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molecules or oxygenated products are found to have an adverse impact on HDS

reaction, an impact that is steeper in lower contents and higher at contents more

than 5 %. HCON measurements revealed that the presence of oxygenated mole-

cules increased the hydrogen required for the hydrotreatment process. Saponifica-

tion and acidity number analyses showed that full conversion is achieved at the

experimental conditions tested. Gas phase analysis showed the existence of oxy-

genated by-products of HDO reaction along with hydrogen sulfide. CH4 is produced

from either of the carbon oxides and H2S showed to influence its production.

Catalyst activity appeared to be constant for the whole experimentation time, and

oxygenated molecules do not promote catalyst deactivation.
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12. Vonortas A, Kubička D, Papayannakos N (2014) Catalytic co-hydroprocessing of gasoil-palm

oil/AVO mixtures over a NiMo/γ-Al2O3 catalyst. Fuel 116:49–55

13. Pasias S, Barakos N, Alexopoulos C, Papayannakos N (2006) Heterogeneously catalyzed

esterification of FFAs in vegetable oils. Chem Eng Technol 29(11):1365–1371

44 Hydrotreatment of High-Acidity Vegetable Oil-Heavy Gas Oil Mixtures. . . 613



Chapter 45

Carbon Sequestration by Direct Seeding
of Wheat in Setif High Plains (North East
Of Algeria)

Mohamed Fenni, Kamel Nadjem, and Abdelhamid Mekhlouf

Abstract Direct seeding is an important element of conservation agriculture; it

contributes to environmental conservation and to sustainable agricultural produc-

tion. Conservation agriculture increases carbon concentrations in the topsoil. It can

also reduce the amount of fossil fuel consumed in intensive tillage and by other

farm operations, and thus decrease the rate of CO2 build-up in the atmosphere.

Today, the global area of no-till farming is more than 100 million hectares. Setif

high plains (north east of Algeria) is characterized by a semi arid climate with a

long-term average annual precipitation ranging between 300 and 400 mm, the

dry-farming system is commonly used, it is based on cereal/sheep production, the

straw is used as main feed for livestock. In this region, direct seeding of cereals has

recently been adopted, there is almost 9 years. The objective of this study was to

quantify the carbon sequestered in the field by direct seeding of wheat. The

experiment was conducted at the Setif ITGC experimental site during the 2010/

2011 cropping season. The results indicate that dry straw left by the durum wheat

varieties varies between 343 and 537 g/m2. It varies between 251 and 643 g/m2 for

bread wheat genotypes. Thus, the average amount of carbon sequestered each year

is 260 gC/m2 and 257 gC/m2 successively for durum and bread wheat where the

genotypes MBB and WAHA have high values of GY and C for durum wheat and

RMADA have high values of GY and C for bread wheat. The direct seeding of

wheat, relatively to conventional till, can reduce the use of fuel by 50–70 %,

machinery requirements by 60 %, resulting in a decrease in production costs.

Thus, a combination of the economic and environmental benefits through reduced

labor requirements, time savings, reduced machinery and fuel savings, direct

seeding has universal appeal. Indirect measures of social benefits as society enjoys

a better quality of life from environmental quality enhancement will be difficult to
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quantify. Conservation agriculture, working in harmony with nature, enables the

protection of nonrenewable natural resources and their preservation for future

generations can be beneficial for feeding and greening the world.

Keywords Carbon sequestration • Conservation agriculture • Direct seeding •

Wheat • Global warming

Nomenclature

C Carbon

CT Conventional tillage

GHG Greenhouse gases

GY Grain yield

ITGC-ARS Institute of Field Crop Agricultural Research Station of Setif

MAP Monoammonium phosphate

Mt C Million metric tons of carbon

NT No-tillage

SOC Soil organic carbon

STR Straw yield

45.1 Introduction

Increasing concerns about global climate change, driven by rising atmospheric

concentrations of greenhouse gases (GHG), have enhanced the interest in soil C

sequestration as one of the strategies to offset anthropogenic CO2 emissions. Soils

can function either as a source or a sink for atmospheric GHG depending on land

use and soil management. Appropriate management can enable agricultural soils to

be a net sink for sequestering atmospheric CO2 and other GHG [1–3]. Now, it is

advocated that sequestration of Carbon (C) in terrestrial ecosystems, including in

agricultural soils, might be used to offset some of the emissions of CO2 from

burning fossil fuels [4]. Emissions of CO2 from agriculture are generated from

three sources (1) machinery used for cultivating the land (2) production and

application of fertilizers and pesticides, and oxidation of the Soil Organic Carbon

(SOC) following soil disturbance. The amount of soil that is disturbed, in turn

causing decomposition and oxidation of SOC, is largely dependent on the tillage

practices used. The amount of fertilizers and pesticides applied varies among crop

types, crop rotations, and tillage practices [5]. Currently, agriculture and other

forms of land use contribute 32 % to the world’s GHG emissions [6]. Lal

et al. [7] estimate that changes in global agricultural practices could sequester

over 200 million metric tons of C (Mt C) per year; indeed, changes in agronomic

practices in the United States are thought to have the potential to offset nearly 10 %

of its total carbon emissions [8]. In the context of rising atmospheric CO2, no-tillage
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(NT) has also been advocated as a way of slowing the raise in atmospheric CO2 by

sequestering additional organic carbon in the soil [7]. Additional carbon sequestra-

tion in turn has been advocated as strategy by which agriculture could mitigate

climate change [9, 10]. Replacing conventional tillage (CT) with NT generally

results in net sequestration of SOC [11, 12]. NT is the only type of conservation

tillage that appears to bring about carbon benefits [13]. The combined effect of NT

and straw incorporation on the accumulation of SOC was reported to be greater than

the effect of either tillage reduction or straw incorporation alone [14]. Integrated

crop residue management promotes carbon sequestration and has large potentials of

reversing the net carbon flows from the atmosphere to the biosphere [15]. The

management of crop residues may improve crop yields and land resilience against

drought and other hazards while at the same time protecting and stimulating the

biological functions of the soil [16]. Paustian et al. [2] compared 39 paired tillage

experiments, ranging in duration from 5 to 20 years, and estimated that NT resulted

in an average soil C increase of 285 g m2 with respect to CT.

Conservation tillage systems have a higher SOC concentration in surface layer

than CT [17] because the decomposition of plant residues is slower under conser-

vation tillage due to reduced soil residue contact and incorporating residue in

conventional tillage into the plow layer, and therefore, increasing soil and crop

residue contact. The latter increases the exposure of SOC in inter- and intra-

aggregate zones to microorganisms allowing a rapid decomposition [18]. In Setif

high plains, the main cropping system is the dry-farming, it’s based on cereal/sheep

production, and the straw is used as main feed for livestock. This cropping system,

such as practiced on the Setif high plains, degrades the structure of the tilled horizon

and reduces its organic matter content [19].

The present study was conducted to reveal the contribution of no tillage in

carbon sequestration in Setif high plains (north east of Algeria), the objective of

this study was to estimate the amount of carbon sequestrated by straw of some

wheat genotypes (durum wheat and bread wheat) under no tillage.

45.2 Materials and Methods

The experiment was located on Setif high plains of Algeria; it was established during

the 2010/2011 cropping season at the Institute of Field Crop Agricultural Research

Station of Setif (ITGC-ARS Setif, 36�08’N, 5�20’E, elevation 962 m above sea

level). The soil of experimental station was classified as a steppic soil [20]

(pH¼ 7.37, organic matter¼ 2.6 %). Eight wheat cultivars including four

(04) durum cultivars (Zairi, Mohammed ben bachir (Mbb), Boussalam, and Waha)

and four (04) bread cultivars (Acsad 901, Hiddab 1220, Wifak, and Rmada) were

used in this study. The experiment was conducted under rainfed conditions in a

randomized complete design with three replications. The sowing was done on

28 November 2010 with zero-tillage drill (Semeato S/A, Brazil) at a seed rate of

129 kg ha�1. Monoammonium phosphate (MAP) and urea were used as source of
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phosphorus and nitrogen, respectively; plots were fertilized with 80 kg ha�1 ofMAP

at sowing and 120 kg ha�1 of urea 46% at 21March 2011. Percent residue cover was

estimated by the line-transect method [21]. This involved stretching a 7.5 m mea-

suring tape diagonally at about 45� angle across the crop rows and counting the

number of the 15 cm marks along the tape that intercepted a piece of crop residue.

The percent residue cover for the experimental area was then obtained by multiply-

ing this count by 2. We found that 30 % of the soil surface was covered by crop

residues. At harvest, one row, 1 m long, was harvested manually from each plot for

recording grain yield (GY, g m�2), straw yield (STR, g m�2), and estimation of

carbon in straw using the following formulae (C, g m�2)¼Dry matter/1.72.

The data collected from this study was analyzed statistically following appro-

priate methods as analysis of variance (ANOVA) using the SAS 9.00 software

package [22]. Means separation was performed by Fisher’s (protected) least sig-

nificant differences (LSD) when the ANOVA results indicated significant effects at

the 0.05 probability level.

45.3 Results and Discussion

45.3.1 Grain Yield and Straw Yields

GY analysis of variance showed significant differences for durum wheat genotypes

and highly significant differences for bread wheat genotypes. In addition, no

differences were shown between durum wheat genotypes for STR and very highly

significant differences between bread wheat genotypes for STR (Table 45.1).

Means values of GY and STR as shown in Table 45.3.

45.3.2 Carbon in Straw

Carbon analysis of variance showed no significant differences for durum wheat

and highly significant differences between bread wheat genotypes (Table 45.2).

For durum wheat genotypes, means value of C (g/m2) varied between 199.49 and

Table 45.1 Analysis of variance of GY and STR for tested wheat genotypes

Source of variation DF

Mean of square

GY STR

Durum wheat Bread wheat Durum wheat Bread wheat

Genotype 3 17,997.2* 70,921.85** 20,000ns 59,811***

Error 8 3,220.85 5,922.43 6,213.96 4,607

CV% / 14.31 16.3 17.55 15.33

DF degree of freedom, ns, *, **, and ***: not significant, significant, highly significant, and very

highly significant at P< 0.05, P< 0.01, and P< 0.001, respectively, CV coefficient of variation
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311.19 for ZAIRI and MBB, respectively (Table 45.3). For bread wheat genotypes,

means value of C (g/m2) are 145.91, 198.35, 311.21, and 373.91 for HIDAB 1220,

WIFAK, ACSAD 901, and RMADA (Table 45.3).

Agricultural ecosystems represent 11 % of the earth’s land surface and include

some of the most productive and carbon-rich soils. As a result, they play a

significant role in the storage and release of C within the terrestrial carbon

cycle [23]. Soil carbon is one of the most important factors that promote soil

fertility, pest control, soil-water moisture, and farm productivity.

The management of crop residues may improve crop yields and land resilience

against drought and other hazards while at the same time protecting and stimulating

the biological functions of the soil [16]. The Kyoto protocol plans that the net

emission of greenhouse gases can be reduced or by decreasing the rate in which

they are emitted towards the atmosphere or by increasing the rate in which gases are

removed from the atmosphere through wells. The agricultural soil is considered the

most important reservoirs of carbon of the planet and their potential of detention

can be spread. They thus supply a forward-looking solution to mitigate the increas-

ing concentration of atmospheric CO2. Conservation agriculture aims at sustainable

and profitable cropping systems; its objective is the conciliation of the productivity

and the environmental preservation. At Setif high plains the dry-farming is the

cropping system dominating for purpose to secure the yields of cereal through

the preservation of the water in the soil profile. But several studies showed that the

dry-farming arrived at its limits especially those negative effects on the pedological

Table 45.2 Analysis of variance of carbon in straw for all tested wheat genotypes

Source of variation DF

Mean of square

Durum wheat Bread wheat

Genotype 3 6,084ns 23,973**

Error 8 1,088 2,002

CV% / 14.3 16.3

DF degree of freedom, ns, *, **, and ***: not significant, significant, highly significant, and very

highly significant at P< 0.05, P< 0.01, and P< 0.001, respectively, CV coefficient of variation

Table 45.3 Means values of GY, STR, and carbon of all genotypes

Genotypes

Grain

yield (g/m2)

Straw

yield (g/m2)

Carbon in

straw (g/m2)

Durum wheat MBB 423.52 537.25 311.19

WAHA 494.12 478.43 278.15

BOUSSALAM 333.33 437.25 254.21

ZAIRI 335.29 343.13 199.49

Bread wheat RMADA 674.05 643.13 373.91

ACSAD 901 533.33 535.29 311.21

WIFAK 419.6 341.17 198.35

HIDAB 1220 288.23 250.98 145.91
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plan (decrease of the rate of organic matter and low fertility) and no increase of

yields. With the technique of no tillage we try to improve the yields and to protect

the environment especially the improvement of the rates of the organic matter in

soil. Through this study we try to combine both objectives of the no tillage

simultaneously at Setif high plains. Through this study we try to combine both

simultaneously at Setif high plains. That is we look for the genotype which gives a

high yield and leaves an important straw quantity on soil, and automatically a high

quantity of carbon which will be held in the soil. For the durum wheat genotypes,

MBB and WAHA have the highest means values of grain yield and the quantity of

carbon in the straw, for bread wheat genotypes RMADA have the highest means

values of GY and C in straw Fig. 45.1.

45.4 Conclusion

Carbon sequestration in soil organic matter will have a direct positive impact on soil

quality and fertility. In Setif high plains north-eastern of Algeria, cropping system

must adjust to help mitigate the effects of climate-warming gases lies in manage-

ment of soil to increase organic content; the impact of no-tillage practices on carbon

sequestration has been of great interest in recent years. In Setif high plain, the

dry-farming is the dominant cropping system where half of the surface intended

for cereals stay every year in fallow. In case the no tillage will be totally adopted in

the region of the Setif high plain, that means that the surface intended for cereals will

enhance twofold who leads automatically to the reduction of the fallow. And the

increase of the yields and consequently the increase of the quantity of carbon held in

soil in the region.
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Chapter 46

Chemical Activation of a Sewage
Sludge for Elimination of Cationic die
(Rhodamine-B) From Aqueous Solution

Meriem Zamouche, Sihem Arris, and Mossaab Bencheikh LeHocine

Abstract Sewage sludge, which was collected from drying beds of the municipal

wastewater treatment station in Algeria, was used to eliminate cationic dye (Rho-

damine B) from aqueous solution. Sludge was chemically treated by different

reagents and at different conditions in order to optimize the best conditions giving

a maximum sorption of dye. Sulfuric acid at 0.1 mol/L was the efficient reagent to

activated sewage sludge. The effect of ratio and temperature impregnation was

evaluated; the results show that the impregnation ratio which gives a good coverage

of the sorbent surface by acids is 25 at ambient temperature.

Keywords Sewage sludge • Chemical activation • Dye • Impregnation ratio

Nomenclature

qe Uptake of dye (mg/g)

C0 Initial dye concentrations (mg/L)

Ce Final dye concentrations (mg/L)

V Volume of solution (L)

W Sorbent weight (g)

Subscripts

RS Raw sludge

AS Acids activated sewage sludge

BS Bases activated sewage sludge
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ASN Sewage sludge activated by HNO3

ASS Sewage sludge activated by H2SO4

ASP Sewage sludge activated by H3PO4

BSn Sewage sludge activated by NaOH

BSCO3 Sewage sludge activated by Na2CO3

BSHCO3 Sewage sludge by NaHCO3

BSSO4 Sewage sludge by Na2SO4

RhB Rhodamine B

IR Impregnation ratio

46.1 Introduction

The adsorption technique has been used by several authors for the removal of

various pollutants, such as dyes and heavy metals, from aqueous solution. Since

the range of pollutants are various and varied, the adsorbent used are also more

numerous and different. This is due to the use of by-products and recovery of

certain wastes as adsorbents. Thus, the availability of by-product and waste from

different genres expands the range of choice of sorbent to be used. In the literature,

we find that several authors have used sewage sludge as a by-product, for purifica-

tion of waste water by adsorption. The ways of activation of the sludge differ from

one author to another. This mainly depends on the nature of pollutant to be

removed. In the study carried by Caner et al. [1], the anaerobic sludge sampled

from anaerobic digester of a municipal waste water treatment was perfectly used as

adsorbent dye blue burazol ED. For improving the performance of sewage sludge

for a large game of pollutants, sludge can follow different treatments, by chemical

or physical activation. Ju et al. [2] have treated sludge chemically by three chemical

reagents: sulfuric acid, hydrochloric acid and the NaOH, the sorption results of

cationic dye Rhodamine B, show that the treatment with the acid is more effective

than that by the base, while sulfuric acid gives the greater capacity of sorption.

Once again, the sewage sludge was chemically activated by nitric acid in the study

ported by Junxiong et al. [3]; the treatment efficiency was tested on the sorption of

methylene blue (MB) and Reactive Red 4 (CE4); the characterization of the

activated sludge shows that the surface sorbent has become complex; and anionic,

carboxylic, and phosphonate functional groups were identified as binding site for

the methylene blue, while the amine groups have been identified as the site

adsorption of RR4. However, we focused our research on the optimization of the

parameters of the activation of sewage sludge, the choice of activating reagent, and

its concentration are among the most important parameters of the chemical activa-

tion, without even neglected the effect of ratio and temperature impregnation which

may influence the effectiveness of the activation. A good impregnation of sorbent

ensures a good distribution of functional groups on the surface of the sorbent.

However, the rate and temperature of impregnation were also studied and the

sorbate selected was the cationic dye Rhodamine B.
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46.2 Materials and Methods

46.2.1 Preparation of Chemical Activated Sludge

The sewage sludge samples in this study were collected from drying beds of the

municipal biological wastewater treatment station of IBN ZIED, Constantine,

Algeria. Sewage sludge was dried at 105 �C, crushed and sieved to obtain a particle
size �315 nm. The crushed raw sludge (RS) was prepared by chemical activation

using different chemical reagents such as acids: H3PO4, H2SO4, and HNO3, and

bases: NaOH, Na2CO3, NaHCO3, and Na2SO4. First, sludge was mixed with

activating agent solution with a ratio of 1:25 (weight of crushed sludge/volume

of activating agent) at an ambient temperature, for 24 h in a continuously mixed

reactor. After that, the chemical activated sludge was separated from chemical

agent by centrifugation (sigma 2–16) at 4,000 rpm for 5 min. The previously

activated sludge was washed several times with distilled water in order to eliminate

the excess of chemical activated agent, centrifuged and oven dried at 105 �C.
Finally, the dried chemical activated sludge was subsequently crushed and sieved

into a uniform size of equal or less than 315 nm. We noted by AS and BS the acids

and bases activated sewage sludge, respectively, and by ASN, ASS, ASP, BSn,

BSCO3, BSHCO3, and BSSO4 for those activated by HNO3, H2SO4, H3PO4, NaOH,

Na2CO3, NaHCO3, and Na2SO4, respectively. The chemical activation can be

influenced by different parameters, the ratio and temperature impregnation, and

the concentration of the chemical reagent. These parameters may produce sorbent

with different characterization and surface structure. For this reason, the concen-

tration of activated acids ranging from 0.01 to 2 mol/L was tested on the RS,

keeping the same chemical activation conditions. The effect of the impregnation

ratio was evaluated; however, the same amount of sludge was impregnated with

different sulfuric acid volumes (50, 100, 200, 300, 400, and 600 mL). The

impregnation temperature was tested from 10 to 40 �C including the ambient

temperature.

46.2.2 Adsorbate

Rhodamine B (RhB) dye which was supplied from Sigma-Aldrich was used to

prepare solutions. The chemical structure of this dye is shown in Fig. 46.1. The

concentrations of Rhodamine B dye were determined by using UV–Vis spectro-

photometer (Shimadzu mini 1240) set at a wavelength of 554 nm.

46.2.3 The Adsorption Procedure

The effect of chemical activation was carried on the sorption of Rhodamine B in

batch system. For this, a 400 mL of RhB was stirred with 4 g of activated sludge at
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300 rpm, by maintaining a constant temperature of 25 �C until equilibrium was

reached. At predetermined time intervals, a volume 0.5 mL of solution was sam-

pled, centrifuged at 4,000 rpm for 5 min, and the supernatant was used for the

determination of final concentration of RhB. The dye uptake qe (mg/g) was deter-

mined as follows:

qe ¼
C0 � Ceð ÞV

W
ð46:1Þ

where C0 and Ce are the initial and final dye concentrations (mg/L), respectively,

V is the volume of solution (L), and W is the sorbent weight (g).

46.3 Results and Discussion

46.3.1 Effect of Chemical Activation by Acids and Bases

To study the effect of acids and bases, the chemical activation reagents were used at

the same concentration of 0.1 mol/L. The figure below shows the effect of activa-

tion by acids and bases. From this figure we can note that:

The activation of RS by acids (AS) is beneficial because the sorption capacity is

higher than the sludge without activation. However, the BS treatment was not

efficacy for any types of bases reagent used. Among the acids used, sulfuric acid

gives the greater percent removal of dye compared to the other acids used; this

result was obtained by different authors [4–6].

Chemical activation is intended to introduce the active site on the surface of the

sorbent. However, activation of sorbent by bases is enabled by introducing a basic

functional surface, and the activation with acids enables the formation of acidic

functional surface character. Thus as the RhB is cationic, it is clear that the sorption

on activated sludge by acid (AS) is favored. Since the acidic functional surface

exists in the origin on the surface of RS, other functions are created; therefore, the

N CH3N
+

Cl–

H3C

CH3 H3C

OH
O

O

Fig. 46.1 Structure of

Rhodamine B
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cationic dye is increasingly removed. The decrease in sorption capacity of the

activated sludge by bases is expected because it is possible that the repulsion forces

between the basic surface functions and the cationic dye are formed (Fig. 46.2).

46.3.2 Effect of Acids Concentration

To investigate the effect of acid concentration on the RS, only the three acids

studies are used as chemical activation reagent. The concentration varied for each

acid between 0.01 and 2 mol/L; the results obtained are presented in the following

graphs:

As shown in Figs. 46.3, 46.4, and 46.5, between the three acids used, sulfuric

acid revealed the best acids for activating the sludge for all the concentration

studies, with the exception at the concentration of 2 mol/L. The biggest amount

sorbed of ASS is given by sulfuric acid at a concentration of 0.1 mol/L.

Since sulfuric acid at the concentration of 0.1 mol/L was found to be the best

chemical activation reagent of RS, it was used at the same concentration for studies

of the effects of ratio and temperature impregnation.
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Fig. 46.2 Effect of treatment of sludge by acids and bases on the sorption of Rhodamine B
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46.3.3 Effect of Impregnation Ratio

Chemical activation has a direct relation with the functional surfaces introducing on

the surface of sorbent, the amount and concentration of the functional surface,

depends on the mode and manner of activation. A good impregnation of sorbent can

promote the enrichment of the sorbent surface by a functional surface. The impreg-

nation ratio was tested by maintaining the same mass of RS and varying the volume
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of sulfuric acid for obtaining impregnation ratio of 6.25, 12.5, 25, 50, and 75.

Figure 46.6 shows that with an impregnation ratio (IR) of 25 we have obtained a

very high sorption capacity, which means that at this IR we provide a good

impregnation of the surface sorbent. At 6.25 and 12.5 IR, the sludge surface

wasn’t well impregnated. Above IR of 25, there is no more functional surface

formed confirmed.
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46.3.4 Effect of Impregnation Temperature

The effect of the temperature impregnation is studied for the temperatures (10, 20,

30, 40), by maintaining an IR equal to 25.

According to Fig. 46.7, it is clear that the impregnation temperature has no

remarkable effect on the sorption capacity of ASS, and the impregnation at ambient

temperature gives a maximum amount of dye sorption.

46.4 Conclusion

The sewage sludge chemically treated by H2SO4 at 0.1 mol/L has to be found a

good novel sorbent of cationic dye Rhodamine B from aqueous solution, the

impregnation ratio which gives a maximum capacity of sorption of ASS was 25 at

an ambient temperature.
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Chapter 47

Preferential CO Oxidation Over
Ru/Al2O3-Coated Metal Monolith Catalyst
for Small-Scale Fuel Processor

Kee Young Koo, Hyun Ji Eom, Un Ho Jung, and Wang Lai Yoon

Abstract Ru/Al2O3-coated FeCralloy monolith catalyst was applied for the pref-

erential CO oxidation (PrOx) to reduce CO concentration less than 10 ppm in

reforming process. FeCralloy monolith was pre-calcined at 900 �C after electro-

chemical surface treatment which results in the formation of uniform Al2O3 layer

on the metal substrate. Pre-calcined monolith was coated with 10 wt% Al2O3 sol

and followed by 1.2 wt% Ru/Al2O3 catalyst washcoating. The highly dispersed

1.2 wt% Ru/Al2O3 catalyst was prepared by the deposition-precipitation method

using 5 wt% NaOH solution as a precipitant. The characterization as to surface area,

metal dispersion, and reduction temperature of catalysts were analyzed by BET,

CO-chemisorption and H2-TPR. PrOx test was performed with GHSV of 5,000–

30,000 h�1 at 100–200 �C. The λ(2[O2]/[CO]) was adjusted between 1 and 2 and the

effect of H2O and CO2 was examined at λ¼ 2. As a result, the metal dispersion of

Ru coated on the FeCralloy monolith is higher than that of commercial pellet

catalyst with the shape of sphere. The monolith catalyst shows higher CO conver-

sion and CO2 selectivity than the commercial catalyst due to the enhancement of

thermal conductivity and the maximization of available Ru active site on the metal

substrate. In addition, monolith catalyst has a superior tolerance to H2O and CO2.

From this study, it is found that the Ru/Al2O3-coated monolith catalyst shows

robust catalytic activity with 100 % CO conversion and 50 % CO2 selectivity

under 0.61 % CO, 0.61 % O2, 59 % H2, 19 % H2O, 16 % CO2, N2 balance at

GHSV¼ 5,000 h�1 from 100 to 160 �C in PrOx.
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47.1 Introduction

The Pt catalyst in the proton exchange membrane fuel cell (PMEFC) can be easily

poisoned by irreversible CO adsorption. To prevent poisoning of the Pt catalyst,

hydrogen fuel with a CO concentration of 10 ppm or less is needed [1–4]. Hydrogen

is mostly produced by steam reforming of natural gas, but the reformed gas contains

5–15 % CO, and thus a CO removal process is required. The CO concentration of

the reformed gas can be lowered to around 0.5–1 % through the water gas shift

(WGS) reaction. However, the CO concentration must be maintained at around

10 ppm or lower in order for the Pt catalyst to operate stably, and this always

requires an additional CO removal process. Generally, the preferential CO oxida-

tion (PrOx) reaction is widely used as the most economical and effective CO

removal process [1, 2, 4, 5]. The PrOx reaction is a fast exothermic reaction in

which CO oxidation and H2 oxidation occur competitively, and it makes it difficult

to control the operating temperature [6]. Moreover, as the reaction temperature

increases, side reactions such as H2 oxidation, r-WGS, and methanation lower the

CO conversion and CO2 selectivity, so control of the reaction temperature is

important. Therefore, a PrOx catalyst with a high CO conversion and CO2 selec-

tivity in a wide low temperature range of 100–200 �C, as well as a high tolerance to
the H2O and CO2 present in the reformed gas is needed to effectively remove CO.

In general chemical processes including the PrOx reaction, a packed bed reactor

with ceramic pellet catalysts has been used. However, the conventional packed bed

reactor has a number of drawbacks including its low thermal conductivity, slow

response characteristics, pressure drop, and channeling [2, 3, 7–9]. In particular, the

PrOx reaction is a very fast catalytic surface reaction, and thus the diffusion of

reactant gas to the catalyst surface becomes the rate limiting step. Therefore, only

the active sites exposed on the support surface are involved in the reaction, lowering

the utilization efficiency of the catalysts. As such, it entails the problem of increas-

ing reactor volume as large amounts of pellet catalyst are required to obtain

sufficient conversion [10]. Moreover, the temperature control in the catalyst bed

is difficult due to the formation of localized hot spot and heat transfer limitation.

To overcome such problems, metal structured catalysts such as metal monolith

have been studied as an alternative [1, 2, 7]. Since a metal structured catalyst

provides a large geometric reaction surface area to reaction volume (S/V) and

increases the heat transfer rate per unit volume of process flow (US/V), it enables

a compact reactor design [11]. Moreover, the radial concentration and temperature

gradient as well as pressure drop can be minimized by the well-behaved uniform

flow of the metal structures through the regular channel. According to the previous

reports concerning metal structured catalysts for PrOx reaction, CuO/CeO2, Au, and

Pt have been used as the active metals [1, 2, 7, 8, 12–14]. Snytnikov et al. [13]

fabricated the microchannel reactor by washcoating the Cu/CeO2�x catalyst on the

stainless steel plate. In the PrOx reaction, the CO concentration was reduced from

1.5 vol.% to 10 ppm or less at [O2]/[CO]¼ 1.5,WHSV¼ 240 L/g h, and temperature

range of 230–240 �C, although the same H2O and CO2 concentrations as the actual
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reforming process existed. Laguna et al. [7] compared the catalyst activity of the

CuOx/CeO2 powder catalyst and CuO/CeO2 catalysts which were washcoated

onto Fecralloy microchannel reactor in PrOx reaction. They explained that the

microchannel reactor showed better CO conversion than the powder

catalysts because effective heat removal restrained the H2 oxidation and r-WGS

reactions. There have also been other studies which used metal structured catalysts

to which precious metals such as Pt and Au were deposited for the PrOx reaction

[2, 12, 14]. Martı́nez et al. [14] compared the performance of powder catalysts with

the monolith catalysts which were prepared by coating Au-Al2O3 and Au-CeO2 on

an austenitic stainless steel (AISI 304) monolith in the PrOx reaction. The results

showed that the monolith catalysts had a superior CO conversion compared to the

powder catalysts. Moreover, the 1 wt% Au-CeO2/AISI 304 monolith catalyst

showed the most outstanding catalyst activity even in the presence of H2O because

of the synergy effect between the oxidation capability of gold atoms and the redox

property of the CeO2 in the Au-CeO2 catalysts. According to Sirijaruphan et al.’s

report [12], the metal structured catalysts fabricated by washcoating the

Fe-promoted Pt/γ-Al2O3 powder catalyst on the FeCrAlY metal foam showed

more stable catalyst activity and higher CO selectivity than the powder catalysts in

the PrOx reaction. However, as far as we know, few studies have used a metal

structured catalyst coated with Ru/Al2O3 catalyst with outstanding CO oxidation

activity at a low temperature.

In this study, we have investigated the characteristics of the PrOx reaction of the

Ru/α-Al2O3 washcoated FeCralloy monolith catalysts and the effect of H2O and

CO2 addition as an important reaction variable in the PrOx reaction of actual

reforming process. Moreover, we compared the catalyst activity and CO2 selectiv-

ity at a low reaction temperature (100–200 �C) of the metal structured catalyst and

an Ru/Al2O3 commercial pellet catalyst as a reference catalyst.

47.2 Experimental

47.2.1 Catalyst Preparation

FeCralloy (Fe:72.8, Cr:22, Al:5, Y:0.1, Zr:0.1 wt%) monolith used as a metal

structured carrier was manufactured by rolling a flat metal strip and corrugated

strip into the shape of a cylinder. The diameter of the cylinder was 22 mm, the

height was 20 mm, and the cell density was 690 cpi (cells/in2). The metal monolith

was rinsed with acetone in ultrasonic bath for 30 min before the surface was treated

electrochemically. After the preliminary treatment of the metal surface with pro-

prietary method [10], it was calcined at 900 �C for 6 h. Pre-calcined monolith was

repeatedly washcoated by 10 wt% Al2O3 sol solution until a sufficient amount of

Al2O3 sol was loaded to the metal monolith. After which, the Al2O3-coated

monolith was calcined again at 500 �C for 6 h. Al2O3 solution was prepared by

47 Preferential CO Oxidation Over Ru/Al2O3-Coated Metal Monolith Catalyst. . . 635



dissolving boehmite (DISPERAL P2, SASOL) in distilled water. Moreover, the

viscosity of the sol solution was maintained constant by keeping the pH of the

solution at 4.5. The Al2O3-coated monolith was washcoated by 1.2 wt%

Ru/α-Al2O3 catalyst slurry, which was the mixture of 1.2 wt% Ru/α-Al2O3 catalyst

powder, boehmite, and distilled water in ratios of 1:1:0.5, respectively. The

washcoated monolith was dried at 150 �C for 1 h. The monolith catalyst was

washcoated repeatedly up to the loaded catalyst amount of 1.0 g. 1.2 wt%

Ru/α-Al2O3 catalyst was prepared by deposition-precipitation method using the

α-Al2O3 and Ru nitrosyl nitrate solution (Ru(NO)(NO3)x(OH)y, Aldrich) as a

support and Ru metal precursor, respectively. α-Al2O3 support was prepared by

the calcinations of γ-Al2O3 (SASOL) at 1,200
�C for 6 h. The pH of the solution

was adjusted at 6.5 with 5 wt% NaOH (D.S.P. GR Reagent) solution as a precip-

itation agent [5]. The BET surface area, metal dispersion, and metal surface area of

1.2 wt% Ru/α-Al2O3 powder were 30.0 m2/g, 91.1 %, and 3.0 m2/g, respectively.

For comparison, the 0.4 wt% Ru/α-Al2O3 commercial pellet catalyst was used as a

reference catalyst. The commercial pellet catalyst was a spherical shape with a size

of 1.5–2 mm. Figure 47.1 shows photos of 1.2 wt% Ru/α-Al2O3-coated monolith

catalyst and 0.4 wt% Ru/α-Al2O3 commercial pellet catalyst.

47.2.2 Characterization

The surface area of catalysts was measured by BET (Belsorp max, BEL Japan Inc.)

through the nitrogen adsorption at �196 �C. In the case of monolith catalyst, the

coated samples were cut into a specific size to analyze the physicochemical

properties. Temperature programmed reduction (TPR, BEL CAT B, BEL JAPAN

Inc.) was carried out to measure the reduction temperature and H2 consumption of

catalysts. The sample of 0.1 g was loaded into a U-shape quartz reactor and heated

by an electrical furnace at heating rate of 10 �C/min from room temperature up to

Fig. 47.1 Photos of (a) Ru/Al2O3-coated monolith catalyst and (b) commercial pellet catalysts

636 K.Y. Koo et al.



300 �C under 10 % H2/Ar gas. H2 consumption was estimated by integrating the

peak area of the reduction profile. The metal dispersion and Ru particle size were

measured by CO-chemisorption (BEL METAL-3, BEL JAPAN Inc.). The sample

of 0.05 g in a U-shape quartz reactor was reduced with H2 flow at 200 �C for 2 h and

a CO pulse (10 % CO/He) was injected into the catalyst at 50 �C. The adsorbed CO
amount obtained by assuming the adsorption stoichiometry of CO/Ru¼ 1 was used

to estimate the Ru dispersion and particle size.

47.2.3 Catalytic Tests

To test the activity of the catalyst, the monolith catalysts were placed on the

center of 100 Incornel reactor; the thermocouple was positioned at the center of

the bottom surface of the monolith to control the catalyst bed temperature.

The monolith catalyst and pellet catalyst were reduced at 200 �C for 2 h under

10 % H2/N2 before the reaction. The PrOx reaction was performed at reaction

temperature of 100–200 �C. The reactant feed was 0.61 % CO, 0.46–0.61 % O2,

59 % H2, N2 balance, and the gas hourly space velocity (GHSV) was 5,000–

30,000 h�1. The effect of H2O and CO2 addition on the catalytic activity was

investigated under 0.61 % CO, 0.61 % O2, 59 % H2, 19 % H2O, 16 % CO2, and N2

balance. The λ(2[O2]/[CO]) was adjusted between 1.5 and 2. The effluent was

passed through a trap to condensate residual water, and the composition of gases

was analyzed by online Micro-GC (Agilent 3000) equipped with a TCD detector.

The Ru amount of commercial catalyst was filled equally into the amount of Ru

metal coated over monolith catalyst for the comparison of catalytic activity in PrOx

reaction. The CO conversion, O2 conversion, CO2 selectivity, and CH4 yield are

defined as follows:

CO conversion %ð Þ ¼ CO½ �in � CO½ �out
CO½ �in

� 100 ð47:1Þ

O2 conversion %ð Þ ¼ O2½ �in � O2½ �out
O2½ �in

� 100 ð47:2Þ

CO2 selectivity %ð Þ ¼ 0:5� CO½ �in � CO½ �out � CH4½ �out
� �

O2½ �in � O2½ �out
� 100 ð47:3Þ

CH4 yield %ð Þ ¼ CH4½ �out
CO½ �in

� 100 ð47:4Þ
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47.3 Results and Discussion

47.3.1 Catalyst Characterization

Table 47.1 summarizes the BET surface area, Ru metal dispersion, and particle size

of the Ru/Al2O3-coated monolith catalyst and Ru/Al2O3 pellet catalyst. The BET

surface area (2.7 m2/g) of the pellet catalyst was smaller than the surface area

(7.0 m2/g) of the monolith catalyst. The measurement of metal dispersion and Ru

particle size using CO-chemisorption analysis revealed that the metal dispersions of

the monolith catalyst and pellet catalyst were 43.5 % and 19.6 %, respectively,

whereas their Ru particle sizes were 3.1 nm and 6.8 nm, respectively. It was

confirmed that small Ru metal particles were highly dispersed on the surface of

the Ru/Al2O3-coated monolith catalyst. In general, highly dispersed Ru active

metal improves CO oxidative activity in the PrOx reaction at low temperature

[15, 16]. Therefore, the monolith catalyst with highly dispersed Ru is expected to

show better CO oxidative activity than the commercial pellet catalyst at a low

temperature.

Figure 47.2 presents the result of the TPR analysis to measure the reduction

temperature of the monolith and pellet catalysts. Both catalysts were completely

Fig. 47.2 H2-TPR patterns

of Ru/Al2O3-coated

monolith catalyst and

Ru/Al2O3 pellet catalyst

Table 47.1 Characteristics of the Ru/Al2O3-coated monolith catalyst and Ru/Al2O3 pellet

catalyst

Catalyst BET (m2/g)a Metal dispersion (%)b Ru particle size (nm)b

Monolith 7.0 43.5 3.1

Pellet 2.7 19.6 6.8
aEstimated from N2 adsorption at �196 �C
bEstimated from CO-chemisorption at 50 �C
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reduced at low temperature below 200 �C. This result is in agreement with the

previous reports that all supported Ru catalysts were fully reduced at 250 �C in H2

gas [17]. The reduction peak of the pellet catalyst was shown in a broad range of

65 and 175 �C. In the case of the monolith catalyst, two reduction peaks were

observed at 100 and 150 �C. The reduction peak detected at below 100 �Cwas caused

by the reduction of the free RuO2 particle, whereas the TPR peak around 160 �C was

attributed to the interaction between the RuOx and the support [18]. It indicates that

the highly dispersed Ru catalysts are coated on the surface of metal monolith. The

comparison of H2 consumption estimated by integrating the area of the reduction

peak found the H2 consumption of the monolith catalyst to be much greater than that

of the pellet catalyst. This means that the monolith catalyst has more reduced Ru

active metal than the pellet catalyst. Such TPR result is consistent with the

H2-chemisorption result. In the case of the fast exothermic reaction on the catalyst

surface such as PrOx reaction, the monolith catalyst, which has a large amount of Ru

exposed on the support surface, has more active sites participating in the reaction;

thus, it is expected to have better catalyst activity than the pellet catalyst.

47.3.2 Comparison of Monolith Catalyst and Pellet Catalyst

Figure 47.3 shows the performance of the Ru/Al2O3 pellet catalyst and Ru/Al2O3-

coated monolith catalyst at different PrOx reaction temperatures. The reaction gas

composition was 0.61 % CO, 0.46 % O2, 59 % H2, and N2 as balance at

GHSV¼ 15,000 h�1. The loading amount of Ru metal in the monolith catalyst,

and the pellet catalyst was the same. The CO conversion and O2 conversion of the

monolith catalyst were higher than those of the pellet catalyst throughout the

reaction temperature range of 100–200 �C. The CO conversion of the monolith

catalyst was as high as 95.9 % at low temperature of 120 �C, whereas the CO

conversion of the pellet catalyst was low with 71.7 %. The commercial catalyst

showed the highest CO conversion of 82.5 % at 140 �C. The reasons for the metal

monolith catalyst showing higher CO oxidation reactivity at low temperature than

the ceramic pellet catalyst were highmetal dispersion, low-temperature reducibility,

and good thermal conductivity of the metal monolith. Likewise, the CO2 selectivity

of the monolith catalyst was higher than the pellet catalyst. Note, however, that the

CO2 selectivity of the monolith catalyst nominally decreases at 200 �C, and such is

attributed to methanation [19]. Although the methanation reaction is also the CO

removal reaction, it consumes the hydrogen in the reformed gas; thus, lowering the

hydrogen production efficiency. Therefore, the Ru catalyst must be designed to have

stable and high CO oxidative activity at temperature of 200 �C or lower [5]. In other

words, monolith catalyst with higher CO conversion and CO2 selectivity than those

of the pellet catalyst is more suitable for the PrOx reaction, which requires the

catalyst to have outstanding CO oxidative activity at low temperature. The CO

oxidative activity of the monolith catalyst is higher because it is better for the highly

dispersed deposition of the Ru activemetal, and it hasmore activemetals involved in
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the reaction on the catalyst surface since it provides a higher ratio of geometric

reaction surface area to reaction volume [2, 11]. Such reaction result is consistent

with the characteristics of catalysts as described above.

Figure 47.4 presents the catalytic activity of the monolith catalyst and pellet

catalyst with various GHSV in PrOx reaction. As GHSV increases from 5,000 to

30,000 h�1, both CO conversion and CO2 selectivity decreased. At high GHSV of

30,000 h�1, the CO conversion of the monolith catalyst and pellet catalyst was

78.4 % and 66.4 %, respectively, indicating that the CO conversion of the monolith

catalyst was higher. The monolith catalyst showed higher CO oxidative activity

in PrOx reaction unlike the pellet catalyst because of better heat and mass transfer.

In other words, the low CO oxidative activity of the pellet catalyst is attributed to

the heat and mass transfer limitation [7, 10]. In detail, not all deposited Ru

active metals of the pellet catalyst were involved in the reaction because of the

low effectiveness factor, and temperature control was difficult since the heat

generated by the fast exothermic reaction was not completely removed [7]. On

the other hand, the Ru/Al2O3-coated monolith catalyst exhibited higher CO con-

version and CO2 selectivity in the PrOx reaction because of more active metals and

higher thermal conductivity.

Fig. 47.3 Comparison of monolith catalyst and pellet catalyst with reaction temperatures in PrOx.

(Inverted filled triangle): Ru/Al2O3 commercial pellet catalyst, ( filled circle): Ru/Al2O3-coated

monolith catalyst (Reaction condition: 0.61 % CO, 0.46 % O2, 59 % H2, N2 as balance,

GHSV¼ 15,000 h�1)
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47.3.3 Effect of H2O and CO2 Addition

In the reforming process, the reformed gas generated by the WGS reaction

contains both H2O and CO2. Such impurities degrade the catalyst activity by blockage

of the active sites of the PrOx catalyst or promoting the r-WGS as a side reaction

[16, 19, 20]. Therefore, the PrOx catalysts applied in the reforming process require

high resistances to impurities such as H2O and CO2. Figure 47.5 shows the effect of

H2O and CO2 addition on the CO oxidative activity of the Ru/Al2O3-coated monolith

catalyst and pellet catalyst in PrOx reaction. The composition of the reactant gas was

0.61 % CO, 0.61 % O2, 59 % H2, 19 % H2O, 16 % CO2, and N2 as balance; the PrOx

reaction was performed at GHSV¼ 15,000 h�1.WhenH2O andCO2were not present,

the CO conversion of the monolith catalyst reached 100% at temperature of 120 �C or

above. When both H2O and CO2 were added together, however, CO conversion

decreased throughout the reaction temperature range of 100–200 �C. As mentioned

above, the blockage of catalyst active sites by the competitive absorption of H2O and

CO2 impurities as well as the r-WGS reaction lowered the CO oxidative activity in

PrOx reaction. Interestingly, adding CO2 only did not affect the CO conversion at all;

addingH2O only decreased the CO conversion at temperature of 160 �C or above. This

negative effect of H2O addition is attributed to the blockage of catalyst active sites by

the adsorbed H2O and the formation of CO–H2O complexes on the surface [3, 5].

When there were no H2O and CO2, the CO conversion of the Ru/Al2O3 com-

mercial pellet catalyst reached 100 % at 140 �C. Unlike the Ru/ Al2O3-coated

Fig. 47.4 Comparison of

CO conversion and CO2

selectivity with GHSV over

Ru/Al2O3-coated monolith

catalyst and Ru/Al2O3

commercial pellet catalyst

in PrOx. (Inverted filled
triangle): pellet catalyst,
( filled circle): monolith

catalyst (Reaction

condition: 0.61 % CO,

0.46 % O2, 59 % H2, N2 as

balance, T¼ 160 �C)
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monolith catalyst, however, its CO conversion greatly decreased when any H2O or

CO2 existed. In particular, when only CO2 was added, the CO oxidative activity of

the pellet catalyst greatly decreased, unlike the monolith catalyst whose CO

conversion did not change at all. The decrease of CO conversion as the reaction

temperature increases from 140 �C is attributed to the r-WGS as a side reaction. It is

evident that the monolith catalyst has higher resistance to H2O and CO2 than the

pellet catalyst. This is due to the fact that the highly dispersed Ru catalyst which is

deposited on the monolith surface participates in the reaction.

Fig. 47.5 Effect of H2O and CO2 addition on CO conversion of (a) Ru/Al2O3-coated monolith

catalyst and (b) Ru/Al2O3 commercial pellet catalyst in PrOx reaction (Reaction condition: 0.61 %

CO, 0.61 % O2, 59 % H2, 19 % H2O, 16 % CO2, N2 as balance, GHSV¼ 15,000 h�1)
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47.3.4 Effect of λ(2[O2]/[CO])

λ(2[O2]/[CO]) is one of the most important reaction variables in the PrOx reaction.

Since CO oxidation and H2 oxidation occur competitively in a PrOx reaction,

excess oxygen must be fed to remove CO completely. Figure 47.6 presents the

performance of Ru/Al2O3-coated monolith catalyst at λ¼ 1.5 and λ¼ 2. At reaction

temperature of 100–200 �C, higher CO conversion was observed at λ¼ 2 than at

λ¼ 1.5. At low temperature below 120 �C, the difference in CO conversion at

λ¼ 1.5 and λ¼ 2 was less than 4 %. There was little difference in catalyst activity

with λ changed since the H2 oxidation does not occur in the temperature range of

120 �C or below. At λ¼ 1.5, the CO conversion decreased as the reaction temper-

ature increased, but O2 conversion reached 100 % at 140 �C or above. It demon-

strated that the H2 oxidation as a side reaction occurred competitively [7]. This is in

line with the decrease of CO2 selectivity. At λ¼ 1.5 with lower oxygen amount, the

decrease of CO2 selectivity was clearer due to the competitively occurring H2

oxidation as temperature increased from 120 to 200 �C. As the reaction temperature

increased, the CO2 selectivity slightly decreased at λ¼ 2. That is because CO in the

Fig. 47.6 Effect of λ(2[O2]/[CO]) on catalytic activity of Ru/Al2O3-coated monolith catalyst in

PrOx reaction. (Open circle): λ¼ 2 (Inverted filled triangle): λ¼ 1.5 (Reaction condition: 0.61 %

CO, 0.46–0.61 % O2, 59 % H2, 19 % H2O, 16 % CO2, N2 as balance, GHSV¼ 15,000 h�1)
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reactant was completely removed by the excess oxygen supply. As described above,

the increase in CO conversion and decrease of CO2 selectivity at 200 �C are

attributed to methanation.

47.3.5 Operating Temperature Window

Figure 47.7 shows the catalytic performance of 1.2 wt% Ru/α-Al2O3-coated mono-

lith catalyst under 0.61%CO, 0.61%O2, 59%H2, 19%H2O, 16%CO2, N2 balance

Fig. 47.7 Catalytic performance of Ru/Al2O3-coated monolith catalyst in PrOx reaction (Reac-

tion condition: 0.61 % CO, 0.61 % O2, 59 % H2, 19 % H2O, 16 % CO2, N2 as balance,

GHSV¼ 5,000 h�1)
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at GHSV¼ 5,000 h�1 with λ¼ 2. CO conversion and CO2 selectivity in the range of

reaction temperature between 100 and 200 �C reached at 100 % and 50 %, respec-

tively. In addition, the O2 conversion corresponds to the CO conversion except for

that at 100 �C. Although O2 conversion is lower than 100 %, CO2 selectivity is

greater than 50 wt% due to the complete CO oxidation. It is confirmed that CO2

selectivity decreases at high temperature of over 180 �C because of the methanation

reaction. Therefore, the 1.2 wt% Ru/α-Al2O3-coated monolith catalyst showed a

good CO oxidation activity and CO2 selectivity within a wide temperature window

from 100 and 160 �C under the reaction condition of H2O and CO2 existence.

47.4 Conclusions

The FeCralloy monolith catalyst washcoated with 1.2 wt% Ru/Al2O3 catalyst was

applied for the PrOx reaction to reduce CO concentration less than 10 ppm in

reforming process. The Ru/Al2O3-coated monolith catalyst showed better CO

conversion and CO2 selectivity and superior tolerance of H2O and CO2 than

Ru/Al2O3 commercial pellet catalyst with shape of sphere in PrOx. It was due to

the fact that the CO oxidative activity of monolith catalyst was improved by the

highly dispersed Ru catalyst on the surface of metal monolith and good thermal

conductivity. In addition, monolith catalyst showed robust catalytic activity with

100 % CO conversion and 50 % CO2 selectivity under 0.61 % CO, 0.61 % O2,

59 % H2, 19 % H2O, 16 % CO2, N2 balance at GHSV¼ 5,000 h�1 from 100 to

160 �C in PrOx. Therefore, 1.2 wt% Ru/Al2O3-coated monolith catalyst is

considered a promising catalyst with outstanding catalytic activity and high toler-

ance to H2O and CO2 applicable to the PrOx reaction at low temperature.
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Chapter 48

Equilibrium and Kinetic Studies
of Adsorption of Cd (II), Zn(II),
and Cu(II) from Aqueous Solution
into Cereal By-Products

S. Arris, F. Belaib, M. Bencheikh Lehocine, and H.-A. Meniai

Abstract The present study concerns the test of natural adsorbent obtained from a

local cereal by-product as adsorbent for the removal of heavy metals such as Cu,

Zn, and Cd ions from aqueous solutions. The solid support was used after calcina-

tions at a temperature of 600 �C in exclusion of the air. The study was an

opportunity to investigate the adsorption kinetics where equilibrium was reached

after 30 min for the three metallic pollutants. The kinetic was of pseudo-second-

order and controlled by intra-particle diffusion phenomenon. The isotherm of

adsorption was also examined and showed a type C from Langmuir classification.

The effect of important parameters such as the initial concentration and the contact

time was also considered. The results showed a high retention capacity of the cereal

by-product adsorbent, where yield values exceeding 90 % was reached for an initial

concentration of 10 mg/L, at 20 �C, a mean size diameter of 0.1 mm, a mixing

velocity of 600 rpm, a solid–liquid ratio of 10 g/L, a pH between 3 and 6, and a

contact time of 2 h.

Keywords Removal • Heavy metals • Sorption • Low cost material

Nomenclature

K1 Constant of pseudo-first-order model

K2 Constant of pseudo-second-order model

Kint Constant of intra-particle diffusion model

m Mass of sorbent in g

n Constant of Freundlich model
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qt Sorption capacity at time t (mg/g)

qe Sorption capacity at equilibrium (mg/g)

qmax Maximale sorption capacity (mg/g)

v Volume of solution in L

A, B Constants of Temkin model

C0 Initial metal concentration in mg/L

Ct Metal concentration at time t in mg/L

KL Langmuir constant

KF Freundlich constant

P Yield (%)

R2 Correlation factor

RL Separation factor

T Temperature �K
t Temps (min)

α Initial adsorption rate in mg g�1 min�1

β Desorption constant in g mg�1

48.1 Introduction

Heavy metals are toxic to aquatic flora and fauna even in relatively low concentra-

tions. Some metals can be assimilated, stored, and concentrated by organisms [1].

Industries, including mining and electroplating, discharge aqueous effluents

containing high levels of such heavy metals as uranium, cadmium, mercury, and

copper. Untreated effluents have an adverse impact on the environment [2]. Cad-

mium is very toxic, which can cause serious damage to the kidneys and bones. It is

best known for its association with itai–itai disease [3]. Cadmium is classified as a

soft acid. Cadmium ions have little tendency to hydrolyze at pH values below 8, but

above 11 all cadmium exists as its hydroxo-complex [4]. In fresh water at pH 6–8,

Cd (II) predominates. CdOH+, Cd(OH)2, Cd(OH)2, Cd(OH)
�3, and Cd OHð Þ�42 also

exist depending upon the solution pH. The chloro-complexes CdCl+, CdCl2, and

CdCl�3 predominate in sea water and Cd (II) is present in very small amounts [4].

Free cadmium ions are highly toxic to plants and animals.

Cadmium accumulates in humans causing erythrocyte destruction, nausea, sal-

ivation, diarrhea, and muscular cramps, renal degradation, chronic pulmonary

problems, and skeletal deformity [1]. The drinking water guideline recommended

by World Health Organization and American Water Works Association (AWWA)

is 0.005 mg Cd/ L. In many ground waters that contain bicarbonate/carbonate

anions, the aqueous speciation of cadmium includes several complexes with bicar-

bonate/carbonate. Cadmium carbonate can be a solubility control for some high

alkaline environments that contain high cadmium contamination. Copper usually

occurs in nature as oxides and sulfides. In acidic environments, free aqueous Cu2+

dominates. At pH 6–8, the predominant species are Cu2+, Cu(OH)2, CuHCO
+3,

CuCO3, and CuOH+, while at pH >10 the major species are Cu OHð Þ�42 and Cu

(OH)�3 [4]. Mining wastes and acid mine drainage contribute significant quantities
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of dissolved copper to effluent streams. Other sources are fertilizer manufacturing,

petroleum refining, paints and pigments, steelworks, foundries, electroplating and

electrical equipment, brass, etc. Copper is an essential element but acute doses

cause metabolic disorders. Inhalation of copper produces symptoms similar to those

of silicosis and allergic contact dermatitis. Chronic copper poisoning cause hemo-

lytic anemia, neurological abnormalities, and corneal opacity [4].

The reduction of the pollutant to an acceptable level is necessary when toxic

metals are present in the aquatic system. Adsorption and ion exchange processes are

the most useful methods to remove them. These methods explore the availability of

different kinds of adsorbents associated with convenient procedures for obtaining

high efficiency. A large number of different adsorbent materials containing a

variety of attached chemical functional groups have been reported for this purpose.

For instance, activated carbon is the most popular material; however, its high cost

restricts its large-scale use. In recent years, special attention has been focused on the

use of natural adsorbents as an alternative to replace the conventional adsorbents,

based on both the environmental and the economical points of view [5]. Natural

materials that are available in large quantities, or certain waste products from

industrial or agricultural operations, may have potential as inexpensive sorbents.

Due to their low cost, when these materials the end of their life time, they can be

disposed of without expensive regeneration. The abundance and availability of

agricultural by-products make them good sources of raw materials for natural

sorbents.

48.2 Material and Methods

48.2.1 Sorbent

The cereal by-product was washed with distillated water and then dried at 110 �C in

for 3 h. The carbon was obtained by cereal by-product carbonization at 600 �C
during 1 h in exclusion of air in electrical furnace (HEARAEUS D-6450) HANAU/

Germany). After, the solid obtained was crushed in a crusher (FRITSCH industry.

86580 IdarOberstein). Finally, the solid material obtained is stored in desiccators

for use.

48.2.2 Solution

A stock solution of Cu, Cd, and Zn were prepared (1,000 mg/L) by dissolving 1 g

(AR grade) in 1.0 L of deionized water. The stock solution was diluted with

deionized water to obtain the desired concentration range of Cu, Cd, and Zn

solutions.

The pH was adjusted using HCl 0.1 M or NaOH 0.1 M solutions. All the used

chemicals were of analytical grade.
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48.2.3 Batch Biosorption Experiments

Batch adsorption experiments were carried out by shaking 0.5 g of carbonized

by-product with 50 mL of metal solution of known concentration in Erlenmeyer

flasks at specified temperatures in a thermostated water bath mechanical shaker.

The flasks were removed after the desired contact time. A definite volume (5 mL) of

the solution was withdrawn and quickly filtered through Whatmann No.40 filter

paper. After, the filtrates collected were analyzed using atomic absorption (Absorp-

tion Atom is Spectrophotometer Spectra AA-20 plus). Finally, we have determinate

the capacity of adsorption [6].

Effect of parameters such as the time of contact, the initial concentration, was

studied. The amount of considered metal adsorbed qt was calculated using the

following equation [7]:

qt ¼ C0 � Ctð ÞVð Þ=m ð48:1Þ

where qt is the amount of metal ions adsorbed on the biomass (mg/g), C0: initial

metal concentration in mg/L,

Ct: metal concentration at time t, m: mass of carbon in g, V: Volume of metal

solution in L [8].

The percentage of removed Cr (VI) ions (R %) in solution was calculated using

Eq. (48.2):

P %ð Þ ¼ C0 � Ctð Þ=C0ð Þ � 100 ð48:2Þ

48.3 Results and Discussion

48.3.1 Impact of Contacting Time and Kinetic Study

The studied phenomenon is the transfer of contaminants from the liquid phase to the

solid phase, without any reaction in appearance. Kinetic experiment was conducted

to decide time needed to reach adsorption equilibrium. The study consists of

contacting, in batch, the pollutant with cereal by-product at different time, and

the concentration of metallic ions in liquid phase was measured. The results for the

three pollutants studied are shown in the Figs. 48.1, 48.2, and 48.3.

Equilibrium contact time was found to be 90 min for Cu (II), Zn (II), and Cd (II).

The removal efficiency at these contact times was 90 %, 87 %, and 70 %, respec-

tively. Figures 48.1, 48.2, and 48.3 show that biosorption of Cu, Zn and Cd were

rapid within the first 30 min of contact time due to vacant sites on biosorbent. The

rate of adsorption of metals gradually decreased with increase in contact time due to

decrease of sorption sites. For three cations, q changes rapidly in the first, then we

can see a plate indicating saturation.
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Fig. 48.1 Kinetic of Copper adsorption v¼ 600 tr/min, r¼ 10 g/L, d< 0.1 mm

Fig. 48.2 Kinetic of Zinc adsorption C0¼ 10 mg/L, pH6, 20 �C, C0¼ 10 mg/L, pH6, 20 �C,
v¼ 600 tr/min, r¼ 10 g/L, d< 0.1 mm
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Kinetic investigation was conducted by testing experimental data on pseudo-

first, pseudo-second-order, Elovich and intra-particle diffusion kinetic models.

48.3.2 Lagergen Model

The pseudo-first-order kinetic model was proposed by Lagergren [9] and [10]. The

integral form of the model was generally expressed as follows:

Log qe � qtð Þ ¼ logqe �
K1

2:303
t ð48:3Þ

where qe is the adsorption amounts at equilibrium (mg/g); qt: the adsorption

amounts at time t (mg/g); t: time (min), and K1: the rate constant in the pseudo-

first-order adsorption process (min-1). The constants were determined experimen-

tally by plotting log (qe� qt) versus t Figs. 48.4, 48.5, and 48.6.

48.3.3 Pseudo-Second-Order Model

The pseudo-second-order kinetic model, proposed by Y. S. Ho and McKay [11], is

based on the assumption that the adsorption follows second-order chemisorption.

The linear form can be written as:

Fig. 48.3 Kinetic of Cadmium adsorption Conditions: C0¼ 10 mg/L, pH6, 20 �C, v¼ 600 tr/min,

r¼ 10 g/L, d< 0.1 mm

652 S. Arris et al.



t

qt
� 1=K2q

2
e

� �þ 1=q2e
� �

t ð48:4Þ

where K2 is the rate constant of adsorption (g/mg/min), qe: the adsorbed metal

amount (mg/g). By plotting a curve of t/qt against t, qe and K2 can be evaluated

Figs. 48.7, 48.8, and 48.9.
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48.3.4 Intra-Particle Diffusion Model

To investigate the internal diffusion mechanism during the adsorption of metal ions

onto carbonized cereal by-product, the intra-particle diffusion equation has been

used, considering that adsorption is usually controlled by an external film resistance

and/or mass transfer is controlled by internal or intra-particle diffusion [12].

qt ¼ Kintt
1=2 ð48:5Þ

where

qt: the adsorbed metal amount in (mg/g),

Kint: the intra-particle diffusion rate constant (mg/g/min1/2).

The coefficient Kint is determined from the initial linear slope of qt versus time0.5.

According to Weber and Morris (1963), if the intra-particle diffusion is the rate-

limiting step in the adsorption process, the graph of qt vs. t
0.5 should yield a straight

line passing through the origin. McKay and Allen (1980) suggested that three linear

sections on the plot qt vs. t
0.5 can be identified. That means that two or three steps

can occur. The first portion represents external surface adsorption or an instanta-

neous adsorption stage. The second portion is a gradual adsorption stage, where the

intra-particle diffusion is the controlling factor. The third portion is a final equilib-

rium stage where the intra-particle diffusion starts to decelerate due to extremely

low solute concentrations in the solution [13] Figs. 48.10, 48.11, and 48.12.
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48.3.5 Elovich Kinetic

The Elovich model equation is generally expressed as (Chien and Clayton, 1980;

Sparks, 1986):

dqt=dt ¼ αexp �βqtð Þ ð48:6Þ

where

α: initial adsorption rate (mg · g�1 · min�1)
β: desorption constant (g ·mg�1) during any one experiment.

To simplify the Elovich equation, Chien and Clayton (1980) assumed αβt >> t and
by applying the boundary conditions qt ¼ 0 at t ¼ 0 and qt ¼ qt at t ¼ t.
Eq. (48.6) becomes:

qt ¼ 1=β
�
ln αβð Þ þ 1=β lnt ð48:7Þ

Elovich equation is commonly used to determine the kinetics of chemisorption of

gases onto heterogeneous solids, and is quite restricted, as it only describes a

limiting property ultimately reached by the kinetic curve [14]. In addition, the

Elovich equation has also been used to describe the adsorption of pollutants from

aqueous solutions in recent years.

If metal adsorption fits the Elovich model, a plot of qt vs. ln(t) should yield a

linear relationship with a slope of (1/β) and an intercept of (1/β) ln(αβ). Fig-
ures 48.13, 48.14, and 48.15 shows a plot of linearization form of Elovich model
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at all concentrations studied. The slopes and intercepts of plots of qt versus lnt were
used to determine the constant β and the initial adsorption rate α.

From the linear regression of the previous models, we can see that graphically

experimental data are conforming to the empirical pseudo-second-order model.
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And this is valid for three inorganic pollutants considered. This appears on the

different values of the correlation factor. Low correlation coefficient values

obtained for the pseudo-first-order model indicated that sorption does not occur

exclusively on one site per ion.

The experimental value of the holding capacity at equilibrium qe (qe(Cu)¼
1.092, qe(Zn)¼ 1.046, and qe(Cd)¼ 0.882 mg/g) is almost equal to the amount of

the pseudo-second-order model (qe(Cu)¼ 1.076, qe(Zn)¼ 1.0085, and qe(Cd)¼
0.9215 mg/g). So we can conclude that the adsorption kinetics of copper, zinc, and

cadmium is consistent with a pseudo-second-order kinetics. This suggests that the

rate-limiting step may be the chemical adsorption not the mass transport limitation.

The values of qe, K2, and R
2 are listed in Table 48.1. All the R2 values are closer to

“one,” confirming the applicability of the pseudo-second-order equation.

According to the Weber model, the plot of uptake (q) versus the square root of

time should be linear if intra-particle diffusion is involved in the adsorption process,

and if these lines pass through the origin then intra-particle diffusion is the rate-

controlling step. For the diffusional model, we calculated the slope of the straight

part of the curve. This slope represents the rate constant kint, the coefficient of

diffusion D (D¼ 0.03 r0
2/t1/2) for the three elements is the same because the

equilibrium is reached after 30 min of contact for all three pollutants. This value

are�2.603 10�9 cm s�1 (r0� 0.0125 cm); this indicates that the adsorption process

can be controlled by the diffusional model. This result is consistent with the

conclusion of Lecheng Lei and al.

From the table it can be seen, that the cereal by-product has affinity for the three

ions in the following order: Copper>Zinc>Cadmium. This result is in agreement

with the findings of Prashant Srivastava study on the competition adsorption of

heavy metals on kaolinite.

Table 48.1 Kinetic constants of Cu, Zn, and Cd

Copper Zinc Cadmium

Pseudo-first-order model K1(min�1) 0.03111 0.02556 0.02372

qe(mg/g) 0.67928 0.65688 0.51604

Correlation factor R2 �0.99293 �0.9924 �0.95317
Pseudo-second-order model K2(g mg�1 min�1) 0.26347 0.24392 0.22252

qe(mg/g) 1.07609 1.00855 0.92159

Correlation factor R2 0.99897 0.99833 0.97935

Diffusional model kint 0.17205 0.14034 0.15452

Correlation factor R2 0.9931 0.97654 0.97775

D(cm2/s) �2.6 10�9 �2.6 10�9 � 2.6 10�9

Elkovich model α 0.17852 0.13998 0.09747

β 4.44820 4.79547 4.92125

Correlation factor R2 �0.99244 0.98803 0.97055

660 S. Arris et al.



48.3.6 Impact on Initial Concentration

In order to study the impact of the initial concentration of the pollutant on the

retention phenomenon, we considered the follow values 1, 2, 3, 4, 5, 6, 7, 8, 9, 10,

11, 12, 15, 17, 20, and 25 mg/L. The results obtained for the three mineral elements

are presented in Figs. 48.16, 48.17, and 48.18.
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Fig. 48.16 Impact of initial concentration of Cu t¼ 120 min, pH6, 20 �C, v¼ 600 tr/min,
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The curves show a relatively rapid increase in retention capacity at low concen-

tration (1–10 mg/L). The fixation capacity continues to increase with increasing

initial concentration indicating the existence of attraction forces between the

exchange surface and metal cations. Then, a balance plate starts to appear as the

initial value of the concentration reached 10 mg/L. This plateau may reflect

saturation of active sites involved in the adsorption process.

48.3.7 Adsorption Isotherm

Study of adsorption isotherm helps to find the maximum adsorption capacity of the

biomaterial. The maximum adsorption capacity of the biomaterial for Cu (II), Cd

(II), and Zn (II) were investigated at the various concentrations from 1 to 25 mg/L

of the respective metal ions. Figures 48.19, 48.20, and 48.21 represent plots of the

adsorption amount (qe mg/g) versus the equilibrium metal ions concentration in the

solution (Ce mg/L).

Three equilibrium isotherm equations were used to find relation between equi-

librium concentrations of adsorbate in liquid phase and in solid phase. These

isotherms are:

48.3.7.1 Langmuir Isotherm

The Langmuir equation assumes that: the surface consists of adsorption sites, all

adsorbed species interact only with a site and not with each other and, the adsorp-

tion is limited to monolayer. It is then assumed that once a metal ion occupies a site,
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Fig. 48.18 Impact of initial concentration of Cd conditions: t¼ 120 min, pH6, 20 �C,
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no further sorption can take place. This suggested that all binding sites are ener-

getically equivalent, and there is no migration or interaction between the adsorbed

ions on the surface area [15].
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Fig. 48.20 Langmuir and Freundlich isotherm model of Zn
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Fig. 48.19 Langmuir and Freundlich isotherm model of Cu

48 Equilibrium and Kinetic Studies of Adsorption of Cd (II), Zn(II). . . 663



1=qe ¼ 1=KLqmaxð Þ � 1=Ceð Þ þ 1=qmaxð Þ ð48:8Þ

where

qe: sorption capacity (mg/g) of ion sorbed,

Ce: the equilibrium concentration of ion in solution (mg/L),

qmax: the maximum amount of ion which can be taken up by biosorbent (mg/g),

KL: the Langmuir constant (Lmg�1).

48.3.7.2 Separation Factor (RL)

A dimensionless constant, separation factor (RL) can be used to predict whether a

sorption system is favorable or unfavorable in batch adsorption process. RL was

calculated from Langmuir isotherm with the following equation [16].

RL ¼ 1 1þ KLCið Þ ð48:9Þ

where

KL: the constant from Langmuir equation,

Ci: the initial concentration (mg/L).

The parameter, RL, indicates the shape of the isotherm and the nature of the sorption

process as given below:

RL> 1¼ unfavorable isotherm.
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Fig. 48.21 Langmuir and Freundlich isotherm model of Cd
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RL¼ 1¼ linear isotherm.

RL¼ 0¼ irreversible isotherm.

0<RL< 1¼ favorable isotherm

The values of RL for Cu(II), Zn(II), and Cd(II) were calculated at 10 mg/L and at

25 mg/L, and given in table. From the values it can be noted that adsorption process

is favorable on low as well as high concentrations [12].

48.3.7.3 Freundlich Isotherm

The Freundlich isotherm is applicable to nonideal adsorption on heterogeneous

surfaces. The general form of this model is:

qe ¼ KFC
1=n ð48:10Þ

This can be linearized by taking logarithm of both sides of the equation to give:

logqe ¼ logKF þ 1=nlogCe ð48:11Þ

where

KF and 1/n are the Freundlich constants,

qe: the sorption capacity (mg/g) of ion sorbed.

48.3.7.4 Temkin Isotherm

The Temkin isotherm assumes that the heat of adsorption for all the molecules in

the layer decreases linearly with coverage due to adsorbent–adsorbate interactions,

and that the adsorption is characterized by a uniform distribution of the binding

energies, up to some maximum binding energy [3, 17]. The linear form of the

Temkin isotherm is represented as:

qe ¼ RT=bð ÞlnAþ ¼ RT=bð ÞlnCe ð48:12Þ

where constant B1¼RT/b, which is related to the heat of adsorption, R is the

universal gas constant (J/mol/K), T is the temperature (�K), b is the variation of

adsorption energy (J/mol), and KT is the equilibrium binding constant (L/mg)

corresponding to the maximum binding energy.

The adsorption increases with an increase in equilibrium concentration at low

metal ions concentration and tends to approach constant value for each metal ion at

their higher concentration, suggesting that these metal ions are adsorbed onto the

biomaterial according to Langmuir adsorption. The adsorption of metal ions is
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eventually limited by the fixed numbers of active sites and a resulting plateau can be

observed, which is well described by Langmuir parameter qmax [18].

As can be seen from the isotherms in Figs. 48.19, 48.20, and 48.21 and

regression coefficients R2 in Table 48.2, the Langmuir model shows the best fit

compared to Freundlich and Temkin models. The Freundlich constants KF and 1/n
are calculated. The n value between 1 and 10 indicates good sorption efficiency but

all the values obtained for copper, zinc, and cadmium: 0.1512, 0.2761, and 0.2072,

respectively, are not included in this interval. The Langmuir model fitted better to

experimental data in comparison to the Temkin model as represented from the

value of its constants, qmax and R2.

The conformity of the biosorption data to the Langmuir isotherm could be

interpreted as an indication of a homogeny adsorption process, leading to mono-

layer binding. In addition all of the RL values are between 0 and 1, which indicates

that the biosorbent is a favorable adsorbent for the removal of Cu (II), Cd (II), and

Zn (II) ions from aqueous solution Figs. 48.22, 48.23, and 48.24.

The value of the maximum sorption capacity of each metal is 1.092, 1.046, and

0.882 mg/g for copper, zinc, and cadmium, respectively. They reach the unit;

except for Cadmium (This explains the superiority of the correlation factor). This

is almost impossible for the Temkin model, which excludes low and high recoveries

(valid in intermediate conditions). Sorption phenomena follow the Langmuir

model, where the theoretical capacity of retention reached unit: 1.2062, 1.0376,

and 0.8654 mg/g for copper, zinc, and cadmium.

Table 48.2 Constants of Langmuir, Freundlich, and Temkin isotherm model of Cu, Zn, and Cd

Elements Cuivre Zinc Cadmium

Langmuir model qe ¼ a � b � Ce= 1þ b � Ceð Þ a 1.20625 1.03764 0.86541

b 5.15936 1.46274 1.72114

RL 0.162–0.007 0.406–0.026 0.367–0.022

R2 0.92294 0.84085 0.92523

Freundlich model qe ¼ a � Cn
e a 0.83613 0.54344 0.52033

n 0.15121 0.27612 0.20723

R2 0.64132 0.66734 0.77175

Temkin model qe ¼ B lnAþ BlnCe a 259.233 15.2878 47.2111

b 0.15443 0.20726 0.13703

R2 0.85973 0.8794 0.92527
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48.4 Conclusions

The present study demonstrated that carbonized cereal by-product is an effective

biosorbent for the removal of Cu (II), Zn (II), and Cd (II) ions from aqueous

solutions by adsorption. The uptake of metal ions seemed to be quite rapid and

the experimental data obeyed the pseudo-second-order model well. This is clearly

confirmed by the values of correlation factors corresponding to each metal R2: 0.99,

0.99, and 0.98 for Cu, Zn, and Cd, respectively. Also, the equilibrium data fit well to

the Langmuir isotherm model. For a concentration of 10 mg/L, a temperature of

20 �C, particle size less than 0.1 mm, a stirring speed of 600 tr/min, a ratio of 0.5 g

adsorbent/50 mL of solution (10 g/L), 3< pH <6, the sorption yield reaches 90 %.

The results also show that carbonized cereal by-product has an affinity towards

three elements in the following order: Copper>Zinc>Cadmium.

Based on the obtained results, it is believed that the application of the

biosorption process using carbonized cereal by-product for the purification of

industrial waste water containing Cu (II), Zn (II), and Cd (II) ions can be achieved

in a bioreactor design or large-scale batch biosorption systems.
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Chapter 49

Response Surface Modeling
and Optimization of Chromium
(VI) Removal from Aqueous Solution
Using Date Stones Activated Carbon
in Batch Process

F. Kaouah, S. Boumaza, T. Berrama, L. Brahmi, and Z. Bendjama

Abstract This chapter discusses response surface methodology (RSM) as an

efficient approach for predictive model building and optimization of chromium

adsorption on developed activated carbon. In this work, the application of RSM is

presented for optimizing the removal of Cr (VI) ions from aqua solutions using

activated carbon as adsorbent. All experiments were performed according to sta-

tistical designs in order to develop the predictive regression models used for

optimization. The optimization of adsorption of chromium on activated carbon

was carried out to ensure high adsorption efficiency at low adsorbent dose and high

initial concentration of Cr (VI). While the goal of adsorption of chromium optimi-

zation was to improve adsorption conditions in batch process, i.e., to minimize the

adsorbent dose and to increase the initial concentration of Cr (VI). In the adsorption

experiments, a laboratory developed date stones activated carbon made of chemical

activation (phosphoric acid) was used. A 24 full factorial central composite design

experimental design was employed. Analysis of variance (ANOVA) showed a high

coefficient of determination value and satisfactory prediction second-order regres-

sion model was derived. Maximum chromium removal efficiency was predicted

and experimentally validated.
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Nomenclature

C0 Initial concentrations of chromium solution (mg/L)

Ce Equilibrium concentrations of chromium solution (mg/L)

n Number of variables (dimensionless)

N Total number of tests (dimensionless)

X1 Adsorbent dose (g/L)

X2 Temperature (�C)
X3 pH (dimensionless)

X4 Initial feed concentrations of chromium (mg/L)

Xi Variables of action called factors

Y Response of the system adsorption of chromium (%)

49.1 Introduction

Heavy metal ions such as chromium, lead, cadmium, mercury, nickel, zinc, and

copper are nonbiodegradable can be toxic and carcinogenic even at very low

concentrations, and hence, usually pose a serious threat to the environmental and

public health. The traditional methods for the treatment of chromium and other

toxic heavy metal contaminated in wastewaters include complexation, chemical

oxidation or reduction, solvent extraction, chemical precipitation, reverse osmosis,

ion exchange, filtration, and membrane have disadvantages including incomplete

metal removal, high consumption of reagent and energy, low selectivity, high

capital and operational cost, and generation of secondary wastes that are difficult

to be disposed off [1]. For these reasons, cost-effective alternative technologies for

the treatment of metals contaminated waste streams are needed.

According to the ranking of metal interested priorities referred by Volesky [2],

Cr (VI) is one of the most interesting heavy metal for removal and/or recovery

considering the combination of environmental risk and reserve depletion. This metal

and its compounds are widely used in many industries such as metal finishing, dyes,

pigments, inks, glass, ceramics, and certain glues. It is also used in chromium tanning,

textile, dyeing, and wood-preserving industries. The effluent from these industries

contain hexavalent chromium,Cr(VI), at concentrations ranging from tens to hundreds

of mg/L. Cr (VI)is considered by the IARC (International Agency for Research on

Cancer) as a powerful carcinogenic agent that modifies the DNA transcription process

causing important chromosomic aberrations. On the other hand, the presence of

Cr (VI) in water causes significant environmental problems [3]. The

U.S. Environmental Protection Agency recommends that the levels of Cr (VI) in

drinking water should be less than 0.1 mg/L. It is therefore, essential to remove

Cr (VI) from wastewater before disposal. Several methods are utilized to remove

chromium from the industrial wastewater. These methods include reduction followed

by chemical precipitation, ion exchange, reduction, electrochemical precipitation,

solvent extraction membrane separation, reverse osmosis, and biosorption
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[4]. These methods are cost-intensive and are unaffordable for a large-scale treatment

of wastewater that is rich in Cr (VI). Adsorption using the activated carbon is an

effective method for the treatment of industrial effluents contaminated with Cr

(VI) and quite popular as compared to the other methods. The cost associated with

the commercial activated carbon is very high which makes the adsorption process

expensive. The cost of adsorption technology application can be reduced, if the

adsorbent is inexpensive. Therefore, evaluation of biomass is getting increased atten-

tion in all over theworld as it is renewable, widely available, cheap, and environmental

friendly [5]. There are a number of biomass sources, such as forest residues, low grade

plants, agricultural residues, and municipal solid wastes, which can be utilized for

activated carbon precursor [6]. The adsorption of solutes from aqueous solution by any

adsorbent is affected by several parameters such as the initial concentration of

adsorbate, temperature, adsorbent dosage, and pH. This classical method does not

depict the combined effect of all process parameters, is time consuming, and requires a

number of experiments to determine optimum levels, which may be unreliable. These

limitations of a classical method can be eliminated by optimizing all the process

parameters collectively by statistical experimental design such as Response Surface

Methodology (RSM) [7, 8].

This study reports the combined effect of four process parameters, such as

adsorbent dose, pH, temperature, and adsorbat concentration, on the removal of

chromium from synthetic wastewater by activated carbon as adsorbent prepared

from date stones with chemical activation phosphoric acid using Central Composite

Face-Centered Experimental Design in RSM.

49.2 Materials and Methods

49.2.1 Preparation of Chromium Solution
and Analytical Methods

All the chemicals used are analytical grade. A stock solution of Cr (VI) is prepared

by dissolving 2.8287 g of 99.9 % potassium dichromate (K2Cr2O7) in 1,000 mL of

solution. This solution is diluted as required to obtain the standard solutions

containing 20–60 mg/L of Cr (VI). The solution pH is adjusted in the range of

2–10 by adding 0.1 N HCl or 0.1 N NaOH solutions as per the requirement and is

measured by a pH meter. The concentration of free Cr (VI) ions in the effluent

is determined spectrophotometrically by developing a purple-violet color with

1, 5-diphenyl carbazide in acidic solution as a complexing agent at 540 nm [9].

49.2.2 Activated Carbon Preparation

Date stones used for preparation of activated carbon was obtained locally. The

precursor was first washed with distilled water and was then dried overnight at
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105 �C. Chemical activation method using phosphoric acid was used to activate the

raw materials. 20 g of raw materials was impregnated by certain amount of 60 wt%

concentration phosphoric acid with occasional stirring. The amount of phosphoric

acid solution used was adjusted to give an impregnation ratio of 3:1. After impreg-

nation, the solution was filtered to take the residual acid. Subsequently, impreg-

nated samples were dried in air oven at 105 �C for 48 h. Activation of phosphoric

impregnated precursor was carried out at 600 �C with a carbonization time of 1 h

under a nitrogen flow rate of 150 cm3/min at a heating rate of 10 �C/min. After

activation, the samples were cooled to room temperature under nitrogen flow and

were washed sequentially several times with hot distilled water in order to remove

any unconverted activating agent from carbonaceous material. The washing of

the sample was continued until the pH of the filtrate was found to be 6–7. Finally,

the samples were oven dried at 105 �C for 24 h and then stored in plastic containers.

49.2.3 Batch Adsorption Experiment

The experiments were performed in a thermal shaker at controlled temperature for a

period of 2 h at 200 rpm using Erlenmeyer flask containing 100 mL of the aqueous

solution of different initial concentration (20–60 mg/L) at different temperature

(10–50 �C), at different weights (0.15–0.55 g), and at solution pH (2–10). The batch

process was used so that there is no need of volume correction. Samples were taken

out at regular interval and the residual concentration in solution was analyzed using

spectrophotometer UV-Visible after filtering the adsorbent with Whatman filter

paper to make it carbon free.

By knowing the chromium concentration at initial concentrations and equilibrium

concentrations, the efficiency of adsorption of chromium by activated carbon can be

calculated using the following equation for efficiency of adsorption chromium:

Adsorption %ð Þ ¼ C0 � Ce

C0

� 100 ð49:1Þ

49.2.4 Response Surface Methodology

Response surface methodology (RSM) is a statistical method that uses quantitative

data from appropriate experiments to determine regression model equations and

operating conditions [10]. A standard RSM design called central composite design

(CCD) was applied in this work to study the variables for adsorption of chromium

from aqueous solution using prepared activated carbon in a batch process. This

method is suitable for fitting a quadratic surface, and it helps to optimize the

effective parameters with a minimum number of experiments, as well as to analyze

the interaction between the parameters [11]. Generally, the CCD consists of a 2n

factorial runs with 2n axial runs and nc center runs (six replicates). The dependant
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variables selected for this study were adsorbent dose (X1, g/L), temperature (X2,
�C), pH (X3), and initial concentration of chromium (X4, mg/L). These four vari-

ables together with their respective ranges were chosen based on some preliminary

studies. The range of the factors and levels, which were varied according to the

experimental design, are given in Table 49.1.

This method requires factorial runs (2n), axial runs (2n), and center runs (6),

where n is the number of parameters [12–14]. Therefore, the number of experiments

required for this study is 30 Eq. (49.2):

N ¼ 2n þ 2nþ 6 ð49:2Þ

Center runs include six replications which are performed by setting all factors at

their midpoints to estimate the residual error and the reproducibility of the data. The

axial points are located at (
 α, 0, 0), (0, 
 α, 0), and (0, 0, 
 α), where α is the

distance of the axial point from center and makes the design rotatable. In this study,

α value was fixed at 2 (rotatable). The experimental sequence was randomized in

order to minimize the effects of the uncontrolled factor. The response was used to

develop an empirical model which correlated the response to the adsorption of

chromium from aqueous solution using prepared activated carbon in batch process

variables using a second-degree polynomial equation such as Eq. (49.3):

Y ¼ b0 þ
Xn
i¼1

biXi þ
Xn
i¼1

biiX
2
i þ

Xn�1
i¼1

Xn
j¼iþ1

bijXiX j ð49:3Þ

where Y is the predicted response, bo the constant coefficient, bi the linear coeffi-
cients, bi,j the interaction coefficients, bi,i the quadratic coefficients, and xi,,xj are the
coded values of the adsorption of chromium on prepared activated carbon variables.

49.3 Results and Discussion

49.3.1 Development of Regression Model Equation

Experiments were planned to obtain a quadratic model consisting of 24 trials plus a

star configuration (α¼
 2) and there replicates at the center point. The design of

Table 49.1 Experimental range and levels of independent variables for adsorption of Cr (VI)

Variables Symbol �α �1 0 +1 +α

Adsorbent dose (g/L) X1 1.5 2.5 3.5 4.5 5.5

Temperature (�C) X2 10 20 30 40 50

pH X3 2 4 6 8 10

Initial concentration (mg/L) X4 20 30 40 50 60

49 Response Surface Modeling and Optimization of Chromium (VI) Removal. . . 675



this experiment is given in Table 49.2, together with the experimental results.

Regression analysis was performed to fit the response function of adsorption of

chromium (%). The model expressed by Eq. (49.3), where the variables take their

coded values, represents adsorption (Y) as a function of adsorbent dose (X1),

temperature (X2), pH (X3), and initial concentration (X4). The final empirical

model in terms of coded factors for adsorption of chromium (Y) is given in

Eq. (49.4):

Table 49.2 Experimental

design
Run

Coded level of variables

Adsorption Y (%)X1 X2 X3 X4

1 �1 �1 �1 �1 35.55

2 1 �1 �1 �1 64.63

3 �1 1 �1 �1 51.45

4 1 1 �1 �1 69.74

5 �1 �1 1 �1 9.45

6 1 �1 1 �1 48.85

7 �1 1 1 �1 19.05

8 1 1 1 �1 50.20

9 �1 �1 �1 1 34.05

10 1 �1 �1 1 38.37

11 �1 1 �1 1 67.42

12 1 1 �1 1 43.17

13 �1 �1 1 1 28.95

14 1 �1 1 1 45.85

15 �1 1 1 1 27.05

16 1 1 1 1 49.05

17 �2 0 0 0 38.30

18 2 0 0 0 84.43

19 0 �2 0 0 21.33

20 0 2 0 0 40.80

21 0 0 �2 0 83.14

22 0 0 2 0 31.33

23 0 0 0 �2 86.15

24 0 0 0 2 61.56

25 0 0 0 0 80.70

26 0 0 0 0 80.69

27 0 0 0 0 80.69

28 0 0 0 0 80.69

29 0 0 0 0 80.69

30 0 0 0 0 80.70
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Y ¼ 80:69þ 9:55X1 þ 4:60X2 � 9:56X3 � 2:67X4 � 2:65X1X2

þ 5:12X1X3 � 6:18X1X4 � 2:93X2X3 þ 0:47X2X4 þ 3:86X3X4

� 7:03X2
1 � 14:60X2

2 � 8:07X2
3 � 3:91X2

4 ð49:4Þ

The coefficient with one factor represents the effect of the particular factor, while

the coefficients with two factors and those with second-order terms represent the

interaction between two factors and quadratic effect, respectively. The positive sign

in front of the terms indicates synergistic effect, whereas negative sign indicates

antagonistic effect. The quality of the model developed was evaluated based on the

correlation coefficient, R2 value. In fact, the model developed seems to be the best

at high R2 statistics which is closer to unity as it will give predicted value closer to

the actual value for the responses. In this experiment, the R2 value for Eq. (49.4)

was 0.901. This indicated that 90.1 % of the total variation in the chromium

removal was attributed to the experimental variables studied.

49.3.2 Analysis of Variance

The significance and adequacy of the model were further justified through analysis

of variance (ANOVA). The ANOVA of the regression model demonstrates that the

model is highly significant as evident from the calculated F-value and a very low

probability value. If the value of Prob. > F less than 0.05, the model terms are

considered as significant [15]. The ANOVA for the quadratic model for chromium

removal of date stones activated carbon is listed in Table 49.3. The model F-value

of 9.84 and Prob.> F of less than 0.0001 implied that this model was significant. In

these cases, X1, X2, X3, X
2
1, X

2
2, X

2
3 and X1X4 factors were significant model terms

where as X4, X
2
4, X1X2, X1X3, X2X3, X2X4, and X3X4 were insignificant to the

response. From the statistical results obtained, it was shown that the above model

was adequate to predict the chromium removal within the range of variables

studied. In addition, Fig. 49.1 shows the predicted values versus the experimental

values for chromium removal. It can be seen that the model developed was

successful in capturing the correlation between the variables for adsorption of

chromium to the response when the predicted values obtained were quite close to

the experimental values.

49.3.3 Chromium Removal

To investigate the effects of the four factors on the adsorption of chromium, the

response surface methodology was used, and three-dimensional plots were drawn.

Based on the ANOVA results obtained, adsorbent dose, pH, and temperature were

found to have significant effects on the adsorption of chromium, with adsorbent
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dose and pH imposing the greatest effect on adsorption of chromium. Initial feed

concentration of Cr (VI) on the other hand imposed the least effect on the response.

The quadratic effects of initial feed concentration of Cr (VI) as well as the

interaction effects between X1X2, X1X3, X2X3, X2X4, and X3X4 were considered

moderate. The adsorption of chromium percent response surface graphs is shown in

Figs. 49.2, 49.3, and 49.4.

Table 49.3 Analysis of variance (ANOVA) for response surface quadratic model for adsorption

of Cr (VI)

Source Degree of freedom (DF) Sum of squares Mean square F-Value Prob. > F

Model 14 13,921.57 994.40 9.84 <0.0001a

X1 1 2,216.64 2,216.64 21.94 0.00029a

X2 1 493.86 493.86 4.89 0.04299a

X3 1 2,224.34 2,224.34 22.02 0.00029a

X4 1 163.75 163.75 1.62 0.22236

X1*X2 1 121.06 121.06 1.20 0.29095

X1*X3 1 405.12 405.12 4.01 0.06365

X2*X3 1 128.99 128.99 1.28 0.27624

X1*X4 1 593.53 593.53 5.87 0.02847a

X2*X4 1 2.26 2.26 0.02 0.88316

X3*X4 1 226.58 226.58 2.24 0.15499

X1*X1 1 1,350.53 1,350.53 13.37 0.00234a

X2*X2 1 5,840.25 5,840.25 57.81 <0.0001a

X3*X3 1 1,777.21 1,777.21 17.59 0.00078a

X4*X4 1 416.01 416.01 4.12 0.06057

Residual 15 1,515.45 101.03 – –
aSignificant
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Figure 49.2 shows the three-dimensional response surfaces which were

constructed to show the interaction effects of the adsorbent dose and pH on the

Cr (VI) removal. For this plot, the temperature and initial concentration were fixed

at zero level (T¼ 30 �C, C0¼ 40 mg/L). It can be seen from the figure that initially

the percentage removal increases very sharply with the increase in adsorbent

dosage but beyond a certain value 3.25–4 g, the percentage removal reaches almost

Fig. 49.2 The combined effect of adsorbent dose and pH on adsorption on Cr (VI) at constant

temperature (30 �C) and initial concentration of Cr (VI) (40 mg/L)

Fig. 49.3 The combined effect of temperature and pH on adsorption on Cr (VI) at constant

adsorbent dose (3, 5 g/L) and initial concentration of Cr (VI) (40 mg/L)
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a constant value. A maximum adsorption of chromium> 85 %was determined. The

results obtained were in agreement with the work done by Sahu and al. [16].

The interactive effect of temperature and pH of Cr (VI) of the solution on percent

adsorption of Cr (VI) onto activated carbon at constant initial feed concentration of

Cr (VI) (40 mg/L) and adsorbent dose 3.5 g/L is shown in Fig. 49.3. Increasing the

temperature from 20 to 35 �C facilitated the removal of Cr(VI) ions. It is clear from

this figure that the percent adsorption of Cr (VI) decreases with increase in pH from

4.0 to 8. A maximum adsorption of chromium >84 % was determined at constant

initial feed concentration of Cr (VI) (30 mg/L) and adsorbent dose (3, 5 g/L).

The combined effect of temperature and adsorbent dose on adsorption of chro-

mium (VI) at constant pH (6) and initial concentration of Cr (VI) (40 mg/L) is

shown in Fig. 49.4, the three-dimensional response surfaces. A maximum adsorp-

tion of chromium >82 % was determined at constant pH (6) and adsorbent dose

(3. 5 g/L).

49.3.4 Optimization Analysis

One of the main aims of this study was to find the optimum process parameters to

maximize the adsorption of chromium from the developed mathematical model

equations. The experimental conditions with the function of desirability were

applied using JMP8.

In the optimization analysis, the target criteria was set as maximum values for

the Cr (VI) removal Y while the values of the four variables were set in the ranges

Fig. 49.4 The combined effect of temperature and adsorbent dose on adsorption on Cr (VI) at

constant pH (6) and initial concentration of Cr (VI) (40 mg/L)
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being studied. The experimental conditions with the highest desirability (0.985)

were selected to be verified. The predicted and experimental results of Cr

(VI) removal obtained at optimum conditions are listed in Table 49.4. The optimum

adsorption conditions was obtained using adsorbent dose, temperature, pH, and

initial feed concentration of Cr(VI) of 4.39 g/L, 31 �C, and 4.86, 30 mg/L,

respectively. It was observed that the experimental value obtained was in good

agreement with the value predicted from the model, with relatively small error

between the predicted and the actual value, which was only 2.28 %.

49.4 Conclusion

Response surface methodology was successfully used to investigate the effects of

adsorbent doses (ranging 2.5–4.5 g/L), temperatures (ranging 20–40 �C), pH

(ranging 4–8), and initial feed concentrations of Cr (VI) (ranging 30–50 mg/L) on

the adsorption of chromium. The regression analysis, statistical significance, and

response surface were done using JMP8 for predicting the responses in all exper-

imental regions. Models were developed to correlate the adsorption variables to the

responses. Through analysis of the response surfaces derived from the models,

adsorbent dose, pH, and temperature were found to have the most significant effect

on adsorption of chromium. Process optimization was carried out and the experi-

mental values obtained for the adsorption of chromium are found to agree satisfac-

torily with the values predicted by the models. The optimal adsorption of chromium

was obtained as adsorbent dose, temperature, pH, and initial concentration of

Cr (VI) of the Cr (VI) solution and these were found to be 4.39 g/L, 31 �C, 4.86,
and 30 mg/L, respectively, resulting in 90.48 % of adsorption of chromium.
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Chapter 50

Carbon Dioxide Adsorption on Coconut
Shell Biochar

Wan Azlina Wan Ab Karim Ghani, Nur Zalikha Rebitanim,

Mohamad Amran Mohd Salleh, and Azil Bahari Alias

Abstract Biochar has been acknowledged for its unique property which makes it

potential candidates as adsorbent for carbon dioxide (CO2) in the flue gas system. In

this study, the properties of raw coconut shell biochar (CSB) and amine treated

coconut shell biochar (ACSB) are being compared. Physiochemical characteriza-

tion has been performed to characterize the biochar properties. Fourier transform

infrared spectroscopy (FTIR) and scanning electron microscopy (SEM) were used

to evaluate the functional groups and surface morphology of the biochar.

Thermogravimetric analyzer (TGA) was used to discover the thermal properties,

reactivity during adsorption. During the adsorption study, it was observed that

amine treated coconut shell gasified at 800 �C gave the highest adsorption of

35.57 mg CO2/g sorbent at temperature of 30 �C. Nitrogen functionalities and the

basicity of samples increased after the amine treatment and is said to assist the

adsorption capacity.
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50.1 Introduction

Extensive studies are currently being performed to reduce the discharge of CO2 to

the atmosphere. Countless organizations are finding alternatives to reduce the CO2

concentration and considering methods to control the emissions of this greenhouse

gases. The energy generated from the combustion of fossil fuels is one of the major

sources of the greenhouse gases [1]. In Malaysia, CO2 emission has increased

rapidly since 1980, and this number is expected to increase massively in years to

come. The amount of CO2 emission in 1980 shows an emission of 25 million

metric tons of CO2 and increased to 160 million metric tons of CO2 by 2006 which

contributes to 540 % increase from the initial amount in 1980 [2]. Monoetha-

nolamine (MEA) solvent is widely used in the flue gas which involves introducing

the gas stream to an aqueous amine solution which reacts with the CO2 in the gas by

an acid–base neutralization reaction. A problem that the industry is facing with the

usage of amine in the flue gas system is the degradation of the amine as it is being

recycled continuously. Other than the by-products created by degradation of amine

which reduces the adsorption capacity of CO2, amine also accelerates the corrosion

process in machines involved [3]. One promising method to handle the carbon

dioxide uptake is by using activated carbon which has adsorptive properties such as

microporous structure and high surface area [4]. Other than these criterions, the

surface chemistry also plays a role in the effectiveness of the adsorption

process [5]. In this chapter, the treatment of biochar is focused on MEA treatment

to incorporate nitrogen component to the biochar structure.

50.2 Materials and Methodology

50.2.1 Preparation of Coconut Shell Biochar

Coconut shell (CS) biochar adsorbent used was derived from a lab scale air blown

gasifier reactor operated at 800 �C to generate energy. The samples are grounded to

diameter of 500 μm and dried overnight at 90 �C to remove any moisture present.

The biochar is separated into two parts of raw and chemically treated sample for the

CO2 adsorption capacity study. The samples were treated with Monoethanolamine

(MEA), and the sample was stirred for 20 min. The treated sample was then dried at

100 �C for 24 h [6]. The raw biochar sample is identified as CS while the amine

treated sample is regarded as N-CS.

50.2.2 Adsorbent Characterization

Ultimate analysis was performed using CHNS elemental analyzer to determine the

carbon, hydrogen, nitrogen, and sulfur contents in the adsorbent. Brunauer–

Emmett–Teller (BET) surface area of the biochar was analyzed using an
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automatic Quantacome AS1WinTM—Automated Gas Sorption Data Analyzer.

Mettler Toledo TGA/SDTA851 (USA) Thermal Gravimetric Analyzer (TGA) was

used to check the stability of the sample. Fourier Transform Infrared Spectroscopy

(FTIR) is used to identify the chemical composition of char by recording the infrared

spectrum of respective samples. The compositions of the sample can be recognized

by analyzing the spectra with the relative intensities of a functional group.

50.2.3 Isothermal Adsorption Tests

The isothermal carbon dioxide (CO2) adsorption analyses were carried out at

temperature 30 �C to evaluate the adsorption capacity of the char sample using

EXSTAR 6,000 Thermal Gravimetric Analyzer (TGA). It is used to measure

reactivity of carbonaceous material with CO2. Around 10 mg of sample is placed

in crucible before being placed in the conveyer. The sample is then heated up to

desired temperature of 30 and 70 �C in 100 ml/min nitrogen flow. The sample is

held at this temperature until the weight of sample is stabled (10–20 min). Gas is

then switched to CO2 at 100 mL/min to measure CO2 adsorption and change back to

nitrogen flow of 100 mL/min for desorption test.

50.3 Results and Discussion

50.3.1 Characterization of Coconut Shell Biochar

The difference characteristics of two samples can be seen from the results of the

ultimate analysis in Table 50.1. The BET surface area of the raw sample differs

tremendously after the chemical treatment while the nitrogen content of the treated

char shows an increase of 77.7 %. This is due to the nitrogen component that has

been incorporated to the structure of the char by amine treatment [7].

From the N2 adsorption isotherm at �196 �C of the raw and treated biochar in

Fig. 50.1 shows that the biochar illustrate nitrogen adsorption isotherms of type I,

characteristics of microporous materials which have relatively small external sur-

face whereby the limiting uptake are mainly controlled by the micropore volume

rather than internal surface area [8]. The treated biochar is giving lower adsorption

Table 50.1 Chemical characteristics of the coconut shell (CS) biochar sorbents

No Sample Surface area (m2/g)

Ultimate analysis (wt%), dry basis

pHC H N Oa

1 CS 171.956 80.592 0.821 0.265 18.322 5.86

2 N-CS 10.335 62.21 1.727 1.19 34.873 7.95
aCalculated by difference
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of nitrogen as compared to raw biochar sample. This may be due to the decrement

of surface area from 171.956 to 10.335 m2/g because of pores blockage which

inhibits the adsorption of CO2.

Microscopic observation shows the particle character and structure dissimilarity

of the raw and treated sample. Figure 50.2 shows the gasification effects of the

Fig. 50.1 N2 adsorption isotherm at �196 �C of the raw and treated biochar

Fig. 50.2 SEM image of coconut shell char produced at 800 �C
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biochar production provide pore openings which are characterized as randomly

distributed and heterogeneous in size. The particles are irregular in shape and some

agglomerations are observed. In Fig. 50.3 the effects of amine treated sample shows

closest packing of the biochar grains with fewer cavities and voids. Small pores are

observed among amorphous agglomerations in the pores which may be due to

decomposition of carbon after the amine treatment. This may justify the decrement

of the surface area from the BET results of the treated sample where the pores are

blocked.

The coconut shell char in Fig. 50.4 showed a band of hydroxyl group above

3,000 cm�1 indication alcoholic or phenolic components. The most characteristics

Fig. 50.3 SEM image of amine treated coconut shell char

Fig. 50.4 FTIR spectra of coconut shell (CS) biochar gasified at 800 �C
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bands of lignin can be seen at 1,513 and 1,597 m�1 indicating aromatic ring

vibrations and between 1,470 and 1,460 cm�1 which signify the CH deformation

and aromatic ring vibrations [9]. A broad band between 1,000 and 1,500 cm�1 can
be attributed to carboxyl-carbonates structures. The intensity of the band increases

after amine treatment of the char as shown in Fig. 50.5. The presence of the basic

oxides helps to explain the basicity of biochar and may be related to its ability as

carbon dioxide adsorbent [10]. Broad and complex band within 3,200–3,700 cm�1

may be due to existence of surface hydroxylic groups and chemisorbed water.

The increase of intensity of the treated char at this range as compared to the raw

biochar may be due to the addition of chemisorbed water during amine treatment

[11]. Both raw and coconut shell biochar shows a sharp peak near 1,600 cm�1 in
which the treated sample giving higher peak after treatment, indicating appearance

of quinine group in the sample. The increasing intensity of quinine group in the

treated sample may assist to increase the CO2 adsorption of the adsorbent. The

increment intensity at 1,600 cm�1 can be attributed to cyclic amide functionality

that may explain the effectiveness of the nitrogen incorporation onto the biochar

carbon surface [5].

50.3.2 Assessment of Carbon Dioxide
Adsorption–Desorption Using Thermo
Gravimetric Analyzer Method

Figures 50.6 and 50.7 show the isothermal adsorption of the raw and treated

coconut shell biochar at two adsorption temperatures of 30 and 70 �C. The exper-
imental work was performed by using TGA flowed with CO2 at 100 ml/min. The

samples were first flown through nitrogen to remove any moisture present and then

flow with CO2 to study the adsorption capacity of the biochar. The highest

Fig. 50.5 FTIR spectra of amine treated coconut shell (N-CS) biochar
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adsorption capacity of 46.387 mg CO2/g sorbent was acquired from the raw coconut

shell biochar at adsorption temperature of 30 �C as shown in Table 50.2. This high

adsorption capacity may be due to the domination of physisorption process in which

the adsorption is highly dependent on the surface area of the biochar. Since the

surface area of raw biochar is higher than treated biochar of 171.956–10.335 m2/g

accordingly, the raw char with higher surface area is able to sequester higher

volume of CO2 [12].

Fig. 50.7 The CO2 adsorption and desorption curve of coconut shell char (CS 70) and treated char

(N-CS 30) at 70 �C

Fig. 50.6 The CO2 adsorption and desorption curve of coconut shell char (CS 30) and treated char

(N-CS 30) at 30 �C
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For adsorption at temperature of 70 �C, the dominant process is mainly chem-

isorption whereby amine treated coconut shell biochar is giving higher adsorption

of 35.496 mg CO2/g sorbent as compared to raw which gives 30.114 mg CO2/g

sorbent. CO2 is an acidic gas therefore by incorporating amine (with high value of

basicity) onto biochar will assist in the adsorption capacity of sample through the

attraction of the acid–base properties [13].

The CO2 adsorption and desorption potential of the prepared char adsorbents

were measured in Fig. 50.8 for isothermal of 30 �C. The percentage weight uptake
of CO2 shows a value of 4.3 % for the raw CS biochar as compared to treated

biochar which gives a value of 3.98 % CO2 uptake. Amount of adsorption is higher

for the raw sample as compared to the amine treated sample. The CO2 capture at

30 �C may be due to the physisorption which takes place within the pore structure.

The physisorption behaviour is directly proportional to the surface area. For

physisorption adsorption behaviour, the attraction between adsorbent and adsorbate

exist by the formation of intermolecular electrostatic forces. As observed in this

study, pore blockages during amine treatment for treated samples has reduced its

surface area and hence inhibited the intermolecular interaction on its surface. In

Fig. 50.9, the percentage of CO2 adsorption is 2.7 % for raw sample and 3.2 % for

treated sample at temperature of 70 �C. The low adsorption of CO2 compared to

Fig. 50.8 The CO2 capture capacities of coconut shell char (CS 30) and amine treated char (N-CS 30)

at isothermal of 30 �C

Table 50.2 Adsorption capacity of raw and treated coconut shell biochar at 30 �C and 70 �C

Adsorbents Temperature (�C) Surface area (m2/g)

Adsorption capacity

(mgCO2/g sorbent)

Pore volume

(cm3/g)

CS 30 30 171.956 46.387 0.031

N-CS 30 30 10.335 45.576 0.006

CS 70 70 171.956 30.114 0.031

N-CS 70 70 10.335 35.496 0.006
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adsorption at lower temperature is due to the subtle contact of the carbon support

with CO2 at higher temperature [14].

In Table 50.3, it is shown that the adsorption capacity of the raw CS decreases

from 46.4 to 30.1 mg/g adsorbent as temperature from 30 to 70 �C. When temper-

ature increases, the molecule diffusion rate increases which resulted in unsteady

gas adsorption and desorption on the carbon surfaces due to higher energy provided

[15]. The adsorption of CO2 enhances with amine filling onto the sample as

compared to the raw biochar with adsorption capacity from 46.4 to 45.6 mg/g

adsorbent at temperature 30 �C and from 30.1 to 35.5 mg/g adsorbent at tempera-

ture 70 �C. This may be due to the high nitrogen content incorporated onto the

sample which increases the basicity of the adsorbent [16].

Table 50.4 shows the comparison of the CO2 adsorption onto raw and amine

treated carbon samples from other experimental works. Most of the carbon exhibit

decrement of surface area after amine treatment which may be due to the incorpo-

ration of nitrogen functionalities onto the carbon surface. The adsorption at tem-

perature of 25–30 �C gives higher CO2 uptake as compared to adsorption at higher

temperature. The physisorption process that takes place at lower temperature is

assisted by high surface area in which giving higher CO2 sequestration. The

effectiveness of the biochar used in this study is seen to be compatible when

compared with other sorbents and commercial activated carbons.

Fig. 50.9 The CO2 capture capacities of coconut shell char (CS 70) and amine treated char (N-CS

70) at isothermal of 70 �C

Table 50.3 Adsorption and desorption behavior of raw and treated coconut shell biochar in

CO2 flow

Adsorbents Temperature (�C)
Adsorption capacity

(mg/g sorbents) Desorption capacity (%)

CS 30 46.4 100

N-CS 30 45.6 100

CS 70 30.1 78.9

N-CS 70 35.5 79.7
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50.4 Conclusions

Gasification residues of coconut shell biochar provides CO2 capture capacity of

46.387 mg CO2/g adsorbent and 30.114 mg CO2/g adsorbent at temperature of

30 and 70 �C, accordingly. The high uptake of CO2 is mainly due to the

physisorption process that takes place at low temperature in which the adsorption

capacity is highly associated to the high values of surface area and pore volume.

Amine treated biochar gives an advantage of higher CO2 capture capacity at higher

temperature in which 30.114 mg CO2/g adsorbent and 35.496 mg CO2/g adsorbent

were adsorbed at temperature of 30 and 70 �C, accordingly. The higher CO2 uptake

adhered by the treated biochar is due to the basicity of the carbon surface and

appearance of functional groups such as quinine and cyclic amide onto the sample

that assist in the CO2 uptake. The study performed showed that coconut shell

biochar has the potential to be used as CO2 sequester in flue gas system in efforts

to reduce greenhouse gases emissions.

Table 50.4 Comparison of adsorption from other studies

Sample Treatment

Raw BET

surface

area

(m2/g)

Treated

BET

surface

area (m2/g)

CO2 adsorption

capacity

(mgCO2/g

adsorbent) References

Fly carbon Amine 75 241 Temperature

30 �C
[6]

MEA: 68.6

Temperature

70 �C
MEA: 49.8

Anthracites Polyethylenimine

(PEI)

1,000 <1 Temperature

75 �C
[16]

Raw: 16.05

PEI: 26.30

Palm shell

activated

carbon

(AC)

Polyethylenimine

(PEI)

941 1,052 Temperature

25 �C
[17]

Raw: 3.56

PEI: 3.26

Coconut

shell

biochar

Monoethanolamine

(MEA)

171.956 10.335 Temperature

30 �C
This study

Raw: 46.387

MEA: 45.576

Temperature

70 �C
Raw: 30.114

MEA: 35.496
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Chapter 51

Metal Dispersion and Interaction
with the Supports in the Coke Production
Over Ethanol Steam Reforming Catalysts

Gianguido Ramis, Ilenia Rossetti, Elisabetta Finocchio,
Matteo Compagnoni, Michela Signoretto, and Alessandro Di Michele

Abstract Two families of Ni/TiO2 catalysts were prepared for use in the steam

reforming of ethanol. The catalytic performances, in terms of both H2 productivity

and stability towards coking and sintering, were related to the physico-chemical

properties of the catalysts.

The samples were prepared either by synthesis of the support by precipitation

and subsequent impregnation with the active phase, or by direct synthesis through

Flame Pyrolysis. Many techniques have been used to assess the physico-chemical

properties of both the fresh and spent catalysts. The samples showed different

textural, structural and morphological properties, as well as different reducibility

and thermal resistance, depending on the preparation method and support.

The performance of the titania-supported catalysts were found very dependent

on the preparation procedure, and we may conclude that operation at 625 �C can be

satisfactory from all the points of view of activity, productivity and C balance,

allowing to limit the heat input to the reactor with respect to operation at 750 �C.
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51.1 Introduction

The steam reforming of ethanol (ESR) is gaining growing attention for the possibility

to produce hydrogen from renewable sources. Demonstrative projects aim to a proof

of concept of the application of this process to raw materials, which do not compete

with the food and feed chain. Particular attention has been devoted to increase ethanol

conversion and to maximise hydrogen productivity by depressing side reactions.

The reaction usually proceeds through direct ethanol decomposition or its

dehydrogenation to acetaldehyde, followed by reforming [1]. Unfortunately, pos-

sible side reactions may induce the formation of coke over catalyst surface, often

leading to its deactivation. Surface acidity, due to the support nature or to the active

phase itself, may induce ethanol dehydration and the subsequent polymerisation of

ethylene. This leads to the possible formation of graphitic layers over catalyst

surface, sometimes blocking the active phase. In other cases, coke accumulation

mainly occurs on support surface only, but this may anyway reflect on activity and

selectivity, since the support is involved in steam activation and in supplying

activated oxydril species. Other possible reactions can provoke carbon formation.

For instance, the thermal decomposition of methane (one of the possible reaction

products), occurring at high temperature, or CO disproportion (Boudouard reac-

tion), exothermal and thus favoured at relatively low temperature.

Some coking mechanisms involve the active phase itself, as in the case of Ni-

and Co-based catalysts. Both metals are indeed able to promote the formation of

carbon deposits in the form of nanotubes, as well documented for Ni in the steam

reforming of methane, ethanol and glycerol [2–9]. It has been widely discussed in

most of that references that the tendency to form carbon nanotubes is lower when

the active phase is well dispersed and stabilised by a strong metal–support interac-

tion. Steam reforming of ethanol may be satisfactorily achieved at much lower

temperature with respect to the SR of methane. Indeed, some catalytic formulations

demonstrated sufficiently active to completely convert ethanol below 600 �C.
However, at such low temperature, different coke forming mechanisms are active,

while the coke gasification rate may be insufficient, leading to the accumulation of

carbonaceous deposits, raising challenges for catalyst stability. Nevertheless, the

possibility to operate at much lower temperature with respect to the steam

reforming of natural gas would be attractive to limit the thermal input to the reactor,

with all the positive consequences (fuel consumption, materials, safety, etc.). The

study of the factors influencing catalyst stability is therefore particularly interesting

for this aspect of practical importance. In our previous investigations, we compared

different supports for Ni, e.g. SiO2, ZrO2 and TiO2. The latter in particular showed

interesting redox properties, which may in principle help cleaning the surface from

accumulated C. Furthermore, we recently evidenced the impact of the preparation

procedure and above all calcination temperature on the dispersion and strength of

interaction with the support in Ni/TiO2 catalysts prepared by impregnation. It was

found that Ni differently dispersed over the support depending on the crystal lattice

of the latter (anatase or rutile). Calcination at high temperature (800 �C) allowed to
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obtain, together with more sintered particles, very small Ni nanoparticles upon

activation, likely due to the reduction of an ilmenite (NiTiO3) phase forming only

after calcination of such high temperature. A high calcination temperature also

allowed strengthening the metal–support interaction, particularly in the case of

titania [10–12] thus favouring the thermal resistance of Ni particles during high

temperature operation in ESR. Both these aspects positively affect activity and

resistance to coking.

Therefore, in the present work we compared Ni/TiO2 catalysts prepared by

impregnation and calcined at 800 �C, with a comparative sample prepared by

flame pyrolysis. This technique allows the one-pot preparation of nanoparticles

by flash calcination at high temperature (1,200–1,500 �C depending on the operat-

ing conditions) for a few milliseconds. It has been adopted here to check the effect

of this innovative preparation procedure on Ni dispersion and strength of interac-

tion with the support and in turn on catalyst performance for ESR.

51.2 Materials

Two families of Titania-based catalysts have been prepared through conventional

precipitation and Flame Pyrolysis (FP), resulting in the formulations reported in

Table 51.1, together with the corresponding notations. As for the conventional

precipitation method, the titania support was prepared as follow: 20 g of TiOSO4

xH2SO4 xH2O (Sigma Aldrich, purity synthesis grade) were dissolved in 300 mL of

distilled water at room temperature. NaOH (Carlo Erba, 9 M) or NH3 (Riedel-de

Haën, 9 M) was added dropwise until the system reached a pH of 5.5. The samples

were labelled T-S or T-A, respectively. The precipitate was aged at 60 �C for 20 h,

Table 51.1 Main physical-chemical properties of the samples prepared

Sample

Preparation

method

Ni

loading

(wt%)a
SSA

(m2/g)b
mL O2

(0 �C)/gNi
A
(m2/gNi)

c
d
(nm)c

Tmax

(�C)d

T-A TiO2 precipitated

with NH3, calcined

at 800 �C

7.3 7 0.61 2 – 650

T-S TiO2 precipitated

with NaOH, calcined

at 800 �C

6.7 4 No

chemisorption

– – 700

T-FP Prepared by FP 8.2 63 14.50 51 11 370

480

600

aFrom atomic absorption analysis
bSSA¼ specific surface area, from BET model
cAverage metallic surface area and Ni particle size, as determined from O2 chemisorption data
dTemperature of the maximum of reduction peaks from TPR analysis
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then repeatedly washed with distilled water and then dried overnight at 110 �C. The
active phase was added to each support by incipient wetness impregnation with an

aqueous solution of the metallic precursor (Ni(NO3)2·6H2O, Sigma Aldrich, purity

�98.5 %), in the proper concentration in order to obtain 10 wt% Ni loading. The

catalyst was dried overnight at 110 �C and then calcined at 800 �C for 4 h. A

comparative sample was prepared in nanopowder form by means of an FP appara-

tus [13, 14]. This technique allows the continuous and one-step synthesis of oxides,

single or mixed. It is based on a specially designed burner fed with oxygen and an

organic solution of the precursors, with the solvent acting as fuel for the flame.

FP-synthesised samples usually show good phase purity, once the procedure is

optimised for each material, along with nanometer-size particles and hence very

high surface area (up to 250 m2/g). In addition, the high temperature of the flame in

principle should also ensure thermal stability, provided that a solvent with suffi-

ciently high combustion enthalpy is chosen [15, 16]. The active metal (Ni) has been

here directly incorporated during the support synthesis. The FP sample (T-FP) was

synthesised using a solution of Titanium(IV)-isopropylate (Aldrich, pur. 97 %) in

xylene, with a 0.67 M concentration referred to TiO2. Ni was added to such mother

solution by dissolving Ni(II) acetate (Aldrich, pur. 98 %) in propionic acid (Aldrich,

pur. 97 %), with 10 wt% metal loading and a 1:1 vol/vol solution of the two

solvents. The solutions were fed to the burner nozzle with a flow rate of 2.2 mL/

min and a 1.5 bar pressure drop across the nozzle, which was also fed with 5 L/min

of O2.

51.3 Results and Discussion

51.3.1 Characterisation

The N2 adsorption/desorption isotherms were analysed by a Micromeritics, ASAP

2000 Analyser to assess surface area and the pores size distribution.

The high temperature calcination caused for samples T-S and T-A the collapse

of the porous structure of the oxides, thus obtaining a substantially non-porous

material. By contrast, the FP prepared sample was characterised by higher surface

area (ca. 60 m2/g) with a certain contribution of (small) mesopores.

The latter sample was also characterised by an adsorption feature at high relative

pressure, suggesting the contribution of a macroporous system. Indeed, the FP

technique leads to dense nanoparticles where the porosity, if present, is related to

the formation of agglomerates of particles. Therefore, in this case only interparticle

porosity was found and the pore distribution showed very broad.

The TPR technique was employed to identify the different Ni oxide species

present in the catalysts according to the reduction temperatures. Moreover, this

technique allows to evaluate the interaction strength between the active phase and
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the support, thus supporting the evaluation of a strong metal–support interaction

(SMSI) effect.

In this set of experiments, the catalyst was placed in a quartz reactor and heated

by 10 �C/min from r.t. to 800 �C in a 5 % H2/Ar mixed gas stream flowing at 40 mL/

min. Characteristic peak temperature of every sample are collected in Table 51.1.

The TPR of both the catalysts calcined at 800 �C show NiO reduction peaks at

high temperatures (>600 �C), higher for sample T-S than T-A [9]. It is well known

that the interaction between metal and support increases with calcination temper-

ature. The present TPR profiles thus suggest stronger metal–support interaction for

sample T-S than T-A. This is mainly ascribed to the formation of NiTiO3, as

confirmed by XRD analysis. This may be of outmost importance in order to

stabilise Ni in the most dispersed form, leading to the formation of small metal

particles upon activation, as better deepened elsewhere [9].

For the FP prepared sample, a TPR–TPO–TPR cycle was carried out [6]. Indeed,

the preparation procedure induced a partial incorporation of Ni into the support,

possibly leading to a mixed oxide phase. It may be supposed that some reconstruc-

tion of the oxide may occur during metal reduction. In a parallel way, Ni that is

initially well dispersed in the support, after a first reduction process may arrange in

clusters, is likely characterised by a different reducibility.

The first TPR run of T-FP showed a series of broad and overlapping peaks

spanning over a very wide temperature range (300–700 �C) ascribable to the

reduction of free surface NiO, bulk NiO and NiO more and more deeply interacting

with the TiO2 surface, as previously discussed, as well as to NiTiO3. By contrast,

the second TPR run showed a much more uniform pattern, with only one peak

centred around 600 �C. This indicates the presence of a uniform type of Ni species,

likely NiTiO3. This feature also indicated the irreversibility of the process with

transformation of the “free” NiO particles into species strongly bound to the

support, maybe as a mixed oxide.

By comparing the three samples, T-S showed the less reducible, thus

characterised by Ni species very strongly interacting with the support. The patterns

of T-A and T-FP (second run) were instead very similar.

O2 chemisorption (Table 51.1) carried out on samples T-A revealed poor oxygen

uptake, with respect to catalyst T-FP, characterised by a much higher Ni dispersion.

However, dispersion of the latter sample dropped to values comparable to T-A

when aging was carried out in conditions mimicking activation.

Sample T-S did not evidence any oxygen uptake. This, combined with TPR

which concluded a stronger metal–support interaction for T-S than T-A, may be

related with the SMSI effect [10–12]. Indeed, in addition to the low dispersion

which characterises also sample T-A, the strong interaction strength with the

support of sample T-S may further modify the electronic state of the metal defi-

nitely inhibiting its interaction with O2.

XRD analyses were performed in order to identify the different phases present in

the samples. Rietveld refinement was also done to quantify the content of each

phase.
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By comparing the diffractograms (Fig. 51.1a) of the titania-supported samples

with literature data, one may conclude that all the samples T-A and T-S were

constituted by rutile, plus ca. 15–17 wt% of ilmenite (NiTiO3), as confirmed by the

TPR profiles. After activation of the samples, an XRD profile compatible with

metallic Ni supported on rutile was always obtained.

The average Ni crystal size showed higher for samples T-A and T-S than for the

T-FP one, confirming chemisorption data. This confirms the higher Ni-dispersion of

the latter, in spite of the very high calcination temperature attained in the flame.

In Fig. 51.1, skeletal FT-IR spectra of the Ti-based catalysts diluted in KBr

(1 % w/w) are also reported. As mentioned before, for samples T-A and T-S

calcination at high temperature allows the formation of a titanate phase,

characterised by peaks at 530 and 410 cm�1 (band at 320 cm�1 in the FAR-IR

region, not reported) in agreement with literature data [17]. The shoulder at

690 cm�1 can be due to the rutile phase formation (also detected by XRD) whereas

a weak shoulder centred at 470 cm�1 characterises residual titania anatase phase.
SEM micrographs of the catalyst T-FP revealed a rather uniform array of

nanoparticles (not reported). EDS analysis also confirmed the Ni loading with

respect to atomic absorption and repeated analyses in different zones demonstrated

a uniform distribution of the active phase. The latter conclusion has been also

supported by several maps revealing an even incorporation of Ni into the oxide

matrix.

A more detailed view on sample morphology and particle size was obtained by

TEM analysis (Philips 208 Transmission Electron Microscope) (Fig. 51.2a), which

showed that the T-FP sample was characterised by dense 5–20 nm spheres.

By contrast, sample T-S showed bigger particles (>200 nm), but much more

uniform in size than T-A.

In the latter, indeed big aggregates and small particles coexisted as shown in

Fig. 51.2. This may imply a higher thermal resistance of the T-S sample and explain

the lower crystallinity evidenced by XRD for catalyst T-A (Fig. 51.1).
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Fig. 51.1 XRD diffractograms (a) and FT-IR skeletal spectra (b) of the studied samples
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51.3.2 FT-IR Analysis of Catalysts Surface

The analysis of surface sites has been carried out over self-supporting disks of pure

powder catalysts (30 mg average weight) placed in the IR cell connected to a

conventional gas manipulation apparatus. After a reduction step in hydrogen at

773 K and thermal treatment in high vacuum, the spectrum of T-FP catalyst shows a

clean surface almost completely dehydroxilated.

Low temperature CO adsorption over the same catalyst gives rise to several IR

bands in the C–O carbonyl spectral region (Fig. 51.3, high CO coverage). As widely

reported in the literature and well summarised by Hadjiivanov et al. [18] the

Fig. 51.2 TEM micrographs of the samples: (a) T-FP; (b) T-A; (c) T-S. Marker size 100 nm
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Fig. 51.3 FT-IR spectra of surface species arising from CO adsorption over reduced catalysts

(liquid nitrogen temperature). The activated surface spectra have been subtracted
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absorption at 2,184 cm�1 (HF band) characterises acidic Ti cations (Ti4+) acting as

Lewis sites of different strength. Another weak component at 2,139 cm�1, together
with the shoulder at 2,090 cm�1, indicates the presence of gem dicarbonyls species

over dispersed Ni+ ions. This band disappears only after evacuation at room

temperature, in agreement with literature findings that reported Ni+–CO complexes

being much more stable than Ni2+–CO complexes [19, 20]. In the region, 2,000–

2,100 cm�1 (LF bands) several bands can be detected: a main band at 2,061 cm�1

with shoulders at 2,043 cm�1 and 2,002 cm�1, showing similar resistance to

outgassing, was registered. These features can be associated with CO linearly

adsorbed on Ni0 small crystals (main band at 2,061 cm�1), but also to polycarbonyl
species, unstable after outgassing. Beside, an additional broad and weak band is

centred at 1,989 cm�1. This band corresponds to bridging CO over larger Ni metal

particles.

No bands associated with the presence of residual Ni2+–CO species of NiO or

nickel aluminate are detected following the reduction treatment: thus, Ni is broadly

reduced at the catalyst surface, although highly dispersed. On the other side, the

heterogeneity of the Ni species is in agreement with TPR results, pointing out the

presence of at least three kinds of nickel species: Ni metal particles, Ni metal

clusters strongly interacting with the support, Ni ions having different reducibility.

As for sample T-S, IR absorptions of OH stretching mode in the high frequency

region of the spectrum are strong and ill-defined, possibly due to the low specific

surface area of the sample. Low temperature CO adsorption has been carried out in

the same conditions applied for T-FP sample. Several bands are detected in the C–O

carbonyl spectral region: at 2,156 cm�1 (CO interacting with OH groups, possibly

overlapped with CO adsorbed over Ni ions, and completely disappearing following

outgassing at low temperature), at 2,130 (weak), together with the band at

2,095 cm�1 (symmetric/asymmetric stretching modes of poly-carbonyl species,

likely gem dicarbonyl species coordinated over Ni+). Bands at 2,060, and possibly

2,040 cm�1, are assigned to poly carbonyl species on Ni0 crystals, as well as the

band at 2,020 (shoulder) whose lower frequency suggests the assignation to larger

metal Ni0 particles. No bands due to CO coordinated over exposed Ti centres can be

detected (about 2,190 cm�1), and this can be due to the collapse of surface area in

these samples and also to the formation of a titanate phase (as pointed out by XRD

and IR results).

CO adsorption over T-A catalyst leads to the detection of very similar features: a

band at 2,160 cm�1 (H-bound PN), two bands at 2,138 and 2,090 cm�1

(polycarbonyl species, namely gem dicarbonyls coordinated over Ni+ ions), few

bands below 2,060 cm�1 assigned to CO coordinated over Ni metal particles and to

polycarbonyl species Ni0(CO)x, too. In these spectra, the last component seems to

be predominant in comparison with sample T-FP, suggesting an increased fraction

of highly dispersed Ni metal cluster or atomically dispersed Ni0, strongly

interacting with the surface, together with a fraction of Ni ionic species. This is

in agreement with the TPR data indicating for these samples the main reduction

peaks at temperatures above 600 �C, higher than T-FP sample.
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Moreover, bands due to CO coordinated on Ti ions are not clearly detected in the

T-S and T-A spectra (possibly a weak absorption at 2,170 cm�1 can be observable

in the spectrum of sample T-A).

PN adsorption at room temperature has also been studied in order to evaluate the

acidity of surface sites (Fig. 51.4).

Over oxidic surfaces usually PN adsorption gives rise to two families of signals

in the CN stretching region: band in the range 2,300–2,270 cm�1 (PN coordinated

over Lewis sites) and bands about 2,250 cm�1 (PN H-bound to hydroxyl groups). In

fact, following PN adsorption on T-FP sample, two complex bands are detected in

the CN stretching region at 2,278 and 2,247 cm�1 (with a shoulder at lower

frequency). The former is due to PN interacting with medium strength Lewis

sites (Ti ions), while the latter, strongly decreasing following outgassing at room

temperature, is due to PN H-bound to residual exposed OH groups. The low relative

intensity of this band is in agreement with the low degree of hydroxylation of this

surface. Correspondingly, only a weak negative band can be detected in the OH

stretching region of the subtraction spectrum.

On T-S sample, nitrile adsorption leads to the detection of just one band, due to

H-bound species, disappearing following outgassing at room temperature and,

correspondingly, no bands due to PN interacting with Lewis centres are reported.

This is in agreement with results from CO adsorption. Spectra arising from PN

adsorption over T-A sample, completely consistent with T-S sample are not

reported here, due to the even higher noise level and the very weak band intensities.
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Possibly, the disappearing of the Ti centres (i.e. Ti ions are not detected by CO or

PN adsorption) is to be related to the collapse of the surface area or to the

“shielding” effect of the Ni to the exposed Ti ions in the titanate structure.

51.3.3 ESR Catalytic Tests

Activity test were performed by means of a micropilot plant constituted by an

Incoloy 800 continuous downflow reactor (i.d. 0.9 cm, length 40 cm), heated by an

electric oven. The reactor temperature was controlled by a Eurotherm 3204 TIC.

The catalysts were pressed, ground and sieved into 0.15–0.25 mm particles and

ca. 0.5 g were then loaded into the reactor after dilution 1:3 (vol/vol) with SiC of the

same particle size.

Catalyst activation was accomplished by feeding 50 cm3/min of a 20 % H2 in N2

gas mixture, while heating by 10 �C/min up to 800 �C, then kept for 1 h. During

activity testing 0.017 cm3/min of a 3:1 (mol/mol) H2O:CH3CH2OH liquid mixture

was fed to the reactor by means of a Hitachi, mod. L7100, HPLC pump, added with

56 cm3/min of N2, used as internal standard, and 174 cm3/min of He. Such dilution

of the feed stream was calibrated so to keep the reactants mixture in the vapour

phase even at zero conversion at the reactor outlet.

The activity tests were carried out at atmospheric pressure, GHSV¼ 1,750 h�1

(referred to the ethanol +water gaseous mixture) at 500, 625 and 750 �C.
The analysis of the out-flowing gas was carried out by a gaschromatograph

(Agilent, mod. 7980) equipped with two columns connected in series (MS and

Poraplot Q) with a thermal conductivity detector (TCD), properly calibrated for

the detection of ethanol, acetaldehyde, acetic acid, acetone, water, ethylene, CO,

CO2, H2.

Material balance on C-containing products was checked to quantify coke depo-

sition. Repeated analyses of the effluent gas were carried out every hour and the

whole duration of every test at each temperature was ca. 8 h. The raw data,

expressed as mol/min of each species out-flowing from the reactor, have been

elaborated as detailed [7].

The tests for ethanol SR have been carried out on each catalyst and the results

have been summarised in Table 51.2. If not else specified, the data represent the

average performance over the last 4–8 h-on-stream. Anyway, the qualitative

inspection of the full data set at every temperature allowed to assess the stability

of the sample.

A blank test was carried out at 500 and 750 �C with quartz beads and SiC,

but without any catalyst. At 750 �C ethanol conversion was rather high, indeed

after starting values higher that 80 % it attested on ca. 50 %, due to thermal

activation of the substrate, in accordance with literature data [21]. However, the

main products at the reactor outlet were acetaldehyde SCH3CHO ¼ 60%ð Þ and

ethylene SCH2CH2
¼ 30%ð Þ. Poor ethanol decomposition to CO, no CH4 or CO2
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was achieved and no evidence of coke deposition was desumed due to 100 % C

balance. Therefore, at 750 �C thermal activation proved sufficient to promote both

the dehydrogenation (mostly) and dehydration reactions, but no further conversion

of the products may be obtained.

By lowering reaction temperature to 500 �C ca. 15 % ethanol conversion was

observed, but with C balance closing only to 91 % due to coke deposition on the

filling material.

In this case, acetaldehyde was the main product and no evidence of ethylene was

found at the reactor outlet, likely due to its full polymerisation to form coke.

Sample T-A tested at 750 �C showed interesting values of carbon balance and

hydrogen productivity, though it was characterised by some drawbacks.

At first, it needed a longer induction period before reaching stable performance.

In such period, the carbon balance was oscillating. Furthermore, some unreformed

methane was present even at this high temperature SCH4
¼ 10%ð Þ and the CO/CO2

ratio was much higher for other samples. This indicates a lower activity for the

Table 51.2 Activity data at different reaction temperature

Blank T-A T-S T-FP

500 �C
CO/CO2 0.00
 0.00 8.7
 0.2 1.32
 0.14 0.62
 0.04

C balance (%) 91
 2 70
 6 76.7
 1.1 82
 8

Conv. EtOH (%) 13
 5 89
 9 99.5
 1.0 93
 8

H2 productivity (mol/min kgcat) 0.00
 0.00 0.91
 0.13 0.84
 0.02 0.90
 0.06

CH3CHO sel. (%) 24
 10 2.7
 0.6 0.2
 0.3 2.5
 0.9

CH4 sel. (%) 0 9.9
 1.0 7.1
 0.3 3.5
 0.3

CH2CH2 sel. (%) 0 6
 3 0.00
 0.00 –

625 �C
CO/CO2 – 4.8
 0.3 3.0
 0.4 1.26
 0.07

C balance (%) – 88
 3 94.3
 1.8 99
 3

Conv. EtOH (%) – 83
 3 100
 0 100
 0

H2 productivity (mol/min kgcat) – 0.76
 0.08 0.99
 0.05 1.23
 0.03

CH3CHO sel. (%) – 15.7
 1.1 0.00
 0.00 1.7
 0.4

CH4 sel. (%) – 8.0
 0.3 3.51
 0.5 0.9
 0.2

CH2CH2 sel. (%) – – 0.00
 0.00 0.00
 0.00

750 �C
CO/CO2 Only CO 17
 2 1.82
 0.11 1.71
 0.14

C balance (%) 103
 3 103
 8 96
 5 100
 3

Conv. EtOH (%) 54
 3 100
 0 100
 0 100
 0

H2 productivity (mol/min kgcat) 0.061
 0.006 1.42
 0.13 1.22
 0.06 1.40
 0.02

CH3CHO sel. (%) 62
 4 0.00
 0.00 0.00
 0.00 0.00
 0.00

CH4 sel. (%) 0.00
 0.00 10
 4 1.9
 0.4 0.00
 0.00

CH2CH2 sel. (%) 31
 12 0.00
 0.00 0.00
 0.00 0.00
 0.00

P¼ 1 atm, H2O/CH3CH2OH¼ 3 (mol/mol); GHSV¼ 1,750 h�1
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WGS reaction, which is however not fully compatible with the high H2 yield

observed.

On the other hand, water conversion was very high in comparison to CO

removal, so that coke deposed during the first hours-on-stream (carbon

balance< 100 %) was gasified and additional hydrogen came from carbon gasifi-

cation by steam. Very high values of the CO/CO2 ratio may be also compatible with

a considerable activity for the dry reforming of ethanol.

At 500 �C the C balance was much lower than the blank test, and some ethylene

was also detected. Ethanol conversion was not optimal and the selectivity to the main

by-products non-negligible SCH4
¼ 10%, SCH2CH2

¼ 6% and SCH3CHO ¼ 2:7%ð Þ.
By increasing the temperature to 625 �C carbon balance, H2 productivity

and ethanol conversion remained unacceptably low in comparison to other

samples, indicating some irreversible deactivation of the sample. Furthermore,

non-negligible selectivity to undesired products was observed

SCH4
¼ 8% and SCH3CHO ¼ 16%ð Þ, which is usually nil at this temperature for

the best performing catalysts.

Therefore, deactivation mainly occurred during the test at 500 �C for this

sample, likely due to severe coking, and it was not completely reversible at

625 �C, at the contrary of other samples that showed good performance at 625 �C
even if at 500 �C their C balance was not optimal.

Indeed, coke may form after dehydration of the substrate on acidic sites of the

support followed by polymerisation. If only acid sites are blocked by carbon

deposition, the system may still reach a stable steady-state performance after

deactivation of such sites [22]. This may in part influence selectivity because of

the role of the support in activation of water, but if coking of the support surface

sites is not too extensive stable performance may occur.

In other cases, coking may interest also the metal active phase, which becomes

covered or encapsulated by carbon, with blockage of the active sites [23]. Ni is

indeed particularly active for the formation of carbon nanotubes, especially when

its particle size is big. Evidence of nanotubes formation has been obtained in

previous investigations [6–9, 24, 25], and here (vide infra).
Sample T-S was better performing than the parent T-A sample, though not yet

completely satisfactory. Indeed, at 750 �C the carbon balance was acceptable and

CO/CO2 ratio was lower for T-A. However, the H2 productivity was lower and

some methane was still present SCH4
¼ 1:9%ð Þ. At 625 �C the carbon balance

diminished to ca. 94 %, even if it was much higher (up to 120 %) during the first

hours-on-stream due to the gasification of most of the coke deposits cumulated

during the previous testing at 500 �C.
Methane selectivity increased to 3.5 % at 625 �C and to 7.1 % at 500 �C, when

some acetaldehyde also appeared SCH3CHO ¼ 0:2%ð Þ. At the latter reaction tem-

perature, the C balance was ca. 77 % and a bit unstable for the first testing hours and

the hydrogen productivity was lower for other samples, in spite of the very good

ethanol conversion.
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Sample T-FP showed stable at 750 �C with good C balance, full ethanol

conversion, no by-products and high hydrogen productivity. At 625 �C, the carbon
balance was higher than 100 % for the first h-on-stream due to the gasification of

coke deposed at 500 �C, then it stabilised to ca. 98 %. H2 productivity was a bit

lower than expected, also due to the presence of some by-products

SCH4
¼ 1:0% and SCH3CHO ¼ 1:8%ð Þ. Nevertheless, at 500 �C the sample showed

unstable.

The carbon balance value reported in Table 51.1 may be misleading since this

parameter increased monotonously from ca. 63 to ca. 92 %, meanwhile a decrease

of ethanol conversion was observed. Ethanol conversion remained stable at 100 %

for the first 4 h-on-stream, but it was evidently correlated to a huge coking activity.

Together with the increase of carbon balance, finally stabilised above 80 %, the

progressive decrease of ethanol and water conversions occurred, indicating catalyst

deactivation. As soon as conversion started decreasing, we also observed an

increase of selectivity to by-products. For exampleSCH4
increased to 3.5 %, whereas

acetaldehyde was absent during the first h-on-stream, then rose to 2.5 %. At

difference with sample T-A, such deactivation process was likely due to reversible

coking, as testified by the good performance during the subsequent testing at

625 �C. Moreover, catalyst T-FP led to the lowest CO/CO2 ratio (high activity for

the WGS reaction) and to the highest H2 productivity. However, at difference with

some silica- and zirconia-supported catalysts [7, 8] the present titania-supported

ones showed satisfactory performance only if tested at high temperature, mainly

due to coking activity at low temperature.

Similar conclusions were drawn by Denis et al. [26], who compared differently

supported Ni catalysts. Ethanol conversion was higher for the TiO2-supported

catalysts in the medium-high temperature range.

Low selectivity to C2 has been also reported, but one of the highest ones to CH4

(ca. 40 and 15 mol% at 500 �C and 600 �C, respectively, at difference with the

present results), with additional coking problems.

51.3.4 Characterisation of the Spent Catalysts

The spent catalysts have been characterised by FE-SEM and TEM (Fig. 51.5).

Evidence of coking is obtained for sample T-A during testing at 500 �C, according
to its lowest C balance. Severe deactivation occurred for this sample, with decreas-

ing ethanol conversion and increasing selectivity to by-products with time-on-

stream. The increase of reaction temperature to 625 �C did not allow to completely

gasify coke, as testified by the huge amount of C filaments still present on the spent

sample. As a result, conversion and hydrogen productivity remained unacceptably

low. TEM showed that carbon nanotubes (multiwalled) formed extensively on

sample T-A, sometimes covering the whole particle and unacceptably depressing

activity. The formation of C nanotubes also occurred over sample T-S, which on the
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contrary was not irreversibly deactivated being coking much more limited

(Fig. 51.5). Therefore, increasing temperature to 625 �C is sufficient to recover

full ethanol conversion and satisfactory selectivity. Some nanotubes were also

present on sample T-FP.

In Fig. 51.5, one may also observe that some Ni sintering occurred, more evident

for sample T-A than T-S, according to the reducibility scale and, thus, on the

strength of the metal–support interaction.

The formation of C nanotubes and in general C deposition has been also

confirmed by Raman analysis, where the typical D and G bands are present with

decreasing intensity when passing from sample T-A to T-FP and T-S (Fig. 51.6).

Fig. 51.5 TEM micrographs of spent samples. Marker size 100 nm
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spent samples
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51.4 Conclusions

The performance of the titania-supported catalysts was found very dependent on the

preparation procedure. In a previous investigation [9, 25], they demonstrated not

active when calcined at 500 �C, likely due to surface reconstruction of the active

phase and the support. Some better results have been achieved by calcination at

higher temperature (i.e. at 800 �C as in the present case), leading to a stronger

metal–support interaction and to a better dispersion of the active phase, as clearly

demonstrated by data from TPR and CO adsorption. In principle, this should

provide a better resistance towards the formation of carbon nanotubes during

testing at 500 �C. Therefore, a new FP preparation procedure was adopted, leading

to the formation of a mixed oxide, evolving after reduction to a very dispersed

supported Ni active phase.

By looking at Tables 51.1 and 51.2, one may observe that Ni dispersion

decreased from the FP sample to those prepared by precipitation (decreasing crystal

size and metal surface area). Accordingly, carbon balance at 500 �C increased in the

order T-A<T-S<T-FP (Table 51.2).

By comparing the different reaction conditions, it is possible to conclude that at

750 �C the differences among the samples flatten and the system approaches the

equilibrium behaviour. When tested at 625 �C, the catalysts start to differentiate

from one another.

At 500 �C no fully satisfactory catalyst has been found among this series, mainly

due to carbon loss. Further improvements of catalyst formulation are needed,

together with an optimisation of the reaction conditions (for example, increasing

the water/ethanol feeding ratio or modifying contact time).

Support interaction with water and its acidity may play a role in the activation of

the reactants and in catalyst resistance towards coking, strong acid sites being

responsible for ethanol dehydration and subsequent ethylene polymerisation.

Lewis acidity was predominant in the case of the present titania-supported samples,

with medium strength acid sites. In every case, the absence of strong acid sites

prevented from severe coking of the catalyst from this point of view. No preferred

nature of acid sites (Lewis or Brønsted) may be invoked to explain coke formation,

especially during testing at 500 �C, when the phenomenon was more relevant, but

mainly ascribed to the formation of carbon nanotubes over the Ni active phase. For

instance, sample FP exhibiting exposed Ti sites was not characterised by the highest

coking rate. Therefore, provided that strong surface acidity is ruled out, no tight

relationship between acidity and coking may be drawn, as already well pointed out

by Liguras et al. [27].

By considering all these points, one may conclude that operation at 625 �C can

be satisfactory from all the points of view of activity, productivity and C balance,

allowing to limit the heat input to the reactor with respect to operation at 750 �C.
According to the present results, an interesting candidate for ESR at 625 �C is

sample T-FP.
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According to pilot projects on stationary PEM fuel cell systems, characterised by

5 kWelectric power size and efficiency variable from 0.35 to 0.41, H2 consumption

has been reported between 3.5 and 4.1 Nm3/h [28]. According to the highest

productivity here reported at each temperature we may estimate that the production

of 4 Nm3/h of H2 requires ca. 2.1 kg of the T-FP catalyst operated at 750 �C and

2.4 kg at 625 �C. Therefore, there is no real advantage in operating at 750 �C since

H2 productivity does not increase appreciably (a higher reforming activity for

by-products is counterbalanced by an unfavourable thermodynamics of the WGS

reaction), and therefore similar installation costs for the catalyst are required, while

evident drawbacks are higher variable costs for reactor heating and for purification

from CO. Furthermore, in order to limit coking rate operating at 625 �C seems

sufficient to guarantee stable catalyst performance, provided that a sufficiently

SMSI is achieved during preparation, avoiding metal sintering and coking.
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Chapter 52

Biodegradation of o-Cresol
by a Pseudomonas spp

Adh’ya-eddine Hamitouche, Zoubida Bendjama, Abdeltif Amrane,

and Farida Kaouah

Abstract The o-cresol is one of the VOCs toxic compounds, it is used as

pharmaceutical intermediates, reagents, custom synthesis and as a solvent, disin-

fectant and chemical intermediate for a wide variety of products including resins,

paints and textiles. Efficient treatment technologies are required to reduce o-cresol
concentration in wastewater to acceptable levels because o-cresol is hazardous even
at low concentration. Biological treatment methods have been researched to treat o-
cresol in wastewater. Several studies have shown that o-cresol can aerobically

degraded by a wide variety of microorganisms.

In this study, a series of experiments were performed to examine the effects of

the mineral medium composition and the pH on o-cresol removal. In this purpose,

o-cresol biodegradation was carried out in a batch reactor containing mixed bacte-

ria; the temperature (30 �C), the stirring velocity (200 r/min), the KH2PO4 concen-

tration (1.5 g/L), the K2HPO4 concentration (2 g/L), and o-cresol concentration
(100 mg/L) were kept constants. The initial pH was varied in the range 5–9 and the

mineral components were tested in the following concentration ranges: 0–2 g/L for

nitrogen sources (NH4Cl, KNO3, and NH4NO3), 0–0.5 g/L for NaCl, and 0–0.2 g/L

for MgSO4. Their effects on o-cresol biodegradation and specific growth rate were
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examined. The shorter biodegradation time of o-cresol was 35.6 h for NH4Cl, NaCl,

and MgSO4 concentrations of 1 g/L, 0.3 g/L, and 0.1 g/L, respectively. Maximum

specific growth rate (0.33 h�1) and total o-cresol removal (99.99 %) were recorded

for an optimal pH value of 8.

Keywords Biodegradation • o-Cresol • Pseudomonas spp. • Kinetic

52.1 Introduction

Volatile organic compounds (VOCs) released into the environment result in envi-

ronmental damage as pollutants. It is strongly advised not to let the chemical enter

into the environment because it persists in the environment. Special attention

should be given to water, since many industrial processes have used highly volatile

compounds as starting materials, as intermediates or solvent and some of them end

up in process waters.

The removal of VOCs from industrial water effluents is of growing concern and

there is an urgent need to develop strategies to deal with VOC-contaminated

wastewaters. Although several techniques are available for treatment of VOCs, in

recent years most of the hazardous VOCs entering process waters are biologically

treated due to the environmental friendly nature of biotechnology [1–3].

Therefore, biodegradation of VOCs by pure or mixed cultures of microorgan-

isms has been extensively studied.

As chemicals, pharmaceutical intermediates, reagents, custom synthesis, and

as a solvent, disinfectant and chemical intermediate for a wide variety of products

including resins, paints and textiles, o-cresol is a toxic one of VOCs and it is

used. Efficient treatment technologies are required to reduce o-cresol concentration
in wastewater to acceptable levels because o-cresol is hazardous even at low

concentration.

Biological treatment methods have been researched to treat o-cresol in waste-

water. Several studies have shown that o-cresol can aerobically degraded by a wide
variety of microorganisms [4–6]. Bacteria are a class of microorganisms actively

involved in the degradation of organic pollutants from contaminated sites.

A number of bacterial species are known to degrade phenolic compounds.

Most of them, showing high biodegradation efficiency, are isolated from contam-

inated soil or sediments [7]. The identified organisms belonged to several genera,

like Pseudomonas, as well as Agrobacterium, Bacillus [8], Burkholderia,
Sphingomonas [7], Rhodococcus [9] species, and mixed culture [10, 11].

The main goal of this chapter was to investigate the biodegradation of

o-cresol by mixed bacteria; the effect of pH and the mineral medium

composition were optimized to determine the best conditions for o-cresol removal,

especially the mineral salts supplementation and the optimal mineral nitrogen

concentration.
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52.2 Materials and Methods

52.2.1 Microorganisms Cultivation

The mixed bacteria of Pseudomonas genus (Pseudomonas aeruginosa, Pseudomo-
nas putida, Pseudomonas fluorescens) used in this work were obtained from

activated sludge from the hazardous wastewater station of Boumerdès (Algeria).

The stock cultures were stored at 4 �C. The mixed bacteria were activated for 24 h

at 30 �C in the nutrient medium (NB) containing (g/L): peptone, 15, yeast extract,

3, sodium chloride, 6, and (D+)-glucose, 1.

After 24 h, when cells were grown, the biomass was harvested by centrifugation.

The microorganisms collected after centrifugation (3,000 rpm) for 30 min were

suspended in NaCl 0.5 % and recentrifuged. After the third washing, the microor-

ganisms collected after centrifugation were resuspended in NaCl 0.5 % to deter-

mine the concentration of the mixed bacteria. This solution (mixed bacteria and

NaCl 0.5 %) was analyzed by measuring OD at 600 nm using a Vis spectropho-

tometer (HACH DR2800); the OD value was then converted to dry cell mass using

a dry weight calibration curve. The dry cell mass density (g/L) was found to follow

the following regression equation� (g/L)¼ 1.044�OD600.

Specific growth rate was determined in the exponential growth phase

[12–15]. For each flask, the specific growth value was determined from linear

semilogarithmic plot of cell concentration versus time during the exponential

growth phase, namely when specific growth rate became nearly constant [16].

52.2.2 Biodegradation Experiments

As the OD value of adapted cells reached 2.7–2.9, an aliquot of the culture was

centrifuged at 3,000 rpm for 30 min.

To wash the biomass, it was resuspended in NaCl 0.5 % and centrifuged. The

cells (1 mL) were then transferred and inoculated in Erlenmeyer flasks (250 mL) to

yield an initial OD of 0.078, and containing 100 mL of medium containing nitrogen

source (NH4Cl, KNO3, and NH4NO3) and the following mineral salt supplementa-

tion (MSS), namely KH2PO4, KH2PO4, and MgSO4 at the required concentrations,

and 100 mg/L of o-cresol. The cells were cultivated at 30 �C and 200 rpm.

Samples were withdrawn at suitable time intervals, and the concentration of cells

was deduced from optical density measurement and o-cresol was measured as

described below.
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52.2.3 Residual o-Cresol Determination

The residual of o-cresol was estimated using a Vis spectrophotometer (specord 210

plus, Analytik-Jena) and was calculated by absorbance at 271 nm.

52.3 Results and Discussion

52.3.1 Optimal Salt Concentrations

The effect of mineral salt supplementation of culture medium on o-cresol degra-
dation was shown for instance for NaCl (Table 52.1). The Fig. 52.1 shows that

the lag phase was at least 35.6 h in the range of NaCl concentrations tested; total

o-cresol removal (100 mg/L) was recorded in less than 39.25 h (Table 52.1).

Table 52.1 shows that the effect of culture medium components ([NaCl] and

[MgSO4]) on influential parameters on biodegradation of o-cresol. The specific

growth rate increase with increasing of NaCl concentration. The maximum value

of specific growth rate was 0.31 h�1 recorded for 0.3 g/L NaCl. This amount was

in agreement with the mineral supplementation considered by other workers,

since Luo et al. [18] and Nakano et al. [19] supplemented with 0.1 and 0.21 g/L

NaCl to biodegrade phenol, while 0.4 g/L was used by Zilouei and al [20] to

biodegrade chlorophenols (2-chlorophenol, 4-chlorophenol, 2, 4-dichlorophenol,

and 2, 4, 6-trichlorophenol).

At 30 �C and pH 7, a series of degradation batch test at different MgSO4

concentration were conducted with mixed culture. The effect of MgSO4 concen-

tration on o-cresol degradation was observed on Table 52.1 and Fig. 52.2.

Table 52.1 Effect of [NaCl] and [MgSO4] concentrations on influential parameters on biodegra-

dation of o-cresol

Parameters

(g/L)

Value of

parameters

Specific

growth rate (h�1)
Time of lag

phase (h)

% Removal

of o-cresol

Time of

total o-cresol
removal (h)

NaCl 0 0.093 35.6 100 39.25

0.05 0.12 35.6 100 39.25

0.1 0.141 35.6 100 39.25

0.2 0.216 35.6 100 39.25

0.3 0.31 35.6 100 39.25

0.4 0.181 35.6 100 39.25

0.5 0.15 35.6 100 39.25

MgSO4 0.05 0.209 41 100 45.25

0.1 0.31 35.6 100 39.25

0.15 0.247 37.7 100 41.25

0.2 0.157 40 100 43.25
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The Table 52.1 shows that a mixed bacterium degrades a 100 mg/L of o-cresol
within 45.25 h, the shorter time is equal to 39.25 h when MgSO4 concentration is

equal to 0.1 g/L.
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The Fig. 52.2 shows that a time of lag phase and maximum biomass concentra-

tion varied from 35.6 to 41 h and 0.106 g/L to 0.132 g/L, respectively.

The evolution of specific growth rate versus MgSO4 concentration (Table 52.1)

shows that the maximum value equal to 0.31 h�1 when MgSO4 concentration is

equal to 0.1 g/L, the same concentration of MgSO4 in mineral salt medium was used

by Zhao et al. and Santos VLd et al. [21, 22] to biodegrade phenol.

52.3.2 Optimal Nitrogen Source Concentration

A series of biodegradation batch test at different nitrogen concentration sources

were conducted with Pseudomonas spp. mixture to see the effect of the three

nitrogen sources selected on biodegradation of o-cresol. The results were regrouped
in Table 52.2 and Figs. 52.3, 52.4, and 52.5.

Table 52.2 indicated the effect of nitrogen sources concentration on o-cresol
degradation. A 100 g/L of o-cresol was entirely degraded within 48.25 h; the time

shorter for o-cresol biodegradation is equal to 39.25 h when the optimal concen-

tration is equal to 1 g/L.

The evolution of cell concentration shows that a lag phase is equal between 35.6

and 41 h for different nitrogen sources concentration.

Table 52.2 shows that the effect of evolution of concentration nitrogen sources

on specific growth rate, the maximum value of specific growth rate is equal to

0.31 h�1, 0.283 h�1, and 0.299 h�1 when NH4Cl, KNO3, and NH4NO3, respec-

tively, is equal to 1 g/L.

Table 52.2 Effect of nitrogen sources on the specific growth rate

Parameters

(g/L)

Value of

parameters

Specific growth

rate (h�1)
Time of lag

phase (h)

% Removal

of o-cresol
Time of total

o-cresol removal (h)

NH4Cl 0.25 0.156 39 100 48.25

0.5 0.258 38 100 46.25

1 0.31 35.6 100 39.25

1.5 0.198 40 100 45.25

2 0.156 41 100 44.25

KNO3 0.25 0.191 41 100 48.5

0.5 0.251 41 100 48.5

1 0.283 36 100 39.25

1.5 0.228 39 100 45.25

2 0.181 40 100 44.25

NH4NO3 0.25 0.197 41 100 48.25

0.5 0.271 41 100 48.25

1 0.299 36.25 100 39.25

1.5 0.230 38 100 45.25

2 0.206 38 100 44.25
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52.3.3 Optimal pH

Batch cultures of mixed bacteria were conducted in optimal condition of salt and

nitrogen concentration containing initial o-cresol concentration equal to 100 mg/L

and initial pH ranging from 5 to 9.

The evolution of biomass concentration versus time for different value of initial

pH was represented in Figs 52.6, 52.7, and 52.8.

An o-cresol (100 mg/L) was entirely degraded within 48.25 h; the shorter time

for o-cresol biodegradation is equal to 39.25 h when pH is equal to 7.

The evolution of cell concentration shows that a lag phase is equal to 35.6–41 h

for different pH value.

Figure 52.9 shows that the effect of pH on specific growth rate. The maximum

value of specific growth rate is equal to 0.33 h�1, 0.314 h�1, and 0.329 h�1 for

NH4Cl, KNO3, and NH4NO3, respectively, when pH is equal to 8. The study of

Kuo-Ling Ho et al. [2], Xinghui Qiu et al. [23], and Wang Ying et al. [24] obtained

the same optimal pH with a phenol and p-nitrophenol.

The optimal values of specific growth rate are very higher than those found in the

literatures, where the specific growth rate of mixed culture obtained has been

reported to be in the range of 0.13–0.36 h�1 [16, 17, 25–29].
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52.4 Conclusion

Growth kinetics of mixed bacteria and their degradation nature for phenol were

investigated.

The following conclusions were drawn:

– As the mixed culture have high biodegradation activity where specific growth

rate grow up until 0.33 h�1, with a time of biodegradation equal to 40.27 h.
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– A 100 mg/L of o-cresol are completely degrade for each batch experience and

for different parameter studied, where time of biodegradation range is to 40.27

until 53.15 h.

– The optimal mineral medium concentrations (g/L) are equal to 0.3, 0.1, and 1 for

NaCl, MgSO4, and nitrogen sources, respectively

– The optimal value of pH is equal to 8.
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Chapter 53

Bioadditive Synthesis from Glycerol
by Esterification Using Catalytic
Chitosan Membrane

Derya Unlu and Nilufer Durmaz Hilmioglu

Abstract Glycerol is the main by-product in biodiesel production. The increasing

production of biodiesel has resulted in significant amount of glycerol deposition.

Esterification of glycerol with acetic acid is a kind of method to consume excess

glycerol. The valuable chemicals like that bioadditives are produced in this method.

Zr(SO4)2·4H2O loaded chitosan catalytic membrane was prepared by the solution

casting method and used as catalyst for esterification of glycerol and acetic acid.

The reactions were performed in a batch reactor and in a pervaporation catalytic

membrane reactor (PVCMR). The structure of the membranes was investigated by

means of Fourier transform infrared spectroscopy (FTIR) and scanning electron

microscopy (SEM). The results of esterification of acetic acid and glycerol show

that the conversion was slightly improved with the Zr(SO4)2·4H2O content in the

membrane at a fixed chitosan content. The reaction rate constant increased with

increasing acetic acid/glycerol molar ratio, amount of catalyst loading in the

catalytic membrane and reaction temperature. Higher conversion values were

obtained by PVCMR.

Keywords Catalytic membrane • Fuel bioadditive • Global warming • Glycerol •

Green processes
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53.1 Introduction

Global warming is the biggest problem at the beginning of this century. Renewable

energy sources reduce the impact of CO2 emission. Therefore, renewable fuels have

gained considerable attention alternative to fossil fuels [1]. Biodiesel is ordinarily

obtained by transesterification of vegetable oils with short chain alcohol [2]. Com-

paring on traditional fuels derived from crude oil: Biodiesel is nature, renewable,

biodegradable, harmless, and fundamentally free of sulfurous and aromatic species,

reduces exhaust and has high ignition quality and a high cetane number [3].

Glycerol is the by-product of the biodiesel production by transesterification of

oil and alcohol. The increasing demand and production of biodiesel has resulted in

the accumulation of huge amounts of glycerol. Approximately glycerol is produced

by 10 wt% of total biodiesel synthesis. Due to the increase of glycerol amount, a

price decline has been observed [4]. Glycerol can be used in food additives and

beverages, surfactants, cosmetic ingredients, and pharmaceutical applications.

However, it is not possible to deplete all glycerol manufactured by the biodiesel

industry by those markets. The great attempts occur to develop alternative tech-

niques for obtaining high value-added products from glycerol [5].

Glycerol as promising values has been envisaged for the transportation sectors

and biorefinery industries to convert it into fuel additive. Glycerol could play an

important role as the main component in the development of incorporating

biorefinery industries along with cleanness of environmental circuit. The fuel

additives produced from glycerol are compatible with vehicle engine and economic

and environmental friendly also. There are different methods such as decomposi-

tion to propane diols and for the achievements of another oxidation product for the

production of invaluable chemicals from glycerol [5].

The esterification of glycerol with acetic acid can be a good alternative applica-

tion for using glycerol by-product of biodiesel. Monoacetin (MAG), diacetin

(DAG), and triacetin (TAG) are the main products of esterification reaction of

glycerol with acetic acid. Applications ofMAG,DAG, and TAG are in the cryogenic

industries, the synthesis of biodegradable polymers and uses from cosmetics to food

additives [3]. Additionally, DAG and TAG are used as fuel bioadditives for liquid

fuels because they can improve cold and viscosity properties, octane rating, and

reduce CO2 emissions [6].

Bioadditives are generally produced by esterification of glycerol with acetic acid

under base catalysis conditions. The homogeneous strong acids are very effective

for the esterification reaction. But these catalysts have some problems, such as

catalyst neutralization, catalyst removal from reaction mixture filtration or recov-

ery, and corrosion. Therefore, it is important to replace the liquid acids with

environmental-friendly solid acid catalysts in order to become the processes into

“green processes” [3, 7]. Preparation of functional catalytic membranes, which has

strong acid groups like that of solid acid catalysts, is an alternative method to

overcome these problems [8]. Besides that the esterification of glycerol with acetic

acid is an equilibrium-limited reaction. These reactions have a problem such as

lower conversion and product purification. Pervaporation is a method which is
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developed to overcome these problems. In this study, pervaporation catalytic

membrane reactor (PVCMR) is used for the esterification of acetic acid and

glycerol. PVCMR is an energy-intensive process which is occurred with combina-

tion of reaction and separation system [9, 10]. The reaction takes place in the

catalytic area of membrane and conversion of reaction is increased due to

the selective removal of product by the separation area of the membrane [11].

The reaction mechanism in a composite catalytic membrane is schematically shown

in Fig. 53.1.

Esterification of glycerol with acetic acid by catalytic membrane is an innovative

process. In this study, a Zr(SO4)2·4H2O loaded chitosan membrane was prepared

and used as a heterogeneous catalyst in the esterification of the glycerol with acetic

acid for producing biofuel additives. The catalytic membranes were tested at

different temperatures, the amount of catalysts and molar feed ratio of reaction in

order to obtain maximum conversion for the esterification. The reaction was carried

out in mild conditions, such as lower temperature and lower pressure for energy

saving.

53.2 Experimental

53.2.1 Materials

Chitosan (high molecular weight polymer) was received from Sigma Aldrich.

Acetic acid (AAc) and glycerol (GOH) were purchased Merck Chemicals. Cross-

linking agents such as sulfuric acid, acetone, and sodium hydroxide were obtained

fromMerck Chemicals. The catalyst zirconium sulfate tetrahydrate was supplied by

Alfa Aesar.

Fig. 53.1 The reaction mechanism in a composite catalytic membrane [12]
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53.2.2 Membrane Preparation

For the preparation of the catalytic membrane, chitosan was dissolved in aqueous

acetic acid solution, stirred for 24 h. After that polymer solution was casted on a

plate for drying. Later, Zr(SO4)2·4H2O was added to diluted chitosan solution for

preparing the catalytic layer of membrane. After catalysts are dispersed homoge-

neously, catalytic chitosan solution poured onto the separation layer [13]. The dried

chitosan membrane was treated with NaOH in a 50 % v/v aqueous ethanol solution

to make insoluble in water. The membrane was dried and cross-linked with H2SO4

in 50 % aqueous acetone solution during 5 min. The cross-linked chitosan mem-

branes were washed with distillate water to eliminate residuals and then dried at

ambient conditions [14]. The thickness of the catalytic chitosan membrane was

100 μm.

53.2.3 Membrane Characterization

53.2.3.1 Fourier Transform Infrared Spectroscopy

The Fourier transform infrared spectroscopy (FTIR) spectra of uncross-linked and

cross-linked chitosan membrane by sulfuric acid were scanned in the range 600–

4,000 cm�1 using Perkin Elmer Spectrum 100 FTIR spectrophotometer.

53.2.3.2 Scanning Electron Microscopy

The structure of the catalytic membranes was characterized by scanning electron

microscopy (SEM). Surface and cross-section images of catalytic membrane were

viewed by SEM analysis. SEM samples were prepared by breaking with liquid

nitrogen, and then the surface of the membrane was covered with gold.

53.2.4 Batch Reactor Experiments

Esterification of acetic acid with glycerol was carried out in a batch reactor.

Reactants were mixed in a glass reactor which was connected with a reflux

condenser. The scheme of the batch reactor process is given in Fig. 53.2.

Experiments were carried out with different temperature, initial molar ratio

(AAc to GOH), and catalyst amount. The reaction mixture was stirred at

350 rpm. Reactants which were AAc and GOH were placed into the reactor. The

functional catalytic membrane was cut into pieces and used as heterogenous

catalyst. The different ratio of catalyst loaded catalytic membrane was added to

the reactor. The liquid sample was taken from the reactor every other hour for
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conversion analysis. The sample was titrated with a standard NaOH solution; the

reaction was followed for 360 min. Unconverted acetic acid was determined by

0.1 M NaOH. Conversion was calculated by Eq. (53.1);

x ¼ NA0 � NA

NA0

ð53:1Þ

NA0 is the initial mole of acetic acid, NA is the mole of acetic acid at any time [15].

53.2.5 PVCMR Experiments

Different reaction temperature was used in the experiments. The performance of the

catalyst coated pervaporation membrane was determined in the esterification reac-

tion. Acetic acid and glycerol was a liquid feed mixture. The reversible reaction

Fig. 53.2 Batch reactor

setup
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takes place into a catalytic layer of membrane. Reactive membrane Zr(SO4)2·4H2O

coated chitosan was used at membrane chamber. Reactants were sent to the catalytic

layer of the composite membrane by a feed pump. The membrane has both selective

and catalytic functions. Conversion was determined with acetic acid titration and

calculated by Eq. (53.1). The scheme of PVCMR is represented in Fig. 53.3.

53.3 Results and Discussion

53.3.1 Membrane Characterization

53.3.1.1 FTIR of Chitosan Membrane

FTIR spectra of uncross-linked and sulfuric acid cross-linked chitosan are shown in

Fig. 53.4. The characteristic peak of NH2 is observed in 1,578 cm�1 is shown in

Fig. 53.4. After cross-linking, the peak of NH2 has been seen at 1,637 cm
�1. Groups

of NH2 in chitosan chain are protonated with groups of H
+ in H2SO4. Free hydroxyl

group is observed in 3,255 cm–1 [17, 18].

Fig. 53.3 PVCMR unit [16]
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53.3.1.2 SEM of Catalytic Chitosan Membrane

Zr(SO4)2·4H2O loaded chitosan catalytic membrane is shown Fig. 53.5a, b. The

cross-section image of the membranes shows a good interaction between chitosan

and catalytic layer. The surface view of the membranes is shown that

Zr(SO4)2·4H2O catalysts distributions are homogenous on the surface of the

membrane.

53.3.2 Results of Batch Reactor Experiments

The experiments were performed in a batch reactor. The esterification reaction

between acetic acid and glycerol was carried out by Zr(SO4)2·4H2O loaded cata-

lytic membrane. Temperatures, amount of catalyst, and molar feed ratio of reaction

were examined and interpreted batch reactor performance.

53.3.2.1 Effect of Temperature

Temperature is an important factor that influences reaction kinetics. The esterifica-

tion reaction was performed with catalytic membrane at three different temperature

(70, 80, 90 �C). Figure 53.6 shows that the variation of conversion of acetic acid

with time for different temperatures at initial molar ratio (M¼ 3:1) in the presence

of catalytic membrane as catalyst. Catalyst amount is 0.1 g in the membrane.

Figure 53.6 shows that when the temperature was increased, conversion

increased in the batch reactor. The conversion of AAc was increased by increasing

temperature because temperature has an important effect for kinetics of esterifica-

tion reaction. An increase in temperature provided accelerations of esterification

reaction. Reaction rate constant is a function of process temperature. Rate constant

Fig. 53.4 FTIR spectra of uncross-linking and cross-linking chitosan membrane
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is increased by temperature and also reaction rate is increased. When reactants

temperature is risen, kinetic energy of particle is increased, so rate is increased [19].

Conversion was obtained as 58 % in the batch reactor at 90 �C in 6 h. The

conversion of AAc increased from about 33 to 58 % with an increase in temperature

from 70 to 90 �C in 6 h. Conversion was continuously increased at batch reactor for

6 h. It shows that the higher temperature gives the better conversion of acetic acid.

70 and 80 �C are chosen for investigate to effect of initial molar ratio. When the

temperature is chosen, boiling point of reactants is taken into account.

Fig. 53.5 SEM photos of catalytic membrane (a) surface (b) cross section
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53.3.2.2 Effect of Initial Molar Ratio (Acid/Alcohol)

The effect of glycerol to AAc initial molar ratio has been investigated by changing

the acid to alcohol molar ratio 3:1 and 6:1. Temperature and catalyst amount were

taken, respectively, as 70 �C and 80 �C and 0.1 g. In Fig. 53.7, the conversion of the

AAc has been plotted as a function of time.

The initial molar ratio is an important factor in an equilibrium reaction such as

esterification reactions. The use of excess reactant is an alternative way to increase

the conversion of reversible reaction. According to Le Chatelier principle, the use

of excess reactant is shifting the reaction equilibrium to product. Also, this method

is increased to possibility contact of the other reactant due to conversion of acetic

acid [20].

The highest conversion was obtained as 38 % for M¼ 6:1 at 6 h in the batch

reactor. But significant difference wasn’t observed between M¼ 3:1 and M¼ 6:1.

M¼ 3:1 and 80 �C are preferred as mild conditions for analyzing the effect of

catalyst amount.

Fig. 53.6 Effect of temperature on acetic acid conversion (a) 70 �C (b) 80 �C (c) 90 �C (M¼ 3:1,

amount of catalyst: 0.1 g)
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53.3.2.3 Effect of Catalyst Amount

The effect of catalyst loading on the conversion of acetic acid is represented in

Fig. 53.8. Catalyst loading was changed from 0.06 to 0.1 g. Fixed value of the molar

feed ratio was 3:1 and the reaction was carried out at 80 �C.
Figure 53.8 represents that the catalyst concentration increases, and the reaction

rate increases. An increase in the catalyst amount is related to be formed products in

the reactor [21]. Increasing catalyst amount in the catalytic membrane, more

Fig. 53.7 Effect of initial molar ratio on acetic acid conversion. (a) 70 �C, M¼ 3:1 and M¼ 6:1

(b) 80 �C, M¼ 3:1 and M¼ 6:1 (amount of catalyst: 0.1 g)

Fig. 53.8 Effect of catalyst amount on conversion (80 �C, M¼ 3:1)
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reactants reached acid sites of catalyst in the catalytic membrane easily [22]. Thus,

the time which is necessary to reach the reaction equilibrium was reduced.

For batch reactor, it’s not appropriate to use more than 0.1 g Zr(SO4)2·4H2O

catalyst because the use of more than 0.1 g catalyst damage membrane structure.

Conversion was calculated as 26 % at the end of 6 h at the batch reactor.

53.3.3 PVCMR Experiments

The best reaction conditions (initial molar ratio and amount of catalyst) are deter-

mined by the batch reactor. The effect of reaction temperature on conversion of

acetic acid was performed by PVCMR at specified conditions. The effect of

temperature has been investigated by temperatures 70, 80, and 90 �C. In

Fig. 53.9, the conversion of the AAc has been plotted as a function of time.

Figure 53.9 shows that when the temperature was increased, conversion value

increased in PVCMR. Also the conversion in PVCMR was higher than batch

reactor. In PVCMR, hydrophilic composite chitosan membranes were used to

remove water which occurred as a result of the reaction. So reaction equilibrium

Fig. 53.9 Effect of temperature on acetic acid conversion (a) 70 �C (b) 80 �C (c) 90 �C (M¼ 3:1,

amount of catalyst: 0.1 g)
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was changed to products side and esterification reaction rate was increased. Since

thermal motion of polymer chains increased with increasing temperature, transport

of selective component increased across the free volume of membrane. Thus,

conversion increased by removing of water [23].

Conversion was obtained as 58 % in batch reactor at 90 �C in 6 h. The conversion

of AAc increased from about 33 to 58 % with an increase in temperature from 70 to

90 �C in 6 h. In PVCMR, the maximum conversion of AAc was obtained 93 % at

90 �C in 6 h. When PVCMR was used, time which was required to reach equilib-

rium was decreased. PVCMR had higher conversion than batch conversion at the

same time. Conversion was continuously increased at batch reactor for 6 h.

PVCMR was efficient both increasing of conversion and decreasing of the time.

53.4 Conclusions

Zr(SO4)2·4H2O loaded chitosan was used as a catalyst in the esterification of acetic

acid with glycerol. Chitosan is a natural product, so it has the advantage as green

catalysis. The catalysts were fixed by cross-linking of membrane. Catalytic chitosan

membrane can be used again and again. So recycle and reuse of catalyst can

be easy.

Effects of temperature, catalyst loading amount, and initial molar ratio were

investigated on reaction performance.

In this study, higher conversion values were obtained by using PVCMR for

esterification of acetic acid and glycerol. PVCMRwas more effective than the batch

reactor to increase conversion. The conversions obtained in PVCMR were higher

than the conversions achieved in batch reactor, due to the selective removal of

water from the reaction mixture by pervaporation through the catalytic composite

chitosan membrane. Because membrane had hydrophilic property, permeate flux

and selectivity of water were higher than other components.

Catalyst in the membrane can be used repeatedly in batch reactor and PVCMR.

There is no need to any process for separation or cleaning of the catalyst. Reus-

ability of the catalyst without any additional process is very important from the

point of cost saving. Batch reactor and PVCMR is an alternative process to

conventional process; therefore, it can be used as energy and environment-friendly

technology.
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Chapter 54

Biosorption of Pharmaceutical Pollutant

Hakima Cherifi, Bentahar Fatiha, and Hanini Salah

Abstract The adsorption of penicillin onto dried biomass was studied as a function

of initial penicillin concentration and temperature. The maximum penicillin adsorp-

tion yield was obtained at the temperature of 30 �C; the equilibrium uptake

increased with increasing initial penicillin concentration. The Freundlich and

Langmuir adsorption models have been used for the mathematical description of

the adsorption equilibrium. The results show that experimental data fit perfectly the

Langmuir model. The pseudo-first-order and pseudo-second-order kinetic models

were applied to test the experimental data. The latter provided the best correlation

of the experimental data compared to the pseudo-first-order model.

Keywords Adsorption • Pleurotus mutilus • Equilibrium • Kinetic

Nomenclature

C Unadsorbed penicillin concentration in solution at any time, mg/L

Ce Unadsorbed penicillin concentration in solution at equilibrium, mg/L

C0 Initial penicillin concentration, mg/L

k Adsorption equilibrium constant, mg/L

kf Freundlich constant

nf Freundlich adsorption constant

m Mass of biomass, g

q Adsorbed penicillin quantity per gram of adsorbed at any time, mg/g

qe Adsorbed penicillin quantity per gram of adsorbed at equilibrium, mg/g

Q0 Maximum amount of penicillin per gram of biomass to form a complete

monolayer on the surface, mg/g
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V Volume of the penicillin solution, L

R2 Regression correlation coefficient

T Temperature, K, �C

54.1 Introduction

Removal of hazardous compounds from industrial effluents is one of the growing

needs of the present time. Recently, the attention of many researchers working in

the environmental field was focused on the presence in the environment (and more

specifically in waters) of pharmaceuticals as a new class of pollutants [1–3]. Dif-

ferent sources can be indicated to explain the appearance of these xenobiotics

in waters and soils [4, 5]. Antibiotics are among the environmental micropollutants

being responsible for disturbing the wastewater treatment processes and the

microbial ecology of surface waters. At present, we may consider to be safe by

expecting antibiotics to be present in trace concentrations. But in the future, they

will cause a pollution that will reach a level that could destroy the ecological

equilibrium [6]. Many pharmaceuticals are only partially removed during biolog-

ical processes in sewage treatment plants (STP) with their consequent release into

surface waters [6–8]. Therefore, extensive researches would be necessary to assess

the environmental risk involved in exposing of antibiotics to the environment and

for the removal of antibiotics from the waste water [9, 6]. Various techniques like

coagulation, adsorption, chemical oxidation, and froth floatation have been used for

the removal of organics as well as inorganics from wastewaters. Amongst these,

adsorption is considered to be the most potential one due to its high efficiency and

the ability to separate wide range of chemical compounds [10]. Adsorption is a well

established and powerful technique for treating domestic and industrial effluents,

where the activated carbon is the most widely used adsorbent. Recently, the use of

less expensive and efficient biosorbents for the removal of antibiotics to replace

activated carbon is of significant interest.

In the present work, the attention is focused on penicillin, a broad-spectrum

antibiotic, and one of the most widely used antibiotics in Algeria in human

and veterinary medicine. Its presence in STP effluents has been often documented

[8, 11].

As a substitute for powdered activated carbon, the adsorbent used in this study is

a waste of a drug produced by fermentation called Pleurotus mutilus biomass. The

potential use of dried Pleurotus mutilus biomass for removal of penicillin from

aqueous solution was studied. We examined the kinetic of static adsorption of the

penicillin on dried biomass. The influence of some essential parameters, namely,

initial penicillin concentration, contact time, and temperature on the static adsorp-

tion of penicillin on this biomass has been investigated.

Batch adsorption models, based on the assumption of the pseudo-first-order

and pseudo-second-order mechanism were applied to study the kinetics of the

adsorption.
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54.2 Theory

The equilibrium study on adsorption has provided information on the capacity

of the adsorbent. An adsorption isotherm is characterized by some constant values,

which express the surface properties and affinity of the adsorbent and can also

be used to compare the adsorptive capacities of the adsorbent for different pollut-

ants. This kind of adsorption isotherm generally fits the Langmuir or Freundlich

model [12, 13].

54.2.1 Langmuir Model

The Langmuir model assumes the presence of a finite number of binding sites,

homogeneously distributed over the adsorbent surface, presenting the same affinity

for sorption of a single layer, and having no interaction between adsorbed species.

The well-known Langmuir expression [14] is presented as follows Eq. (54.1):

qe ¼
Q0kCe

1þ kCe

ð54:1Þ

where qe is the amount of penicillin bound per gram of biomass at equilibrium

(mg/g), Ce (mg/L) the residual penicillin concentration in solution after binding, Q0

(mg/g) the maximum amount of penicillin per unit weight of biomass to form a

complete monolayer on the surface bound at high Ce, and k (L/mg) a constant

related to the affinity of the binding sites. A plot of 1/qe versus 1/Ce indicates a

straight line of slope 1/kQ0 and an intercept 1/Q0.

54.2.2 Freundlich Model

The Freundlich model as stated in Eq. (54.2) is an empirical equation based on

adsorption on a heterogeneous surface suggesting that binding sites are not equiv-

alent and/or independent [15].

qe ¼ k fC
1
n f
e ð54:2Þ

where kf and nf are Freundlich parameters relating to the adsorption capacity and

adsorption intensity, respectively. From the linear plot of ln qe versus ln Ce, kf and
1/nf values can be determined.
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54.3 Materials and Methods

54.3.1 Adsorbent

Pleurotus mutilus biomass is a result of industrial fermentation residue of an antibiotic

(pleuromutilin) for veterinary use produced at the Antibiotic Complex of Médéa,

Algeria (SAIDAL) used as biosorbents. It has been used in dry form after several

washes with distilled water and after chemical treatments with HCl. The biomass was

ovendried at 105 �C for 24h, then crushed and sifted on a standard sifting and crushing.

54.3.2 Chemicals

A stock solution was prepared by dissolving 0.5 g of penicillin of analytical reagent

grade in 500 mL of distilled water. The test solutions were prepared by diluting some

stock solution up to the desired concentration. The ranges of concentrations of

penicillin prepared from stock solution varied between the values of 30 and 100mg/L.

54.3.3 Adsorption Studies

This method involved agitating (150 rpm) 250 mL Erlenmeyer flasks containing 1 g

biomass and 100 mL of penicillin solutions at desired concentration, granulometry,

and temperature. Samples (5 mL) were taken before mixing the biomass and

penicillin solution and at predetermined time intervals for determining the residual

penicillin concentration in the medium. Before analysis, samples were filtered and

supernatant fluid analyzed for the remaining penicillin. The adsorption equilibrium

was reached after 50 min.

54.3.4 Analysis

The concentration of residual penicillin in the adsorption media was analyzed using

an HPLC (SHIMADZU LC-10A).

54.4 Results and Discussion

Adsorption data for the uptake of penicillin onto biomass was investigated at

various initial concentration and temperature. The results are given as the units of

adsorbed penicillin quantity per gram of adsorbent at time t (q, mg/g) and at
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equilibrium (qe, mg/g), unadsorbed penicillin concentration in solution at time

t (C, mg/g), and at equilibrium (Ce, mg/g).

The adsorbed quantity of aqueous solution (q) per unit mass of the solid support

is calculated by the following formula (54.3):

qe ¼ C0 � Ceð ÞV
m

ð54:3Þ

54.4.1 Effect of Contact Time

In order to determine the time of contact necessary for the establishment of

adsorption equilibrium, the absorbed quantity of aqueous solution on biomass is

measured as a function of the time of contact corresponding to adsorption equilib-

rium. The variation of the quantity adsorbed versus the time of contact is shown in

Fig. 54.1.

Adsorption experiments were carried out for 2 h, and it was observed that the

amount of adsorbed penicillin increased linearly with time at the beginning of

adsorption. Then, it reaches saturation at the equilibrium time. The large amount

of penicillin was removed from the solution within the first 60 min of contact time

and the equilibrium was established after 90 min at all the temperatures studied.

0 25 50 75 100 125 150 175 200 225
0,0

0,5

1,0

1,5

2,0

2,5
q (mg/g)

t (min)

C0=30 mg/L

Fig. 54.1 Effect of contact time on adsorption at given condition at 25 �C, V¼ 100 mL, ms¼ 1 g,

T¼ 23 �C, stirring velocity¼ 500 rpm, and 0.05< d< 0.15 mm
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54.4.2 Effect of the Initial Concentration of Penicillin

To determine the impact of the initial concentration on the adsorption of penicillin

in aqueous solution in contact with Pleurotus mutilus biomass, different initial

concentrations C0 (30, 50, 80, and 100 mg/L) has been examined. The results of

these experiments are displayed in Fig. 54.2, which shows that the sorption capacity

of the sorbent increases from 2 to 5.5 mg/g with increasing initial penicillin

concentration from 30 to 100 mg/L. The increase of loading capacity of Pleurotus
mutilus biomass with increasing initial penicillin concentration may also be due to

higher interactions between penicillin and Pleurotus mutilus biomass. As biomass

offered a finite number of binding sites, penicillin sorption showed a saturation

trend at higher initial penicillin concentration.

54.4.3 Effect of Temperature on Adsorption Equilibrium

Effect of temperature on the equilibrium penicillin sorption capacity of Pleurotus
mutilus biomass was investigated in the temperature range of 25–45 �C at an initial

penicillin concentration of 30 mg/L.

As seen from Fig. 54.3, the effect of temperature on the adsorption equilibrium

was not significant. However, for higher temperature at 30 �C, the adsorption
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q (mg/g)

C0 (mg/L)

 30
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 80

 100

t (min)

Fig. 54.2 The variation of adsorption capacity with adsorption time at various C0 of penicillin at

T¼ 25 �C, stirring velocity¼ 500 rpm, and 0.05< d< 0.15 mm
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equilibrium decreased with increased temperature. This result can be attributed to

change in surface characteristics and activity of dried Pleurotus mutilus biomass,

indicating the exothermic nature of the adsorption reaction. A similar observation

was reported by the sorption of penicillin G onto Rhizopus arrhizus biomass [8].

54.4.4 Adsorption Isotherms

In this study, the adsorption equilibrium of penicillin on dried biomass was

modelled using Langmuir and Freundlich isotherms. The Langmuir and Freundlich

adsorption constants evaluated from the isotherms are given in Table 54.1 with the

correlation coefficients.

20 25 30 35 40 45 50 55
0

1

2

3

4

5

6 qe(mg/g)

T (°C)

C0(mg/L)

 30
 50
 80
 100

Fig. 54.3 Effect of temperature on adsorption equilibrium at various initial penicillin

concentrations

Table 54.1 Langmuir and Freundlich isotherm model constants and correlation coefficients for

adsorption of penicillin onto dried Pleurotus mutilus biomass

T (�C)
Isotherm Langmuir model Isotherm Freundlich model

Q0 (mg/g) k (l/mg) R2 kf (mg/g (l/mg)1/n) 1/nf R2

25 12.769 0.0204 0.9831 0.4973 0.6579 0.9409

30 11.543 0.0204 0.9753 0.6721 0.5991 0.9215

45 12.619 0.0081 0.9741 0.1356 0.8676 0.9572
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As seen from this table, although correlation coefficients of both equations are

considerably very significant at all temperatures, the Langmuir model exhibited

better fit to the adsorption data (R2> 0.97) than the Freundlich model. The maxi-

mum capacity, Q0 determined from the Langmuir equation defines the total capac-

ity of the adsorbent for penicillin. The other Langmuir constant, k, indicates the
affinity for the binding of penicillin. The higher value of k found at 30 and 25 �C
showed the strong bonding of penicillin to the biomass at these temperatures.

The applicability of these isotherm models to the adsorption of penicillin

on Pleurotus mutilus biomass was examined by judging the correlation coefficients

R2 values.

54.4.5 Adsorption Kinetics

Two simplified kinetic models were adopted to examine the mechanism of the

adsorption process. First, the kinetics of adsorption was analyzed by the pseudo-

first-order equation given by Langergren and Svenska, 1898 [16] as:

Log qe � qtð Þ ¼ Logqe �
k1

2:303
t ð54:4Þ

where qe and qt are the amounts of penicillin adsorbed (mg/g) at equilibrium and at

time t (min), respectively, and k1 (min�1) is the rate constant of adsorption. Values
of k1 at 25

�C were calculated from the plots of Log(qe� qt) versus t (Fig. 54.4) for
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 30
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 80
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t (min)

Fig. 54.4 Pseudo-first-order kinetics for adsorption of penicillin onto biomass at 23 �C
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different initial concentrations of penicillin. It was observed from Fig. 54.4 that the

pseudo-first-order model fits well (R2> 0.955), indicating the applicability of this

model to describe the adsorption process of penicillin onto the biomass

(Table 54.2).

On the other hand, the pseudo-second-order equation based on equilibrium

adsorption [17] is expressed as:

t

qt
¼ 1

k2q2e
þ 1

qe
t ð54:5Þ

where k2 (g/mg min) is the rate constant of second-order adsorption. The linear plot

of t/qt versus t at 25
�C, as shown in Fig. 54.5, yielded R2 values that were greater

than 0.956 for all penicillin concentrations. It also showed a good agreement

between the experimental and the calculated qe values (Table 54.2), the model

can be applied for the entire data (Table 54.2).

54.4.6 Validity of Kinetic Models

The adsorption kinetics of penicillin onto the prepared biomass was verified at

different initial concentrations. The validity of each model was determined by the

sum of squared errors (SSE, %) given by:

SSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

qe, exp � qe, cal
� �2

N

s
ð54:6Þ

where N is the number of data points.

The lower the value of SSE indicates the better a fit is. Table 54.2 lists the SSE

values obtained for the two kinetic models studied. It was found that the pseudo-

first-order kinetic model yielded the lowest SSE values. This proves that the

adsorption of penicillin onto the biomass could be best described by the pseudo-

first-order kinetic model.

54.5 Conclusions

In this study, the batch adsorption of penicillin on Pleurotus mutilus biomass was

investigated in function of temperature and initial penicillin concentration. The

results showed that the solution temperature played an important role in the

determination of the uptake capacities of sorbents. The optimum value of temper-

ature was determined as 30 �C for Pleurotus mutilus biomass. The equilibrium

uptake increased with increasing initial penicillin concentration. The results
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obtained for penicillin-biomass system showed that the adsorption equilibrium data

fitted the Langmuir model very well at all temperatures studied. The pseudo-first-

order and pseudo-second-order kinetic models were applied to test the experimental

data. The latter provided the best correlation of the experimental data compared to

the pseudo-first-order model.
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Chapter 55

Switchable Magnetic Properties
of Hydrogenated Metal Alloys

Ioseb Ratishvili and Natela Namoradze

Article is dedicated to Lili, Ayfer, and T. Nejat Veziroglu.

Abstract Hydrogen detection becomes, generally, an actual problem as

“H-technologies” are widely presented in the different areas of industry. On

following these tendencies, we have made an attempt to consider possibilities of

investigation of switchable magnetic properties of hydrogen-containing dilute para-

magnetic metal alloys, on using information obtained in previous considerations of

metal hydrides and of localized magnetic moments in metal alloys.

Keywords Metal-hydrogen interstitial alloys • Magnetic impurities in

nonmagnetic metals • Fermi-level of conduction electrons

55.1 Introduction

It is well known that “hydrogen-based technologies” little-by-little become more

and more popular in the world (see for e.g., [1]). But it is known as well that

hydrogen–air mixtures at some particular hydrogen concentrations are very explo-

sive and oblige us to be very careful and to control the content of free hydrogen in
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the environment. There are known today a sufficiently great number of different

hydrogen detectors. All these are based on the registration of physical and/or

chemical property changes of different hydrogen-absorbing materials. We know,

particularly, that hydrogenated metals change their volume, their lattice, and

electronic properties revealed in different measurements (see for e.g., [2]). The

most impressive phenomenon is the optical property changes registered in hydro-

genated rare-earth metals and alloys [3–5]. Particularly, the trivalent lanthanum

metal on hydrogenating it up to LaH3-state becomes a nonmetal (an insulator or a

semiconductor). Correspondingly, nevertheless LaH2 (as pure lanthanum) reveals

the metallic mirror properties, the trihydride LaH3 is transparent for the sunlight [6].

This qualitative explanation of the optical phenomenon was supported by the

NMR-measurements [7] performed on lanthanum hydrides within the concentra-

tion range LaH2–LaH3 (see below).

Taking in mind the above-mentioned influence of interstitial hydrogen atoms on

the conduction band population of the host metal, we intend to analyze another

interesting effect related to the “concentration of conduction electrons.” We imply

the influence of hydrogenation processes on the formation of localized magnetic
moments in the dilute alloys of paramagnetic impurities in nonmagnetic metals.

Below we shall recall briefly experimental data on localized impurity states in

alloys and particularly on localized magnetic moments in the dilute alloys of

paramagnetic ions in nonmagnetic metals. Then, we shall try to estimate the role

of hydrogenation process on these metallic systems. We intend to avoid any

sophisticated mathematical schemes and concentrate our attention on the physics

of considered effects.

55.2 Localized Electronic States in Alloys

Let us consider dilute substitution alloys of metal elements. It is assumed usually

that valence electrons of all atoms (those of host metal atoms and impurity atoms)

form an unfiled unified conduction band and electro-conductivity of the system

depends mainly on the density of states at the Fermi-level of the electronic states.

However, cited in [8] experimental investigations of the residual (impurity-

induced) resistivity measurements performed on aluminum- and copper-based

metal alloys had shown that this simplest picture has to be corrected (see

Fig. 55.1a, b). Both figures indicate nontrivial dependence of the residual resistivity

on the number of electrons in impurity atoms.

These results had stimulated Friedel to propose a conception of localized

electronic states formed in dilute alloys. He had assumed [8] that if the valences

of impurity atoms differ from that of the host metal atoms then the impurities will

be playing the role of attractive (or repulsive) centers which provide formation of

spatially sufficiently delocalized (but still concentrated near the impurity sites)

specific electronic states. These impurity states are characterized by the wave

functions of the same symmetry which they would have in the isolated impurity
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atom (i.e., they have s-, p-, d-, or f-symmetry) and an energy level E, which will be

enlarged E! E
 ΔEð Þ due to the interference of the impurity states with the

conduction band electronic states of the host metal. These spatially localized

impurity-induced states provide additional resonance scattering of conduction

electrons. The effectiveness of the resonance character of this scattering depends

on: (a) location of the Fermi-level with respect to the impurity-level, (b) the density

of conduction electron states at the Fermi-level, (c) the width L ¼ 2ΔE of the

localized impurity-induced state, and (d) the spin-structure of this impurity state.

The above model can be illustrated by Figs. 55.2 and 55.3.

Figure 55.2 illustrates formation of the “virtual impurity-state”: an additional

positive charge of impurity atom forms a potential which attracts negative particles.

If this potential would be sufficiently strong (see dashed curves), then below the

bottom of the conduction band there would be formed a bound state with an energy

E
0
0 (dashed horizontal line), but if this potential is less effective, then the

corresponding energy level E0 will be located into the conduction band. In the

latter case, the impurity electronic state interacts with the conduction electron states

and provides enlargement of the energy level. Finally, the spatially localized

K
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Fig. 55.1 Residual resistivity (in [μΩ-cm per percent]) for series of transition element and other

impurities in a given host metal. (Z denotes the “valence difference of impurity and host metal

atoms” [8]) (a) Dissolution of impurity atoms in aluminum, (b) dissolution of impurity atoms in

copper
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“impurity-induced electronic state,” which causes additional diffraction of conduc-

tion electrons, we characterize by some energy level E0 and the width L. It is
obvious that such local perturbations in the conduction band will provide additional

resonance diffraction of charged particles manifested clearly in residual resistivity.

On the energy scale, the density of states of the enlarged impurity-level is not

constant. It is approximated usually by a bell-shaped curve resembling that shown

in Fig. 55.3, and maximum of residual resistivity is assumed to occur when the

Fermi-level coincides with the bell-curve peak.

It is well known that in a metallic system only band-electrons located directly at

the Fermi-level are responsible for the charge transport. It is obvious as well that in

the case of different “impurity—host-lattice” pairs the localized states will be

placed at different positions with respect to the Fermi-level of the host metal. It

follows that the series of impurities along the row of Periodic Table will provide

residual resistivity data shown in Fig. 55.1.

Some examples of different localization of impurity virtual states with respect to

the conduction band of the host metal are presented in Fig. 55.4a–c [8, 9]. (Fig-

ure 55.4b, c reproduce resembling situations: Fig. 55.4b is given by Friedel [8] and

Fig. 55.4c—by Kittel [9].)

EE0

L

ΔρFig. 55.3 Additional

electro-resistivity caused by

the virtual electronic state

(the impurity energy level is

E0 and its width is L [8])

Al Al Cu Cu
Cu Cu

Mn
Mn

T

EM

3d10

3d 5 3d 5

3d 5

EB

EM

EB

3d 5 B

A

a b c

Fig. 55.4 Location of the enlarged localized virtual states with respect to Fermi-level. (a)
Impurity atoms (denoted as T) dissolved in Al; (b, c) impurity atoms dissolved in Cu (see text)
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Let us reproduce comments of Kittel [9] on these experimental data.

Transition element impurities in aluminum. When Ti, at the beginning of the first

transition group, is dissolved in Al, we expect its d-shell to be relatively unstable

compared with the d-shell of Ni at the end of the group. When going continuously

from Ti to Ni added to Al, the d-shell states of the impurity should descend and cross

the Fermi-level of Al and give rise to virtual bound d-states. The residual resistivity of
these impurities in Al is plotted in Fig. 55.1a, and show a large broad peak around

Cr. The peak is believed to be caused by resonance scattering of electrons at the

Fermi-level of Al when this level crosses the broadened d-shell levels of the impurity.

Transition element impurities in copper. The exchange and particularly the coulomb

interactions within a d-shell tend to split it into two halves of opposite spin directions.
In the free atom, the first fived-electrons have parallel spins, in conformitywithHund’s

rule; the sixth and subsequent d-electrons have their spin antiparallel to the direction

of the spins of first five electrons. In the alloy, this spin splitting is maintained if the

associated energy is larger than the width of the virtual level and larger than the

distance from the Fermi-level to the virtual level. The numerical criterion is discussed

in detail byAnderson [10]. Not all transition element impurities aremagnetic in copper.

The exchange splitting explains the double peak (Fig. 55.1b) of the residual

resistivity in the series from Ti to Ni dissolved in Cu, Ag, or Au. Peak A corresponds

to the emptying of the upper half A of the d-shell, peak B to the lower half B with

opposite spin direction” [9]. In review [9] in the “impurity charge - residual

resistivity” dependence, Δρ(Z) (shown in Fig. 55.1b) the maxima are named,

respectively, as maximum A (centered at Fe-Cr) and maximum B (centered at Ti).

Must be noted that experimental data reproduced in Fig. 55.1 were taken directly

from [8]. Same dependences were presented in [9] in a slightly modified form, but

for our qualitative consideration this difference seems to be negligible.

The above comments of Kittel clearly describe the physics of the residual

resistivity measurements: there is emphasized the dominate role of the localized,

impurity atom induced, electronic virtual states formed within the conduction band

of the host material.

55.3 Localized Magnetic Moments in Alloys

Conception of the impurity-induced localized electronic states in metal alloys was

formulated on using experimental investigations of a series of transition element

impurities introduced in the given host metals. The model of localized magnetic

moments formed on impurity paramagnetic ions dissolved in nonmagnetic metals

was formulated on taking into account the idea of localized impurity levels split into

“spin-up” and “spin-down” sub-levels (which are differently occupied by particles

as in Fig. 55.4b, c), and on the basis of experiments dealing with the alloys of a

given paramagnetic ion in a series of solvent metals and alloys. In Fig. 55.5, we
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have presented experimental data [11] of the measurements of magnetic moments

associated with iron atoms dissolved in nonmagnetic host-metals (particularly, in

4d-metals and their alloys).

In the already mentioned article [10], the mathematical scheme which illustrates

conditions for formation of spatially localized impurity states within the energy

range of conduction electron band is described. The final stage of this consideration

is represented by a pair of self-consistent equations which determine the equilib-

rium self-consistent values of additional electronic “spin-up” and “spin-down”

densities ( nd"
� �

and nd#
� �

, respectively) localized at the impurity sites [9, 10]

nd"
� � ¼ π�1 cot �1 E� EF þ U nd#

� �� �
=Δ

� �
,

nd#
� � ¼ π�1 cot �1 E� EF þ U nd"

� �� �
=Δ

� �
In these expressions, E is the unperturbed energy of the d-state on an impurity

atom, U is the coulomb repulsive energy between electrons in d " and d # states, EF

is the Fermi-level of the alloy, and Δ is the width of impurity energy levels. Energy

parameters involved in above expressions were estimated in [10]. There were

formulated numerical conditions allowing us to make rough predictions concerning

magnetic behavior of alloys based on different solvent-solute pairs.

Localized impurity states in dilute alloys were considered by other investigators

as well (see for e.g., [12, 13]). Formation of the so-called giant magnetic moments

in Fe–Pd alloys (of the order 10 μB per iron atom) was considered, particularly, in

[14, 15]. These anomalously great moments per impurity atoms were ascribed to

Fe-ions induced polarization of surrounding Pd-sites.
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Fig. 55.5 Magnetic moments on impurity iron atoms dissolved in a series of 4d-alloys [9, 11]
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55.4 Hydrogenated Magnetic Materials

Influence of hydrogen atoms on magnetic materials was investigated very inten-

sively in previous decades. There are two aspects within the problem named

“Hydrogen in magnetic materials.” First one includes a set of investigations

aimed to understand—what additional specific conditions are superimposed upon

hydrogen atoms introduced in crystals with a magnetic subsystem, while the second

unites investigations aimed to determine—what modifications of the crystalline

magnetic subsystems are induced by interstitial hydrogen atoms. First problem was

discussed in [16] and the second—in [17]. We pay more attention to the second one.

In [17], author had collected many empirical results based upon experimental

investigations of magnetic materials absorbing hydrogen atoms. One of the

expected effects is significant influence of inserted interstitial atoms upon the direct

and indirect exchange interactions between the magnetic ion moments. In the first

case, modifications of atom–atom interactions are associated usually with changes

of interatomic distances caused by inserted hydrogen atoms, and in the second—by

the influence of H-atoms on the electronic conduction band of the host material.

Influence of hydrogen on magnetic structure and other physical properties of

rare-earth-based compounds were intensively investigated during the last few

decades. In order to illustrate the investigation aims and main results obtained in

this direction, we point to the set of corresponding articles published by one

group of scientists from Laboratoire de Chimie Métallurgique et Spectroscopie

des Terres Rares (CNRS) [18–23]. They have investigated intensively different

properties of magnetic alloys based on the rare-earth and/or Fe-group metals and

paid main attention to register relations between the crystalline structure and

behavior of the magnetic subsystem. Particularly, different phases of the given

MH(D)x compounds (M�RFe2, RMn2, RNi5; R—rare-earth element), as well as

their stability regions, corresponding unit cell dimensions, magnetic structures,

etc. were described. It follows that light atoms introduced in the metal lattice act

at the magnetic subsystem mainly by distorting the host lattice and by introducing

additional indirect interatomic bonds, modifying the spin–spin interaction

conditions.

It must be stressed that sometimes interpretation of experimental data is quite

difficult. For example, in Fig. 55.6a, b (reproduced from [17]) results of hydroge-

nation of magnetic compounds Y6Mn23 and Th6Mn23 are presented. We see that on

adding H-atoms to these compounds the hydrides, Y6Mn23H25 and Th6Mn23H30,

are formed. Note that the second compound being practically nonmagnetic,

becomes strongly magnetic on hydrogenation, while the first one being magnetic

without hydrogen, becomes practically nonmagnetic on hydrogen loading. Note as

well that both compounds, Y6Mn23 and Th6Mn23, are isostructural intermetallic

compounds [17].

Hydrogen influence on magnetic subsystems of rare-earth metals was analyzed

in [24].
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55.5 Hydrogen Influence on the Host Metal
Conduction Band

We have seen above that hydrogen atoms inserted as interstitial centers in metal

lattices modify the unit cells of the host materials and in this way influence on the

direct and indirect atom–atom interactions. These lattice modifications are revealed

particularly in changes of mechanical, magnetic, and electronic properties of the

host materials. But we have mentioned already that hydrogen impurities influence

as well upon the conduction band electrons of the solvent material. Each H-atom

introduced in the metal lattice can give an electron to the conduction band, but

provides an additional electronic level which can be occupied by a pair of electrons

(in “spin-up” and “spin-down” states). If the hydrogen electronic level is well

below the Fermi-level of the host metal, then it will attract conduction electrons

from higher conduction states and will diminish the number of “free conduction

electrons.” If all electrons in the conduction band are transferred to the hydrogen

1s-states, then the hydrogenated compound will be transferred from metallic to

nonmetallic (transparent) state. Fig. 55.7 [6] shows just this optical effect. The

described model of rare-earth hydrides behavior supported by NMR experiments

[7] is shown in Fig. 55.8, where results of spin-lattice relaxation times measure-

ments in RE-H2–RE-H3 system are presented. This metal-insulator transition was

analyzed in a number of theoretical investigations. Results of corresponding exper-

imental investigations were collected, particularly, in [25, 26].

Results of NMR experiments performed on lanthanum hydrides: measurements

of the electronic input in the spin-lattice relaxation rate (left-hand-side scale) and

measurements of the Knight-shifts on lanthanum ion nucleus (right-hand-side

scale) are presented. Both physical quantities are related to the electronic density
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of states in the conduction band. We see from these experiments that in hydrogen-

rich compounds the density of conduction electrons decrease nonlinearly (the solid

curve describing the set of experimental points is represented as proportional to

N EFð Þe 3� xð Þ1=3, where x is the hydrogen/metal atomic ratio [7]).

Interesting information on experimental investigations of metal-insulator tran-

sitions in rare-earth metal hydrides was collected, particularly, in [25, 26].

55.6 Expected Hydrogen Influence on Impurity Magnetic
States in Dilute Alloys

We have already mentioned above that d-metal atoms dissolved in the lattice of

normal metals form electronic states localized near impurity sites. These electronic

states provide additional resistivity which depends on different characteristics of

Fig. 55.7 Hydrogen-induced metal-insulator transition in rare-earth (yttrium, lanthanum)

hydrides [6] (a) Metallic (“hydrogen-poor,” mirror) state, (b) Nonmetallic (“hydrogen-rich,”

half-transparent) state
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the localized state, among which the dominant role plays location of the localized

energy level E0 with respect to the Fermi-level EF of the compound: when the

difference |E0�EF| is minimal, the residual resistivity is maximal (see Figs. 55.1

and 55.4).

It was mentioned as well that if localized impurity state is split into pair of “spin-

up” and “spin-down” states, then location of the Fermi-level between this “sub-

levels” induces existence of unpaired spin-moment at the impurity site.

In performed experimental investigations, particularly in [11], the Fermi-level

was displaced along the energy scale by introducing in the lattice elements with
valences different from that of the host atoms.

We propose to shift the Fermi-level of the host lattice by inserting hydrogen
atoms in interstitial sites. This procedure can be realized only in the case of host

metals which easily absorb hydrogen and form stable hydrides (deuterides). These

are niobium, palladium, rare-earth elements, and some others. As these metals

form dilute alloys with paramagnetic ions, their magnetic properties will depend on

hydrogen-induced location of the Fermi-level: if without hydrogen the Fermi-level

will be placed outside of the paramagnetic impurity “spin-up” and “spin-down”

levels—the system will be nonmagnetic, but if at adding hydrogen atoms the

Fermi-level will be displaced and the “spin-up” and “spin-down” levels will

occupy positions on both side of Fermi-energy, then the system will reveal a

paramagnetic susceptibility (which can be registered). In other words, such

hydrogen-absorbing dilute alloy of paramagnetic ions can be used as hydrogen-

sensitive indicator.

55.7 Concluding Remarks

We have collected some experimental results and theoretical models in order to

illustrate existing possibilities to obtain a system with variable magnetic properties

on using the hydrogen-absorbing properties of the host nonmagnetic metals

containing some paramagnetic impurity ions. As it can be seen from the cited

examples, an adequate theoretical conception can be constructed after performing

preliminary experimental investigations. Particularly, we need to know in what

degree interstitial hydrogen atoms influence on the host lattice, on the conduction

band, and on the “conduction band–paramagnetic impurity” interactions; what

influence will have on the considered system application of external strong mag-

netic and/or electric fields, etc. This information is really needful in order to

estimate possibilities of the given systems to be used as hydrogen detectors working

in different external conditions.
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Chapter 56

Effect of Thickness on Photocatalytic
Activity of TiO2 Thin Films

F. Bensouici, M. Bououdina, A. Iratni, M. Toubane, and R. Tala-Ighil

Abstract TiO2 thin films were deposited on glass substrates by hydrolysis and

condensation of tetraethyl orthotitanate [TEOT], and the pH of the solution is

controlled by the addition of concentrated HNO3. The effect of thickness of the

films on structural, optical, and photocatalytic properties has been investigated.

The phase transformation temperature was determined by DTA-TGA; the nature of

the phases and the crystallite size of TiO2 are derived from X-ray diffraction

patterns. From the transmittance spectra of the layers, the refractive index, and

thickness were calculated using the envelope method. The results show that the

films crystallize into anatase phase only with grains size in the range of 17 nm. The

films showed high transmittance in the visible (93%) and opaque in the UV. Finally,

the as-prepared TiO2 films exhibit high efficiency in the photocatalytic degradation

of MB and RdB.

Keywords TiO2 • Anatase • Photocatalysis • Sol-gel • Thin films

Nomenclature

TiO2 Titanium dioxide

Ti(OC2H5)4 Tetraethylorthotitanate

HNO3 Nitric acid

H2O Water

XRD X-ray diffraction
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UV/VIS/NIR Ultraviolet/visible/near infrared

MB Methylene blue

RhB Rhodamine B

D Crystallite size (Å)
(hkl) Miller indices

Δhkl Full width at half maximum (FWHM) of (hkl) diffraction peak

Δinst FWHM corresponding the instrumental contribution

θ Bragg angle (rad)

T(hkl) Texture coefficient of the (hkl) plane
α Absorption coefficient

T Transmittance (%)

Eg Band gap (eV)

h Plank constant (6.626176� 10�34)
nλ Refractive index

ns Refractive index of substrate

C0 The initial concentration of dye solution (mol/L)

Ct The concentration of dye at different time interval under UV

irradiation (mol/L)

kapp Reaction rate constant (min�1)

56.1 Introduction

Titanium dioxide is a semiconductor material having a large number of applications

such as solar energy conversion [1], photocatalysts [2], gas sensor [3], photochro-

mic devices [4], optoelectronics [5], and ceramic membrane [6]. This is mainly due

to its favorable properties like non-toxicity, chemical inertness, and stability over a

wide pH range under irradiation conditions. Since Fujishima and Honda discovered

the photocatalytic splitting of water on TiO2 electrodes in 1972 [7], TiO2 became

the favorite semiconductor for heterogeneous photocatalysis thus attracted much

attention of researchers in particular with the continuous increase of environmental

problems. As we know TiO2 crystallizes in three phase: anatase, rutile and brookite.

It has been reported that the rutile phase is the most stable whereas the anatase

phase is more active in photocatalysis. The band gap (Eg> 3.25 eV) of anatase is

excited by UV light λ < 388 nmð Þ to allow electrons transition from the valence

band to the conduction band [8]. Therefore, this limits the use of sunlight or visible

light as an irradiation source in photocatalytic reactions on TiO2 [9].

One of the most important characters of the photocatalytic reaction is the

adsorption of photons to generate electron-hole pairs. These pairs production

depend strongly on the films’ thickness which influences afterwards the

photocatalytic properties [10, 11]. Therefore, the surface properties of the film is

deeply influenced by the thickness, it may be attributed to the roughness which

provides more reaction sites for photocatalysis.
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It has been reported that most of the physical and photocatalytic properties of

thin films depend enormously on the preparation technique. During the last two

decades, several methods have been developed to prepare TiO2 thin films such as:

electron beam evaporation [12], chemical vapor deposition [13, 14], physical

vapor deposition [15], atmospheric pressure chemical vapor deposition [16], and

the sol–gel method [17]. Additionally, the sol–gel dip-coating process has been

identified as one of the most appropriate techniques to prepare vitreous or poly-

crystalline films with excellent homogeneity, purity, and uniformity on any type of

substrates.

In this work, a simple method to prepare TiO2 thin films by sol–gel dip-coating

technique was adopted. The aim was to investigate the effect of deposited layers

thickness on structural and optical properties thereby their influence on

photocatalytic degradation of Rhodamine B (RhB) and Methylene Blue (MB).

The films were analyzed by X-ray diffraction (XRD), Raman spectroscopy, and

UV–Vis spectrophotometry.

56.2 Experimental Part

56.2.1 Solution Preparation

The precursor solutions for TiO2 films were prepared using tetraethylorthotitanate,

ethanol, water, and HNO3 acid. The tetraethylorthotitanate Ti(OC2H5)4 (99 %,

Merck) is dissolved in ethanol, then the resultedmixture was injected into a prepared

mixture containing distilled water, ethanol, and different amounts of nitric acid

HNO3. Ethanol (Aldrich 98 %) was chosen as a solvent because of its high volatility

leading to a fast elimination during the drying phase. After several attempts, the

adopted molar proportions [Ti]/[H2O]/[acid]/ethanol were 1.00/0.55/0.33/21.18.

The solutions were stirred for 1 h and further aged at room temperature under

atmospheric pressure. The final solution became transparent and light yellow.

56.2.2 Films Deposition

Soda-lime glasses 40� 20� 1 mmð Þ were used as substrates. TiO2 films deposi-

tion was carried out by dip-coating method, consisting in immersing the substrate

and then withdrawing it from a Teflon pot containing the sol. The withdrawal speed

was 1 mm s�1 and the thickness of the layer was controlled indirectly by the number

of dipping. Subsequently, the coated sample was heated at 400 �C for 10 min

in order to remove the solvent and residual organics. In addition, a second longer

heat treatment was performed at 450 �C (10 �C/min) for 1 h in air to increase the

film density.
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56.2.3 Films Characterizations

TG/DTA measurements were carried out using NETZSCH STA 409 PC/PG appara-

tuswith heating rate 10 � C/min. in an inert atmosphere. The crystalline phase of TiO2

films was determined by XRD method in thin film mode using bruker D8 Advance

(θ, 2θ) diffractometer equippedwith Cu-Kα radiation λ ¼ 1:5418 Åð Þand confirmed

by Raman Spectroscopy measurements. Optical transmittance and absorbance spec-

tral were measured at normal incidence in UV–Vis spectral region (190–1,100 nm)

with a Lambda EZ 210 double beam spectrophotometer. PlasCalc-2000UV/Vis/NIR

used to determine the spectra of the lamp UV used in the photocatalytic test.

56.2.4 Photocatalysis Measurements

The photocatalytic activity was measured in a homemade system. It was quantified

by means of the bleaching of water both diluted Methylene blue (MB) and Rhoda-

mine B solutions. For preparing these solutions, 35 mL of Methylene blue

(MB) solution at an initial concentration of 2.5� 10�5 mol/L and Rhodamine B

at an initial concentration of 2.08� 10�5 mol/L introduced in a glass cells. Four

samples are immersed into the cell containing the Methylene blue (MB) solution

(cell + solution + sample) at an angle of 70 �C to ensure the surface is opposite to the

radius of the UV lamp and the immersed surface is about 4� 2 cm2. Subsequently,

the cells are exposed to UV-light at different exposure times. AG 15T8 germicidal

lamp of 15 W was used as UV source; the spectral of this lamp is represented in

Fig. 56.1. The distance between the cell and UV lamp was fixed to 7 cm.

Fig. 56.1 Specter of AG

15 T8 germicidal lamp

766 F. Bensouici et al.



56.3 Results and Discussion

The thermogravimetric (TG) curve shows that the mass of the xerogel TiO2

decreases with increasing heating temperature and became stable after 400 �C, see
Fig. 56.2a. This mass loss with temperature is accompanied by both endothermic and

exothermic peaks. Between 25 and 300 �C residual water evaporation, ethanol

decomposition and burning of organic compounds took place corresponding to the

endothermic peak. The exothermic peak, centered around 400 �C, corresponds to the
crystallization of TiO2. To determine the evolution of the structure as a function of

annealing time, an isotherm at 450 �C versus time was plotted in Fig. 56.2b. The

results showed that annealing time higher than 40 min is enough for TiO2 crystal-

lization. It is also observed that annealing temperature equal or higher than 400 �C
for one hour would be largely sufficient for the entire formation of TiO2.

Figure 56.3 shows a typical Raman spectrum of the as-prepared films with

different thickness after heat treatment at 450 �C for 60 min. It can be noticed

that no peaks can be detected for the film with one layer only. After the deposition

of two layers, only the main peak located at 125 cm�1 can be easily observed.

Afterwards, four main peaks located at 125, 399, 517, and 636 cm�l appeared in the
case of film with four layers, which is attributed to the formation of pure anatase

phase, in agreement with the reported data in the literature [18, 19].

Moreover, it can be noticed that the peak intensity increases with the thickness

(number of deposited layers), indicating the enhancement of the degree of crystal-

linity of the formed TiO2 phase. This result is confirmed by XRD analysis, see

Fig. 56.4. XRD patterns of TiO2 films obtained by grazing incident angle show

the appearance of a small and broad peak corresponding to the (101) plane after the

deposition of one layer then afterwards, further peaks including (101), (004), (200),

(105), (211), and (204) planes attributed to anatase phase appeared. The above

peaks become sharper and narrower, indicating the improved crystallinity mainly

after the deposition of the fourth layer. The same plots have been observed in 6, 7,

8, and 9.

Fig. 56.2 Thermal analysis curves of the xerogel recorded with 10 �C/min in an inert atmosphere,

(a) DTA and TGA curves and (b) Isotherm at 450 �C
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Fig. 56.3 Raman spectra of films with various layers

Fig. 56.4 XRD patterns of TiO2 films deposited on glass substrate with various layers
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The crystallite size D was determined from the diffraction peak broadening by

employing the Scherrer’s equation [20]:

D ¼ 0:89� λffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2
hkl � Δ2

inst

q � 1
cos θ

ð56:1Þ

where λ is the wavelength of X-ray beam Cu-Kα ¼ 1:5406Åð Þ, Δhkl is the full width

at half maximum (FWHM) of (hkl) diffraction peak, Δinst is the FWHM

corresponding the instrumental contribution, and θ is the Bragg angle. It is observed
that all the films exhibit grains/particles in the nanoscale range 10–18 nm, in

agreement with some results reported in the literature by Mechiakh et al. and

Yongjun Chen et al. [31, 32].

In order to study the texture of films at various thickness, the degree of preferred

orientation T(hkl) was used. This factor can be calculated using the following

relation [23, 24]:

T hklð Þ ¼ Im hklð Þ=I0 hklð Þ½ �
1=Nð Þ

XN

1
Im hklð Þ=I0 hklð Þ

ð56:2Þ

where T(hkl) is the texture coefficient of the (hkl) plane, Im(hkl) the measured

intensity of (hkl) plane, I0(hkl) the corresponding recorded intensity of a standard

TiO2 using JCPDS Card No. 00-004-0477, and N the preferred direction of growth.

From the plots in Fig. 56.5, it is observed that the texture coefficient for all peaks is

around the unity (T(hkl) ~ 1), which means that there is no preferred orientation for

Fig. 56.5 Texture coefficient as a function of number of layers
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crystallization except for (004) peak, where T hklð Þ ¼ 2, 5. This indicates that a slight

preferred orientation along (004) plane occurs.

XRD Rietveld analysis confirms that all the deposited films crystallize within

anatase phase having a tetragonal structure with the space group I41/amd (141).

The transmittance T(λ) were measured at normal incidence in UV–Vis spectral

region of 190–1,100 nm, Fig. 56.6. The spectra reveal very pronounced interference

effects in the transparency region 380–1,100 nm with sharp falls at the edge of the

band. The appearance of interferences indicates a good homogeneity of the depos-

ited films.

α λð Þ ¼ 1=dð Þln 1=T λð Þ½ � ð56:3Þ

where d is the film thickness and T(λ) the film transmittance. The indirect optical

band gap Eg is calculated using the well-known energy-exponential relation [25]:

αhυð Þ ¼ C hυ� Eg

� �2 ð56:4Þ

where C is a constant. Figure 56.7 presents the variation of (αhυ)0.5 as a function

(hυ). From the plots, the value of the band gap is determined by extrapolating the

linear region (region) to αhυð Þ ¼ 0. The fit gives an Eg value of 3.30 eV, which

corresponds to the band gap anatase in agreement with the values reported in the

literature [26, 27].

Fig. 56.6 UV–Vis transmittance spectra of TiO2 thin films for various layers annealed at 450 �C
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The optical refractive index n(λ) of the film and the thickness have been

determined from the transmittance spectrum following the methods of Manifacier

[28] and Swanepoel [29]:

nλ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
s2 � n2s λð Þ

qr
: ð56:5Þ

S ¼ 1� n2s λð Þ
2

þ 2nS
Tmax λð Þ � Tmin λð Þ
Tmax λð ÞTmin λð Þ ð56:6Þ

d ¼ 2K þ 1ð Þλ
4nλ

ð56:7Þ

where ns is the refractive index of substrate, d is the thickness, Tmax and Tmin are the

maximum and the minimum of the envelope. Figure 56.8 shows that the refractive

index of TiO2 films increases with increasing the number of dipping and becomes

stable at 2.50 at λ¼ 400 nm, which represents the refractive index of the anatase

phase [30]. It is also observed that the film thickness increases linearly with the

number of dipping. 150, 220, and 300 nm for 2, 3, and 4 layer, respectively

(Fig. 56.8), which is in good agreement with values reported by some authors

[31, 32]. Therefore, from the linear fit of d(N ), the layer thickness was estimated,

for one layer the thickness value was found to be 80 nm. It is important to note that

this thickness is about three times higher than that obtained by Ryu et al. [32] and

Fig. 56.7 (αhυ)0.5 as function of (hυ) plot for TiO2 film with four layers
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30 times lower than that obtained by Yongjun Chen et al. [32], but the average

calculated crystallite size is in good agreement, i.e., 12–18 nm.

Figures 56.9 and 56.10 illustrate the photocatalytic decomposition of MB and

RhB dyes in aqueous solution by pure TiO2 thin films under UV light irradiation,

respectively. As seen in Fig. 56.9, MB dye decomposes continuously during the

entire irradiation time for all films. It is important to note that the photocatalytic

removal efficiency of TiO2 film increases with increasing layer number reaching

92 % for 7, 8, and 9 layer number of initial MB concentration. While for RhB, we

showed the same degradation kinetics that observed with MB but with a value less

than 87 %.

Fig. 56.8 Thickness and refractive index as function as number of dipping

Fig. 56.9 Photocatalytic decomposition of methylene blue (MB) and rhodamine B (RhB) dyes
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The photocatalytic reaction rate constant (kapp) was determined from the plots

represented in Fig. 56.10 and using the pseudo-first-order reaction equation [33]:

ln C0=Ctð Þ ¼ kappt ð8Þ

where C0 is the initial concentration of dye solution and Ct the concentration of dye

at different time interval under UV irradiation. Moreover, in order to show the

variation of the constant kapp as function of the film thickness, the values of kapp
versus the layers number are presented in Fig. 56.11. The plots show that kapp
increases linearly with the film thickness and became stable after seven layers. This

behavior is also observed in the case of RhB dye. It is also found that the kapp value

Fig. 56.10 Corresponding plots for reaction rate constant (kapp) for methylene blue (MB) and

rhodamine B (RhB) dyes under UV–Vis light irradiation

Fig. 56.11 Reaction rate constant (kapp) versus the number of layer for methylene blue (MB) and

rhodamine B (RhB) dyes
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performs 10 times for layer number greater than 7. The main explanation of the

performance of kapp with the number of layer can be summarized in three different

processes:

1. The absorption efficiency of UV light increases by increasing the layers number

which increases the e/h pair production.

2. The increase of film thickness leads to an increase in the amount of mass matter

which increases the adsorption process.

3. It was also observed that the surface roughness increases with layers number

leading to the increase of the degradation efficiency of dyes. The TiO2 films with

a high rough surface present a higher efficiency of degradation than those with a

smoother surface. The porous surface increases the active surface sites, thus

enhancing the catalytic activity of the films, as has been established by several

authors [35, 36].

It is important to mention that the rate of degradation (kapp) has a limit when the

layers number increases. This means that increasing layers number (more than 7 in

this study) will not improve the film efficiency in accordance with the work of Wu

et al. [34].

More than that, the degradation rate is higher in the case of MB dye than RhB

dye. This difference may be attributed to:

1. Chemical reactivity in it even functional groups of target molecules with HO•.

2. The adsorption of the dye or not on the surface of photocatalysis.

56.4 Conclusion

Nanocrystalline transparent TiO2 thin films have been prepared by dip-coating

technique. The films thickness has been controlled by the number of dipping. The

films structure reveals the stability of single and pure anatase phase. Optical results

show that the refractive index increases with the dipping number and reaches a

stable value at 2.5. It is also found that the layers number enhances the light

absorption, the amount of deposited matter, and the surface roughness which

leads to the increase of the dyes degradation efficiency. In this study, the degrada-

tion efficiency presented a saturation behavior after seven layers. The rate of

degradation kapp is higher in the case of MB than RhB.

References

1. Hagfeldt A, Gratzel M (1995) Light-induced redox reactions in nanocrystalline systems. Chem

Rev 95:49

2. Sakthivel S, Kisch H (2003) Daylight photocatalysis by carbon-modified titanium dioxide.

Angew Chem Int Ed 42:4908

774 F. Bensouici et al.



3. Sharma RK, Bhatnagar MC, Sharma GL (1998) Mechanism in Nb doped titania oxygen gas

sensor. Sens Actuators B Chem 46:194

4. Luchi K, Ohko Y, Tatsuma T, Fujishima A (2004) Cathode separated TiO2 photocatalyst

applicable to photochromic device responsive to backside illumination. Chem Mater 16:1165

5. Banfi G, Degiorgo V, Ricard D (1998) Non-resonant optical nonlinearities of semiconductor

nanocrystals. Adv Phys 47:447

6. Yan Y, Chaudhuri SR, Sarkar A (1996) Synthesis, characterization and optical properties of

stacked porous thin films derived from sol-gel process. J Am Ceram Soc 79:1061

7. Honda K, Fujishima A (1972) Electrochemical photolysis of water at a semiconductor

electrode. Nature 238:37

8. Kormann C, Bahnemann DW, Hoffmann MR (1988) Preparation and characterization of

quantum-size titanium dioxide. J Phys Chem 92:5196

9. Goswami DY (1997) A review of engineering developments of aqueous phase solar

photocatalytic detoxification and disinfection processes. J Sol Energy Eng 119:101

10. Kumar KJ, Raju NRC, Subrahmanyam A (2011) Thickness dependent physical and photo

catalytic properties of ITO thin films prepared by reactive DC magnetron sputtering. Appl Surf

Sci 257:3075–3080

11. Wu C-Y, Lee Y-L, Lo Y-S, Lin C-J, Wu C-H (2013) Thickness-dependent photocatalytic

performance of nanocrystalline TiO2 thin films prepared by sol–gel spin coating. Appl Surf Sci

280:737–744

12. Yang TS, Shiu CB, Wong MS (2004) Structure and hydrophilicity of titanium oxide films

prepared by electron beam evaporation. Surf Sci 548:75

13. Marco de Lucas MC, Fabreguette F, Collin S, Bourgeois S (2000) MOCVD growth of TiO2

thin films on single crystal GaAs substrates. Int J Inorg Mater 2:255

14. Jung S-C, Kim B-H, Kim S-J, Imaishi N, Cho Y-I (2005) Characterization of a TiO2

photocatalyst film deposited by CVD and its photocatalytic activity. Chem Vapor Deposition

11(3):137–141

15. Damiriv D, Bally AR, Ballif C, Homes P, Schmid PE, Sanjines R, Levy F, Parvulescu VI

(2000) Photocatalytic degradation of phenol by TiO2 thin films prepared by sputtering. Appl

Catal B Environ 25:83

16. Hoyer P (1996) Formation of titanium dioxide nanotube array. Langmuir 12:1411

17. Burnside SD, Shklower V, Barbe C, Comte P, Arendse F, Brookes K, Grätzel M (1998) Self-

organization of TiO2 nanoparticles in thin films. Chem Mater 10:2419

18. Smith WS (1990) Principles of materials science and engineering. McGraw-Hill, Singapore,

pp 826–830

19. Almeida RM, Christensen EE (1997) Crystallization behavior of SiO2-TiO2 sol-gel thin films.

J Solgel Sci Technol 8:409–413

20. Cullity BD (1978) Elements of X-ray diffraction, 2nd edn. Addison-Wesley, Reading

21. Danion A, Disdier J, Guillard C, Abdelmalek F, Jaffrezic-Renault N (2004) Characterization

and study of a single-TiO2-coated optical fiber reactor. Appl Catal Environ 52:213–223

22. Ryu CS, Kim M-S, Kim B-W (2003) Photodegradation of alachlor with the TiO2 film

immobilised on the glass tube in aqueous solution. Chemosphere 53:765

23. Lemlikchi S, Abdelli-Messaci S, Lafane S, Kerdja T, Guittoum A, Saad M (2010) Study of

structural and optical properties of ZnO films grown by pulsed laser deposition. Appl Surf Sci

256:5650–5655

24. Patil PS, Chigare PS, Sadale SB, Seth T, Amalnerkar DP, Kawar RK (2003) Thickness-

dependent properties of sprayed iridium oxide thin films. Mater Chem Phys 80:667–675

25. HongWQ (1989) Extraction of extinction coefficient of weak absorbing thin films from special

absorption. J Phys D Appl Phys 22:1384

26. Sen S, Mahanty S, Roy S, Heintz O, Bourgeois S, Chaumont D (2005) Investigation on sol–gel

synthesized Ag-doped TiO2 cermet thin films. Thin Solid Films 474:245–249

27. Chrysicopoulou P, Davazoglou D, Trapalis C, Kordas G (1998) Optical properties of very thin

(<100 nm) sol–gel TiO2 films. Thin Solid Films 323:188

56 Effect of Thickness on Photocatalytic Activity of TiO2 Thin Films 775



28. Manifacier JC, Gasiot J, Fillard JP (1976) A simple method for the determination of the optical

constants n, k and the thickness of a weakly absorbing thin film. J Phys E Sci Instrum 9:1002

29. Swanepoel R (1983) Determination of the thickness and optical constants of amorphous

silicon. J Phys E Sci Instrum 16:1214

30. Kingery WD, Bowen HK, Uhlmann DR (1976) Introduction to ceramics, 2nd edn. Wiley,

New York

31. Mechiakh R, Meriche F, Kremer R, Bensaha R, Boudine B, Boudrioua A (2007) TiO2 thin

films prepared by sol–gel method for wave guiding applications: correlation between the

structural and optical properties. Opt Mater 30:645–651

32. Chen Y, Dionysiou DD (2006) Correlation of structural properties and film thickness to

photocatalytic activity of thick TiO2 films coated on stainless steel. Appl Catal Environ

69:24–33

33. Fogler HS (2005) Elements of chemical reaction engineering, 4th edn. Upper Saddle River,

Prentice Hall

34. Wua C-Y, Leeb Y-L, Lob Y-S, Lina C-J, Wua C-H (2013) Thickness-dependent

photocatalytic performance of nanocrystalline TiO2 thin films prepared by sol–gel spin

coating. Appl Surf Sci 280:737–744

35. Aprile C, Corma A, Garcı́a H (2008) Enhancement of the photocatalytic activity of TiO2

through spatial structuring and particle size control: from subnanometric to submillimetric

length scale. Phys Chem Chem Phys 10:769–783

36. Guillén-Santiago A, Mayén SA, Torres-Delgado G, Castanedo-Pérez R, Maldonado A, Olvera
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Chapter 57

Electrochemical Behavior of Silicon in Light
and Dark Environments in 0.5 M
Sulfuric Acid

M. Bounoughaz, H. Boukercha, A. Khemmari, M. Allaoua, and E. Salhi

Abstract The aim of this work is to study the effect of lights, dark, and cooling

time on the electrochemical properties of the photovoltaic silicon working elec-

trodes in 0.5 M sulfuric acid medium. The silicon samples were heated until

1,200 �C in appropriate oven and cooled with the injection of argon gas at a

different flow rates that allow the decrease of the temperature to 650 �C, respec-
tively, after 2, 4, and 8 h. By corrosion potential vs. time, resistance polarization

technique and Tafel plot curves, we have studied the behavior of silicon electrodes,

and we have noticed that the electrochemical properties of silicon were affected by

temperature of the medium, by the cooling time and by the lighting power. The

microscopic examination of the electrodes shows a significant change in the

morphology of materials after the polarization tests.
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57.1 Introduction

Energy production from fossil origin constitutes a potential source of pollution for

the atmosphere, for waters (rivers, seas, and oceans) and for soils [1–4]. Its use has

greatly contributed to the proliferation of greenhouse gas emissions. Solar energy is

clean and must occupy a significant place in the future in the production of
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electricity. Currently, most solar cells are made of silicon [1, 3, 5]. Silicon dioxide

(SiO2) is available in abundance in the earth’s crust (28 %). It is available in the

quartz and in the sand (silica). For its application in photovoltaic cells and in

semiconductors, the raw material (sand, quartz) is refined at high temperature

with the presence of carbon according to reaction 1 and the obtained silicon is

metallurgical grade [6–8]

SiO2 þ 2C 2, 000 �Cð Þ ! Siþ 2CO" ð57:1Þ

Secondly, the powder of silicon reacts with hydrochloric acid and form the

trichlorosilane (reaction 2).

Siþ 3HCl 300 �Cð Þ ! SiHCl3 þ H2 ð57:2Þ

Thereafter, the pure silicon on the solid state is obtained by reacting at high

temperature trichlorosilane liquid with hydrogen (Reaction 3):

2SiHCl3 þ 2H2 ! 2Siþ 6HCl ð57:3Þ

The performance of solar panels on silicon, as reported by researchers [9, 10] was

seriously affected by acidic atmospheres. Similarly, the sun light radiation contrib-

utes to the degradation of the silicon solar panels. In urban and industrial areas, the

residual atmosphere and/or local can be acidic or basic depending on the pollutants

emitted into the atmosphere. For example, exhaust gas from vehicles and factories

contains a large amount of carbonic dioxide and it participates in the acidification of

moisture. The carbon dioxide dissolves in the moisture and forms the carbonic acid

(H2CO3) which leads to acidification of the medium.

The change in the environment, particularly when it becomes acid, affects the

performance of the solar panels. The acidic medium accelerates the degradation of

the panel and leads to the degradation of substrate made in silicon.

This study focuses on exploring the effect of the structure of silicon and the

effect of light and dark by using electrochemical techniques [11–13]. The silicon

samples were heated until 1,200 �C in appropriate oven and cooled with the

injection of argon gas at different flow rates that allow the decrease of the temper-

ature to 650 �C, respectively, after 2, 4, and 8 h.

57.2 Experimental Setup

The silicon samples, after preparation, were subjected to a heat treatment of 1,200 � C
in an arc oven. The inert atmosphere was controlled by the flux of argon. The samples

weremaintained for 2 h at 1,200 �C before the beginning of the cooling process. Three

rates of cooling were selected by varying the flow rate of argon. Samples were cooled

from 1,200 to 650 �C after 2, 4, and 8 h.
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Three working electrodes were made by welding each silicon sample to metallic

conductors by the intermediate of conductor glue. One side of the silicone was kept

free. The other side was covered by polymeric resin in a cylindrical mold.

The electrochemical measurements were carried out in a three electrodes cell

system that consist of silicon as a working electrode, a saturated calomel electrode

(SCE) as reference electrode and two rods of carbon glass as a counter electrode.

The electrochemical measurements were performed on a set formed by potentiostat/

galvanostat 273A EG & G and frequency analyzer, model Schlumberger SI 1260.

The tests were completed using the software’s M352 (EGG), and Zplot and Zview

(Solartron).

Before the electrochemical measures, the working electrode was polished using

emery papers of 1200 grade. The working electrode was subsequently polished by

alumina slurry on a polishing cloth, and it was rinsed by distilled water and finally

cleaned in ultrasonic bath. The electrolyte used in the experiments was sulfuric acid

of 0.5 M of concentration. The experimental parameters used in all the electro-

chemical tests are shown in Table 57.1.

The morphology of the working electrodes made in silicon was examined with

an optical microscope OLYMPUS GX 71 equipped with a digital camera.

57.2.1 Environments

Photovoltaic cells are located in different environments such as industrial, rural,

urban, desert, and sailor. Different sulfuric acid solutions were used to simulate the

acidic atmosphere that characterizes the industrial environments.

57.3 Results and Discussion

57.3.1 Free Corrosion Potential Measures

The measure of the potential of corrosion at open circuit versus the immersion time

was realized in a sulfuric acid solution of 0.5 of H2SO4MM. The potential of

corrosion may be considered stable when the change oscillates in the order of

Table 57.1 Electrochemical parameters fixed for tests

Techniques Parameters

Corrosion potential (Ecorr mV/s Time� 5,000 s

Linear resistance polarization (LPR) Scan rate of potential¼ 0.16 mV/s

Scanned potential¼
20 mV/Ecorr

Linear voltametry (Tafel plot) Scan rate of potential¼ 0.16 mV/s

Scanned potential¼
250 mV/Ecorr
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2 mV/min. Figures 57.1 and 57.2 present the evolution of the free potential of

silicon working electrodes designed by 2H, 4H, and 8H. The measures were taken

under illumination and under darkness.

Measurements of the potential of corrosion were carried out at a range of

temperatures: 21 �C (ambient), 25, 35, and 45 �C. The obtained results are

presented in Table 57.2.

The results presented in Table 57.2 show that the potential of corrosion of silicon

cooled during 8 h is more electronegative than the others cooled during 2 and 4 h.

This observation is valid for all the potentials measured under the used

temperatures.

57.3.2 Linear Polarization Resistance Technique

This technique allows measuring the corrosion rate from the resistance of polari-

zation as well as the potential and the currents of corrosion. The electrochemical

parameters obtained by this technique are included in Table 57.3. Corrosion rate

is expressed in millimeters per year, the resistances of polarization in Ohms cm2

and corrosion current density is expressed in μA per Sq. cm. The shape of the LPR

curves is shown in Fig. 57.3.

As shown in the results of Table 57.3, the polarization resistance of the electrode

of silicon 8H in acid medium and under light effect at 21 �C of is the highest. Its

value is 11,760 Ω cm2. This value corresponds to the lower current density

Fig. 57.1 Evolution of the free corrosion potential with immersion time. Working electrode

of silicon cooled after 2, 4, and 8 h and under illumination
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(1.846 μA/cm2). By comparing the density of corrosion current obtained by the

electrode 2H, we note that it is equal to 13.079 μA/cm2 which yields a low

resistance (1,657 Ω cm2) at the same temperature.

By increasing the temperature from 25 to 35 �C and to 45 �C, we noticed the

reduction of resistance and the increase in the rate of corrosion and the corrosion

current density Icorr regardless to the nature of the electrode. We can advance that

Fig. 57.2 Evolution of the free corrosion potential with immersion time. Working electrode of

silicon cooled after 2, 4, and 8 h and under darkness

Table 57.2 Free corrosion potential of silicon at different values of temperature

Silicon working electrodes Temperature (�C)
Ecorr (mV/SCE)

Under illumination Under darkness

2H 21 �364.1 �395.0
25 �365.6 �393.6
35 �364.7 �398.0
45 �358.6 �395.3

4H 21 �385.8 �375.3
25 �384.9 �344.4
35 �393.9 �381.1
45 �393.5 �402.6

8H 21 �450.1 �471.1
25 �453.5 �480.2
35 �458.0 �483.5
45 �451.8 �489.6
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with the increase of temperature, the silicon electrodes become less resistant against

corrosion. The electrode 8H under light at 25 �C is more resistant in the acidic

medium.

57.3.3 Tafel Plots

This technique involves the scan of cathodic potential toward the anodic potential

with scan rate of 0.1 mV/s. The interpretation of the obtained curves by using

Table 57.3 Electrochemical parameters form LPR curves

Silicone

electrodes T (�C)
Electrochemical parameters

Ecorr (mV/s) Rp (Ω cm2) Icorr (μA/cm2) Vcorr (mm/an)

2H Blank (21 �C) �364.1 1,657 13.079 128.4� 10�3

25 �365.6 1,312 16.503 162.1� 10�3

35 �364.7 1,078 20.22 198.7� 10�3

45 �358.6 1,057 20.53 201.7� 10�3

4H Blank (21 �C) �385.8 9,114 2.383 23.40� 10�3

25 �384.9 8,320 2.60 25.63� 10�3

35 �393.9 5,630 6.448 38.14� 10�3

45 �393.5 3,366 6.448 63.33� 10�3

8H Blank (21 �C) �450.1 11,760 1.846 18.12� 10�3

25 �453.5 1,099 1.975 19.40� 10�3

35 �458 6,265 3.465 34.03� 10�3

45 �451.8 5,441 3.990 39.19� 10�3

Electrodes of silicone cooled during 2, 4, and 8 h. Medium made from 0.5 M H2SO4

Fig. 57.3 LPR curves of silicon 2H electrodes, under light and in 0.5 M of H2SO4
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specialized software that allows to find the corrosion potential and the logarithm of

current density of the exchange. The Tafel curves log (I)¼ f(E) plotted in illumi-

nated conditions are illustrated in Figs. 57.4, 57.5, and 57.6. The obtained results

are given in Table 57.2.
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during 4H and under light conditions. Electrolyte made by 0.5 M H2SO4
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The working electrode cooled during 2 h indicates that its corrosion potential is

weakly affected by temperatures. Its corrosion potential is around �480 mV/CSE

(Fig. 57.4). For the 4H working electrode (Fig. 57.5 and Table 57.4), we noticed

that the corrosion potential was moved to more negatives values. Similarly, the 8H

working electrode shows the temperature has no appreciable effect on the change of

the potential electrode. We noted only sensible changes in the current density (see

Table 57.4).

57.4 Conclusion

The obtained results indicate that the silicone cooled during 8 h with argon gas is

the most resistant against corrosion in the acidic medium of 0.5 M H2SO4. Under

darken conditions; silicon electrodes are less active than under light conditions. The

temperature affects the current of corrosion, and the potential of electrode is weakly

affected.
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Fig. 57.6 Effect of temperature on the behavior of Tafel curves. Electrode of silicon cooled

during 2H and under light conditions. Electrolyte made by 0.5 M H2SO4
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Chapter 58

Monte-Carlo Modelling and Experimental
Study of Radon and Progeny Radiation
Detectors for Open Environment

Sofia Kottou, Dimitrios Nikolopoulos, Ermioni Petraki,
Debabrata Bhattacharyya, Paul B. Kirby, Tamara M. Berberashvili,

Lali A. Chakhvashvili, Paata J. Kervalishvili,

and Panayiotis H. Yannakopoulos

Abstract Solid state nuclear track detectors (SSNTDs) have been widely used as

sensors of radon and progeny in long-term dosimetry because they exhibit high

detection properties while their cost is very low. Alpha-particle energy calculating

codes, specific for every incident particle, increase the Monte-Carlo simulation time

significantly. The expression of the alpha particle energy as a function of the

distance travelled in SSNTD CR-39 was recently introduced as an alternative

approximation for the simulation method. This chapter focused on modelling the

response of bare CR-39 detectors to alpha-particles emitted by radon and progeny,

through Monte-Carlo methods. In order to determine the efficiency of a combined

use of bare CR-39 and cup-type detectors in radon measurements, theoretical and

experimental CR-39 efficiency factors for alpha-particles were calculated. Model-

ling rendered calculation of effective volume for CR-39 detector, based on energy

and angular distributions of alpha-particles emitted due to decay of radon and
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progeny. The relationship between equilibrium factor F and the recorded

track density values ratio (of bare and cup-enclosed SSNTDs, respectively) R was

calculated. The sensitivity factor kB for bare CR-39 was found equal to

kB¼ (4.6
 0.6) [tracks� cm�2]/[kBq�m�3� h] (assuming the Jacobi’s steady-

state model), a value not significantly different from the corresponding kR cup-type

value for radon and progeny.

Keywords Radon and progeny radiation • SSNT detectors • Equilibrium factor •

Recorded track density

58.1 Introduction

Radon (222Rn) is a naturally occurring radioactive gas generated by the decay

of radium (226Ra) which is present in soil, rocks, building materials and waters

[1, 2]. Following the decay of radium, a fraction of radon emanates and migrates

through diffusion and convection. After migrating, part of radon escapes to the

atmosphere and waters and disintegrates to a series of short-lived decay products

(progeny) (218Po, 214Bi, 214Pb and 214Po). Radon and its short-lived progeny

disintegrate through α- and β-decay. In specific 222Rn undergoes α-decay with

λ0¼ 2.093� 10�6 s�1, 218Po α-decay with λ1¼ 3.788� 10�3 s�1, 214Pb β-decay
with λ2¼ 4.234� 10�4 s�1, 214Bi β-decay constant with λ3¼ 5.864� 10�4 s�1 and
214Po α-decay with λ4¼ 4.234� 103 s�1 [1].

Solid state nuclear track detectors (SSNTDs) have been widely used as sensors

of radon and progeny in long-term dosimetry because they exhibit high detection

properties while their cost is very low. During the last decade, researchers have

developed analytical models or adopted Monte-Carlo techniques for the calculation

of the sensitivity of bare SSNTD CR-39 and LR-115 SSNTDs to alpha-particles

emitted by radon and progeny [3–9]. Analytical models and Monte-Carlo coding

conceived all existing models and experimental data regarding the internal sensi-

tivity of CR-39 and LR-115, as well as the dependence on critical incident angle

and etching time. Although published results are promising, up-to-date, a standard

methodology still not exists. For example, Sima [10] developed software for the

realistic calculation of the sensitivity of various etched track radon monitors.

Nikezic et al. [11] developed software which simulated alpha-particle detection

of CR-39 detectors. Despite the scientific work in this subject area [12–15], it is still

an open issue to determine accurately alpha energy and angle distributions at the

surface of open CR-39 SSNTDs due to decay of radon and progeny. Most important

is the estimation of a realistic calibration factor of bare CR-39 SSNTDs. One of the

major disadvantages of such simulations up-to-date is that all approaches included

energy calculating codes specific for every incident particle. This increased the

simulation time significantly. To reduce simulation time, the energy of the alpha-

particles as a function of the distance travelled in CR-39 was recently introduced as

an alternative approximation [16, 17].
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Among others, SRIM (stopping and range of ions in matter) is a group of

programs which may calculate all interactions of ions with matter and for this

reason has attracted attention. The core of SRIM is a program called transport of

ions in matter (TRIM). SRIM and TRIM were developed by James F. Ziegler and

Jochen P. Biersack about 1983 and they are continuously upgraded. SRIM is based

on a Monte-Carlo simulation method. Input parameters are (1) the type of ion and

its initial energy in the range of 10 eV to 2 GeV and (2) the target material being

considered. SRIM output includes lists and diagrams. The programs were devel-

oped so they can be interrupted any time and resume later with a convenient GUI.

These characteristics make SRIM very practical. Using SRIM 2008 software, alpha

range and stopping power data were easily extracted and the data can be used

reliably.

In indoor environments 222Rn is not necessarily in equilibrium with its short-

lived progeny and for this reason the equilibrium factor F serves as a fare compro-

mise for identifying the status of equilibrium between parent 222Rn and remaining

short-lived progeny [1]. Continuous measurement of F is time-consuming and

requires active instruments. Several researchers investigated combined uses of

bare and cup-enclosed SSNTDs for long-term estimation of F [6, 9, 18–21].

This chapter focuses on modelling the response of bare CR-39 detectors to

alpha-particles emitted by radon and progeny, through Monte-Carlo methods and

the use of the latest version SRIM2013. In order to determine the efficiency of bare

CR-39 SSNTDs for a combined use of bare CR-39 and cup-type detectors in radon

measurements, theoretical and experimental CR-39 efficiency factors were calcu-

lated for alpha-particles emitted by radon and progeny in air.

58.2 Materials and Methods

58.2.1 Calculation of Distance Versus Alpha Energy

If an alpha-particle of energy E1 is emitted within an effective distance, l, from the

surface of a CR-39 detector, then it will hit the detector with energy E2 due to

interactions with molecules of the surrounding medium. The distance l must be

smaller or equal than the range of alpha-particles in the medium. The distance l is
equal to the difference between range r1 of the alpha-particle of energy E1 and r2 of
the particle of energy E2 [22, 23]

l ¼ r1 � r2 ð58:1Þ

If the alpha-particle is generated through a decay scheme and E1 is its initial energy,

then all possible distance values l from CR-39 surface will be
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l ¼ rmax � r ð58:2Þ

where rmax is the corresponding maximum range and r is the range corresponding to
a hit-energy E.

To properly define l, all range data of alpha-particles’ energies between 0.5 and

10 MeV were extracted from SRIM2013 output tables after properly adjusting for

several baffling characters. The range data were then fitted to the nonlinear

Eq. (58.3), considering the absence of straggling [16, 17]:

r ¼ α � Eþ b � E2 þ c � E3 ð58:3Þ

By replacing r from Eq. (58.3) in Eq. (58.2), the distance l versus alpha energy can

be obtained:

l ¼ rmax � α � Eþ b � E2 þ c � E3
� � ð58:4Þ

Inversely, the energy of alpha-particles at a distance l from the point of emission

can be calculated by the reciprocal of Eq. (58.4).

58.2.2 Monte-Carlo simulation

For the Monte-Carlo simulation, the actual dimensions of the CR-39 detectors

employed in radon and progeny measurements were inserted, namely of 1� 1 cm2

surface area and 0.5 mm thickness. CR-39’s surface was put on the x� y plane.

Since alpha-particles originating from radon and progeny may have different initial

energies (222Rn 5.49 MeV, 218Po 6.00 MeV, 214Po 7.68 MeV), a surface area was

considered vertical to the z-axis, with dimensions (1 + 2·r)� (1 + 2·r) [10],

where r was taken equal to the corresponding alpha-particle range (4.09 cm for

alpha-particles of 222Rn, 4.67 cm for alpha-particles of 218Po and 6.78 cm for alpha-

particles of 214Po) [8]. The effective volume around CR-39 (Fig. 58.1) was then

calculated by Eq. (58.5) [10]:

V ¼ r � 1þ 2 � rð Þ � 1þ 2 � rð Þ ð58:5Þ

Outside the effective volume, alpha-particles do not reach CR-39’s surface since

the distance travelled is larger than the alpha range. Only alpha-particles generated

within volume V are detectable. For the simulation, inside the effective volume, a

random point P1 (X1, Y1, Z1) was computationally created. At this point, an alpha-

particle from radon’s decay was considered to be emitted with random cylindrical

angles θ, φ. Depending on the emission angles, a hit-state was calculated, namely

being 1 if the alpha could hit CR-39’s surface and 0, otherwise. For an alpha-

particle of hit-state 1, the hit-angles θh, φh to the XY entrance surface of CR-39

were calculated from the Cartesian coordinates of point P1, the angles θ, φ and the
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dimensions of CR-39 surface. Since CR-39 does not register alpha-particles with

hit-angles above a critical angle, θc, alpha-particles were accepted and processed

further only if θh � π
2

� �� θc, otherwise it was rejected. An accepted alpha-particle

could be registered, and if so, the distance l travelled in CR-39’s surrounding

medium was calculated again from the Cartesian coordinates of P1, the hit-angles

and CR-39’s dimensions. From l, θh, φh data, the arrival point P2 (X2, Y2, Z2) with

respect to the detector’s plane was calculated thereafter. In parallel, the hit-energy

Eh was calculated from the output SRIM2013 for the distance l according to

Eq. (58.4). Having calculated hit-data Eh, θh, φh for an accepted alpha-particle,

the distance, d, travelled inside CR-39 was finally calculated from SRIM2013

output. Iterating the above procedure, the energy-angle distribution of various

radon’s decay alpha-particle showers was also calculated.

Figure 58.2 presents the flow-diagram of the Monte-Carlo simulation.

58.2.3 Equilibrium Factor, F

Radon’s equilibrium factor, F, is defined as the ratio of the equilibrium equivalent

concentration of radon (Ae) over the actual activity concentration of radon in air

(A0), namely [1]:

F ¼ Ae=A0 ð58:6Þ

Equilibrium equivalent concentration is determined by the following equation [1]

Ae ¼ 0:106 � Aa
1 þ Au

1

� �þ 0:513 � Aa
2 þ Au

2

� �þ 0:381 � Aa
3 þ Au

3

� � ð58:7Þ

Z

Detector

r

θc

Fig. 58.1 Effective volume for CR-39 for alpha-particles emitted due to decay of radon and

progeny. r is the corresponding range, namely 4.09 cm for alpha-particles of 222Rn with initial

energy of 5.49 MeV, 4.67 cm for alpha-particles of 218Po with initial energy of 6.00 MeV and

6.78 cm for alpha-particles of 214Po with initial energy of 7.68 MeV
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Fig. 58.2 Flowchart of Monte-Carlo simulation of alpha-particles of radon’s decay travelling

around and within CR-39 detectors
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and hence

F ¼ 0:106 � Aa
1 þ Au

1

� �þ 0:513 � Aa
2 þ Au

2

� �þ 0:381 � Aa
3 þ Au

3

� �
A0

ð58:8Þ

Superscripts a and u distinguish the contribution of each one of the two states of

radon progeny (attached, unattached), subscripts 1, 2 and 3 correspond to 218Po,
214Pb, 214Bi and A0, A

x
i (x¼ a, u and i¼ 1, 2, 3) (Bq/m3) represent measured

concentrations of radon and progeny, respectively (It is well established that
214Bi and 214Po are always in equilibrium due to the very short half life of 214Po

(164 ms), so we will simply use A3 to denote both the air borne concentrations of
214Bi and 214Po).

Assuming radioactive disintegration, ventilation and deposition as the sole

processes of removal of radon progeny in ambient air, Ax
i (x¼ a, u and i¼ 1, 2, 3)

can be calculated as [9, 24]:

Ax
i ¼ di � Ax

i�1 ð58:9Þ

Parameter di reported by Faj and Planinic [9] can be expressed as:

di ¼ λi

λi þ λv þ f ai � λd,ai þ 1� f ai
� � � λd,ui

ð58:10Þ

where λν represents the ventilation rate, λd;xi (x¼ a, u and i¼ 1, 2, 3) is the

deposition rate constant of each one of the attached and unattached progeny and

f ai ¼
Aa
iX

Aa
i þ Au

i

ð58:11Þ

is the attached fraction of progeny i. Neglecting the attachment of 218Po, 214Pb,
214Bi nuclei F may be calculated as [9]:

F ¼ 0:105 � d1 þ 0:516 � d1 � d2 þ 0:380 � d1 � d2 � d3 ð58:12Þ

Faj and Planinic [9] calculated di as a function of λν employing the Carnado’s

formula. The solution enabled calculation of F as a function of λν, namely F¼F
(λν). Similar approach has been followed previously as well [18, 19].

In actual conditions, however, attachment of unattached progeny to aerosol and

humidity particles may differ and this affects progeny concentrations Ax
i (x¼ a,

u and i¼ 1, 2, 3). According to recent publications [25–27], the deposition and

attachment rate constants of attached and unattached progeny differentiate in high-

humidity environments due to peaking of water droplets and for this reason,

symbolisation λd;xi (x¼ a, u and i¼ 1, 2, 3) was adopted. Presuming however,

only typical low-humidity ambient room environments, under a Jacobian steady-

state with complete mixing, λd;ui and λd;ai can be considered approximately constant
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for indoor room conditions [6, 9, 18–21]. In such conditions, attachment and

deposition rates are equal between unattached and attached nuclei and hence,

symbolisation λd,x (x¼ a, u) could be employed. According to Porstendorfer

et al. [28], in typical rooms no differences are usually addressed between

ambient electrical charged and neutral progeny clusters in attaching to aerosols

and depositing to surfaces. Under this perspective, the deposition rates of

attached and unattached progeny to surfaces are equal. Employing symbolisation

of Porstendorfer et al. [28], the terms f ai � λd,ai ¼ f ai � λd,a and 1� f ai
� � � λd,ui ¼

1� f ai
� � � λd,u in Eq. (58.10) represent the deposition rates of attached and unat-

tached nuclei, namely

qa ¼ f ai � λd,a ð58:13Þ

where qa is the symbol for the deposition rate of all attached progeny and

qu ¼ f ui � λd,u ð58:14Þ

by symbolising qu the deposition rate of all unattached progeny in the sense of

Eq. (58.13). Assuming a steady-state Jacobian model and complete mixing, con-

centrations of attached and unattached nuclei can be calculated then as [28]:

Aa
i ¼

1� Ri�1ð Þλi � Aa
i�1 þ X � Au

i

λv þ λi þ qa þ X
ð58:15Þ

and

Au
i ¼

λi � Au
i�1 þ Ri�1 � λi � Aa

i

λv þ λi þ qu þ X
ð58:16Þ

where Ri is the recoil fraction of progeny i, X is the attachment rate to aerosols and

i¼ 1, 2, 3. R1¼ 0.8 while R2¼R3¼ 0 [1]. Employing Eqs. (58.15–58.16) in

Eq. (58.8), F can be calculated as a function of λv, λ
d,u, λd,a and X, namely

F ¼ F λv; λ
d,u; λd,a;X

� �
, considering λd,u and λd,a equal for all progeny . The latter

approximation was employed by Eappen et al. [6] to determine the upper and lower

bounds of F, the average values of F and the related uncertainties.

It is very important that both approaches for the calculation of Ax
i (x¼ a, u and

i¼ 1, 2, 3), namely Eq. (58.9) for Faj and Planinic [9] and Eqs. (58.15–58.16) for

Eappen et al. [6] yield to similar final approximations for the most probable relation

of modelled values of F versus measured progeny concentrations Ax
i (x¼ a, u and

i¼ 1, 2, 3). This relationship can be employed for the determination of F versus the

recording efficiency between bare and cup-type SSNTDs (R). According to Faj and
Planinic [9], this relationship follows the exponential law

F ¼ α � e�bR ð58:17Þ
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where

R ¼ TB=TR ð58:18Þ

and TB, TR are the recorded track density values of bare and cup-enclosed

SSNTDs, respectively. Similar were also the results reported by other investigators

[18–21]. Figure 58.3 presents the best approximations of F versus R according to

the model of Faj and Planinic [9] and according to the model of Eappen et al. [6]

(Jacobi’s model [29]). Excellent coincidence is observed for all values of R.

58.2.4 Equilibrium Factor, Theoretical Approach

Let’s assume a twin CR-39 detector system, namely a bare CR-39 SSNTD and a

similar enclosed in a cup. The detector inside the cup records tracks attributable to

time integrated 222Rn concentration and the detector outside records tracks due to

both 222Rn and its progeny. While radon’s concentration is unequivocally esti-

mated, it is not so direct to estimate the progeny’s equilibrium factor and potential

alpha energy concentration (PAEC) from the track density of bare detectors. When

the environment predominantly consists of radon and its progeny, a unique rela-

tionship as the one of Eq. (58.17) can be established between equilibrium factor

values and the ratio of the cup to bare detector track densities [6, 9, 18–21].

For calibrated CR-39 cup-type detectors, TR will relate linearly to the concen-

tration A0 of
222Rn outside the cup. On the other hand, the track density TB of bare

Fig. 58.3 Relationship

between equilibrium factor

F and the track ratio R
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CR-39 will be proportional to the ambient concentration of all a-emitting

nuclei, namely to A0 of 222Rn, A1 of 218Po and A4 of 214Po. If kR and kB are the

sensitivity factors [tracks� cm�2]/[kBq�m�3� h] of cup-type and bare CR-39,

respectively, then

TR ¼ kR � A0 ð58:19Þ

and

TB ¼ kB � A0 þ A1 þ A3ð Þ ð58:20Þ

since A3¼A4. Equation (58.18), according to Eqs. (58.19–58.20) can be written as

R ¼ k � 1þ s1 þ s3ð Þ ð58:21Þ

where

k ¼ kB=kR ð58:22Þ

is the sensitivity factor ratio, s1¼A1/A0 and s3¼A3/A0. Importantly, Eq. (58.21)

calculates R from the concentration ratios s1 and s3.
According to Eqs. (58.8, 58.21–58.22), if the concentrations Ax

i (x¼ a, u and

i¼ 1, 2, 3) are known from measurements, equilibrium factor F, as well as s1 and s3
can be calculated. If additionally the sensitivity factors kB and kR are known, then

k can be determined, and hence R. In this manner, the relationship between F and

R can be established.

58.2.5 Equilibrium Factor, Experimental Approach

Several active radon and progeny measurements have been conducted in Greek

dwellings. Numerous measurements were performed with EQF3023 (EQF) of

Sarad Instruments Gbhm. This instrument allows continuous 2 h cycle measure-

ment of radon and progeny nuclei, the latter discriminated for their attached or

unattached mode. From the active database, several actual values of A0 and Ax
i

(x¼ a, u, i¼ 1, 2, 3) were employed. Additional value sets were calculated as

averages at the 95 % confidence interval, under the constraint of employing only

partial values of a certain dwelling measurement-set during each calculation. From

these actual Ax
i (x¼ a, u, i¼ 1, 2, 3) measurement sets, equilibrium factor F values

were calculated according to Eq. (58.8).

Passive radon measurements are being conducted with a cup-type CR-39 detec-

tor which was properly calibrated [30]. Detector has well-established linear

response to radon exposure. Detector sensitivity factor has been experimentally

defined and found equal to kR¼ (4.62
 0.33) [tracks� cm�2]/[kBq�m�3� h].
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From kR and the actual measurements of A0, TR was calculated according to

Eq. (58.19).

58.3 Results and Discussion

Track density of bare CR-39 detectors was calculated by means of combining the

real measurements of EQF with results derived via Monte-Carlo methods. More

specifically, A1 and A3 were calculated from EQF measurements considering that

Ai ¼ Au
i þ Aa

i , i¼ 1, 3. From these and the corresponding A0 values, the concen-

tration ratios were calculated as s1 and s3. Since kB is not easily measurable, Monte-

Carlo methods were employed for its determination. The following steps were

followed:

1. The distance l travelled by alpha-particles prior to hitting CR-39 was calculated

versus alpha energy through SRIM2013 for the whole alpha-particle energy

range of radon’s decay chain. The relationship

l ¼ rmax � 3:34773 � Eþ 0:34937 � E2 þ 0:02142 � E3
� � ð58:23Þ

was employed, where rmax¼ 4.09 cm for alpha-particles originating from 222Rn,

rmax¼ 4.67 cm for alpha-particles originating from 218Po and rmax¼ 6.78 cm for

alpha-particles originating from 214Po.

2. Random emission points of 222Rn, 218Po and 214Po were generated around

CR-39 and their travelling direction vectors were calculated.

3. From the direction vectors of (2), the hit-data (l, θh, φh) were calculated.

4. For alpha-particles with l inside an effective volume, incident energy Eh was

calculated from the reciprocal of Eq. (58.23) under the constraint θh � π
2

� �� θc.
5. From hit-data (Eh, θh, φh) the range and end points in CR-39 were calculated.

6. Steps (1)–(5) were iterated for N0 particles of
222Rn, 218Po and 214Po.

7. From steps (1)–(6) the number of recorded particles of 222Rn, Nrec
0 , 218Po, Nrec

1

and 214Po Nrec
4 were calculated.

To estimate realistic values of N0 for
222Rn, 218Po and 214Po (denoted as N0,i), the

following equation was employed

N0, i ¼ Ai � Vi � texp ð58:24Þ

where Ai ¼ Au
i þ Aa

i , Vi is the sensitive volume’s dimensions, texp is an assumed

value for the exposure time (30 days) and i¼ 0, 1, 4. From Eq. (58.24) and the

Monte-Carlo output the recorded particles Nrec
i , i¼ 0, 1, 4 were calculated. From

Nrec
i the track density of bare CR-39 detectors was calculated as:
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TB ¼ Nrec
0 þ Nrec

1 þ Nrec
4

S
ð58:25Þ

where S is the area of the employed CR-39 detectors, namely 1 cm2.

From Eqs. (58.20 and 58.25) the total sensitivity factor kB of bare CR-39

detectors was calculated as

kB ¼ TB

A0 þ A1 þ A3ð Þ ¼
Nrec

0 þ Nrec
1 þ Nrec

4

S � A0 þ A1 þ A3ð Þ ð58:26Þ

Table 58.1 presents characteristic value sets of F and R, according to the method-

ology already described. It may be recalled that the F values were calculated from

actual EQF measurements, whereas the R values were calculated applying the

appropriate mathematical formulas. The results of Table 58.1 are presented graph-

ically in Fig. 58.4.

The relationship between F and R has similarities to that of Fig. 58.3. For this

reason, the data of Table 58.1 were fitted to the exponential model Eq. (58.17),

namely to F ¼ α � e�bR. Fitting gave α¼ 0.1663, b¼� 0.4820 with r2¼ 0.90.

These data are in accordance to the published results of Faj and Planinic [9] and

Eappen et al. [6]. It is noted that the latter publication represents a critical review of

the subject together with other results. Differences are due to differences in the

Table 58.1 Characteristic

value sets of F and R
Equilibrium factor (F) Ratio (R)

0.3384 1.5852

0.3137 1.1319

0.3379 1.1273

0.2562 1.0043

0.2865 1.0838

0.3148 1.5200

0.2532 1.7734

0.3035 2.2800

0.2678 1.8526

0.2540 1.0117

0.2628 1.1810

0.3249 1.0240

0.3137 1.0051

0.2781 1.0200

0.3345 1.2846

0.3957 1.4425

0.3164 1.1810

0.5709 2.3939

0.6748 2.7557

0.7413 2.7330
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sensitivity factor of the employed cup-type detectors of this study and those of the

other studies.

From the data of Table 58.1, sensitivity factors of bare CR-39 SSNTDs were

calculated according to Eq. (58.26). Average kB of this study was found equal to

kB¼ (4.6
 0.6) [tracks� cm�2]/[kBq�m�3� h]. This value does not differ sig-

nificantly from the value of kR. The latter implies from Eq. (58.22) that k ~ 1. This
finding is very important. Indeed, Faj and Planinic [9] assumed equal values for kB
and kR. The present study verifies this result. Similar was also the outcomes of

Eappen et al. [6]. Related publications gave also comparable results [18–21].

All these findings could be explained by the fact that CR-39 registers alpha-

particles from radon and progeny identical either if enclosed in a cup or bare.

Observed track density differences are attributable only to the fact that cup type

CR-39 detectors register radon alpha-particles only, while bare CR-39 SSNTDs

register alpha-particles from all radon alpha-emitters. Future work will employ

other expressions of F namely those that take into account the unattached fraction in

terms of PAEC.
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Fig. 58.4 Relationship of F and R according to Table 58.1
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58.4 Conclusion

This study reported a newly developed Monte-Carlo simulation tool for modelling

the CR-39 SSNT detectors efficiency. Simulation combined Monte-Carlo tech-

niques, experimental data and the latest version of SRIM (SRIM2013) software

program group. Modelling rendered calculation of effective volume for CR-39

detector, based on energy and angular distributions of alpha-particles emitted due

to decay of radon and progeny. The relationship between equilibrium factor F and

the recorded track density values ratio (of bare and cup-enclosed SSNTDs, respec-

tively) R was calculated. The sensitivity factor kB for bare CR-39 was found equal

to kB¼ (4.6
 0.6) [tracks� cm�2]/[kBq�m�3� h] (assuming the Jacobi’s steady-

state model), a value not significantly different from the corresponding kR cup-type

value for radon and progeny.
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13. Nikezić D, Yu KN (2000) Monte Carlo calculations of LR115 detector response to 222Rn in

the presence of 220Rn. Health Phys 78(4):414–419

14. Rehman F-U, Jamil K, Zakaullah M, Abu-Jarad F, Mujahid SA (2003) Experimental and

Monte Carlo simulation studies of open cylindrical radon monitoring device using CR-39

detector. J Environ Radioact 65:243–254

15. Rickards J, Golzarri J-I, Espinosa G (2010) A Monte Carlo study of radon detection in

cylindrical diffusion chambers. J Environ Radioact 101(5):333–337. doi:10.1016/j.jenvrad.

2010.01.003

16. Rezaae MR, Nejad R (2012) Response of CR- 39 detector to radon in water using Monte Carlo

simulation. Iran J Med Phys 9(3):193–201

17. Rezaae MR, Sohrabi M, Negarestani A (2013) Studying the response of CR-39 to Radon in

non-polar liquids above water by Monte Carlo simulation and measurement. Radiat Meas

50:103–108

18. Planinic J, Faj Z (1989) The equilibrium factor F between radon and its daughters. Nucl

Instrum Methods Phys Res A 278:550–552

19. Planinic J, Faj Z (1990) Equilibrium factor and dosimetry of radon by a nuclear track detector.

Health Phys 59(3):349–351

20. Amgarou K, Font L, Baixeras C (2003) A novel approach for long-term determination of

indoor 222 Rn progeny equilibrium factor using nuclear track detectors. Nucl InstrumMethods

Phys Res A 506:186–198

21. Abo-Elmagd M, Mansy M, Eissa HM, El-Fiki MA (2006) Major parameters affecting the

calculation of equilibrium factor using SSNTD-measured track densities. Radiat Meas

41:235–240
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Chapter 59

Adsorption of Methylene Blue from Aqueous
Solution by Natural Clays

Habiba Belbekiri and Meriem Belhachemi

Abstract The objective of this study is the valorization of certain local natural

clays by their use in treatment of industrial wastewater. For this purpose, we carried

out discoloration tests of effluents by adsorption using two natural clays from two

different deposits, one located in Maghnia (MC) and the other in the region of

Bechar (BC). The adsorption tests were conducted on a basic dye methylene blue

(MB). The effects of temperature, initial dye concentration, contact time, and

solution pH on adsorption were studied. The adsorption capacity increased with

an increase in adsorbate dosage and a decrease in ionic strength. The equilibrium

time was found to be 90 min for full equilibration. Langmuir isotherm model fitted

well the equilibrium data for the two sorbents (BC and MC) comparing to the

Freundlich isotherm models. The monolayer adsorption capacity of AB and AM for

methylene blue (MB) was found to be 223.714 and 510.204 mg/g, respectively.

Also, the adsorption processes were endothermic and spontaneous in nature.

Keywords Algerian clays • Adsorption • Dye • Water treatment

59.1 Introduction

Many industries such as the textile, cosmetic, food, leather, pharmaceutical, paper,

and printing industries consume large quantities of water to color their products [1].

The effluents from these industries and from manufacturing are highly colored and

undesirable, even at very low concentrations in the case of some dyes. Discharge of

the dye wastewater into receiving water bodies prevents photosynthetic activity in
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Laboratoire de Fiabilité des matériaux et des structures en région sahariennes, Faculté
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aquatic life by reducing sunlight penetration [2]. In addition, some dyes or their

metabolites are either toxic or mutagenic and carcinogenic [3]. The conventional

methods for removing dyes include adsorption, coagulation and flocculation, oxi-

dation, ion exchange, reverse osmosis, and ultra filtration [4]. Due to economic

considerations, adsorption has gained favor in recent years due to proven efficiency

in the removal of pollutants from effluents to stable forms for the above conven-

tional treatment methods [5]. This led to a search for cheaper, easily obtainable

materials for the adsorption of dye [6]. Clays such as sepiolite, zeolite, montmoril-

lonite, smectite, and bentonite are being considered as alternative low-cost adsor-

bents. The wide usefulness of clays is a result of their specific surface area, high

chemical and mechanical stability, and variety of surface and structural properties.

The chemical nature and pore structure usually determine the sorption ability of

clays [7]. In relatively recent years, there has been an increasing interest in utilizing

natural clay materials for the removal of toxic metals and some organic pollutants

from aqueous solutions [8].

This chapter examines the elimination of MB present in an aqueous solution

using MC and BC as adsorbent material. In this study, the effects of various

parameters including contact time, temperature, and solution pH on the adsorption

were investigated. The kinetic and thermodynamic parameters were also calculated

to determine rate constants and adsorption mechanism. The experimental data were

fitted into Langmuir and Freundlich equations to determine which isotherm gives

the best correlation to experimental data.

59.2 Experimental

59.2.1 Materials

The clay samples used in this study were MC and BC. They were obtained from the

north and south, respectively, region of Algeria. The sorbent solids were collected

and washed. They were grounded and sieved into different particle sizes ranging in

diameter range of 0.5–1 mm for BC and MC.

59.2.2 Dye

Methylene blue was chosen as adsorbate in this study as a model molecule for basic

dyes. A stock solution of the dye was prepared by dissolving an accurately weighed

amount of MB in ultrapure water to give a concentration of 1 g/L. Experimental

solutions of different concentrations were obtained by diluting the stock solution

with ultrapure water. The characteristics of methylene blue are: C16H18ClN3S

chemical formula, 319.86 g/mol molecular weight and 665 nm maximum

wavelength.
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59.2.3 Batch Mode Adsorption Study

MB solutions were prepared with ultrapure water at natural pH. Batch experiments

were carried in a glass beaker by shaking a fixed mass BC orMC (20 mg) with 20 mL

diluted solution (20–800 mg/L). After agitation, the solution was centrifuged at

5,000 rpmwith a required time at 25 �C.Then, theMBconcentration in the supernatant

solutionwas analyzed using a Spectronic 21MVspectrophotometer bymonitoring the

absorbance changes at a wavelength of maximum absorbance (665 nm). Each exper-

iment was carried out in duplicate and the average results are presented. Calibration

curves were obtained with standard MB solutions using ultrapure water as a blank.

Mass capacity of adsorption, qe, is calculated from the difference between the initial

and the final MB concentration as followed in Eq. (59.1).

qe ¼ C0 � Ceð ÞV=W ð59:1Þ

where C0 and Ce (mg/L) are the concentrations of MB initially and at time (t),
respectively, V (L) is the volume of the solution, and W (g) is the mass of

adsorbents used.

59.3 Results and Discussion

59.3.1 Effect of Contacts Time

It is essential to evaluate the contact time required to reach equilibrium. In fact, a

kinetic study helps to determine the nature of the process and serves as a reference

for the assessment of the residence time required for the adsorption process. Hence,

experiments were conducted, varying contact time from 10 to 120 min for both

samples. Figure 59.1 shows the effect of contact time at initial dye concentration of

200 mg/L. The adsorption capacity increases with an increase in contact time and

reaches a plateau at 90 min for BC and MC. Moreover, it is seen that the adsorption

of MB is very rapid in the first 10 min and then slowly declines with time until

equilibrium. The initial rapid phase may be due to an increase in the number of

vacant sites available at the initial stage. Similar trends have been reported for the

adsorption of MB by giant duckweed [6].

59.3.2 Adsorption Kinetics

In order to investigate the adsorption kinetics of MB, four kinetic models, namely

pseudo-first-order, pseudo-second-order, Bangham equation, and intraparticle dif-

fusion models, were used in this study.
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59.3.2.1 Pseudo-First-Order Model

The pseudo-first-order Lagergren equation [9] is given by:

dqt=dt ¼ k1 qe � qtð Þ ð59:2Þ

where qt and qe (mg/g) are the amounts adsorbed at time t and equilibrium,

respectively, and k1 (min�1) is the pseudo-first-order rate constant for the adsorp-

tion process. The integrated linear form of Eq. (59.3) can be expressed as:

log qe � qtð Þ ¼ logqe � k1=2:303ð Þt ð59:3Þ

From the plots of log (qe� qt) vs. t, it was observed that the pseudo-first-order

model was applicable for the initial 10 min (Fig. 59.2a). Thereafter, the experi-

mental data deviated from theory (results not shown).

Ho et al. [10] reported that the sorption data were well represented by the

Lagergren first-order model only in the first stage where rapid sorption took

place, confirming that it was not appropriate to use the Lagergren kinetic model

to predict the adsorption kinetics of MB by adsorbents for the entire adsorption

process. The rate constants k1 and calculated equilibrium adsorption capacities qe,cal
obtained from the slopes and intercepts of the plots are given in Table 59.1. The

correlation coefficient values R2 were 0.825 and 0.443 for MC and BC,

respectively.
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Fig. 59.1 Effect of contact time and initial dye concentration on adsorption of MB byMC and BC

(adsorbent dosage 1 g/L, natural pH, 25 �C)
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The qe,cal, calculated values and the experimental values qe,exp, are not similar,

showing that the adsorption kinetics for the entire process did not follow the

pseudo-first-order model.

59.3.2.2 Pseudo-Second-Order Model

In order to characterize the adsorption kinetics, several kinetic models were applied

to the experimental data. However, in the last years, the pseudo-second-order

kinetic model has been considered to be the most appropriate. The pseudo-second-

order equation can be expressed following Eq. (59.4) [10].

dqt=dt ¼ k1 qe � qtð Þ2 ð59:4Þ
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Fig. 59.2 Kinetic models for adsorption of MB by MC and BC: (a) pseudo-first-order model;

(b) pseudo-second-order model; (c) Bangham equation model; (adsorbent dosage 1 g/L, natural

pH, 25 �C)
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where k2 (g/mg min) is the pseudo-second-order rate constant. After integration,

Eq. (59.4) becomes:

t=qt ¼ 1=k2q
2
e þ 1=qeð Þt ð59:5Þ

The initial sorption rate h (mg/g min) is defined as:

h ¼ k2q
2 ð59:6Þ

By plotting t/qt against t for different initial concentrations, straight lines were

obtained (Fig. 59.2b). The rate constants k2 and calculated equilibrium adsorption

capacities qe,cal obtained from the intercepts and slopes of the plots are given in

Table 59.2. For all initial concentrations studied, the correlation coefficients were

close to unity. In addition, the values of qe,cal showed good agreement with the

experimental data. Thus, the sorption could be approximated more appropriately by

the pseudo-second-order model, supporting the assumption of chemisorptions as

the rate-limiting mechanism through sharing or exchange of electrons between

sorbent and sorbate [10]. Similar results have been reported in the literature [11].

59.3.2.3 Bangham Equation

Three sequential steps are involved in the adsorption of sorbate onto sorbent: film

diffusion, particle diffusion, and adsorption on the pore surface [12]. Among these

steps, the third one is very fast and is not considered as a rate-limiting step. The

overall adsorption process may be controlled by the film or particle diffusion step.

The Bangham equation is applied in this study to check whether pore diffusion is

the only limiting step or not. The Bangham equation is given as

log
�
log C0= C0 � qtmð Þ½ �ð Þ ¼ log k0m=2:303ð Þ þ α log t ð59:7Þ

where C0 (mg/L) is the initial dye concentration, m (g/L) is the adsorbent mass

used per liter of solution, V (mL) is the volume of the solution, and α (<1) and

k0 (mL/g L) are Bangham constants. The parameters of Bangham model as well as

the correlation coefficient are listed in Table 59.1. The experimental data are not

fitted well by the Bangham equation (Fig. 59.2c), the plots have low correlation

coefficients, indicating that the diffusion of MB into pores of the adsorbent is not

the only rate-controlling step [13].

59.3.3 Adsorption Isotherms

It is important to study the equilibrium adsorption isotherm for the design of the

adsorption system. Two adsorption isotherm models, namely Langmuir and

Freundlich models were used to fit the adsorption experimental data in this study.
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The Langmuir isotherm [14] assumes that sorption occurs at specific homogeneous

sites within the adsorbent and that the capacity of the adsorbent is finite. The

Langmuir equation is represented as:

qe ¼ KLqmCe= 1þ KLCeð Þ ð59:8Þ

where qe (mg/g) is the amount of dye adsorbed at equilibrium, Ce (mg/L) is the

equilibrium dye concentration in the solution, qm (mg/g) is the monolayer adsorp-

tion capacity, and KL (L/mg) is the Langmuir isotherm constant, which is related to

the affinity of the binding sites and the energy of adsorption. The essential charac-

teristics of the Langmuir isotherm can be expressed in terms of a dimensionless

constant separation factor or equilibrium parameter RL [15], which is defined as:

RL ¼ 1= 1þ KLC0ð Þ ð59:9Þ

where C0 (mg/L) is the initial dye concentration and KL (L/mg) is the Langmuir

isotherm constant. The RL value indicates whether the type of isotherm is unfavor-

able (RL> 1), linear (RL¼ 1), favorable (0<RL< 1), or irreversible (RL¼ 0).

The linear plots of Ce/qe versus Ce are used to determine the value of qm (mg/g)

and KL (L/mg).

The Freundlich isotherm [16] is based on the assumption of a heterogeneous

surface with a nonuniform distribution of adsorption heat over the surface. It is an

empirical equation expressed as

qe ¼ KFC
1=n ð59:10Þ

where KF (mg L1/nmg1/n/g) is the Freundlich constant and 1/n is the heterogeneity

factor, which is related to the capacity and intensity of the adsorption, respectively.

A plot of log qe against log Ce gives a straight-line graph with (1/n) as the slope
and log KF as the intercept. Both KF and n determine the curvature and the steepness

of the isotherm.

Relevant isotherm parameters and the values of qm, KL, RL, KF, 1/n, and R2 for

all the experiments for removal of MB are presented in Table 59.2.

The linear calculations reveal that the equilibrium data agree well with the

Langmuir equation comparing to Freundlich isotherms, for AB and AM adsorbents.

This reasonable fit of the mode is indicated by a high correlation coefficient

R2> 0.98. The comparison of correlation coefficients (R2) of the linearized form

of the two isotherm models indicates that the Langmuir model yields a better fit for

the experimental equilibrium adsorption data than the Freundlich isotherm models.

According to the values of RL< 1, all the systems show favorable adsorption of

MB. The low values of RL indicate high and favorable adsorption of methylene blue

on to MC and BC. The maximum capacity obtained from Langmuir equation are

510.2 and 223.7 mg/g at 25 �C for MC and BC, respectively. Table 59.3 compares

between the adsorption capacities of AM, AB, and other adsorbents from the

literature. From Table 59.3 the maximum capacity of AM and AB was found to

be comparable to those of some other adsorbent.
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59.4 Thermodynamic Studies

The thermodynamic parameters of the adsorption process are obtained from exper-

iments at various temperatures using the following equations:

ΔG ¼ �RT lnKe ð59:11Þ

where R is the universal gas constant (8.314 J/mol K), T is temperature (K), and Ke

is the distribution coefficient for the adsorption calculated from the following

equation:

KD ¼ Ca=Ce ð59:12Þ

Ca is the amount of dye (mg) adsorbed on the adsorbent per liter of the solution at

equilibrium and Ce concentration (mg/L) of the dye in the solution.

Table 59.2 Isotherm parameters obtained for adsorption of MB by MC and BC

Isotherm Parameter Temperature (�C) BC values MC values

Langmuir qm (mg/g) 25

45

223.714

175.438

510.204

196.078

KL (L/mg) 25

45

0.194

0.792

0.143

0.127

R2 25

45

0.794

0.984

0.884

0.993

RL 25

45

0.0251

0.0063

0.0337

0.0378

Freundlich KF (mg L1/nmg1/n/g) 25

45

46.581

39.241

63.755

45.897

1/n 25

45

0.480

0.309

0.669

0.258

R2 25

45

0.664

0.834

0.888

0.912

Table 59.3 Comparison of sorption capacities of MB between MC, BC, and other related

sorbents

Adsorbent Qm (mg/g) References

Clay of Maghnia (MC) 510.204 This study

Clay of Bechar (BC) 223.714 This study

Softstem bulrush 53.8 Y. Li et al. (2008)

Rice husk 40.5 V. Vadivelan et al. (2005)

Banana peel 20.8 G. Annadurai et al. (2002)

Orange peel 18.6 G. Annadurai et al. (2002)
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The enthalpy (ΔH ) and entropy (ΔS) parameters are estimated from the follow-

ing equation:

lnKe ¼ �ΔH
RT
þ ΔS

R
ð59:13Þ

ΔH andΔSwere calculated from the slope and intercept of Van’t Hoff plots of ln Ke

versus 1/T (see Fig. 59.3). The results are listed in Table 59.4.

The obtained values for Gibbs free energy change (ΔG) are �898.422,
�503.922, and �109.422 J/mol for MB adsorption on MC at 25 �C, 35 �C, and
45 �C, respectively. The negative ΔG values indicate a spontaneous nature of the

adsorption. However, ΔG values are, �754.188, �308, and 134.352 J/mol for MB

adsorption on BC at 25 �C, 35 �C, and 45 �C, respectively. The obtained ΔG values

indicate that increasing temperature leads to decrease in feasibility of adsorption at

higher temperatures.

The negative ΔH indicates the exothermic nature of the adsorption and also its

magnitude gives information on the type of adsorption, which can be either physical

or chemical. Therefore, the ΔH values show that the adsorption processes of MB on

adsorbents were taken place via chemisorption. The negative values ofΔS suggest a
decrease in randomness at the solid/solution interface [17] (Fig. 59.3).

59.5 The Effect of pH on the Adsorption Process

The effect of solution pH on the adsorption was investigated in the pH range 2.3–11

(adjusted with 0.1 mol/L HCl or NaOH solution) using a pH meter. The solution pH

was an important parameter for the adsorption process owing to its impact on the

surface binding sites of the clays and the ionization process of the dye molecule [11].

Figure 59.4 shows the dependence of MB dye removal on solution pH.

The amounts of MB adsorbed on each adsorbent in the acidic medium were

slightly high as compared to those in the basic medium. In the present study, as the

Table 59.4 Thermodynamic parameters for adsorption of MB on MC and BC

Sorbent solid Parameters

Temperature (K)

298 308 318

BC Ke 1.355 1.128 0.950

ΔG (J/mol) �754.188 �308.918 134.352

ΔH (J/mol) �13,993.434
MC ΔS (J/mol K) �44.427

Ke 1.437 1.217 1.042

ΔG (J/mol) �898.422 �503.922 �109.422
ΔH (J/mol) �12,654.522
ΔS (J/mol K) �39.45
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initial solution pH increased of 2.3–7, the number of negatively charged active sites

increased. Therefore, the electrostatic attraction between the negatively charged

adsorbent and positively charged MB ions increased, resulting in an increase in the

adsorption on each adsorbent. In the pH range 7–11, the adsorption of MB

decreases on each adsorbent, may be the OH� ion can competitively exclude the

adsorption of MB by exchanging with anion on the surface or in the interlayer

region of the clay.

59.6 Conclusion

Adsorption of MB using BC and MC was performed in aqueous solutions. The

amount of MB adsorbed on the MC was higher than that on the BC. The adsorption

capacity was affected by various parameters including contact time, effect of

temperature, and pH solution. Kinetic studies showed that the adsorption process

followed the pseudo-second-order model. The experimental data were evaluated by

Langmuir and Freundlich isotherms. Equilibrium data were well fitted to Langmuir

isotherm model. The maximum adsorption capacities of BC and MC for methylene

blue were 223.714 and 510.204 mg/g, respectively, at 25 �C. These values are in a

high range for methylene blue adsorption when comparing to other adsorbents. The

adsorption was spontaneous owing to the negative value of ΔG. The abilities of all
the tested adsorbents to adsorb MB were relatively low in the alkaline medium as

compared to those in the acidic medium. BC and MC are easily available and

inexpensive, suggesting that it could be employed as an alternative adsorbent for

the removal of MB.
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Chapter 60

Application of a Binary Teaching
Learning-Based Algorithm to the Optimal
Placement of Phasor Measurement Units

Abdelmadjid Recioui, Hamid Bentarzi, and Abderrahmane Ouadi

Abstract In recent years, the placement of phasor measurement units (PMUs) in

wide area measurement systems has gained much attention. This work presents a

binary teaching learning-based optimization (BTLBO) algorithm for the optimal

placement of PMUs. The optimal PMU placement problem is formulated to

minimize the number of PMUs installation subject to full network observability

at the power system buses. The proposed method is applied to the IEEE14-bus,

30-bus, 57-bus-118 bus systems. The results show that the whole system can be

observable with installing PMUs on less than 25 % of system buses. To validate the

approach, the results are compared with those reported in literature and has shown

that the BTLBO algorithm is efficient for solving the optimal PMU placement

problem.

Keywords PMU placement • TLBO • Optimization • Observability
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ACO Ant colony optimization

GA Genetic algorithms

GPS Global positioning system

OPP Optimal placement problem

PMU Phasor measurement unit

PSO Particle swarm optimization

TLBO Teaching learning-based optimization

A. Recioui (*) • H. Bentarzi • A. Ouadi

Laboratory Signals and Systems, Institute of Electrical and Electronic Engineering,

University M’hamed Bougara of Boumerdes, Avenue de l’indépedance, Boumerdes, Algeria
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60.1 Introduction

Todaywith the development of the global positioning system (GPS), communication

network, and digital signal processing technique, it is possible to monitor

better the operation of power systems. Secure operation of any power system

is closely related to the measurement and monitoring of the system operating

conditions. Phasor measurement units (PMUs) can give real-time phasors of

bus voltages and branch currents in a wide-area electric network. The phasors

from different nodes, which refer to the same time–space coordination, can

improve performance of monitoring and control systems by enhancing power

flow calculation, state estimation, transient stability analysis, and frequency

stability analysis [1].

PMUs have become the measurement technique of the best choice in electric

power systems. They provide positive sequence voltage and current measurements

synchronized with accuracy of a microsecond. The deployment of this device can

improve performances of power system protection, monitoring, and control systems

[2, 3]. PMUs placed at all substations allow direct measurement of the state of the

network. However, PMU placement on each bus of a system is difficult to be

achieved due to either cost factor or nonexistence of communication facilities in

some substations. Moreover, as a consequence of Ohm’s Law, when a PMU is

placed at a bus, neighboring buses also become observable, this implies that a

system can be made observable with a less number of PMUs than the number of

buses. So it is neither economical nor necessary to install PMUs at all nodes of a

wide-area interconnected network.

In recent years, many investigators have presented different methods for finding

the minimum number and optimal placement of PMUs for making a power system

completely observable [4]. A bisecting search method is implemented to find the

minimum number of PMUs to make the system observable. The simulated

annealing method is used to randomly choose the placement sets to test for

observability at each step of the bisecting search. Xu and Abur [5] used integer

programming to find the minimum number and locations of PMUs. Engineers and

mathematicians have developed a variety of optimization algorithms like PSO, GA,

ABC, and ACO to solve this problem [6–10].

Recently, the teaching learning-based optimization (TLBO) technique

proposed by Rao et al. (2011, 2012), Rao and Savsani (2012) and Rao and

Patel (2012) has been used successfully in a number of N-P optimization prob-

lems [11–14]. However, TLBO does not have a binary version that is able to

optimize binary problems, and since the optimal placement of PMUs is a binary

optimization problem, a binary teaching learning-based optimization (BTLBO)

based method for finding the minimum required number of PMUs is proposed in

this research work.
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60.2 The Optimal PMU Placement Problem

PMUs provide two types of measurements: bus voltage phasors and branch current

phasors. Depending on the type of PMUs, the number of channels used for

measuring voltage and current phasors will vary. Here, it is assumed that each

PMU has enough channels to record the bus voltage phasor at its associated bus and

current phasors along all branches that are incident to this bus.

The PMU placement optimization (OPP) is to minimize the number of PMUs by

optimizing their locations, while keeping all the nodes voltage phasors observable.

An example of an optimally set of PMUs placed in a 14-bus system is shown in

Fig. 60.1. In this system, there are three PMUs placed at buses 2, 6, and 9, respec-

tively. Bus 7 is the only zero injection bus. The PMU at bus 2 can not only measure

the voltage phasor of bus 2, but also the current phasors of branches 2-1, 2-3, 2-4,

and 2-5. Using Ohm’s law, the voltage phasors at buses 1, 3, 4, and 5 can be

obtained from the branch currents and the voltage at bus 2.

By determining voltage phasors at buses 1, 2, 3, 4, and 5, the current phasors of

branches 1-5, 3-4, and 4-5 can be calculated. Following the same manner, PMU at

bus 6 can provide the voltage phasor at bus 6 and the current phasors of branches

6-5, 6-11, 6-12, and 6-13, thus allowing the calculation of the voltage phasors at

buses 5, 11, 12, 13, and the current phasor of branch 12-13. PMU at bus 9 can give

the voltage phasor at bus 9 and the current phasors of branches 9-4, 9-7, 9-10, 9-14,

and allow the calculation of the voltage phasors at buses 4, 7, 10, 14, and the current

phasors of branches 4-7. When voltage phasors of buses 10, 11, 13, and 14 are

known, current phasors of branches 10-11 and 13-14 can now also be calculated.

Using the known current phasors of branches 4-7 and 9-7, and the zero injection at

bus 7, the current phasor of branch 7-8 can be derived using the Kirchhoff’s Current

Law. The only remaining unknown voltage phasor at bus 8 can now be calculated

by using the voltage phasor at bus 7 and the current phasor of branch 7-8. Thus, the

entire system becomes observable by placing only three PMUs at buses 2, 6, 9 and

by considering the zero injection at bus 7 [15, 17, 19, 20].

12 13 14

9
1011

6

5

1 2 3

4 7 8

Fig. 60.1 IEEE 14-bus

system with three PMUs
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60.2.1 Observability Analysis

Observability is a fundamental component of many applications in power system

such as real-time state estimation. Observability of electric power system is to study

whether there is enough measurement in system in order to measure the state of

electric power system including the amplitude value of the voltage and current as

well as the phase angle between them.

Power system observability has been defined by graph theory [3]. An N-bus
power system is represented as a graphG¼ (V, E), where V is a set of graph vertices

containing all system buses, and E is a set of graph edges containing all system

branches [4]. Before developing the rules of observability, a definition of flow and

injection measurements are necessary.

Injection is a variable load or source so that an injected current is supplied to the

bus. Zero injection buses are the buses from which no current is being injected into

the system [16]. Flow measurements are those measurements taken from some

power system instruments and allow the calculation of line current magnitude and

real/reactive power flowing through the line, where they are installed. So these

measurements help for reducing the total number of PMUs to complete observabil-

ity of the system.

60.2.2 Observability Rules for the Optimal Placement
Problem

Observability is generally divided by numerical and topological states. For the

present work, we use observability topology analysis method based on PMUs

according to the observability rules [16, 18]:

• Rule 1: If a PMU is placed at a bus, this bus and its all neighboring buses can be

observed.

• Rule 2: For a zero injection node which is observed, if all connected nodes are

observable except one, then the unobserved node can be observed.

• Rule 3: If all the nodes connected to a zero injection node are observable, then

the zero injection node can be observed too.

60.2.3 Problem Formulation

A numerical method is presented here to solve the problem [15, 16]. For an N-bus
system, the PMU placement problem can be formulated as follows:
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Objective function

Jð Þ ¼ Min
Xn
i

xi such that f Xð Þ � î ð60:1Þ

where X is a binary decision variable vector, whose entries are defined as:

xi ¼ 1 if Bus i has a PMU

0 otherwise

�
ð60:2Þ

f(X) is a vector function, whose entries are non-zero if the corresponding bus

voltage is solvable using the given measurement set and zero otherwise. ı̂ is a

vector whose entries are all ones [5, 15].

60.2.4 Constraints

In order to form the constraint set, the binary connectivity matrix A, whose entries
are defined as below, will be formed first:

Ak,m ¼
1 if k ¼ m
1 if k and m are connected

0 if otherwise

8<: ð60:3Þ

Based on the measurement of a PMU placing on one bus, the voltage phasors of

this bus and its neighboring buses can be calculated, we can get

F Xð Þ ¼ A� X ð60:4Þ

Constraint functions defined by Eqs. (60.1)–(60.4) ensure full network observ-

ability while minimizing the total number of the PMUs.

The procedure for building the constraint equations (vector function F(X) will be
presented for four possible cases [5]:

Case 1: A system with no PMUs or conventional measurements: In this case, the

PMU, the flow and the injection measurements are ignored in order to make all

bus voltage phasors solvable for this case.

Case 2: A system with some flow measurements: This case considers the situation

where some flow measurements may be present.

Case 3: A system with both injection measurements (some of which may be zero
injection measurements) and flow measurements: In this case, injection mea-

surements, whether they are real-time measurements or zero injections, are

treated in the same way.

Case 4: A system with flow, injection, and PMU measurements: This case considers
the most general situation where both conventional flow or injection measure-

ments and PMU measurements may be present, but not enough to make the
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entire system observable. To build the constraints for this case is simple. After

forming the constraint equation F(X) according to the procedure described

above, simply replace all the xi by 1, where i represents the bus with an

already-installed PMU.

60.3 The Teaching Learning-Based Optimization

TLBO is population-based method. In this optimization algorithm, a group of

learners is considered as population and different design variables are considered

as different subjects offered to the learners and learners result is analogous to the

“fitness” value of the optimization problem. In the entire population, the best

solution is considered as the teacher. The working of TLBO is divided into two

parts: “Teacher phase” and “Learner phase,” which are explained below.

60.3.1 Mechanism of TLBO

Most of the metaheuristic methods are inspired from nature, i.e., they mimic the

behavior of nature. For example, in Genetic Algorithm inspired from Darwin’s

theory, the strongest is the one who survive. Particle Swarm is inspired from the

movement of a flock of bird, a school of fish, or a swarm of bees that are looking for

food. Artificial bee colony simulates the intelligent forging of honey bee swarm.

Ant colony shows how ants search for food and how to find an optimal way to it, etc.

They prove their effectiveness in solving many engineering optimization problems

but each one of them requires its own algorithm-specific control parameters. For

example, GA uses mutation rate and crossover rate. Similarly, PSO uses inertia

weight, social, and cognitive parameters. The improper tuning of algorithm-specific

parameters either increases the computational effort or yields the local optimal

solution. Considering this fact, recently Rao et al. [11, 12], Rao and Savsani [13],

and Rao and Patel [14] introduced the TLBO algorithm which does not require any

algorithm-specific parameters. In this way, TLBO obtain global solutions for

continuous nonlinear functions with less computational effort and high

consistency [11].

TLBO is a teaching-learning process inspired algorithm based on the effect of

influence of a teacher on the output of learners in a class. Teacher and learners are

the two vital components of the algorithm and describes two basic modes of the

learning, through teacher (known as teacher phase) and interacting with the other

learners (known as learner phase). The output in TLBO algorithm is considered in

terms of results or grades of the learners which depend on the quality of teacher. So,

teacher is usually considered as a highly learned person who trains learners, so that

they can have better results in terms of their marks or grades. Moreover, learners
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also learn from the interaction among themselves which also helps in improving

their results [11, 12].

Teacher phase: In this phase, the best student is chosen from the population (the

class) according to the fitness function and set as a teacher. Since the teacher is the

highest learned person in the class, he puts effort to disseminate knowledge among

students, so that he tries to bring the mean level of the class up to his level, the new

mean of the class depends on two things:

– The ability of the teacher, i.e., his method in teaching is good or bad and this is

represented by a factor _τ f called “teaching factor,” it can be 1 or 2 (those values

are concluded from experiments).

– The ability of the student to receive and understand concepts from his teacher.

Learner phase: as known, when a student does not understand his teacher or he

wants to have more knowledge, he will interact with one of their fellow students. If

he finds his friend better than himself, he will learn from him otherwise he will not.

60.3.2 BTLBO for Optimal PMU Placement

Using the BTLBO, an algorithm for the optimal placement of PMUs can be

obtained:

1. Build the binary connectivity matrix using the one line diagram and constraint

modification when injection, flow measurements or already existing PMUs.

2. Define the optimization parameters; the population size (pop_size), the design

variables (N_buses), and the number of generation (N_gen), the elite size

(elite_size).

3. Generate random solutions within boundaries of the system.

4. Check that random solutions satisfy the inequality constraint of buses

f xð Þ ¼ A� Xð Þ � î , modify those not satisfying the constraints.

5. Calculate the fitness of each solution based on the objective function of

Eq. (60.1).

6. Set the best solution as teacher of the population.

7. For each student apply teacher phase, replace x by xnew if it gives better fitness

function (less) otherwise keep the old one.

8. If the duplicate solutions exist, then it is necessary to modify the duplicate

solutions in order to avoid trapping in the local optima. In the present work,

duplicate solutions are modified by mutation on randomly selected dimensions

of the duplicate solutions before executing the next generation without losing

the observability.

9. For each student apply learner phase, replace x by xnew if it gives better fitness

function (less) otherwise keep the old one.

10. Remove duplicate solutions keeping the constrained satisfied (observability).

11. Replace (elite_size) bad solutions by (elite_size) elite solutions.
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12. Again, remove duplicate solutions keeping the constrained satisfied (observ-

ability), then determine the teacher.

13. Repeat from step (7) for maximum number of iterations.

14. Set the best solution xteacher as the final solutions.

60.4 Results and Discussions

This section contains various simulation examples about the PMU placement

algorithm presented earlier, which are carried out using the standards IEEE

power systems with 14-bus, 30-bus, 57-bus, and 118-bus shown in Figs. 60.1,

60.2, 60.3, and 60.4, respectively. MATLAB software has been used to solve the

optimal placement problem.

60.4.1 Effect of Considering Zero Injections

Two sets of simulations have been carried out on the IEEE power systems, which

are initially assumed to have no flow measurements and no existing PMUs. In the

first set of simulations, zero injection is simply ignored while in the second set, it is

used as existing measurement.
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Fig. 60.2 The IEEE 30 bus test system
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At first, consider the four systems with and without zero injection buses. The

specifications regarding the number and locations of the zero injection buses are

given in Table 60.1. The outcomes of the BTLBO algorithm are shown in

Table 60.2.

It should be noted that in both situations, the BTLBO converged to the optimal

set of the PMUs to place in the system satisfying the constraint of full observability.

The results show a reduction in the number of PMUs required when considering

zero injections. In some situations, like the case of the IEEE 118-bus power system,

a significant reduction in the number of PMUs has been noticed. This can be

considered to be a huge cut on the budget allocated for the deployment of the

PMUs in the system.
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Fig. 60.4 The IEEE 118 bus test system
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60.4.2 Effect of Considering Existing PMUs

Here, simulations have been carried out using IEEE 57-bus system. Three PMUs

are added in the system one at a time. The locations of these PMUs in the system are

assumed to be placed at buses 1, 9, and 29. Simulation results are shown in

Table 60.3.

It should be noted that the required number of PMUs is reduced from 11 to 9.

Hence, PMU measurements reduce the number of required PMUs to make the entire

system observable.

60.4.3 Comparison of Results of BTLBO
with Different Algorithms

For the sake of comparative evaluation, the presented approach is compared with

some of the well-known conventional and metaheuristic algorithms used to solve

the problem.

Table 60.1 Zero injection bus specifications for the different systems

System

Number of

branches

Number of zero

injections Zero injection buses

IEEE 14-bus 20 1 7

IEEE 30-bus 41 5 6, 9, 11, 25, 28

IEEE 57-bus 78 15 4, 7, 11, 21, 22, 24, 26, 34, 36, 37,39,

40, 45, 46, 48

IEEE 118-bus 179 10 5, 9, 30, 37, 38, 63, 64, 68, 71, 81

Table 60.2 BTLBO optimal PMU placement for the different systems

System

Number and location of PMUs without

injection

Number and location of PMUs with

injection

IEEE 14-bus 4: (2,6,8,9) 3: (2,6,9)

IEEE 30-bus 10: (1, 5, 10, 11, 12, 18, 23, 26, 28, 30) 7: (1, 5, 10, 12, 18, 20, 27)

IEEE 57-bus 17: (1, 6, 9, 15, 19, 20, 24, 25, 28, 32,

36, 38, 41, 46, 50, 53, 57)

11: (1, 5, 13, 19, 25, 29, 32, 38,

41, 51, 54)

IEEE 118-bus 32: (1, 5, 9, 12, 13, 17, 21, 25, 29, 34,

37, 42, 45, 49, 52, 56, 62, 64, 70, 71,

76, 77, 80, 85, 87, 91, 94, 101,

105, 110, 114, 116)

28: (3, 8, 11, 12, 17, 21, 27, 31,

32, 34, 39, 42, 45, 49, 53, 56, 62, 72,

75, 77, 80, 85, 87, 90, 94, 102,

105, 110)
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Integer linear programming presented in [16] and [18] has been implemented

using the IEEE 14-bus, 30-bus, 57-bus, and 118-bus systems. TOMLAB/MINLP

and MILP software package has been used to solve the Integer Linear/Nonlinear

Programming problem. The approach is also compared with some other algorithms

such as Tabu search [8], branch and bound [6], non-dominated sorting genetic

algorithm, graph theoretic procedure, dual search, and artificial bee colony optimi-

zation [19]. Table 60.4 shows the comparison study results.

It is observed from Table 60.4 that the proposed method and all the other

methods lead to the same number of PMUs for system observability for the IEEE

14-bus system. For IEEE 30-bus system, the performance of the Binary TLBO, GA,

and Binary PSO are identical and these algorithms produce better results than

integer linear programming. For 57-bus system, the performance of the Binary

TLBO and GA are alike, and BTLBO outperforms the Binary PSO algorithm. For

118-bus system, BTLBO and integer programming are similar and BTLBO out-

performs GA and binary PSO algorithms.

Overall, the BTLBO converged to the best set of PMUs for all the cases while

the other algorithms converged for some cases and failed in the others.

60.5 Conclusions

This work attained two objectives. First, the TLBO method is investigated and a

proposed binary version is developed. Second, the developed method is applied for

determining optimal locations for PMUs to ensure complete system observability.

Table 60.4 Comparison between the BTLBO optimal PMU placement and some state-of-the-art

techniques

Test systems 14-Bus 30-Bus 57-Bus 118-Bus

Binary TLBO algorithm (present work) 3 7 11 28

ABC optimization 3 7 13 29

Integer programming 3 8 12 28

Topology-based genetic algorithm 3 7 11 29

Binary PSO algorithm 3 7 13 29

Table 60.3 BTLBO optimal PMU placement with existing PMUS at different locations

Existing PMU Number of required PMUs Location of PMUs

None 11 1, 4, 10, 17, 19, 22, 26, 28, 29, 36, 39

1 (bus 1) 10 5, 13, 19, 25, 29, 32, 38, 41, 51, 54

2 (bus 1 and 9) 10 5, 13, 19, 28, 30, 33, 38, 41, 51, 53

3 (bus 1, 9, and 29) 9 5,13, 20, 25, 32, 38, 41, 51, 53
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TLBO has a different way to improve the level of the population, first it develops

students by developing the best student in the class and then it allows students to

interact between each other in order to learn from each other randomly. So, TLBO

tries first to find the optimal solution in the vicinity of the teacher like ACO

after searching between the others like GA and PSO. Besides, BTLBO has been

developed in this project starting from the origin TLBO in the real space.

Placement of PMUs can be carried out using different criteria depending on the

objective of the investigator. In this chapter, the main focus is to make the entire

system observable by optimal placement of PMUs. Various scenarios have been

considered when the system is assumed to be observable by placing PMUs only.

While this appears impractical today, it may be applied in the future when these

devices become standard equipment. Besides, the placement problem is considered

for a system with existing measurements using PMUs. Case studies which are

carried out on IEEE test systems indicate that strategically PMUs placed at roughly

one third of the system buses, the entire system can be observable with only PMUs.

Furthermore, zero injections, and/or existing PMU can significantly reduce the

required number of PMUs for a given power system.
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Chapter 61

Innovative Process of Essential Oil
Extraction: Steam Distillation Assisted
by Microwave

Naima Sahraoui and Chahrazed Boutekedjiret

Abstract This study focuses on the extraction of essential oil of Thymus
pallescens, using a new extraction process developed in our laboratory: steam

distillation assisted by microwaves also called microwave steam distillation

(MSD). This process is a combination of traditional techniques, namely, a steam

distillation (SD) and an innovative technology, a microwave heating. Indeed,

heating by microwaves helped initiate and build the mass and heat transfer inside

the plant matrices outward which results in a considerable reduction in the extrac-

tion time. Kinetic study of extraction, optimization of operating conditions, and

antioxidant activity of essential oil were conducted. The selected operating param-

eters are the steam flow rate and the microwave heating power.

The yield obtained bymicrowave steam distillation is comparable to that obtained

by the conventional steam distillation, while the extraction time is greatly reduced:

5 min for MSD extraction against 20 min for the SD. The best performance was

obtained with a power of 400W and steam flow rate of 10 g·min�1. Determination of

antioxidant activity byDPPH test of Thymus pallescens essential oil obtained by both
processes showed that the method assisted by microwaves has an influence on the

ability of essential oil to inhibit DPPH radical. Indeed, the essential oil extracted by

this process is more effective than that obtained by conventional steam distillation.

Moreover, the inhibition rate of DPPH radical is more important for essential oil than

that of synthetic antioxidant (BHT and BHA) for concentrations higher than

400 mg·L�1. In addition, the values obtained show that the essential oil has a better

antioxidant activities in comparison with its main component, namely, the carvacrol.
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Keywords Microwave extraction • Green process • Essential oil • Antioxidant

activity

Nomenclature

AA The absorption of the tested oil or substance solution at t¼ 20 min

AB Absorption of the blank sample at t¼ 0 min

BHA Butylated hydroxyanisole

BHT Butylated hydroxytoluene

DPPH 1,1-Diphenyl-2-picrylhydrazyl

EOs Essential oils

I (%) Inhibition of free radical DPPH

KE Extraction rate constant (min�1)
MSD Microwave steam distillation

P Microwave power (W)

Q Steam flow rate (g·min�1)
RIa Retention indices cited in the literature

RIb Retention indices relative to C5–C28 n-alkanes on HP5MS capillary

column

SD Steam distillation

YEOt Essential oil yield at time t (gEO/g dry matter)

YEO1 Essential oil yield at infinite time (gEO/g dry matter)

61.1 Introduction

The advent of new technical, regulatory constraints of food security and the

growing consumer interest in natural products strongly stimulate research of

“clean” process allowing the extraction of new ingredients with high added value.

Traditional processes for extracting essential oils, hydrodistillation and steam

distillation, are relatively simple, but have several disadvantages: long operating

time, significant energy consumption besides the risk of thermal degradation, and

hydrolysis of aromatic molecules that can give the essential oil a different smell

from that of the raw material. Conventional solvent extraction processes require

very long time of treatment and can cause the loss of volatile compounds upon

removal of the solvent and the presence of residual solvent in the extracts [1, 2].

Because of the disadvantages of these conventional techniques, food manufac-

turers have, for several years, focused their research to new processing technolo-

gies. Combined with the evolution of technology, this research aims to increase the

extraction process, reduce energy consumption and amounts of solvents while

ensuring product quality, and meet stringent environmental criteria.

Among the techniques developed in recent years, extraction methods assisted by

microwave can be an alternative to conventional methods due to the quality of the

extracts recovered, reducing processing times and energy consumption [3].
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Steam distillation assisted by microwaves (MSD) is a new extraction process

developed in our laboratory [4, 5]. This process is a combination of traditional

techniques, namely, a steam distillation (SD) and an innovative technology,

a microwave heating. Indeed, heating by microwaves helped initiate and build the

mass and heat transfer inside the plant matrices outward which results in a consid-

erable reduction in the extraction time.

The aim of this work was to investigate the efficiency of this method, for the

extraction of thyme essential oil in order to increase the quality of the extracts while

reducing the costs of exploitation (reduction of processing time, energy consumption).

The effectiveness of this innovative method in extraction of thyme essential oil has

been evaluated and compared to conventional steam distillation in terms of extraction

time and yield. On the other hand, the antioxidant activity of thyme oil extracted

by both processes was evaluated and compared for that of synthetic antioxidant,

namely, BHA and BHT, and carvacrol witch is the main component of essential oil.

61.2 Extraction Procedure

61.2.1 Plant Material

The plant material used for this study was collected from “Ain Defla” area located

160 km west of Algiers (Algeria) and identified according to the Flora of Algeria

[6], at the Agronomic Higher National School of Algiers, as being Thymus
pallescens. The leaves were air-dried, and the moisture content, determined by

Dean-Stark method [7], was 12.5 %.

61.2.2 Apparatus and Procedure

Two processes were used to extract thyme essential oil: microwave steam distilla-

tion (MSD) and conventional steam distillation (SD).

61.2.2.1 Microwave Steam Distillation Apparatus and Procedure

MSD apparatus (Fig. 61.1) is a multimode microwave reactor operating at

2.45 GHz with a maximum delivered power of 1,000 W variable in 10 W incre-

ments. During experiment time, temperature and power were recorded and con-

trolled. An electrical steam generator and a condenser placed outside the

microwave oven are connected to a cartridge containing Thymus pallescens via

Pyrex connecting tubes. The condenser is connected to a receiving Florentine flask

which is preferably a separating funnel to enable the continuous collection of

condensate essential oil and water. The cartridge containing 20 g of Thymus
pallescens is subjected to microwave heating; steam passes through the sample,
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evaporates, and carries the essential oil directed toward the condenser and the

Florentine flask. The extraction was continued until no more essential oil was

obtained. The essential oil is collected, dried with anhydrous sodium sulfate, and

stored at 4 �C until used. Extractions were performed at least three times, and the

mean values were reported.

61.2.2.2 Steam Distillation Apparatus and Procedure

For rigorous comparison, the same glassware and same operating conditions have

been used for conventional steam distillation (the same process but without the use

of microwaves). In this system (Fig. 61.2), the vapor produced by the steam

generator crosses the plant, charged with the essential oil, and then passes through

the condenser to a receiving Florentine flask. The extraction was continued until no

more essential oil was obtained. The essential oil is collected, dried with anhydrous

sodium sulfate, and stored at 4 �C until used. Extractions were performed at least

three times, and the mean values were reported.

61.2.3 Parametric Study

In order to study the role of the factors involved in MSD of thyme essential oil,

optimization of operating conditions was carried out using a parametric study. The

main factors are steam flow rate Q (g min�1) and microwave power P (W).

Fig. 61.1 Microwave steam distillation apparatus
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61.2.4 Scavenging Effect on DPPH Radical

The antioxidant activity of thyme oils and tested substances (namely, carva-

crol, thymol, and eugenol which are the main components of thyme essential

oil and synthetic antioxidants BHA and BHT) was measured in terms of

hydrogen-donating or radical-scavenging ability, using the stable radical

1,1-diphenyl-2-picrylhydrazyl (DPPH) as a reagent [8, 9]. Fifty microliters of

various concentrations of the sample in methanol (essential oil, component of

essential oil, and control substance) were added to 2 mL of a 6 μM methanolic

solution of DPPH. Absorbance measurements were read at 517 nm after 20 min

of incubation time at room temperature. Absorption of a blank sample

containing the same amount of methanol and DPPH solution acted as the

negative control. All determinations were performed in triplicate. The percent-

age inhibition of the DPPH radical by the samples was calculated according to

the formula Eq. (61.1):

% Inhibition ¼ AB� AAð Þ=AB½ � � 100 ð61:1Þ
where AB is the absorption of the blank sample at t¼ 0 min and AA is the

absorption of the tested oil or substance solution at t¼ 20 min [10].

Fig. 61.2 Steam distillation apparatus
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61.3 Results and Discussion

61.3.1 Parametric Study

Several steam flow rates (6, 8, 10, 12, 14, and 16 g·min�1) and power (200, 300,

400, and 500 W) were tested. From the results of Table 61.1, we find that the

increase in the flow of steam water has a negative effect on the essential oil yield.

Indeed, this later increases to 2.35
 0.07 % for a flow rate passing from 4 to

10 g·min�1 and then decreases as the steam flow increases beyond 10 g·min�1.
A high flow can involve the creation of a bypass, having for consequence a reduced

contact between the vapor and the plant and thus decreasing the yield of essential

oil. A low flow would be insufficient to extract the totality of essential oil. The

optimum was obtained with vapor flow of 10 g·min�1.
Thyme essential oil yield evolution increases up to an optimum value with the

power augmentation. Thus, when the power increases from 200 to 400 W, the yield

of Thymus pallescens essential oil increases from 1.48
 0.05 % to 2.45
 0.06 %,

respectively, and then decreases for the rest of the power values. An appropriate

microwave irradiation power is important to ensure that the essential oil is extracted

quickly; however, the power should not be too high that would involve the

destruction of the vegetable matter. The best performance is obtained for 400 W.

61.3.2 Essential Oil Yield and Kinetic Extraction

The yields obtained by the two processes are similar: 2.45
 0.10 % for MSD and

2.35
 0.10 % for SD. The difference observed is the duration of extraction. An

extraction time of 5 min byMSD provides yields comparable to those obtained after

20 min by SD. Yield is expressed in gram of essential oil per gram of dry matter.

Figure 61.3 shows the variation of the extraction yield according to the extrac-

tion time. We can observe that the extraction kinetics of essential oil for both MSD

and SD processes have the same extraction profile characterized by two distinct

phases. However, extraction speeds are different depending on the process used.

The first step which corresponds to the essential oil extraction is faster for MSD

Table 61.1 Results

of a parametric study
Q (g·min�1) Yield (%) P(W) Yield (%)

4 1.36
 0.07 200 1.48
 0.05

6 1.50
 0.05 300 1.98
 0.06

8 1.86
 0.06 400 2.45
 0.06

10 2.35
 0.07 500 2.35
 0.05

12 2.00
 0.07 700 1.46
 0.07

14 1.67
 0.08

16 1.20
 0.05
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process with 5 min against 20 min for SD. The rapid increase in the yield during the

first step for MSD extraction suggests that the essential oil is easily accessible by

the steam. Indeed, the microwave radiations distend the plant cells and lead to the

rupture of the glands and cell receptacles. The steam passes easily through the

sample, evaporates, and carries the essential oil. In the case of the SD, the cell oils

are not broken; the water vapor must diffuse through the walls of the cells to extract

oil. The phenomenon of diffusion is slower that slowed down the kinetics of

extraction. The second phase which corresponds to a horizontal line marks the

end of the extraction.

In order to confirm this result, we determined the extraction rate of the two

processes. For that, we assumed that the kinetics of extraction followed a first-order

law where the extraction rate is given by an Eq. (61.2):

�Ln 1� YEOt

YEO1

� 	
¼ KEt ð61:2Þ

where

KE the extraction rate constant (min�1)
YEOt the essential oil yield at time t (gEO/g dry matter)

YEO1 the essential oil yield at infinite time (gEO/g dry matter)

Figure 61.4 representing the variation of �Ln 1� YEOt

YEO1

h i
¼ KEt

h i
according to

time highlights a line with a slope KE for the two processes, showing that the

extraction speed evolves according to first-order law. The extraction rate of MSD

equal to 0.46 min�1 is twice more significant than that of the SD (0.23 min�1);
therefore, MSD is clearly faster than conventional SD with an undeniable gain of

time of 75 %.

3.00

2.50

1.50

0.50

0.00
0 10 20 30 40 50

1.00

2.00

Time (min)

SD

MSD

Yield (%)

Fig. 61.3 Yield profile of essential oil obtained by MSD and SD as function of time
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61.3.3 Essential Oil Composition

Thymus essential oil obtained by MSD and SD was analyzed by GC and GC-MS

and compared in terms of chemical composition and relative amount of each

component. The results are shown in Table 61.2. It was observed that the chemical

compositions of the oils extracted by the two processes are qualitatively compara-

ble. Nevertheless, differences are observed in the contents of the identified compo-

nents. Carvacrol is the main component in both cases with 77.78 % for MSD and

86.70 % for SD. The contents of ortho-cymene and eugenol are more significant in

the oil recovered by MSD 4.47 % against 0.14 % for ortho-cymene and 2.26 %

against 0.29 % for eugenol.

61.3.4 Antioxidant Activity

As it is shown in Table 61.3, evolution of antioxidant activity depending on the

concentration of thyme essential oil extracted by MSD is important. It increases

with the concentration and reaches 95.65
 0.52 % for a concentration of

1,000 mg·L�1. This oil is more effective than that obtained by SD. On the other

hand, we can see that it is also more effective than its majority compounds

(carvacrol, thymol, and eugenol) and synthetic antioxidants (BHT and BHA) for

concentrations higher than 400 mg·L�1.
The difference observed in the antioxidant activity of essential oil obtained by

MSD and SD could be due to the differences in the chemical composition of these oils.

4

3

–In [1 – ]

2

1

0
0 5 10 15 20

Time (min)

SD

MSD

y = 0.23x
R2 = 0.99

y = 0.46x
R2 = 0.95

Y EOt

Y EO∞

Fig. 61.4 Evolution versus time of �Ln 1� YEOt

YEO1

h i
¼ KEt

h i
for MSD and SD
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In addition, the fact that essential oil is more effective than its majority compounds

shows that its antioxidant activity would not be due only to its majority compounds

but probably to a synergism between these constituents and other components in small

amounts.

Table 61.2 Chemical composition of Thymus pallescens EOs obtained by MSD and SD

N� Compound RIa
SD MSD

RIb (%) RIb (%)

1 Alpha-pinene 926 929 0.02 928 0.18

2 1-Octen-3-ol 978 974 0.19 974 0.19

3 Beta-pinene 980 982 0.08 981 0.09

4 Myrcene 991 992 0.06 992 0.06

5 Ortho-cymene 1,022 1,021 0.14 1,023 4.47

6 Para-cymene 1,026 1,026 0.19 1,026 0.14

7 Limonene 1,031 1,028 0.04 1,028 0.04

8 Gamma-terpinene 1,062 1,064 0.08 1,064 0.08

9 1-Nonen-3-ol 1,072 1,077 0.15 1,077 0.16

10 Terpinolene 1,088 1,095 0.04 1,086 0.06

11 Linalool 1,098 1,100 3.37 1,101 3.32

12 Trans-pinocarveol 1,139 1,135 0.08 1,135 0.11

13 Borneol 1,167 1,162 0.19 1,162 0.15

14 1-Terpinen-4-ol 1,177 1,174 0.34 1,174 0.31

15 Carvacrol methyl ether 1,244 1,239 0.62 1,240 0.88

16 Thymol 1,290 1,287 1.93 1,287 1.5

17 Carvacrol 1,298 1,312 86.70 1,315 77.78

18 Eugenol 1,356 1,354 0.29 1,356 2.26

19 α-Copaene 1,376 1,375 0.04 1,376 0.17

20 β-Bourbonene 1,384 1,384 0.03 1,385 0.05

21 α-Gurjunene 1,409 1,408 0.4 1,410 0.51

22 β-Caryophyllene 1,418 1,418 0.2 1,420 0.55

23 β-Gurjunene 1,432 1,432 0.36 1,434 0.05

24 Aromadendrene 1,439 1,437 0.49 1,438 1.01

25 α-Humulene 1,454 1,455 0.27 1,457 0.25

26 γ-Muurolene 1,477 1,472 0.1 1,474 0.18

27 Viridiflorene 1,493 1,490 0.21 1,492 0.44

28 α-Muurolene 1,499 1,495 0.03 1,496 0.05

29 γ-Cadinene 1,513 1,508 0.13 1,509 0.21

30 δ-Cadinene 1,524 1,517 0.26 1,518 0.27

31 Spathulenol 1,576 1,575 0.45 1,577 0.20

32 Τ-Cadinol 1,640 1,634 0.05 1,632 0.07

Total 97.53 95.79

Note:
aRetention indices cited in the literature [11, 12]
bRetention indices relative to C5–C28 n-alkanes on HP5MS capillary column. The components are

listed in order of elution from the HP5MS column
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The data obtained from the evaluation of antioxidant activity of Thymus
pallescens in this research are highlighting the considerable potential of this plant

as an antioxidant food additive.

61.4 Conclusion

The aim of this work was to confirm the efficiency of the microwave in the

extraction process of essential oil and to explain how they highly accelerated the

extraction and improve the properties and quality of the essential oil. The kinetic

study showed that microwave steam distillation is most powerful than conventional

steam distillation with a profit of 75 % in terms of duration of extraction and gives

an essential oil having a better antioxidant activity highlighting the considerable

potential of this oil as a natural antioxidant additive.
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Chapter 62

Dynamics Molecular Simulation
of the Mechanical and Electronic Properties
of Polyethylene/Nanotubes Nanocomposites

K. Kessaissia, A. Ali Benamara, M. Lounis, and R. Mahroug

Abstract Nanocomposites with polymer matrix are reinforced by SWNTs, one

identified as excellent candidates for applications: electronics, photovoltaics, and

mechanics.

In this direction this work presents a study of the interactions of the composite

carbon nanotubes/polymers. In the first part, the effects of functionalization and

chirality (the length and the diameter) of the nanotubes on the Young modulus

and on interaction energies, one simulated and determined by molecular dynamics,

and DFT hile basing itself on physical model R.V.E of the nanocomposites SWNT/

polyethylene. Results of interaction energies and of the Young modulus (longitudinal

and transverse) validate the tendency of the experimental results reported in the

literature. An increase of lengths and a reduction in the diameters of the nanotubes

imply an increase in interaction energies and of the Young modulus, which means

good mechanical behavior nanocomposites.

Keywords Carbone nanotube • SWNT • RVE • DFT polyethylene • Elastic and

mechanical properties • Young modulus

Nomenclature

AFM Atomic force microscope (microscope �a force atomique)

CVD Chemical vapor deposition (dépôt chimique en phase vapeur)

DFT Density functional theory (théorie de la fonctionnelle de densité)

LDA Local density approximation (approximation densité locale)
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MEB Microscope électronique �a balayage
MET Microscope électronique en transmission

MM Mécanique moléculaire

MD Dynamique moléculaire

MM3 Molecular mechanics force field 3 (champ de force de mécanique

moléculaire

PMMA Polyméthacrylate de méthyle

PmPV Poly( p-phenylènevinylène-co-2,5-dioctoxy-m-phenylènevinylène)
PP Polypropylène

PS Polystyrène

PVAc Polyvinyl acétate

P(s-BuA) Poly(styrène-co-acrylate de butyle)

SWNT Single-wall carbon nanotube (nanotube monoparoi)

MWNT Multiwall carbon nanotube (nanotube multiparoi)

vdW Van der Waals

VGCF Vapor-grown carbon fiber (fibre de carbone vapo-déposée)

DMA Analyse mécanique dynamique)

SEM Scanning electron microscopy

CNRS Centre National de la Recherche Scientifique

CRM Centre de Recherche sur la Matière Divisée

CNT Carbone nanotube

PEEK Polyéther éther cétone

PES Polyéther sulfone

PA Polyamides

PC Polycarbonate

ABS Polyacrylonitrile/butadiène styrène

POM Polyacétal

62.1 Introduction

The craze for nanomaterials is expected of their development. Special properties

resulting from an increase in surface area and decreased length characteristics are

considered. In the case of nanocomposite particulates, in addition to a conventional

mixing effect, the addition of nano-sized particles of various matrices cause a

change of properties, in particular mechanical, electrical, and of the matrix itself,

and simultaneously effect greater capacity especially at low particle sizes. The

understanding of phenomena that appear at the interface between the inclusions and

the matrix, and the analysis of the influence of the characteristic dimensions of the

various phases on the mechanical behavior is found to be of particular interest for

the study of these materials.

The improved property of materials is a key industrial performance. More

efficient materials reduce the amount of material used to perform a function

(stiffness, transmission of current, heat, etc.). One solution is to combine materials
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with different properties to take advantage of each. These composites consist of

two, three, or more elementary materials that each have a role and a function

specifies a matrix which gives the overall shape and liaison between the various

components and reinforcements that provide the technical functions [1–10].

In the past 10 years, new nanoscale objects also having a fiber-type long winding

inspired many works on polymer matrix nanocomposites: carbon nanotubes.

Carbon is an almost essential chemical element that enters into the composition

of many organic substances as well (amino acids) and also inorganic (carbides,

carbonates). Prior to 1985 there were only two crystalline phases of the rare carbon,

hard and insulating the more abundant is called the diamond, the other ductile and

conductive called graphite.

Carbon nanotubes are expected and will likely be one of the greatest technolog-

ical revolution sources. Dice 70, micrographs of nanotubes are visible; they are

called hollow cores because they are the central tube on which are deposited layers

of carbon to form VGCF (vapor-grown carbon fibers, fiber carbon spray-marks).

We paid little attention to detailed analysis of their structure by Iijima [1, 2] in

1991. This study marks the beginning of intensive research on carbon nanotubes

The study of composite nanotube is in itself an area of research.

Regarding micromechanical models for electrical percolation properties, we

conducted two studies on polyethylene matrix composites reinforced with carbon

nanotube monoparpois (SWNTs) in different lengths.

62.2 Physical Model

Elastic constitutive models are developed for nanotube composites/polyethylene

with and without functionalization, to predict the functionalization effect of the

mechanical stiffness and elastic properties of nanocomposites [3]. We use the

equivalent continuum models (molecular dynamics) for predicting the Young’s

moduli and shear moduli of the compounds of the amorphous and crystalline

polyethylene matrix systems, and various length nanotubes. Figure 62.1 is a

model of atomic structure by the functionalization of composite carbon nanotube/

polyethylene.

The purpose of the molecular model is to establish the molecular structure of the

balanced system. Simulations of the molecular dynamics (MD)were therefore used to

determine the equilibrium structures of the nanotube composite and polymer

nanocomposites. Carbon nanotube-polymer considered in this work contains

nanotubes of large and small lengths as shown in Figs. 62.2 and 62.3. The dashed

boxes in the figure contain a representative volume element that is simulated by

molecular dynamics [5, 6]. In each compound, the nanotubes are sufficiently separated

to prevent the polymer interactions CNT–CNT. The nanotube composite in Fig. 62.1,

for example, contains zigzag nanotubes (10.0) that periodically pass through the

folded length of the simulation cell. In our model the nanotube is embedded in an

amorphous matrix of polyethylene (PE), represented by units CH2-CH2. Specifically,
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the polyethylene matrix contains six channels of 25-CH2 monomers. For example,

Fig. 62.1 shows the application of a stress on the cell simulation for the different

directions (x and y). The mechanical response of polymer-nanotube composites

submitted to mechanical loading is provided by the stress–strain curves. In the current

work, the stress–strain curves of the CNT composite polyethylene obtained by

molecular dynamics simulations are presented [2, 13].

62.3 Molecular Mechanics and Dynamics

In a molecular dynamics simulation, the infinite crystal is represented by a cell of

the same symmetry as the crystal, subject to periodic boundary conditions; indi-

vidual movements of particles in the cell are studied by integrating Newton’s

equations [4].

As part of this work, we consider only the degrees of freedom of the position of

Cartesian coordinates of the atoms. In classical simulations, the Hamiltonian

molecular system takes the following form [5, 6].

H p; r;m; sð Þ ¼ K p;mð Þ þ v r; sð Þ ð62:1Þ

Fig. 62.1 Atomic modeling structure by the functionalization of the polyethylene/nanotube

composite [8]
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Fig. 62.3 Model (VER cell) nanocomposite [8]
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Fig. 62.2 Diagrams of polymer nanocomposite carbon nanotubes: (a) big length nanotubes

(b) small length nanotubes [8]
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The first term represents the kinetic energy

K p;mð Þ ¼
XN
i¼1

p2i
2mi
¼
XN
i¼1

1

2
miv

2
i ð62:2Þ

The potential describing the interaction of the atoms in an organic material is given

in many forms. In the system of interactions nanotube/polyethylene carbon involv-

ing only carbon and hydrogen, this potential is called the Terssoff–Brenner poten-

tial [7, 8] and is widely used for related interactions. It can be expressed by masses

and is independent of the coordinates of the particle.

The second term is the potential energy, also called the interaction function (field

strength), which describes the interaction energy as a function of particle coordi-

nates r

v r; sð Þ ¼ v r1, r2, . . . rN; s1, s2, . . . sMð Þ ð62:3Þ
v ¼

X
i

X
j >ið Þ

vR rij
� �� BijvA rij

� �� � ð62:4Þ

Or rij is the distance between atoms i and j, VR and VA are the attractive and

repulsive interactions, and Bij the coupling between the atom i and the atom j for
length and angles ENTERED atoms. The force fi acting on a particle i is given by

the following equation,

f i ¼ �
∂
∂ri

v r1, r2, . . . rNð Þ ð62:5Þ

We use Newton’s equations to describe the evolution of atoms in phase space.

Other choices exist such as the Lagrange or Hamilton equations. Newton’s equa-

tions are used in the form

dri tð Þ
dt
¼ vi tð Þ ð62:6Þ

and

dvi tð Þ
dt
¼ f i tð Þ

mi
ð62:7Þ

The atomic velocities are indicated by vi, the force acting on the atom i and the time

t by fi(t). Newton’s equations are only valid for the Cartesian coordinates of a

particle ri of mass mi. In molecular dynamics simulations, the equations are

“integrated” numerically in time.
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The integration of these equations is done by dividing the path into a series of

discrete states separated by very short intervals of time whose length defines the

integration step.

The displacement of an atom during the time interval is thus given by Eq. (62.8).

r
!

i tþ Δtð Þ ¼ r
!
i tð Þ þ V

!
i tþ 1=2Δt
� �

Δt ð62:8Þ

It is then possible to determine the acceleration from Newton’s second law and for

each atom speed:

V
!
i tþ Δt

�
2

� �
¼ V
!
i t� Δt

�
2

� �
þ γ
!
i tð ÞΔt ð62:9Þ

The speed determination provides the position of the atom with the equation

previously set at the time (t+Δt). Repeating this procedure at discrete time

intervals depending on the speed of the identification results in the path [9].

62.3.1 Minimization of Energy

Molecular mechanics allows us to minimize the energy in order to obtain

low-energy configurations of our molecular system and reduce too large initial

forces that lead to an aberrant trajectory.

We used two methods of gradient and Newton’s method using the potential

energy and the following derivative with r. The disadvantage of these methods is

that they follow almost exactly the gradient of potential energy by moving in the

configuration space.

Δri 	 � ∂
∂ri

v r1, r2, . . . rNð Þ ð62:10Þ

In this way, it moves almost exclusively down on the energy hypersurface, and the

minimum usually reaches the local minimum closest to the initial

configuration [14].

62.3.2 Molecular Mechanics

Molecular mechanics and molecular structure are likened to a set of harmonic

oscillators (system composed of balls and springs); harmonic functions are associ-

ated with a series of potential functions [9]. The sum of these functions is then

expressed in the form of a force field molecular.
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Etot ¼ Eli�ee þ Enon�li�ee ð62:11Þ

62.4 Results and Discussion

The composite studied is obtained by grafting the six channels of PE monomers

each consisting of 25 (density 0.71 g/cm3) in a zigzag; SWNT has different lengths

of a temperature 298 K.

62.4.1 Minimization of Composites with Nanotubes
of Different Lengths—Results

For minimization, we use three methods of minimization (steepest gradients,

conjugate gradient, Newton) and we obtain the potential energy and the van der

Waals energy (repulsive) increase with increasing lengths of carbon nanotubes.

Figure 62.4 shows the change in potential energy and the van der Waals energy in

the function of the lengths of carbon nanotubes.
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62.4.2 Molecular Dynamics at Constant Pressure
for Composites with Nanotubes of Different
Lengths—Results

Amolecular dynamics simulation was performed on a model of composite PE/CNT

to track changes in the cell over time. The molecular dynamic investigations, subset

NPT (number of particles, pressure, and constant temperature), were performed in a

simulation box at room temperature 298 K; incorporating Newtonian equations of

motion for the simulations was DM done according to the Verlet algorithm [9], with

no integration of 1 fs, for a period of 50 ps, and a cutoff number (Rc) equal to 8.50.

We used the Parnillo Berendsen method for controlling the temperature and

pressure.

Figure 62.5 represents the stress–strain curves of the longitudinal and transverse

composites of carbon nanotubes/PE of different lengths.
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The stress in the transverse direction decreases in the three composites because

of the crack of the carbon nanotube; that is, the material is more brittle in this

direction than in the other direction and requires a long-term deformation. The

alignment of CNTs in the polymer matrix can significantly improve the mechanical

performance of the composite. The mechanical properties are not linearly propor-

tional to the deformation of CNT, but there is a performance threshold [10].

According to our calculation results and experimental results from [10, 11],

we conclude that the main cause of small deformations is the entanglement of

carbon nanotubes and poor dispersion CNT in the polymer matrix , whereas the

good dispersion of the carbon nanotubes in the longitudinal direction requires very

long CNTs. Our results are comparable to results obtained by [8] (e.g., Figs. 62.5

and 62.6).
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To understand the improvement of the mechanical properties of our composite

(polyethylene/SWNT zigzag), we ascend the results of Young’s modulus for the

CNT–PE composite of different lengths which are represented by Fig. 62.6.

62.4.2.1 Young Modulus

Figure 62.6 represents the Young’s moduli of the three composites and presents the

curves of longitudinal and transverse Young’s moduli for composite carbon nano-

tube/PE different lengths.

In Fig. 62.6a, the longitudinal Young’s modulus increases with the deformation

until reaching a value of 0.035 GPa and 1.2 % strain. The transverse Young’s

modulus shows a short-term high value (close to 0.06 GPa) for a deformation of

0.6 %. Then we observe that this module decreases to the value 0.015 GPa; the

difference between the two curves shows that the capacity in the longitudinal

direction is more resistive with respect to the transverse direction.

In Fig. 62.6b, the longitudinal and transverse Young’s modulus increases with

strain up to 1.6 % with a module of 0.009 GPa for the longitudinal direction and up

to 0.017 GPa and 1.4 % for the management section. Then we observe that these

modules reduce to the values 0.006 GPa and 0.002 GPa, respectively.

Figure 62.6c shows the variation of Young’s modulus in both directions. For the

longitudinal direction, we can say that the Young’s modulus increases up to

0.0052 GPa to a deformation of 3.49 % as opposed to the transverse direction

where the Young’s modulus increases short term up to 0.035 Gpa and 1.1 % strain

deformation. Then, we observe that this module decreases to 0.01 Gpa. The

composite that contains short lengths of nanotubes is more fragile than the com-

posite with high nanotube lengths.

From the experimental results of [12], the Young’s modulus decreases due to

transverse cracks of the carbon nanotubes, which verifies our results.

Our results show that the Young’s modulus increases with increasing length of

the carbon nanotubes; the reinforcement in the longitudinal direction is better than

that obtained in the transverse direction. Theoretically, our results are comparable

to the experimental results obtained by [12].

62.5 Conclusion

This work has allowed us to present a study of the mechanical behavior of polymer

nanocomposites and carbon nanotubes, in order to facilitate their use in electronics

knowing that CNTs can be used as reinforcements for drivers or dissipate static

electricity in manufacturing equipment hard drives or solid-state, for example.

Thus, combining the properties of PMMA and properties of SWNTs, we have an

electronically functional reinforced polymer, electrically and thermally conductive

applicable to solar cells, LEDs, displays, and so on.
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To predict the effect of functionalization on the different properties of

nanocomposites, we applied the model to the physical R.V.E. nanocomposite

polyethylene (low density amorphous)/SWNT (zigzag).

The simulation of the thermal properties (interaction energy) and lifts (stress–

strain and Young’s modulus) of the composite PE/CNT by molecular dynamics is a

field for discussion in the literature.

Several results are noteworthy in this work. We have observed that increasing

the length of CNTs leads to an increase of the interaction energy as well as Young’s

modulus.

Through the results in the literature, our results are explained by the crack of

CNTs and the poor dispersion of nanotubes in the polyethylene matrix. These

explanations could be a result of this work, trying to bring in a first step CNTs

cracked in our model and to study their impact on the mechanical behavior of the

nanocomposite obtained.

The effect of the dispersion of CNTs would constitute a second line of research.

We can also study the problem of the orientation of CNTs in the polymer matrix and

the presences of defects in CNTs. We conclude that the prospects of this work are

many and we cannot list them all.
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plastique. INRS, Novembre

11. Dalmas F (2005) Composites �a matrice polymère et nanorenforts: flexibles: Propriétés
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Chapter 63

Numerical Simulation of Nonlinear Waves
in Numerical Wave Tank Using Boundary
Element Method

Rezvan Alamian, Rouzbeh Shafaghat, Mustafa Ramzan-nejad,
and Seyed Jalal Miri

Abstract Increasing world population and consequent increase in fossil fuel

consumption emerge the necessity of looking for new sources of energy, resources

that are clean, cheap, and renewable. The extracted energy from the sea is one of the

alternatives of fossil fuels. This energy is available either in the form of tidal or

wave energy. Wave energy converters are devices which convert the permanent sea

waves to electrical energy. In order to achieve this technology and according to the

terms of the sea conditions, developing the numerical modeling in a numerical

wave tank is very important for modeling the system and analyzing its performance

in different circumstances. So the sea conditions can be applied to this system.

Simulation of linear and nonlinear waves in numerical wave tank has been one of

the most important topics of interest to researchers and scholars working in the

areas of the marine industries. Extensive numerical studies have been conducted

using different methods in the past years. Among them, boundary element method

is one of the most useful methods for modeling the boundary value problems,

particularly for problems related to the hydrodynamic of marine structures. It is

evident from literature that this method is very efficient and produces very accurate

results for problems considered in this field. In this paper, due to capabilities of the

boundary element method and using the Euler-Lagrangian method, nonlinear

waves generated by a piston wave maker in a two-dimensional wave tank are

investigated. For time evolving of wave in the simulation and solving the free-

surface boundary condition equations, the conventional Euler-Lagrangian method

is used too. For evaluation of results, a sample wave is chosen for simulation, and its

result is compared with a result of an analytical method. Finally, a wave with

characterization of average Caspian Sea waves is selected for simulation. The

simulations have shown that if the wave maker oscillates with the average wave

height and period of the Caspian Sea waves, what will be the characteristics of the

generated waves, then the extractable energy potential is obtained from it.
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Keywords Numerical wave tank • Boundary element method • Wave energy •

Wave-maker calibration

Nomenclature

A Amplitude of the motion of the piston wave maker

C(P) Collision angle in point P on the boundary

E Energy density, Wm�2

g Acceleration by gravity, ms�2

G(P,Q) Green’s function

h Depth, m

H Wave height, m

k Wave number

L Length, m

n Normal vector

P Source point

Q Field point

s Displacement of piston wave maker

T Wave period, s

u Fluid velocity

x Horizontal axial position, m

y Vertical axial position, m

Greek Letters

∇2 Laplace operator

Ø Potential function

Γ Integral boundary

ω Angular frequency

ρ Density, kgm�3

λ Wavelength, m

η Wave profile at free surface, m

Subscripts

m Model

p Prototype

P Piston wave maker

t Wave tank
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63.1 Introduction

Increasing the need for energy in all industries and the high costs associated with

energy production have led the human beings to use the natural energies for

different applications, rather than artificial and man-made energies. In the mean-

time, the sea waves as one of the main sources of energy is a subject of interest to

many researchers, and fundamental studies are done on the methods of extracting

the energy. Sea waves are caused by the wind streams, which flow over the sea

surface. So far, many studies are done by applying the wave motion theories in this

field [1]. Using numerical methods, there are examples of these activities [2]. The

first results were discussed by Newman in 1976 [3]. Theoretical and applied studies

in the field of numerical and analytical methods for wave energy converters were

continued, and then, also making the model as the most effective practical work in

this field was considered. The structure of these models is based on receiving the

sea wave energy; with absorbing a percentage of this energy and transferring it to

the generator, the energy needed for various purposes is provided. Many problems

in fluid dynamics are investigated using numerical modeling. In order to study the

behavior of marine structures, waves encountering them should be simulated.

Usually period and amplitude of waves are considered as indicators of water surface

waves, and, somehow, in investigating a wave-maker behavior, it is tried to relate

these parameters for a wave maker to them for water waves. In recent decades,

many studies on the simulation of waves produced by a wave maker are performed

both experimentally and numerically. The purpose of many of these studies is

investigating the wave production and analysis of wave interactions with floating

bodies in the wave tank. Using the boundary element method to investigate the

wave profile at the free surface, solving free-surface equations, applying Euler-

Lagrangian method, and eliminating numerical instabilities in this method are very

important. In this field, Longuet-Higgins and Cokelet were the first researchers who

studied the nonlinear surface waves using the boundary element method [4]. They

used Euler-Lagrangian method in their work for evolving the free surface for the

first time. In 1984, Lin in his PhD thesis examined the waves generated by a wave

maker with both analytical and boundary element methods [5]. He compared his

results with the results of an experimental data. Using the boundary element

method, Ryu et al. investigated the linear and nonlinear waves along with surface

potential flow in 2003 [6]. They also presented their results for waves in waters with

intermediate depths. In 1998, Celebl et al. simulated linear and nonlinear waves in a

three-dimensional wave tank with boundary element and Euler-Lagrangian

methods [7]. They eliminate the numerical instabilities in the Lagrangian part of

the problem with the help of smoothing and re-meshing techniques. In 2001, Grilli

et al. investigated the wave breaking phenomenon numerically, using the boundary

element and Euler-Lagrangian methods [8]. Their solution domain was based on a

three-dimensional wave and had an arbitrary shape on the bottom. Dommermuth

and Yue with simulating nonlinear waves presented a new method to improve the

free surface and remove numerical instabilities in 1987 [9].
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In this article, with regard to the establishment of the wave energy converter

in the Caspian Sea, we focused on the simulation of waves with characteristics

of Caspian Sea waves. A sample period and amplitude of wave maker have been

chosen with respect to the average period and amplitude of the Caspian Sea waves.

In this paper, it is shown how the generated waves react if the mentioned wave

maker oscillates with these parameters. Moreover, the extractable energy by

wave energy converter from the generated wave is calculated.

63.2 Mathematical Equations

63.2.1 Boundary Element Method

In this method, the governing differential equations become integral identities

which are applied on the surface or boundary; the boundary is divided into small

segments, and, like the other numerical methods, it will result in a system of

linear algebraic equations which have a unique solution. This method is simply

applicable to any boundary with complex geometry and can be easily adapted to

it. The boundary element method that has been used in this paper is based on the

isoparametric quadratic elements. The governing differential equation is the

Laplace equation which is expressed as follows [10]:

∇2ϕ ¼ ∂2ϕ

∂x2
þ ∂2ϕ

∂y2
¼ 0 ð63:1Þ

where ∇2 is the Laplace operator, Ø is the potential function, and x and y are the

Cartesian coordinate axes. Given the boundary conditions,Ø could be solved by the

boundary integral equation:

C Pð Þϕ Pð Þ þ
ð
Γ

∂G p;Qð Þ
∂n

ϕ Qð ÞdΓ Qð Þ ¼
ð
Γ

G P;Qð Þ∂ϕ Qð Þ
∂n

dΓ Qð Þ ð63:2Þ

In the above equation, Γ is integral boundary, G(P,Q) is Green’s function, C(P) is
collision angle in point P on the boundary, and P and Q are the source and field

points, respectively. The matrix form of Eq. (63.2) is presented as follows:

A½ �ϕ ¼ B½ �∂ϕ
∂n

ð63:3Þ

When determining every single element of matrixes A and B, applying known

boundary values and putting known potential and its derivatives to one side and

their unknown values to the other side, the above system of equations can be solved.
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63.3 Wave Simulation in Numerical Wave Tank

In this problem, unstable waves generated by the wave maker in a wave tank have

been studied numerically. Regular and linear reciprocating motion of a wave maker

along the axis causes wave generation.

63.3.1 Boundary Condition

The geometry of the problem, including a wave tank with a wave-maker system,

is shown in Fig. 63.1. Solution domain is limited by four borders including wave-

maker piston in the left, tank floor in the bottom, tank wall in the right, and free

surface on top.

Sinusoidal motion of the piston wave maker is expressed by the following

equation:

x p tð Þ ¼ �A
2
cos ωtð Þ ð63:4Þ

where A is the amplitude of the motion of the piston wave maker and ω is the

angular frequency of the sinusoidal motion.

63.3.2 Boundary Condition on the Wave Maker SL(t)

Boundary condition on the surface of the wave maker is Neumann boundary

condition that is expressed as follows:

Fig. 63.1 Geometry of the piston wave maker and its boundaries
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∂ϕ
∂n
¼ ∇ϕ � n ¼ _x p tð Þ x 2 SL tð Þ ð63:5Þ

In the equation above, n is normal vector that is perpendicular to the surface of the

piston wave maker and directed into the fluid domain. Taking the time derivative of

Eq. (63.4), sinusoidal velocity relation of piston is determined,

_x p tð Þ ¼ A

2
ω sin ωtð Þ ð63:6Þ

63.3.3 Boundary Condition on the Bottom and Right-Wall
Side of the Wave Tank

Neumann boundary condition applies at both borders, and the following kinematic

boundary condition is used for both of them:

∂ϕ
∂n
¼ ∇ϕ: n ¼ 0 x 2 SB tð Þ, SR tð Þ ð63:7Þ

63.3.4 Initial Condition

In time t¼ 0, initial conditions are as follows:

ϕ x; 0ð Þ ¼ 0

η x; 0ð Þ ¼ 0

�
) x 2 SF tð Þ ð63:8Þ

63.3.5 Kinematic Boundary Condition on the Free Surface

Kinematic boundary condition is obtained by assuming that fluid cannot pass

through the free surface. In the Lagrangian view of the free surface, for a fluid

particle, P(x, y), on the free surface, kinematic boundary condition of the free

surface can be written as [11]:

Dx

Dt
¼ u ¼ ∇ϕ)

Dx

Dt
¼ u ¼ ϕx

Dy

Dt
¼ v ¼ ϕy

8>><>>:
9>>=>>; x 2 SF tð Þ ð63:9Þ

where in the above equation D
Dt ¼ ∂

∂tþ∇Ø �∇ is the material derivative from the

Lagrangian view and u ¼ ∇Ø ¼ Øx;Øy

� �
is fluid velocity on the free surface.
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63.3.6 Dynamic Boundary Condition on the Free Surface

The dynamic free-surface boundary condition is obtained by the Bernoulli equation

and assuming the continuity of pressure along the free surface. So, the pressure at

the free surface must be equal to the atmospheric pressure above it which results in

the general form of the dynamic boundary condition on the free surface:

∂ϕ
∂t
þ 1

2
∇ϕj j2 þ gyþ P f

ρ
¼ 0 x 2 SF tð Þ ð63:10Þ

In the above equation, g is the acceleration by gravity. The usual form of the

dynamic free-surface boundary condition is defined by pressure in terms of relative

pressure in which the surface pressure is zero P f ¼ 0
� �

. Finally, the dynamic free-

surface boundary condition can be expressed in the form of Lagrangian as below:

Dϕ

Dt
¼ 1

2
∇ϕj j2 � gy x 2 SF tð Þ ð63:11Þ

63.3.7 Time Evolving of the Free Surface

To evolve the free surface at time tþ Δtð Þ, the Lagrangian form of kinematic and

dynamic free-surface boundary conditions are integrated with respect to time,

x
! kþ1ð Þ ¼ x

! kð Þ þ Δt ∇
!

ϕ

� �
x
! ¼ x; yð Þ ð63:12Þ

ϕ kþ1ð Þ ¼ ϕ kð Þ þ Δt
1

2
∇ϕ kð Þ

 

2 � gy kð Þ

� �
ð63:13Þ

To solve the above equations, numerical Runge-Kutta fourth-order method is

used. According to the above descriptions, the Lagrangian points and nodes have

equal velocity, and it should be noted that our view is totally Lagrangian; thus, the

nodes along the free surface are elevated along the x and y directions, both.

63.3.8 Smoothing and Re-meshing of Free Surface

At each time step of solving the problem, we need to re-mesh the free surface for

maintaining regular intervals between the elements on the free surface. When

evolving the free surface at each step, Lagrangian points are transferred to their

new position, thereby causing congestion of these points in areas with high gradient
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and instability of solution. Accordingly, cubic spline method for interpolation of the

Lagrangian points on the free surface and redistributing them is used.

Furthermore, for eliminating the sawtooth instability at each time step,

Chebyshev five-point smoothing scheme is used. Emerging this type of instability

can have either physical or mathematical reasons. One reason that could be raised

about it is the existence of singularity in the corner point of the problem’s geometry.

This instability first was proposed by [4]. They used the Chebyshev five-point

scheme for eliminating the instability.

63.4 Wave Energy and Power

As noted before, the waves as a source of energy is of utmost importance. In this

section, the analysis and calculation of energy from sea waves is investigated. In

Fig. 63.2, the main characteristics of a wave are shown.

The total energy contained in waves has two types: the potential energy due to

the displacement of the water surface and the kinetic energy which is stored by the

motion of all particles. The transfer of this energy has a great importance in order to

evaluate and extract the available power for the wave energy converters.

Wave energy and power density are calculated according to the following

equation in terms of wave characteristics. But it should be noted that almost 50 %

of this energy can be extracted:

Edensity ¼ ρgH2

8
ð63:14Þ

Pdensity ¼ Edensity

T
¼ ρgH2

8T
ð63:15Þ

In the above equations, ρ is density of water,H is wave height, and T is wave period.

Mostly, the wave energy at each wavelength (λ) is defined per unit width of wave

crest which is calculated in Eq. (63.16). The ideal extractable power can be

calculated from Eq. (63.17).

Fig. 63.2 The main characteristics of the wave
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Ewavefront ¼ ρgH2λ

8
ð63:16Þ

Pideal ¼ 1

16π
ρg2H2T W=mð Þ ¼ 1915H2T ð63:17Þ

It is observed from the above equations that the generated power depends on the

wave period and amplitude.

63.5 Constraints on Wave Generation

The wave height and period usually are two factors identified as indicators of water

surface waves; it is important to know how the generated waves react if a wave

maker oscillates with these parameters. Basically, to produce a desired wave by a

wave maker, two parameters should be controlled:

1. Piston or paddle velocity

2. Spatial range of the piston or paddle’s reciprocating motion

Apparently, there is no limitation in generating waves with different heights and

periods in theory, but practically there are two major limitations in the way of

achieving this goal:

1. Velocity limitation on wave-maker plate

2. Limitations related to the nature of the resulting wave which leads to instabilities

and wave breaking

63.6 Results and Discussion

This section presents the results of the written numerical code. The waves are

simulated in a numerical wave tank with length of Lt ¼ 40m and depth of h ¼ 1m.
To avoid reflection of waves at the end of the tank, the tank is considered large

enough. For validation, the result from the solution of the boundary element method

is compared with the result of the analytical solution of the piston wave maker [12]

(Fig. 63.4). Analytical solution for wave potential and the profile of a piston wave

maker are expressed with the following equations:

ϕ x; y; tð Þ ¼ 4s tanh kh sinh kh

ω 2khþ sinh 2khð Þ cosh k yþ hð Þ cos kx� ωtð Þ ð63:18Þ

η x; tð Þ ¼ 4s sinh2 kh

2khþ sinh 2kh
sin kx� ωtð Þ ð63:19Þ
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Results for wave profiles from t ¼ 0 to t ¼ 4T for both boundary element and

analytical methods are compared which is presented in Fig. 63.3. It can be seen that

both models are in good agreement and they produce identical results.

The aim of this article is to simulate the Caspian Sea waves in a numerical wave

tank. Caspian Sea is the largest lake on the earth with a surface area of 436,340 km2

which is placed at the north of Iran. This sea has a depth of about 180–1,000 m in

the southern basin and 2.6 m in the northern basin. The wave period varies between

2 and 8 s in the southern basin of the Caspian Sea. Also, the wave height changes

between 0.5 and 3 m in different seasons [13]. For simulating the Caspian Sea

waves in a wave tank, wave height and period must be scaled. First of all, the

relationship between the parameters in terms of the scale model and actual samples

should be examined. In marine systems, where the free surface is important, to keep

constant the important factors which cannot be scaled (such as acceleration by

gravity), the Froude number is used. The relationship between the parameters of the

model experiment with the prototype based on the Froude similarity law is

expressed as Eqs. (63.20) and (63.21) for wave height and period. In these equa-

tions, Lm is wave height of wave tank, Lp is wave height of the Caspian Sea, Tm is

wave period of wave tank, and Tp is wave period of the Caspian Sea. The scale ratio

for simulation of wave tank is chosen to be 1:12 with respect to the model

considered to be established in the real wave tank.

Lm
L p
¼ Scale ð63:20Þ

Tm

T p
¼

ffiffiffiffiffiffiffiffiffiffiffi
Scale
p

ð63:21Þ

Average wave height and period of Caspian Sea are selected for simulation.

With regard to the above equations, wave period of 1.5 s and wave height of 0.12 m

are chosen for the wave tank modeling. Figures 63.4 and 63.5 show wave amplitude

with respect to distance from wave maker and time, respectively.

Fig. 63.3 Comparison of analytical solution and numerical solution of the boundary element

method at T ¼ 2:4s and A ¼ 0:1m
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Analyzing Fig. 63.5, the period and height of the wave are obtained 1.73 s and

0.06 m, respectively. These values are extracted after two wavelengths where the

effects of wave maker are negligible. It can be seen that the values are smaller than

the wave-maker ones. From Eq. (63.17), the ideal extractable energy from this wave

is equal to 12 W/m.

In the future work, same simulation and calculations will be done to the wide

range of wave period and heights from minimum to maximum values for the

Caspian Sea. It can be very helpful to evaluate the sea, before placing the model

in it. Moreover, the domain will be extended to obtain the wave breaking criteria

near the wave maker. It will define the boundaries where the wave maker can be

applicable.

Fig. 63.4 Wave amplitude with respect to distance at T ¼ 1:5s and A ¼ 0:12m

Fig. 63.5 Wave amplitude with respect to time at T ¼ 1:5s and A ¼ 0:12m
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63.7 Conclusions

In this paper, the piston wave maker and the wave generated by it in the numerical

wave tank have been simulated by the boundary element method and mixed Euler-

Lagrangian method. Time-dependent kinematic and dynamic free-surface bound-

ary conditions for improvement of the free-surface wave profile and velocity

potential are used. In order to eliminate numerical instability in the free surface,

re-meshing and smoothing techniques are applied at each time step.

Finally, the results from the simulation of piston wave maker with regard to

wave period and height of the Caspian Sea have been presented. It is shown that the

wave period and height of the generated waves are smaller than the wave-

maker ones.
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Chapter 64

Modeling of Flow Around a Solid Body
in Free and Restricted Fluidal Media

Munir Suner

Abstract Design has become one of the most essential tasks for human beings

throughout the history of mankind. The accurate modeling and analysis of solid

bodies moving in free fluid media (such as canals) for velocity, pressure, and forces

have become quite significant. In conjunction with this, it is a challenging task to

design solid bodies with complex geometries and structures in multidimensional

form and it needs the utmost care and attention. Moreover, it is inevitable to

develop and design some new systems that will enable us to reduce the energy

requirements to minimum levels because nowadays saving energy has become one

of the hottest issues for attaining sustainability. In this study, energy-efficient and

-effective solid bodies are designed and analyzed by developing a two-dimensional

model to study the distributions of flow velocity, pressure, and forces in free and

restricted environments. The generalized model solutions are achieved in MATLAB.

The results are then discussed for optimum conditions.

Keywords Hydrodynamics design • Potential flow • General solution • Flow

around body • Analytical solution

Nomenclature

F(z) Complex potential function (m)

F Force (N)
_I Number of the intervals used in the series sum of the solid surface (�)
J Number of channels used to perform rigid channel of the solid surface (�)
m Number of parts on the side wall of the body between the two end points (�)
n Cider on the wall between the two endpoints of the number of parts (�)
n
! Unit vector normal of the surface (�)
q Magnitude of a two-dimensional double (m2/s)
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Q Source and severity of the well flow rate (m3/s)

P Pressure (kg/ms2)

P0 Ambient pressure (N/m2)

u Components of velocity on the x-axis (m/s)

V Velocity (m/s)

v Components of velocity on the y-axis (m/s)

y _I
� �

Position of Doubleon y-axis (m)

Greek Letters

μ Fluid dynamic (absolute) viscosity (kg/ms)

ρ Density of the fluid (kg/m3)

σ Surface area in the normal direction (m2)

ϕ Potential function (m2/s)

ψ Stream function (m2/s)

64.1 Introduction

In order to improve and enhance the welfare of people and enable them to benefit

from liquids and gases, usage and utilization of liquids and gases have often become

significantly prominent issues among people. Such problems have always kept

people busy throughout the history of mankind. Gradually more complicated

and sophisticated systems for energy efficiency have been invented much more

effectively throughout time and many unsolved problems have been dealt with in

various ways in this respect. All liquid and gas systems are utilized to meet the

corresponding needs. In this chapter, it has been thought that designing a complex

solid body will provide us an energy-efficient system. A very limited number of

publications have drawn our attention and some of those studies that are closely

related to the subject matter are summarized within the scope of this chapter.

During research, [19] the analysis of the body weight of a pressure-resistant

submarine, its structural properties, vibration, tension, analysis of its stationary

state, and analysis of its structural fatigue reality were done by means of a computer

program. In another survey [15], the direct matrix and replacement technique was

utilized in order to solve its potential of speed by using a normal gradient while

examining a two-dimensional submerged vessel. Blair and others explained the

construction and manufacturing steps of the new sort of submarine bearing a fish-

cage system that can turn on the surface so as to eliminate biological contamination

and pollution as well as for other purposes [1]. During his doctoral thesis study,

Durgun [3] examined and reviewed the effects of interior side walls and the bottom

resistance of a free-surfaced rectangular canal. In other words, he reviewed the

blockage effect and considered how to calculate ΔV, the rates of velocity increase

of those geometrical shapes such as ellipsoid, oval, and Rankine ovoid for the shape
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of the ship both theoretically and experimentally. In another study [31], the design

of the laminar border layer that increases on the Rankine oval by constantly moving

fast at a steady speed in unpressured hydraulic fluid or in incompressible fluid was

revealed numerically.

In still another study [13], the amount of unpressured potential flow on the closed

substances was predicted by adopting an alternative approach. Other research

conducted by Szymczak and his coworkers [23] indicated the analysis of the

body weight of a submarine, its structural properties, vibration, tension, analysis

of its stationary state, and analysis of its structural fatigue reality by means of a

computer program. In their study, Sahin and Hyman [21] calculated the flow around

the Rankine ovoid that moves at a certain depth under a free water surface by

benefiting from the theory of potential current. Research on how to determine the

size of an adjustable vehicle was conducted by Huggins and Packwood [6]. Best fit

sizes were found for a submarine that submerges into the depths of the Atlantic

Ocean autonomously bearing a slow drift coefficient. The survey conducted by

Virgin and Erickson [24] was performed in order to reveal and introduce the

dynamic movements of those floating substances much more definitely and accu-

rately. In an essay published by Sahin and coworkers [22], the three-dimensional

flow around an asymmetrical object submerged into water at a certain depth was

calculated by making use of the theory of three-dimensional flow and by means

of an analytical and numerical method comprised of the Green function. A study

to provide us with the combination of versatile dynamic problems bearing vital

importance, such as control of a modern submarine, its static stationary, and its

hydrodynamic performance control system, were explained and exposed by

Papoulias and others [35]. The losses of stationary state at high and medium speeds

were calculated in the research by adopting the nonlinear Hopf-Forking analysis

method. Other research [18] examined Rankine and similar geometrical shapes, and

the pressure and speed around the Rankine oval by utilizing a general computer-

assisted method. Janson [7] calculated the forces of lifting and forces of free surface

flows by making use of potential flow panel methods during one of the studies, and

thus he developed and introduced a method to optimize ship body shapes automat-

ically. Zungber and Lee [32] studied the random movements of a rigid substance

submerged into an incompressible hydraulic fluid in a restricted three-dimensional

hydraulic medium of fluid. As a result of this research, the global outlets of the

weak solutions were proven in this problem. In another study conducted by Madsen

and others [11], the design of a submarine vehicle and management duties of the

system were explained. As a result of that research, the model of a mini-submarine

was constructed on the objective result pedigree, basic plan, and logical diagram.

In their research, Wu and Chwang [33] worked on the three-dimensional hydro-

dynamic model of a two-piece underwater towing vehicle. Kouh and Suen [8]

studied issues based on three-dimensional potential flow theory by taking a high-

level panel method as the basis for their research, and thus they made the dual

distribution and Gaussian field measurement suitable for the potential flow prob-

lem. In their study, Wu and Chwang [25] suggested a hydrodynamic underwater

system attached to a primary wire, a two-piece vehicle capable of doing easy
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maneuvers, towed actively in the horizontal position, and vertically bearing control

surfaces, and they discovered the mass of the vehicle by making use of three-

dimensional potential flow theory. In their research, Xu and the others [30] obtained

experimentally the drifting resistance generated during the fixed speed horizontal

movement by means of the Rankine ovoid and as a function of the Froud and

Reynolds count number. Zakharov and others [34] developed and introduced a new

method to provide numerical solutions to a two-dimensional surface and potential

flows based on a conformal sum and Fourier combination. During a survey

conducted by Djerid and his coworkers [2] they examined the turbulence properties

of the flow around the cylinder of the Reynolds number 140,000. During research

conducted by Niazman and Renksizbulut [14], the viscous flow around a rotating

globe-shaped object submerged into water was examined.

In research conducted by Mahfouz and Haddara [12], the impact of total

predictions of hydrodynamic parameters and by accelerating and slowing down

an underwater robot vehicle floating on the level of the sea surface with random

sea waves was examined. Perrault and coworkers [16] tested the sensitivity to

changes in the hydrodynamic parameters of typical autonomous underwater

vehicle (AUV) response characteristics. In the research conducted by Evans and

Nahon [26], they explained the dynamic modeling of an underwater autonomic

system and made some evaluations for the attacking angle 360� such as some

outer forces affecting the submarine and the control plane for the outer impact

forces. In their research, Gimanov and Sotiropoulos [4] developed a hybrid

Cartesian control method for the simulation of the flows in three-dimensional

complicated geometric-shaped substances and they utilized the Navier–Stokes’s

equation to solve the problems regarding movable three-dimensional substances

in irregular incompressible fluids. In their study regarding similar matters, Li and

Lee [9] designed an inspector that is applicable to a nerve network for the

submerging behavior of an AUV. Wu and his coworkers [27] suggested a new

type of vehicle to be used instead of a controllable underwater system, which can

be towed by working on an alternative system experimentally. In another study,

Xu and others [29] presented results of their theory on wave drifts for the Rankine

ovoid movements in horizontal, steady, fast, and regular layered liquid. During

their research studies, by Liu and others [10], they did experiments to control

those varying forces on propellers and they put a barrier in the middle in order to

evoke those eddy flows so that they could test and measure the characteristics of

their movements. During research conducted by Rubin [20], he developed an

analytical formula to display the cavitation effect distribution on a long rigid

rocket that contained the cavitation impact. In one research study, done by Xu

et al. [28], a linear theory on the internal waves generated in the stratified fluid

with a pycnocline was presented, and the influence of the internal wave on the

flow fields at the free surface was represented by the velocity gradient fields

resulting from the internal waves generated by motion of the Rankine ovoid. Hsu

et al., in their study, adopted an opened shallow cylindrical shell and deep-diving

submersible vehicle, GUPPY, to investigate [5]. Rapoport and Rubin showed that

for penetration velocities V below a critical value Vs, the target material maintains
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full contact with the projectile’s surface, the drag force is due solely to the

resistance of plastic flow in the target, and it is independent of the velocity V [17].

When the above studies performed in the literature are summarized in general, it

can easily be said that the potential flow related to complex solid body designing in

the way modeled in this study cannot be found.

The purpose of this chapter is to make a meaningful contribution to solving

the hydrodynamic problems regarding complex systems and increase the

energy efficiency that can perform all sorts of research and investigation

inside those macro- and microengineering systems by implementing analytical

methods.

Problem: A mathematical modeling activity has been initiated by making use of

the theory of two-dimensional potential flow. Afterwards digital modeling studies

have been actualized. The hydrodynamics of the complex solid body in a restricted

fluidal medium has been examined by employing potential flow theory. Later, the

flow function of the generalized different and complex forms of the solid body was

acquired by benefit of the source-well (doubles) and therefore velocity, pressure,

and force fields have been obtained analytically. The hydrodynamic design of a

solid body, which has complex form, reveals itself predominantly in this study. The

purpose of this study is to establish a general analytical modeling of stream

function, potential function, pressure and velocity fields, and hydrodynamic design

of a solid body shaped in any geometrical function in a open and restricted fluid

medium.

64.2 Mathematical Modeling

64.2.1 Definition of the Problem

The geometrical shape of complex solid body supposed to be any solid body to be

studied within the scope of this chapter is in the shape of a complex solid body,

which combines with functions as f1(x), f2(x), f3(x), . . . , fn(x). The movements of

two-dimensional permanent potential flow of a solid body moving in an ideal and

incompressible hydraulic fluid flowing in a channel is examined by employing

analytical methods. The solid body can move in free fluidal media or restricted

fluidal media in the same or opposite directions to that of fluid flow.

In the first place uniform flow, source-well, and double flows are utilized in order

to examine the movements of the two-dimensional flows that occur around the solid

body in an infinite flow environment. The matter is dealt with first in a limitless

flow environment and afterwards in a restricted flow medium that occurs in

two-dimensional channel.
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64.2.2 Hypothesis

Fluid is steady, ideal and incompressible, μ ¼ 0, ρ ¼ ρ0 ¼ constantð Þ, motion

ispatential, velocity field ω
! ¼ 0, V

! ¼ gra
!
dϕ

� �
, and steady flow ∂

∂t � 0
� �

Here μ stands for dynamic viscosity (kg/ms), ρ mass density (kg/m3), V velocity

(m/s), ω angular velocity (Rad./s), t time, and (s) potential function.

Accordingly, the potential function of the movement is obtained from the

continuity equation and from the solution of the Laplace differential equation

Δϕ ¼ 0.

64.2.3 Theory of Two-Dimensional Potential Flow

As known from the theory of potential flow, z ¼ xþ iy ¼ r � eiθ as it is supposed to
be the function of the complex potential F(z), potential function ϕ, flow function ψ ,
field of velocity V, field of pressure P, and field of force F are provided as stated

below in Eqs. (64.1) through (64.6). The distributions of velocity and pressure

obtained by means of flow functions and potential functions belonging to the flow

functions are acquired with the help of the MATLAB program and revealed here.

The function of the complex potential is comprised of the flow function and

velocity potential.

F zð Þ ¼ ϕþ iψ ð64:1Þ

Velocity is derived from a potential and it is stated as in Eq. (64.2)

V
! ¼ u i

! þ υ j
! ¼ ∇ϕ ¼ ∂ϕ

∂x
i
! þ ∂ϕ

∂y
j
! ¼ ∂ψ

∂y
i
! � ∂ψ

∂x
j
! ð64:2Þ

If the resultant of the velocity and Bernoulli theorem is written, it becomes:

V
!


 


2 ¼ u2 þ υ2, p1 þ

ρ

2
V
!

1




 


2 ¼ p2 þ
ρ

2
V
!
2




 


2 ) p2

¼ p0 þ
ρ

2
V
!

2




 


2 � V
!
1




 


2� �
ð64:3Þ

The equation for the field of force can be written as shown in Eq. (64.3)

F
! ¼

ðð
pn
! � dσ ¼

ðð
p0 þ

ρ

2
V
!
2




 


2 � V
!
1




 


2� �� �
n
! � dσ ð64:4Þ

Here P1¼P1 and V1¼U1 is obtained. If there is more than one flow together,

their complex potential functions are added in accordance with the principles of the
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theory of superposition. Equation (64.5) and flow function, field of velocity, field of

pressure, and field of force are arranged according to this newly obtained function.

F zð Þ ¼ F1 zð Þ þ F2 zð Þ þ F3 zð Þ þ � � � þ Fn zð Þ ð64:5Þ

General flow, source, double, general function-double are use to create a solid

body, which is combined from different functions and has a complex form, and can

be generated with this potential theory. The stream function of flow around a solid

body, velocity field, and pressure distribution can be generated analytically for free

and in the restricted area, field of velocity, and field of pressure again take place in

the content of the following expressions as is known from this theory.

64.3 Modeling Theorem in Free Fluidal Media

64.3.1 Complex Potential Function of Solid Body
in Free Fluidal Media

It is assumed that the solid body has a complex shape and certain boundaries as

shown in Fig. 64.1. If the theory can be applied on this form with double and

general flow, it can generate a complex potential function and solid body modeling.

A

N

L

D

B

F

H

B

C
f2(x)

f3(x)

f1(x)

fn(x)

f4(x)

f5(x)
I

Fig. 64.1 Complex

body boundary
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A complex potential function of the flow around it in a free medium is as in

Eq. (64.6).

FAN zð Þ¼FAB zð ÞþFBC zð Þþ �� �þFLN zð Þ
¼U1zþ lim

n!1

Xn
_I¼1

qeiα
_Ið Þ

z
 zAB _I
� �þ lim

n!1

Xn
_I¼1

qeiα
_Ið Þ

z
 zBC _I
� �þ�� �þ lim

n!1

Xn
_I¼1

qeiα
_Ið Þ

z
 zLN _I
� �
ð64:6Þ

64.3.2 Stream and Potential Function of Solid Body
in Free Fluidal Media

From this complex potential function, a streamlined and potential function of

potential flow can be derived as in Eqs. (64.7) and (64.8).

ψ x; yð Þ ¼U1 � y� lim
n!1

Xn
_I¼1

q
y� y _I

� �
AB

� �
x� x _I

� �� �2 þ y� y _I
� �

AB

� �2� �eiα _Ið Þ
0@ 1A

� lim
n!1

Xn
_I¼1

q
y� y _I

� �
BC

� �
x� x _I

� �� �2 þ y� y _I
� �

BC

� �2� �eiα _Ið Þ

0BB@
1CCA

� lim
n!1

Xn
_I¼1

q
y� y _I

� �
CD

� �
x� x _I

� �� �2 þ y� y _I
� �

CD

� �2� �eiα _Ið Þ

0BB@
1CCA

� lim
n!1

Xn
_I¼1

q
y� y _I

� �
DE

� �
x� x _I

� �� �2 þ y� y _I
� �

DE

� �2� �eiα _Ið Þ
0@ 1A

� lim
n!1

Xn
_I¼1

q
y� y _I

� �
EF

� �
x� x _I

� �� �2 þ y� y _I
� �

EF

� �2� �eiα _Ið Þ
0@ 1A

�� � � � lim
n!1

Xn
_I¼1

q
y� y _I

� �
LN

� �
x� x _I

� �� �2 þ y� y _I
� �

LN

� �2� �eiα _Ið Þ

0BB@
1CCA

ð64:7Þ

With this modeling different channel constructions can be designed. After

establishing the boundaries of the channel, the channel solid wall is formed by

placing doubles on its limits. In Fig. 64.2a, it can be seen that the ellipse and

parabolic solid body are combined, and in Fig. 64.2b, it can be seen that the ellipse

and parabolic solid body have a perforated oval with it,
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64.3.3 Velocity Field Around Solid Body in Free
Fluidal Media

If it is used in Eq. (64.2), it can be derived in terms of velocity field equations as

provided in Eq. (64.9).
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The magnitude of velocity can be seen in Eq. (64.10). If it is applied on the

perforated ellipse oval, the distribution of velocity will be as shown in Fig. 64.3.
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If Eqs. (64.3) and (64.4) are used for producing pressure distribution and force field

around a body it can be seen as Eq. (64.11), and pressure distribution on surface

perforated ellipse oval it can be seen in (Fig. 64.4).

Fig. 64.3 Velocity and pressure field around perforated ellipse oval
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Fig. 64.4 Pressure distribution on surface perforated ellipse oval
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64.4 Modeling Theorem in Restricted Fluidal Media

64.4.1 Complex Potential Function of Solid Body
in Restricted Fluidal Media

It is assumed that the solid body has a complex shape and certain boundaries as

shown in Fig. 64.5. If the theory can be applied in restricted fluidal media around

the solid body, which has complex shape, the complex potential function can be

written as in Eq. (64.13). A solid wall is generated with symmetry, where j is
changed from 1 to m.
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64.4.2 Stream and Potential Function of Solid Body
in Restricted Fluidal Media

An equation based on the equation complex potential function o, flow, and potential
function can be derived as in Eqs. (64.14) and (64.15).
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In Fig. 64.6a it can be seen the streamlines of the applied on red cell, 64.6b in

perforated red cell, 64.6c perforated rankine oval shaped.
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The potential function is written as Eq. (64.15)
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The velocity field and pressure distribution, and force field in restricted fluidal

media can be generated analytically as in the free fluidal medium with Eqs. (64.2)

and (64.3), when the velocity formula is applied . The velocity field around the body

is illustrated in Fig. 64.7.
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The velocity field and pressure distribution, and force field in restricted fluidal

media can be generated analytically the same as in free media with Eqs. (64.2) and

(64.3), and the applied velocity formulas in Eqs. (64.14) and (64.15). The pressure

distribution is provided in Figs. 64.8a, b.

With this method any different channel can be constructed. Primarily, the

channel boundary is formulated analytically. Then the boundary wall of the channel

is made rigid. The channel flow and pressure field of flow in the channel can be seen

in Figs. 64.9a, b.

64.5 Conclusions

The model, which has any geometrical solid body, is generated analytically. It has

been used in a new theorem. With this theorem, the complex potential function of

flows around a body, and stream function, the velocity field is derived. Then

pressure and the force field around the solid body for free and restricted fluidal

Fig. 64.7 Velocity field around solid body in restricted fluidal media
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media are generated. After that, this function is applied in free fluidal media on

bodies with different geometry, and illustrated using MATLAB software. In the

finalized media, flow solid medium geometry and flow function with potential

function have been obtained and confirmed with the Matlab program in terms of

its validity.

Fig. 64.8 Pressure distribution on solid body in restricted fluidal media: (a) with value, and (b)
pressure surface
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Chapter 65

Effect on Wall Shear Rates of Taylor Vortex
Instabilities Induced by Progressive
Variation of the Inner Cylinder

Emna Berrich, Fethi Aloui, and Jack Legrand

Abstract Taylor–Couette flows are frequently reencountered on engineering

processes, such as for cooling the rotors of electric motors by admitting cold air

and improving the mixing in the combustion area, for the injection of fuel into the

cylinders of gasoline engines, for the injection of just-prepared emulsions on diesel

engines, etc. On its simplest configurations, Taylor–Couette systems (TCS) are

widely studied when one or both cylinders steadily rotate. Limited studies are

available as concerned on the acceleration-deceleration of one or both cylinders.

This paper deals with the effect of acceleration-deceleration imposed to the inner

cylinder of the CTS on flow instabilities. Imposing progressive periodic transitional

motions through the cylindrical CTS walls alters the stability of the flow. The

objective of this work is to study the flow dynamics and interactions between wall

and vortices while imposing progressive periodic motions. We used the

electrodiffusion (ED) method, known also as the polarography technique. The

apparition and disappearance of the regime transitions, due to the acceleration-

deceleration of the inner cylinder speed, on the frequency response of the ED sensor

were illustrated and discussed. The regimes’ instabilities and the corresponding

Taylor numbers of the first and the second transitions of TC flow were determined.

The results show coherence between the temporal wall velocity gradient (deter-

mined from the mass transfer rates) and the flow turbulent characteristics, partic-

ularly at the transitions between the Couette flow (CF) regime, the wavy vortex flow

(WVF), and the modulated wavy vortex flow (MWVF). Instantaneous mass transfer

rate and velocity gradient have been compared for the CF, the WVF, and the
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MWVF regimes. The apparition of small then large vortices, when the Taylor

number increases, i.e., from laminar regime to turbulent one, affects the mass

transfer and the wall shear rate. Sensor inertia effect and a slight hysteresis effect,

due to sudden periodic flow velocity decrease, were detected. The ED results

allowed testing the robustness of the inverse method, based on the inversion of

the convection-diffusion equation, on mass transfer to determine the wall shear rate.

Keywords Convection-diffusion • Taylor vortices • Acceleration-deceleration

• Hydrodynamic instabilities • Wall shear rate • Mass transfer • Electrodiffusion

method • Inverse method

Nomenclature

A Surface of the probe (m2)

C Concentration (mol/m3)

D Coefficient of diffusion (m2 s�1)
e Gap width e¼Rout�Rint

F Frequency of oscillation (Hz)

I Current (A)

l Probe length

N Velocity in revolution per minute

Pe Péclet number

R Radius (m)

Re Reynolds number Re ¼ ΩRδ
υ

S Wall shear stress (s�1)
Sh Sherwood number Sh ¼ i l

n FC0AD

t Time (s)

Ta Taylor number Ta ¼ τυ
τcent
¼ ΩRintδ

υ

ffiffiffiffiffi
δ
Rint

q
¼ Rei

ffiffiffiffiffi
δ
Rint

q
u Velocity (m s�1)
x, z Coordinates (m)

Greek Symbols

Ω Angular velocity of the rotating plate (rad·s�1)
υ Kinetic viscosity (m2 s�1)
η Radial ratio

Г Aspect ratio

Superscripts

* Dimensionless
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Subscripts

C Critical

ED Electrodiffusion

i Inner

q.l. Quasilinear

Lev Lévêque approach

Sob Sobolik et al. [17] approach

65.1 Introduction

Taylor–Couette system is a simple system composed of two coaxial cylinders.

However, it presents a rich variety of flow regimes with hydrodynamic transitions

from laminar flow to turbulent one. It occurs in many practical situations and is of

great interest in many processes such as engineering processes and medical appli-

cations. It is widely used for the depleted uranium enrichment, as a membrane or

filter on bioreactors, and for blood detoxification. Taylor vortices have been shown

to have excellent mixing characteristics in reactors that processed biological sys-

tems such as cell cultures, blood plasmapheresis, and oxygenation [1]. They can be

also useful on the injection of fuel into the cylinders of gasoline engines, for cooling

the rotors of electric motors by admitting cold air and improved the mixing in the

combustion area. Dluska et al. [2] proposed the integration of the Taylor–Couette

flow (TCF) contactor with diesel engines for the injection of just-prepared emul-

sions. Usually, fuel is injected into the engine from storage tanks. Emulsions from

tanks include surfactants for stability. During combustion, surfactants generate new

undesirable emissions. Simple and multiple water fuel emulsion preparation in a

liquid-liquid contactor with Taylor–Couette flow (TCF) contactor is considered as

an alternative diesel fuel for improving engine performance and emission

characteristics.

Taylor–Couette (rotor-stator) system seems to be an efficient system for the

elimination of the “clogging” phenomena in the filtration processes. This is due to

the centrifugal forces and to shear induced by the speedy and controlled rotation

which generates the vortex apparition. The optimization of such process needs a

well knowledge and understanding of the flow structures, in particular in the

vicinity of the wall regions which interested us.

A small radius ratio η (i.e., large gap width) can delay the transitions, or even the
second instability does not take place (η< 0.65, [5]). The same analysis is

highlighted if the aspect ratio Γ is sufficiently small (Γ< 6, [3]). The geometrical

characteristic impact is more significant on the second instability than on the first

one [3–6]. From the second instability apparition, the flow is characterized by a

multiplicity of flow states [4]. Several combinations between the axial wave

number and the azimuthal one are then possible. An important aspect ratio

(Γ> 40) promotes the multiplicity of the flow states which depend not only on

65 Effect on Wall Shear Rates of Taylor Vortex Instabilities Induced. . . 893



the Taylor number but also on the flow history [7, 8]. Cole [8] studied the effect of

cylinder length on the Taylor vortex and secondary wavy vortex instabilities. He

observed that the critical Reynolds number for TVF is in good agreement with

theoretical predictions for infinite cylinders even for aspect ratios as low as Γ¼ 8.

However, he found that the transition to WVF is very sensitive to aspect ratio. In

particular, one needs Γ> 40 to obtain quantitative agreement with the theory for

infinite cylinders (Γ!1).

Taylor [9] was the first who studied the stability of a circular Couette flow

contained between rotating cylinders. He observed and calculated by a linear

stability analysis the critical rotation speed (a critical Taylor number) at which

Couette flow becomes unstable. Coles [4] highlighted the multiplicity of the wavy

flow in TC flow. He noted that more than 20 flow states were seen and that every

flow state is characterized by an axial wavelength and an azimuthal wave number.

These flow states strongly depend on the initial conditions and on the manner in

which the inner cylinder was accelerated to the final speed. At the end of the 1970s,

researches confirmed a theoretical analysis which concluded that a finite number of

instabilities, two or three, are sufficient to lead to chaos or weak turbulence [10].

Cognet [7] proposed regime classification for CT system (η¼ 0.908) depending on

the dimensionless Taylor number defined as

Ta* ¼ Ta

Tac
ð65:1Þ

where

Ta ¼ Reθ

ffiffiffiffiffiffi
Rin

e

r
ð65:2Þ

with

Reθ ¼ ρRiΩ

υ
ð65:3Þ

Note the following:

1. Couette flow (CF): Ta*< 1

2. First transition Ta*¼ 1

3. Wavy vortex flow (WVF): 1< Ta*< 1.2

4. Second transition Ta*¼ 1.2

5. Modulated wavy Taylor vortex flow (MWVF): 1.2< Ta*< 9

Taking into account our geometrical characteristics, the critical Taylor number

characterizing the first instability apparition can be approximated by linear estima-

tion from similar ratio geometrical parameters studied by Roberts [11]. For

η¼ 0.975, μ¼ 0, α¼ 2Лe/λ¼ 3.13, it is approximately equal to Tac¼ 41.79.
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65.2 Problem Statement

The few studies realized on the acceleration-deceleration effect on the flow have

been limited to the onset of Taylor vortex flow [12] or restricted to only extreme

conditions, i.e., sudden start and quasi-steady flow [13, 14]. Interesting visualiza-

tions of acceleration-deceleration were realized by Coles [4] and Ahlers

et al. [15]. The lack of studies of the acceleration-deceleration effect on Taylor–

Couette flow motivated us to carry out the present investigation. We focus on flow

dynamics and interactions between wall and vortices while imposing progressive

periodic motions. We tried to identify the regime transitions caused by the

acceleration-deceleration rotor speed and its effects on mass transfer and wall

shear stress at the inner wall of the stator.

65.3 Experimental Apparatus and Method

A schematic view of the Taylor–Couette system constructed and used in

GEPEA laboratory is shown on Fig. 65.1. It is composed of two coaxial cylinders

with a radius ratio η¼Rint/Rout¼ 0.97 and an aspect ratio Г¼ L/e¼ 150. It is made

of plexiglass to assure the visualization of the flow hydrodynamics in the gap using

a Kalliroscope electrochemical solution. The inner cylinder rotates while the outer

one remains stationary. The inner cylinder speed is imposed by varying the

frequency, the amplitude, and the offset of the motor controller to obtain acceler-

ating velocity which decreases suddenly and increases again progressively.

This phenomenon is repetitive in order to investigate the hysteresis effect

(Fig. 65.2).

Until recently, many studies were done for the experimental determination of the

shear rate. One of the well-known methods generally used is the polarography

technique [8]. It is a noninstructive method based on a fast oxidoreduction reaction

at the electrodiffusion (ED) sensor surface. It is generally recommended for the

local wall shear rate measurements. From the current delivered by the electrode (the

sensor), the mass transfer rate can be calculated using the Faraday law. The study of

the frequency response of the ED sensor allows the determination of the flow

transitions at the wall vicinity. Velocity gradients are determined from the mass

transfer rate using different equations relating mass transfer and wall shear stress:

Leveque method [16], Sobolik et al. method [17], and the inverse method [18]. Cir-

cular sensors were used to study the Taylor–Couette flows in the gap [19] and then

three-segment sensors [20]. A microphotography of the three-segment sensor used

is presented on Fig. 65.3. The multi-segment sensor was constructed according to

the method described by Sobolik et al. [21]. The sensor was fixed flush to the inner

wall of the outer cylinder of the Taylor–Couette system (Fig. 65.3). An electrolyte

solution of equimolar ferri-ferrocyanide with a concentration of 25 mol/m3, potas-

sium sulfate (K2SO4) (130 mol/m3), 40 % of glycerin, and 2.5 % of Kalliroscope

65 Effect on Wall Shear Rates of Taylor Vortex Instabilities Induced. . . 895



was used. The supporting electrolyte, i.e., the solution of potassium sulfate

(K2SO4), allows eliminating the migration effect. The Kalliroscope is reflective

flakes, used for flow visualization with a concentration of 2.5 % [22]. The glycerin

was used to modulate the viscosity and then the Taylor number.

Fig. 65.1 Experimental setup of Taylor–Couette (a) Schematic view of the Taylor–Couette with

its three-segment and circular probes’ location: 1 storage tank; 2 pump; 3 by-pass; 4 flow rate

control valve; 5 flow meter; 6 CT feeder tank; 7 drain valve; 8 support; 9 supply holes for the

homogeneous filling of the CT gap (8 holes); 10 CT inner cylinder; 11 CT outer cylinder; 12 flabby;

13 motor shaft; 14 electrical motor; 15 overflow; 16 ball bearing; 17 elastic coupling; 18 protec-

tion; 19 circular probe. (b) Photography of the setup
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Fig. 65.2 Instantaneous time evolution of the Taylor number

Fig. 65.3 Microphotography of the three-segment probe used
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The few studies realized on the acceleration–deceleration effect on the flow have

been restricted to only extreme conditions, i.e., sudden start and quasi-steady

flow [13, 14]. In our case studies, the initial experimental conditions corresponded

to impose a fully developed laminar Couette flow (quasi-steady conditions). Then, a

sudden increase of the inner cylinder rotation speed corresponding to a Taylor

number characterizing the modulated Taylor wavy vortex flow or any other “supe-

rior” (according to the values of Ta) flow regimes was imposed. For example, a

laminar Couette flow corresponding (in steady case) to Ta¼ 18 was firstly imposed.

An inner cylinder rotation corresponding (in the steady case) to Ta¼ 93 was then

imposed.

65.4 Analysis of Instabilities

When the cylinder rotation speed increases, a first flow transition can be identified on

the Taylor–Couette flow. It corresponds to the critical Taylor number Tac1. A series

of secondary transitions appear when the flow velocity increases. They are charac-

terized by modulated azimuthal waves, which are periodical to the circumferential

direction (modulated wavy vortex flow). These different regimes have been detected,

observed, and studied. The corresponded vortex apparition and disappearance

impact on the local mass transfer and wall shear rate are presented and discussed.

Our attention is focused on the case of linear acceleration-deceleration for

Taylor number Ta range between 18 and 93 (Fig. 65.2). This corresponds to a

linear velocity gradient, valid on the laminar Couette flow, range from 41 to

202 s�1. The flow regimes which can be attended strongly depend on the geomet-

rical characteristics of the CT system and on the fluid nature (its viscosity). Indeed,

the geometrical CT system characteristics (radius ratio and the aspect ratio) are

extremely important because they directly affect the Taylor numbers of transition

and the multiplicity of the flow states. Our geometry choice is justified by two aims.

The first one is to assure a gap as small as possible in order to compare the

experimental wall shear rate to the quasilinear solution:

Squasi-linear ¼ 2πNRint= 60 Rout � Rintð Þð Þ ð65:4Þ

where N is the velocity in revolution per minute. This allows us to well localize the

first regime of laminar Couette flow and to qualify our CT system. The second

purpose is that we focus on transition effect on the velocity gradient at the wall

vicinity.

The inner cylinder was accelerated linearly from the rest or from a chosen initial

speed to a predetermined speed taking into account the mechanical apparatus

limitation. This paper presents a study of acceleration from a lower Taylor number

characterizing the laminar Couette flow (quasi-steady conditions) to a Taylor

number characterizing the modulated Taylor wavy vortex flow according to our

visualization.
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65.5 Results and Discussion

65.5.1 Instabilities’ Effect on Mass Transfer Rates

The time evolution of the Taylor number is illustrated on Fig. 65.2. As we can see,

the Taylor number varied from 18 to 93. According to Cognet [7] and Roberts’ [11]

works, this range corresponds to 3 flow regimes: CF, TVF, and MWVF. The range

(18< Ta< 41.79) corresponds to the Couette flow characterized by a linear veloc-

ity gradient. This characteristic was used to test if the velocity gradient calculated

by an inverse method well follows the quasilinear solution in CF regime.

The first instability is approximately at Ta¼ Tac1¼ 41.79
 0.2. A flow charac-

terized by steady toroidal cells appeared. At Ta*¼ Ta/Tac1¼ 1.2, a second insta-

bility was observed. This corresponds to the TVF disappearance and the apparition

of the modulated wavy vortex flowMWVF (Fig. 65.4). The flow instabilities lead to

shear rate and mass transfer coefficient variations. The study of these variations

allows the observation of the instabilities and the determination of the

corresponding Taylor numbers.

Fig. 65.4 Kalliroscope visualization of modulated wavy vortex flow (MWV flow)
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The mass transfer rate variation (Figs. 65.5 and 65.6) illustrates the two main

instabilities. Figure 65.5 presents the instantaneous time evolution of the Sherwood

number (mass transfer).
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Fig. 65.5 Instantaneous time evolution of mass transfer rates and quasilinear velocity gradient
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Fig. 65.6 Spectral analysis (FFT absolute) of the instantaneous mass transfer rates
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The Sherwood number is defined by

Sh ¼ i l

nFC0AD
ð65:5Þ

where i is the sum of the intensities current, l the probe length, n the ions number,

F the Faraday number, C0 is initial concentration, A the probe area, and D the

coefficient of diffusion.

The “history effect” of the acceleration-deceleration on the mass transfer rate

evolution is thus studied. In fact, the mass transfer evolution follows the

acceleration-deceleration flow. However, a delay shift is detected. It is maybe due

to the ED probe inertia or to a slight hysteresis effect generated by the flow inertia.

For the three periods illustrated (Fig. 65.5), the mass transfer rate values are similar

for a fixed Taylor number. The quasi-steady velocity gradient (presented on

Fig. 65.5) is valid for laminar Couette flow and no longer available when a flow

transition appears.

The spectral analysis (FFT absolute) of the instantaneous mass transfer rates (the

Sherwood number) is presented on Fig. 65.6. The fast Fourier transform (FFT)

absolute allows the detection of vortices. Indeed, the peaks correspond to the vortex

apparition.

The mass transfer in function of the dimensionless Taylor number is presented

on Fig. 65.7. The mass transfer function of the dimensionless Taylor number
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Fig. 65.7 Instantaneous mass transfer rates in function of the dimensionless Taylor number (only

two periods are presented for clarity)
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(Ta*¼ Ta/Tac) demonstrates that the mass transfer is a repetitive phenomenon, i.e.,

the frequency response of the three-segment sensor follows the hydrodynamic flow

acceleration-deceleration imposed. The series of periodic imposed sudden inner

cylinder speed decrease generate a mass transfer decrease slightly damped. During

the sudden deceleration, a slight shift of the mass transfer rate is detected. This is

maybe due to the sensor inertia effect (first ellipse). Indeed, the sensor creates a

diffusion layer as a filter (capacitive effect) around the electrode (at the wall

vicinity). This accompanied the sudden and fast flow deceleration of the flow

from Ta equal to 93
 0.2 to 18
 0.2. When the Taylor number increases, a second

large decrease of the mass transfer rate (second ellipse) is detected. It corresponds

to the first instability apparition.

65.5.2 Instabilities’ Effect on Instantaneous and Local
Wall Shear Rates

Instantaneous time evolution of wall shear rates for three successive periods is

illustrated on Fig. 65.8a. The wall shear rate was determined according to the

Leveque solution [23] and the Sobolik et al. [17] solution. The wall shear rate

evolution is linear for the CT flow regime (Fig. 65.8b). It follows the quasilinear

solution defined by Eq. (65.1). However, a decrease is noted, with a sharp slope,

accompanied a fast and vertical decrease imposed to the speed of the CT inner

cylinder (first ellipse on the Fig. 65.8b). This is maybe due to the sensor inertia

effect. Indeed, the sensor presents a filter which delays the frequency response of

the sensor for strong and fast flow velocity decreases from Ta equal to 93 to Ta
equal to 18 in less than 0.01 s.

This decrease is detected by different methods used for the determination of the

velocity gradient at the wall vicinity from mass transfer measurements. It progres-

sively disappears, while the wall shear rate becomes equal to the quasilinear

solution defined by Eq. (65.1). When the Taylor number increases, the wall shear

rate deviates progressively from the quasilinear solution. This is predicted because

the linear approach is only valid for laminar Couette flow (Fig. 65.9). In fact, this

characteristic is used to experimentally validate the inverse method. While the flow

velocity imposed is suddenly decreased, the Taylor number decreases from 92.2

(at t¼ 16.14 s for the first period, Fig. 65.9) to 18 (at t¼ 16.22 s). At t¼ 16.85 s, the

shear rate calculated from the frequency response of the sensor (from the mass

transfer rates) using the Sobolik et al. [17] solution begins to follow the linear shear

rate (S q.l.).

The sensor response follows the quasilinear shear rate (S q.l.) after 0.63 s. Thus,

the flow is rearranged on approximately 0.60 s for an imposed decrease of 80 ms

(Fig. 65.8b). When the Taylor number increases, a second large decrease of the wall

shear rate (second ellipse on the Fig. 65.8) is detected by the different ED methods

tested (Figs. 65.8 and 65.10). This decrease appears at Ta equal to 41.3 according to
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Fig. 65.8 (a) Instantaneous time evolution of wall shear rates. (b) Zoom on the CF regime

succeeded by the TWF: instantaneous time evolution of wall shear rates (LTWF:

t¼ 22 s! Ta¼ 41.4 until t¼ 26 s! Ta¼56.2). The wall shear rate was determined according

to the inverse method [18] and compared with the quasilinear solution
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the Sobolik et al. [17] solution (Fig. 65.9). It becomes significant at Ta equal to 46.1
according to the inverse method shear rate evolution (Fig. 65.11).

A local minimum value of the wall shear stress occurs at Ta¼ 41.3. Thus, the

decrease characterizes the first instability apparition at Ta approximately equal to

Tac1¼ 41.3 which corresponds to the first critical Taylor number. The decrease

continues to develop until Ta¼ 48.3. The first peak corresponds to Ta¼ 55

(Ta*¼ Ta/Tac1¼ 1.33). This characterizes the apparition of the second instability.

Then the wall shear rate presents a series of peaks characterizing the modulated

wavy Taylor vortices (Figs. 65.9 and 65.11). The flow migrates to the inflow region

near the inner cylinder. The quasilinear solution (S q.l.), between 41.3< Ta< 55, is

bigger than the shear rate determined according to the Sobolik et al. solution [17].

The sensor is localized on the outflow regions of the Taylor cells.

The inverse method [18] is a sequential method based on the inversion of the

convection-diffusion equation and on mass transfer to determine the wall shear rate.

One of the points of merit of this work is that it is the first time that the inverse

method is tested for such type of flow hydrodynamics characterized by fast and

strong variations. The wall shear rate was determined according to the inverse

method [18] and compared with the quasilinear solution. We have initialized the

sequential method using the Sobolik et al. [17] solution. The time of calculation was
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more than 4 h for the case presented here. The inverse method is in agreement with

the wall shear rates (Figs. 65.10 and 65.11) for laminar Couette flow.

When the flow velocity imposed decreases suddenly, the Taylor number

decreases from 92.2 (at t¼ 56.14 s for the third period, Fig. 65.2) to 18.8

(at t¼ 56.22 s). In Fig. 65.11, the arrows indicate the velocity gradient evolution

during a period of flow velocity imposed to the inner cylinder. A slight hysteresis

effect is detected. In fact, the evolution of the velocity gradient does not decrease

immediately, i.e., it does not follow immediately the sudden decrease imposed to

the flow. Indeed, the wall shear rate increases, due to the hysteresis effect, in the

beginning of the imposed flow decrease and then decreases until being equal to the

quasilinear solution (the laminar Couette flow regime). The spectral analysis

(Absolute Fast Fourier Transform (FFT)) of the instantaneous wall shear rates is

determined by Sobolik et al. [17] approach, and the inverse method for the first

period (a) and the second period (b) is presented in Fig. 65.12. It illustrates the

vortex detection.
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65.6 Conclusions

A deep characteristic of the flow structures, in particular in the vicinity of the wall

regions, is illustrated via the analysis of instantaneous and local mass transfer and

velocity gradient evolutions with time variation of Taylor numbers. Indeed, the

analysis of the instantaneous mass transfer rates and the instantaneous velocity

gradient allows the study of the vortex apparition, development, and disappearance.

The observation of the apparition and disappearance of the first and the second

transitions and thus the observation of three successive flow regimes, i.e., the

Couette flow, the LTVF flow, and the MWTVF flow, were realized. The analysis

of the three-segment sensor frequency response of the acceleration-deceleration

hydrodynamic flow variations allows concluding three main points. Firstly, it

illustrates the presence of the sensor inertia effect (a capacitive effect) as a filter

which delay the mass transfer and the velocity gradient comparing to the imposed

fast and sudden decrease of the shear rate from Ta equal to 93 to Ta equal to 18 in

less than 0.01 s. Secondly, the mass transfer rate function of time and/or function of

the Taylor numbers vary differently along a period of flow hydrodynamic. This

allows the definition of every regime range. For three successive flow periods, the

mass transfer presents the same evolution. Thus, the mass transfer rate evolution

follows the repetitive phenomenon imposed to the flow hydrodynamics. A slight

hysteresis effect was detected during the sudden decrease imposed to the CT flow.

Thirdly, the inverse method initialized using the solution of Sobolik et al. [17] was

experimentally validated for this type of acceleration-deceleration flow hydrody-

namics and for this flow history. The instantaneous wall shear rate then correctly

follows the quasilinear linear solution along the laminar Couette flow. The first

instability detected at Ta equal to 41.3. It corresponds to a second large drop. The

wall shear rate then presents a series of beaks. This illustrates the second instability

apparition and the modulated Taylor vortex development.
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Chapter 66

Void Fraction Influence Over Aqueous Foam
Flow: Wall Shear Stress and Core Shear
Evolution

Rogelio Chovet and Fethi Aloui

Abstract In this study, the two main transport characterization problems of the

foam flow are studied: foam flow stability, through the evolution of the velocity at

the core of the foam, and rheology, with the study of the wall shear stress over the

lateral walls, for different void fractions. The same velocity profile (block flow,

mean velocity 1.75 cm/s) is imposed to the foam flow, at the inlet of the channel, for

several void fractions (air/water relation) going from 55 to 85%. Later on these ones

are passed through a singularity (fence) to study the different behaviours induced by

the particular properties of each case. The velocity fields, the lateral liquid film

thickness and the lateral wall shear stress fields are obtained and compared with one

another to comprehend and remark the difference in such a complex flow. The

results show that as we move closer to very dry foams the shear at the foam core

increases and its velocity becomes higher. However, the wall shear stress at the

lateral wall does not present big deviations from one void fraction to the other.

Keywords Foam flow •Wall shear stress • Energy • PIV • Conductimetry method •

Void fraction • Efficiency
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u
! Axial velocity vector component

v Vertical velocity component

x Axial axe direction

y Vertical axe direction

z Depth axe direction

Greek Letters

β Quality (foam void fraction)

τ Wall shear stress

μl Dynamic viscosity of the liquid phase

Abbreviation

PIV Particle image velocimetry

66.1 Introduction

Since the beginning of the twentieth century we have been experiencing a phenom-

enon that has changed the way we look at energy. Exponential human population

opened the mind of the scientific community and created a movement whose only

purpose is to innovate topics related to all fields of energy (from creation to

consumption). One of many original ideas is the use of “not-regular” fluids over

“regular” applications to improve the efficiency of these ones. Foam studies have

been around since 1887, when Lord Kelvin exposed the packing and structure of the

ideal bubble to bubble configuration. Nowadays, due to the energy challenge we are

facing, people start to take into consideration this kind of fluids to improve

industrial processes. Its unusual rheology properties, low density and important

interfacial surface, gives foam flow many interesting uses: assisted oil extraction

and heat exchange, among others.

Aqueous foams are complex fluids made out of a dispersion of gas bubbles in a

soapy liquid. These bubbles present a wide distribution of sizes, randomly mixed

and arranged. There are at least four length scales at which we can consider the

properties of a foam:

• The observer’s scale, of the order of metres; the foam has the appearance of a

soft, opaque solid.

• The millimeter scale, the bubbles can be distinguished; there are a small number

of local geometry rules, which describe how the bubbles pack together to form

the foam organization [1].

• The micron scale, which shows how liquid is distributed between the bubbles.
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• The nanometer scale, at which the molecular structure of the interfaces appears;

the presence of particular molecules, surfactants, which positions themselves at

the liquid layer between bubbles, lowers the liquid films energy and makes the

foam formation easy.

When treated as a macroscopic system, foam elements undergo no significant

thermal fluctuation, by means of which it might explore alternatives to the local

minimum of energy in which it finds itself [2]. It is not considered to be in a

metastable state, since it continually evolves according to the coarsening process,

air exchange between neighbour bubbles [3]. However, this is a very slow process.

The foam therefore stays very close to a true equilibrium except where a local

topological change may take place.

When the topological structure of the foam is altered, it may be brought to a

configuration in which there is a violation of the Plateau’s rule by the introduction

of a forbidden vertex. This configuration dissociates rapidly and a new structure is

formed. For a 2D flow, the possibilities are rather simple: The so-called T1 process

eliminates the fourfold vertex and forms two threefold ones, while the T2 process is

associated with the disappearance of a bubble, also known as coalescence. Both

processes are sudden events in which the surface energy of the foam drops abruptly

and the energy loss is dissipated as heat (Hutzler et al., 2008) [4]. The bubble

rearrangement leads to local shear flow of the liquid inside the foam films, resulting

in the dissipation of energy and shear rate-dependent contribution to the macro-

scopic stress.

Drainage is described as a phenomenon by which liquid flows out of a foam [5].

It may look to be a relatively straightforward fluid problem dealing with the flow

between bubbles, but is instead a very complex one, with length scales ranging from

nanometres for surfactant molecules to micrometres for films, to millimetres for

bubbles, to centimetres for bulk foams. Two main flow stages can be distinguished:

the drainage of the films between the bubbles and then the liquid flows to the centre

of the channels towards the Plateau junctions. The flow inside the liquid film is due

to several phenomena: the gravity force, the capillarity force and the pressure force

between the Plateau regions and the film between the bubbles.

A foam may be classified as a dry or wet foam according to the liquid content,

which may be represented by the liquid volume fraction. This ranges from much

less than 1 % to about 30 %. At each extreme (the dry and the wet limits) the

bubbles come together to form a structure which resembles one of the classic

idealized paradigms of nature’s morphology: the division of cells in the dry limit

and the close packing of spheres in the wet limit.

Rheological properties of foams, such as elasticity, plasticity and viscosity play a

major role in foam production, transportation and application. If foam is subjected

to a small shear stress, it deforms like a soft solid. This response can be character-

ized with a visco-elastic modulus. For applied low yield stress the visco-plastic flow

sets in. In this regime, foams behave like a shear-thinning fluid. This means that

their effective viscosity is a decreasing function of the shear rate [6]. Additional

rheological phenomena arise at the contact between the bubbles and the confining
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solid walls of a channel [7]. If the surface of the solid wall is smooth enough, the

foam tends to slip on the wall over a very thin liquid film. In this case, the velocity

of the first layer of bubbles in contact with the wall does not match to what is

observed with simple liquids [8]. The rheological properties of foams are complex

not only because both elastic and viscous responses are non-linear functions of the

applied stress but also because shear localization may occur under certain

conditions.

66.2 System Description

The system, comprising a stabilized liquid circuit (water with surfactant) and a gas

circuit (pressurized air), is injected into the liquid through a porous media into the

horizontal test section. The main straight duct is made in a 3.2 m long transparent

Plexiglas with a square section of 21 mm� 21 mm. The measurement section is

located at the middle of the duct at 1.3 m from the conducts entry. Figure 66.1

shows the schematic view of the fence located at this part of the duct. This one

allows us to study the behaviour of the foam flow when faced against a pattern

change and its reorganization once through the singularity [9].

66.3 Measurement Techniques

Foam regimes in straight ducts can be qualified in three groups [10]:

• One-dimensional flow: for this regime the flow behaves as a whole, it moves like

a block or a piston. The velocity vectors have one uniform axial component in

the flow direction:

u
! ¼ u � e!x ¼ cte � e!x ð66:1Þ

• Two-dimensional flow: it is obtained when the established flow has an axial

velocity component that only depends on the y-coordinate:

Fig. 66.1 Lateral view

of the fence [dimensions

in mm]
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u
! ¼ u yð Þ � e!x ð66:2Þ

• Three-dimensional flow: this one is obtained when the established flow velocity

vector presents an axial component that depends on the z- and y-coordinates:

u
! ¼ u y; zð Þ � e!x ð66:3Þ

For a foam flow made out of a known gas flow “Qg” and a known liquid flow

“Ql”, we can define the void fraction expression as the measure of the empty space

inside the foam:

β ¼ Qg

Qt

ð66:4Þ

where “Qt” corresponds to the foam flow such as Qt ¼ Ql þ Qg.

For our experiments, measurements were undertaken in the first regime

(one-dimensional flow regime) using a mean flow velocity of 1.75 cm/s and with

a void fraction of 55, 65, 75, and 85 %. The liquid and gas flow rates were measured

with a group of rotameters (Brooks).

The particle imaging velocimetry technique was used to obtain the foam flow

behaviour, velocity fields and profiles. It is a non-intrusive optic method capable of

obtaining the displacement of particles in a plane. This displacement is determined

by the comparison of two instantaneous position fields of particles inside. The

gas/liquid interface is darker than the rest of the flow. Therefore, the bubbles

contour can be used to obtain the movement of the foam flow as a whole. The

system used is a TSI set. It uses a software Insight 4G to treat the images. Due to the

opacity of the foam flow, the measurements were done for the bubbles flowing over

the lateral channel wall. The laser is produced by a double impulsion laser

(ND-YAG) with a wavelength of 532 nm (green) and a frequency of 7.25 Hz.

Figure 66.2 shows the schematic representation of the setting arrangement [11].

Fig. 66.2 PIV setting arrangement
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The stability experiments conducted were not aimed to accurately locate and

determine the T1 and T2 rearrangement. Contrariwise, they were interested in

obtaining the velocity changes that these ones may generate in the foam flow and

therefore induce a shear over its core. The PIV is a method than can accurately give

us these results by analyzing the velocity fields of our foam flow at the wall.

A conductimetry block located at the lateral wall was used to obtain the liquid

film thickness evolution. A frequency generator is used to emit a sinusoidal

alternating voltage between the conductimetry electrodes (between 50 and

100 kHz) to neglect the electrodes’ polarization phenomenon. The block used to

measure the liquid film thickness is rigid and cannot be moved. Therefore, to

calibrate it, an auxiliary system was created. This circuit is represented in

Fig. 66.3. The thickness e between the plate and the block can be adjusted. Then,

the liquid fills the space between the plate and the block. The experimental relation

gives the output voltage as a function of the thickness e and establishes it for every

pair of probes [12].

66.4 Results and Discussion

The two main transport characterization problems (stability and rheology) are

undertaken by presenting the results in terms of streamlines, velocity fields and

profiles, liquid film thickness evolution over the lateral wall and finally the wall

shear stress over the lateral wall for a foam flow with a block velocity of 2 cm/s and

a void fraction of 55, 65, 75 and 85 %.

Fig. 66.3 Calibrate system for the conductimetry probe
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Figure 66.4 shows the streamlines of the mean velocity fields for the foam

flowing through the singularity. The presence of the fence causes the formation

of dead zones in the immediate vicinity. In these regions the flow becomes slower

and it can even get stagnated. In this first approach the foam can be divided in two

regions: the principal flow and the dead zones where the bubbles can be completely

motionless.

One of the most important aspects of this study was to assure that all foam flows

had the exact initial conditions except for the change in the void fraction. This

means same bubble size and same velocity profile at the entrance of the conduct.

For the bubbles, the same porous medium was used in all cases. It has a porosity of

40 μm and creates bubbles with a diameter of 0.5 mm approximately. Figure 66.5

shows the velocity profile of all cases upstream of the singularity, far away enough

to not be influenced by it. It can be seen that they all present the one-dimensional

regime with a mean velocity of 1.75 cm/s.

Fig. 66.4 Streamlines of the mean velocity fields

Fig. 66.5 Profile of the axial velocity component upstream of the singularity for all cases
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The “u” velocity fields for the void fractions of 55 and 85 % are represented in

Fig. 66.6. These two specific cases were selected because they accurately represent

the two limits of foam flow, dry and wet limits respectively. Also, in these two

images the shear difference it is easily noted. Despite having the same velocity

profiles upstream and downstream of the singularity, the velocity fields, while the

foam passes through the singularity, are quite different. The dryer foam is more

influenced by the singularity than the wet one; it dissipates more energy, in the axial

direction, via viscous friction and stores less via its elastic properties. Therefore, it

is easier to shear the dryer foam than the wet one. The maximum velocity is

achieved for both cases right under the singularity with a value of around 4 cm/s.

As the dry foam is more influenced by the velocity it also takes more time to

achieve an equilibrium state, around 16 mm for the 11 mm of the wet foam.

The v velocity fields for the same void fractions are shown in Fig. 66.7. For both

cases, 55% and 85%, the behavior downstream of the singularity is similar. They

return to its initial state at about the same distance from the fence. Upstream of the

singularity everything changes. Dry foam resists more to change than the wet one.

Therefore, dry foam tends to shear less than the wet one. This is due to the gravity

effects and the densities differences. Wet foams are denser than dry foams. There-

fore, it will be more influenced by the gravitational force. In both cases a maximum

value of 1.2 cm/s is obtained at the exit of the singularity and a minimum value of

�0.8 at the enter of this one.

Fig. 66.6 “u” [cm/s] velocity fields for 55 % (top) and 85 % (bottom)
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Figure 66.8 represents the comparison of axial velocity profiles for all cases

(55, 65, 75 and 85 %) as they pass though the singularity starting at �25 mm and

finishing at 25 mm from it. An acceleration can be remarked as we move closer to

the fence (x¼ 0), reaching a maximum velocity of 4.3 cm/s. After this sudden

acceleration, the flow returns to equilibrium state with a velocity close to the one it

had before entering the singularity. The presence of death zones is clearly noticed

near the singularity where the axial velocity tends to 0. The absence of negative

velocities indicate that there are no recirculation zones and the foam flow stagnates

near the fence. Except for the driest foam (85 %), all other curves present the same

appearance putting into evidence once more the facility for the dry foam to shear

more than the wet one. This difference is about 15 % in its most deviated points.

Over the same plane the vertical velocity profiles were obtained and they are

shown in Fig. 66.9. As in a nozzle, the reduction of the section creates a vertical

acceleration towards the passage section below the singularity. As the foam leaves

the fence it fully occupies the rest of the duct. This phenomenon is a consequence of

its low density and high active surface. At the same time, it gradually decelerates

reaching the one-dimensional regime, in which the vertical velocity tends to zero.

As for the shear difference, it can be deducted from the velocity profiles that

upstream of the singularities wet foam tends to shear more in the vertical direction,

due to gravitational forces, than dry foam, and once the obstacle is passed the

phenomenon inverses and the dry foam becomes faster and shears more than the

Fig. 66.7 “v” [cm/s] velocity fields for 55 % (top) and 85 % (bottom)
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wet foam. Regardless of the different void fractions, the evolution of the mean

value of the liquid film over the lateral wall remains approximately the same. As an

example, Figure 66.10 shows the instant behaviour of the liquid film thickness for a

void fraction of 75 % as bubbles pass over the conductimetry probe. From these

signals, the maximum and averaged values are not significant. They are a result of

Fig. 66.8 “u” [cm/s] velocity profiles at (a) x¼�25, (b) x¼ 25, (c) x¼�15, (d) x¼ 15, (e)
x¼�5, (f) x¼ 5 and (g) x¼ 0
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Fig. 66.8 (continued)
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Fig. 66.8 (continued)
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the passage of a bubble and not the actual conduction of the liquid film. Therefore,

only the measurements of the minimal thickness were analyzed.

The evolution of the average liquid film thickness along the lateral wall is

represented in Fig. 66.11. It can be noted that, due to the drainage forces (gravity,

capillarity and disjoining pressure), the liquid film closest to the bottom of the

channel is thicker (around 60 μm) than the one at the top (around 5 μm). Its

evolution can be adjusted to a curve with the form y ¼ 82:33� e�0:904. The
thickness of the liquid film at the bottom of the channel depends on the void

fraction but does not make part of this study.

Some assumptions were made to calculate the wall shear stress over the lateral

wall along the test section: The liquid film thickness remains constant along the

axial length, it is equal to the theoretical curve adjusted to the experimental results

and the wall velocity gradient is equal to the axial bubble velocity over the wall,

shown in Fig. 66.5. The value of the wall shear stress is obtained with the

expression

τ yð Þ ¼ μl
δu

δy
ð66:5Þ

where μl ¼ 1:002� 10�3 is the liquid dynamic viscosity (same as the water), δu is

the wall velocity gradient and δy ¼ e is the thickness of the liquid film.

Figure 66.12 shows the wall shear stress field over the lateral wall for both limits,

wet (55 %) and dry (85 %). Though the velocity fields and profiles of the axial

component showed us a difference in terms of shear and behaviour of these two

Fig. 66.8 (continued)

66 Void Fraction Influence Over Aqueous Foam Flow: Wall Shear Stress. . . 921



void fractions, the wall shear stress difference is not appreciated. Maximum values

are achieved away from singularity at the top of the channel (4 Pa). The axial

velocity takes a minor part in the wall shear stress and it is the liquid film thickness

that influences the behaviour of this one the most. Therefore, in those places where

the liquid film tends to a minimum value (5 μm) the wall shear stress tilts to its

maximum.

Fig. 66.9 “v” [cm/s] velocity profiles at (a) x¼�25, (b) x¼ 25, (c) x¼�15, (d) x¼ 15, (e)
x¼�5, (f) x¼ 5 and (g) x¼ 0
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Fig. 66.9 (continued)
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Fig. 66.9 (continued)
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From the previous fields, the profiles of the wall shear stress over the later wall

along the length of the test channel were extracted and they are displayed in Fig. 66.13.

The maximum value is obtained at both upstream and downstream of the singularity

where the flow is in a one-dimensional regime with a mean velocity of 1.75 cm/ and at

the top of the channel where the liquid film presents its minimal value (5 μm). By

moving closer to the singularity, the velocity affects the wall shear stress, and despite

having smaller thickness at the top of the wall the maximum stress is created near the

maximum values of velocities (4 cm/s) towards the middle, between the fence and the

Fig. 66.9 (continued)
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Fig. 66.10 Instant evolution of the liquid film thickness over the channel’s lateral wall at the

(a) liquid/foam interface; (b) middle of the lateral wall and (c) top side of the lateral wall
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bottom of the channel. In this region a deviation of around 5 % is noted for the void

fraction difference.

Fig. 66.11 Evolution of the average liquid film thickness along the lateral wall of the channel

Fig. 66.12 Wall shear stress [Pa] fields for β¼ 55 % (top) and β¼ 85 % (bottom)
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Fig. 66.13 “τ” [Pa] profiles at (a) x¼�25, (b) x¼ 25, (c) x¼�15, (d) x¼ 15, (e) x¼�5, (f)
x¼ 5 and (g) x¼ 0
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Fig. 66.13 (continued)
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Fig. 66.13 (continued)
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66.5 Conclusions

In this study, we characterize and analyze the velocity fields, liquid film thickness

and wall shear stress of an aqueous foam flow with a mean velocity of 1.75 cm/s and

void fractions of 55, 65, 75, and 85 %. The mean goal was to attack the two main

problems of any foam flow inside a canalization, its rheological and stability

properties. The measurements were made over an aqueous foam flowing through

a fence with the PIV and conductimetry methods. The results put into evidence the

complexity of this flow. The rheological and stability properties are extremely

sensitive to the condition of the flow and its surroundings.

The singularity considerably changes the foam flow structure reorganization in

its vicinity with an axial acceleration when approaching the fence and deceleration

when exiting this one. The dry foam tends to move faster, therefore more shear, in

the axial direction than the wet foam. For the vertical velocity component, the

gravity and the foam density play a major role in the behavior. When the negative,

or downward, movement sets in the wet foam (denser) tends to accelerate more than

the dry foam. In the opposite case (upward or positive movement) is the dryer one

that moves faster towards the top of the channel.

The obtaining of the liquid film at the lateral wall, with the conductimetry

method, allowed the estimation of the wall shear stress. Despite the difference of

void fraction, both the liquid film thickness evolution and the wall shear stress do

not suffer any important change in their behaviour. Due to drainage forces, the

maximum values for the liquid film thickness over the lateral wall were found at the

Fig. 66.13 (continued)

930 R. Chovet and F. Aloui



bottom of the channel and the minimum at the top. The axial velocity does not have

a big impact over the maximum value of the wall shear stress. This one is inversely

proportionally to the liquid film thickness. The bigger stress is obtained away from

the fence, where the foam flow presents one uniform axial component, near the top

of the channel, for the smaller thickness. Close to the singularity the axial velocity

influences the wall shear stress and a small difference between the dry and wet foam

can be noted.

If foam flow can teach something is that problems need to be seen from both the

macroscopic and the microscopic points of view. In a foam, the distribution of

molecular particles inside the liquid films can change the rheological properties of

the whole. The same approach needs to be taken in all subjects concerning energy

and its efficiency. Even small changes in a system can improve its performance.

Foam flows present complex properties but once they are understood the possibil-

ities are infinite. This study is one step closer in understanding those properties and

improving the efficiency of foams used in some industrial processes.
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Chapter 67

Signal-Processing Technology for Rotating
Machinery Fault Signal Diagnosis

Byung Hyun Ahn, Yong Hwi Kim, Jong Myeong Lee, Jeong Min Ha,

and Byeong Keun Choi

Abstract The acoustic emission (AE) technique is widely applied to develop early

fault detection systems, on which the problem of a signal-processing method for an

AE signal is mainly focused. In the signal-processing method, envelope analysis is a

useful method to evaluate the bearing problems and the wavelet transform is a

powerful method to detect faults occurring on rotating machinery. However, an

exact method for the AE signal has not been developed yet. Therefore, in this chapter

two methods are given: Hilbert transform and discrete wavelet transform (IEA), and

DET for feature extraction. In addition, we evaluate the classification performance

with varying the parameter from 2 to 15 for feature selection DET and 0.01–1.0 for

the RBF kernel function of SVR; the proposed algorithm achieved 94 % classifica-

tion accuracy with the parameter of the RBF 0.08, 12 feature selection.

Keywords Acoustic emission • Signal processing • Hilbert transform • Fault

classification • Feature selection

67.1 Introduction

Eshleman proposed a hardware-based signal envelope technique in which signals are

passed through a capacitor to produce a demodulated time waveform. The Fast-

Fourier-transform (FFT)-based Hilbert transform is the traditional method for deriv-

ing the signal envelope and has been widely used in roller bearing diagnostics. More

recently, wavelet transform has been used for signal demodulation and optimal

bandpass filter (BPF) design. In summary, theHilbert andwavelet transformmethods

are promising methods for signal demodulation. These methods, however, cannot

enhance a weak signature from a noisy signal, and cannot detect early stage defects.

The problem of signal denoising has a strong connection to machine component

prognostics. Denoising and the extraction of a weak signature are crucial to fault

B.H. Ahn (*) • Y.H. Kim • J.M. Lee • J.M. Ha • B.K. Choi

Department of Energy & Mechanical Engineering, College of Marine Science,

Gyeongsang National University, Cheondaegukchi-Gil 38, Tongyeong,

Gyeongnam 650-160, Republic of Korea

e-mail: bgchoi@gnu.ac.kr

© Springer International Publishing Switzerland 2015

I. Dincer et al. (eds.), Progress in Clean Energy, Volume 1,
DOI 10.1007/978-3-319-16709-1_67

933

mailto:bgchoi@gnu.ac.kr


prognostics, where the features are often very weak and masked by noise. Prognosis

is achieved by detecting the defect at its initial stage, and alerting maintenance

personnel to such before it develops into a catastrophic failure. The standard

approach for extracting signals from a noisy background is to design an appropriate

filter that removes the noise components and at the same time allows the desired

signal to go through unchanged. Based on the noise type and application, different

filters can be designed to conduct denoising [1, 2].

Acoustic emission (AE) is the phenomenon of transient-elastic–wave generation

due to the rapid release of strain energy caused by a structural alteration in a solid

material under mechanical or thermal stress. The generation and propagation of

cracks are among the primary sources of AE in materials. AE transducers are

designed to detect the very-high–frequency (>50 kHz) stress waves that are

generated when cracks extend under load. The application of the AE technique in

the condition monitoring of rotating machinery has been increasing of late. This is

particularly true for bearing defect diagnosis and seal rubbing. The technique,

however, has a major drawback: the attenuation of the signal and, as such, the

AE sensor, has to be close to its source. It is often practical, however, to place the

AE sensor on the nonrotating member of the machine, such as the bearing or gear

casing. Therefore, the AE signal originating from the defective component will

suffer severe attenuation before reaching the sensor [3–8].

To remove background noise in the AE signal and to find the relationship

between the AE signal and the fault mechanism, envelope analysis and wavelet

transform were applied for the detection of defects in the rolling element bearing,

gear, and cracked shaft. In the original power spectrum of the AE signal, the defect

mechanism cannot be identified because the frequency range is over a decade kHz.

It can indicate the defect frequency in the power spectrum, however, through

envelope analysis with the Hilbert transform [9], after which the defect can be

evaluated. Envelope analysis has a disadvantage, though: it has difficulty predicting

or specifying which resonant modes of the neighboring structures will be excited. It

will be costly and unrealistic in practice to find the resonant modes by performing

experiments on rotating machinery that may also change under different operational

conditions. In addition, it is difficult to estimate how these resonant modes are

affected in the assembly of a complete bearing and mounting in a specific housing,

even if theoretically, the resonant frequencies of the individual bearing elements

can be tested or calculated. As such, most researchers choose the bandpass range as

an option. To make up for the disadvantage of this option, wavelet analysis was

included in the process of envelope analysis in this chapter because the discrete

wavelet transform (DWT) has a denoising function and a filter effect focused on the

impact signal. To make up for the weakness of BPF in envelope analysis, DWT was

substituted with BPF. The signal by DWT was separated into different bandwidths

by decomposition level, and was adapted to the signal with impact. In addition, to

increase the effect of DWT, a novel mother function was developed through a

fatigue crack growth test because the ability of DWT depends on the pattern of the

mother function. In the wavelet toolbox of MATLAB, most of the patterns of the

mother function are not corrected with AE signals.
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67.2 Algorithm

See Fig. 67.1

67.3 Intensified Envelope Analysis (IEA)

Envelope analysis is an important signal-processing technique that helps in the

identification of bearing defects by extracting the characteristic defect frequencies

(which may not be present in the direct spectrum) from the vibration signal of the

defective bearing. Every time a defect strikes its mating element, a short-duration

pulse is generated, which excites the resonances periodically at the characteristic

frequency related to the defect location. The resonances are thus amplitude-

modulated at the characteristic defect frequency. By demodulating these reso-

nances, a signal indicative of the bearing condition can be recovered. In practice,

Fig. 67.1 Proposed bearing fault diagnosis scheme using acoustic emission signal
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the signal is bandpass filtered around one of the resonant frequencies, thus elimi-

nating most of the unwanted vibration signals from other sources. This bandpass-

filtered signal is then demodulated by an envelope detector, in which the signal is

rectified and smoothed by lowpass filtering to eliminate the carrier or bandpass-

filtered resonant frequency. The spectrum of the envelope signal in the

low-frequency range is then obtained to determine the characteristic defect fre-

quency of the bearing.

Envelope analysis typically refers to the following procedure sequence:

(1) bandpass filtering, (2) wave rectification, (3) Hilbert transform or lowpass

filtering (LPF), and (4) power spectrum. The purpose of BPF is to reject the

low-frequency, high-amplitude signals associated with the ith mechanical vibration

components, and to eliminate the random noise outside the passband. Theoretically,

the best bandpass range includes the resonance of the bearing components. Theo-

retically, in HFRT (high-frequency resonance technique) analysis, the best

bandpass range includes the resonance of the bearing components. This frequency

can be found through impact tests or theoretical calculations involving the dimen-

sions and material properties of the bearing. It is very difficult, however, to predict

or specify which resonant modes of the neighboring structures will be excited. It

will be costly and unrealistic in practice to find the resonant modes by performing

experiments on rotating machinery, which may also change under the different

operational conditions. In addition, it is difficult to estimate how these resonant

modes are affected in the assembly of a complete bearing and mounting in a specific

housing, even if theoretically, the resonant frequencies of the individual bearing

elements can be tested or calculated. As such, most researchers choose the bandpass

range as an option. To make up for the disadvantage of envelope analysis, wavelet

analysis was substituted with BPF in envelope analysis, as shown in Fig. 67.1

The wavelet theory was introduced as a tool for the analysis of transient,

nonstationary, or time-varying phenomena. Wavelet analysis is also called wavelet

transform. There are two kinds of wavelet transform: continuous wavelet trans-

forms (CWT) and discrete wavelet transforms (DWT). CWT is defined as the sum

of all the times of the signal multiplied by the scaled shifted versions of the wavelet

function. To use CWT, one signal can be decomposed into a series of “small” waves

belonging to a wavelet family. The wavelet family is composed of scaling functions

deduced by the father wavelet and of wavelet functions deduced by the mother

wavelet.

The decomposition coefficients can therefore be determined through convolu-

tion, and can be implemented using a filter (low- or highpass filter). The decom-

position process can be iterated, with the successive approximations being

decomposed in turn, so that one signal is broken down into many lower-resolution

components. Furthermore, DWT has a denoising function and a filter effect

focused on the impact signal. To make up for the weakness of BPF in envelope

analysis, DWT was intercalated into the typical envelope analysis, particularly

between BPF and wave rectification. The signal by DWT was separated into

different bandwidths by decomposition level, and was adapted to the signal with

impact (Fig. 67.2).
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67.4 Feature Extraction

Figure 67.3 shows the correlation between the spectra of the type of fault. As shown

in Fig. 67.4 are independently of each type of bond type between the spectra

appears it can be seen that no duplication. In this paper, it extracts the peak signal

appears in the spectrum to a particular vector to diagnose the condition of bearings.

Fig. 67.2 Concept of IEA

Fig. 67.3 Each defective bearing spectrum of fault signal
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Past and current specimen samples on the basis of the input correlation between the

sample models a representation of the LPC (linear predictive coding). However,

LPC coefficients contained in the output signal by the change of noise have severe

drawbacks. In this chapter, the signal may result in the acquisition of these

phenomena taking into account the noise is stronger than the partial correlation

coefficients (PARCOR). LPC is used as a feature vector [10].

67.5 Feature Selection

Supposed C pattern to ω1,ω2, . . . ,ωc,

p i;kð Þi ¼ 1, 2, . . . , c; k ¼ 1, 2, . . . ,Ni

n o
ð67:1Þ

At p(i,k), i is the kth feature, Ni is the number of i.
The average deviation of all features of i is as below,

Si ¼ 1

2

1

Ni

XNi

j¼1

1

Ni � 1

XNi

k¼1
p i; jð Þ � p i; jð Þ

 

 ð67:2Þ
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The average deviation of Si is

Sw ¼ 1

c

Xc
i¼1

Si ð67:3Þ

Equation (67.2) changes to Eq. (67.3)

Sw ¼ 1

c

XNi

j¼1

1

Ni � 1

XNi

k¼1
p i; jð Þ � p ið Þ

 

 ð67:4Þ

Here

μ ið Þ ¼ 1

N

XNi

i¼1
p i;kð Þ ð67:5Þ

i is average value
With each different condition pattern cf average deviation ω1,ω2, . . . ,ωc, is

Sb ¼ 1

c

Xc
i¼1

μ ið Þ � μ


 

 ð67:6Þ

Here

μ ¼ 1

c

Xc
i¼1

1

Ni

XNi

k¼1
p i;kð Þ ð67:7Þ

All of the c condition pattern is the feature average. Inside the condition pattern is

less than average deviation Sw; the between-average deviation pattern condition is

more; the average indicates the optimal feature very well. Next is regarding

distance evaluation.

JA ¼ Sb
Sw

ð67:8Þ

67.6 Support Vector Regression

Support vector regression (SVR) theory is developed based on the principle of

SVM and is suitable for time series prediction. It aims to obtain a function f(x) that
can predict the output within the error limit of ε. In addition, the estimation function

f(x) can be as flat as possible to ensure a good generalization property and

variance [11].
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This function is presented as

Maximize

�1
2

Xn
i¼1

Xn
j¼1

ai � a*i
� �

a j � a*i
� �

K xix j

� � ð67:9Þ

2
Xn
i¼1

ai þ a*i
� ��Xn

i¼1
ai � a*i
� � ð67:10Þ

Subject to

Xn
i¼1

ai � a*i
� � ¼ 0, ai, a

*
i 2 0;C½ � ð67:11Þ

w ¼
X
SVs

ai � a*i
� �

z xið Þ ð67:12Þ

b ¼ �1
2

X
SVs

ai � a*i
� �

K xyxi
� �þ xsx j

� �� � ð67:13Þ

f xð Þ ¼
X

SVs
aia

*
i

� �
K xix j

� �þ b ð67:14Þ

K xix j

� � ¼ φ xið Þ � φ xð Þ is a symmetric positive defined kernel function given

by Mercer’s theorem, and the kernel function can map a low-dimensional vector

to high feature space through some nonlinear function. In this chapter, the

popular radial basis function (RBF) is adopted and its mathematical formula is

given as [12]:

K xix j

� � ¼ exp �




xi � x j





2
2σ2

� �
ð67:15Þ

67.7 AE Signal Acquisition

Table 67.1 shows properties of the AE transducer (PAC), amplifier, and data

acquisition board to obtain the AE signal.

Table 67.1 Properties of AE system

2 Channel AE system on PCI-board 18 Bit A/D conversion

5M samples/s rate

AE sensor

(Wideband type)

Peak sensitivity: �62 dB

Operating freq. range: 100 � 1,000 kHz

Resonant frequency: 650 kHz

Directionality: +/�1.5 dB

Preamplifier gain Wide dynamic range <90 dB

20/40/60 dB selectable gain

940 B.H. Ahn et al.



Figure 67.5 shows the acoustic emission signal system procedure. AE sensors

are attached to the housing of the drive shaft and driven shaft. The test is conducted

on the no-load 15 Hz.

Figure 67.6 indicates three type of bearing fault on each component of roller

bearing (FAG NJ206E-TVP2). Local single fault type is made by using electric

discharge machining for AE data acquisition.

67.8 Result of Signal Processing

Figure 67.7 and Table 67.2 show optimal classification performance on the AE

signal using the proposed algorithm in this chapter. The training sample is 25 and

the test sample is 36 of each fault type. Then the performance average result is

Fig. 67.5 Acoustic emission signal acquisition procedure

Fig. 67.6 Type of defective bearing
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94.9 %. And the optimal parameter of the RBF kernel is 0.01–0.1; the number of

features 2–15 was conducted. The experiment was conducted without noise and it is

required for optimal classification; the parameter number is 0.08 and the number of

features is 12.

By signal processing, classification performance is improved and the result

shows the case of bearing faults in the graph, and the result has reliability of the

fault classification.

Also fault classification is conducted under reduced noise and the performance is

evaluated so this processing can be applied to the AE signal system. Therefore, it

can be analyzed for rotating machinery fault signal diagnosis using the acoustic

emission signal.

7
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2

1

0

0 50 100 150 200 250

inner

inner+outer
inner+roller

outer

outer+roller

roller

Fig. 67.7 Fault classification performance

Table 67.2 Fault classification performance

Inner Outer Roller

Inner

+Outer

Inner

+Roller

Outer

+Roller

Performance

(%)

Inner 33 2 0 1 0 0 91.66

Outer 0 36 0 0 0 0 100

Roller 0 4 32 0 0 0 88.89

Inner

+ outer

0 0 0 36 0 0 100

Inner

+ roller

0 0 0 3 33 0 91.67

Outer

+ roller

0 0 0 0 1 35 97.23
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methanol oxidation at Pt/GC

electrode, 602

NiOx/GC and NiOx/Pt/GC

electrodes, 597, 599–600

NiOx in methanol oxidation, 602

oxidation peaks, 602
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Pt/GC and NiOx/Pt/GC electrodes,

600, 601

FORTRAN, 440, 449

Four-probe technique, 521

FP. See Flame pyrolysis (FP)

Free fatty acids (FFAs)

bimetallic CoMo/γ-Al2O3 catalyst, 606

final sulfur concentration and

HCON, 608–612

H2S impact, HDO reactions, 607

Free fluidal media

complex potential function,

solid body, 875–876

different geometry, 886

MATLAB software, 886

stream and potential function

channel boundaries, 876

ellipse and parabolic solid

body, 876–878

flow, 876

velocity

field equations, 878

magnitude, 879

pressure distribution, 879–880

pressure field around perforated

ellipse oval, 879

Freundlich isotherm

of Cd, 662, 664

of Cu, 662, 663

nonideal adsorption, heterogeneous

surfaces, 665

of Zn, 662, 663

Freundlich model, 741, 745–746

FT-IR analysis, catalysts surface

bands, 702

CO adsorption over T-A catalyst, 702

Ni metal particles, Ni metal clusters

and Ni ions, 702

surface species

CO adsorption, 701

PN adsorption, 703

Fuel cells (FCs)

conversion of energy, 596

technology, 578

Fuel characteristics

LHV, 28

proximate analysis, lignite, 28

ultimate analysis, lignite, 28

Fuel mass flow rate

exergy destruction rate, 101, 103

power output and hydrogen

production rate, 101, 103

Fuzzy modeling

Gustafson–Kessel clustering

algorithm, 283

MISO models, 283

nRMSE, 284

G
GaAsNBi/GaAs. See Solar cell
Gasification technology

solar energy, 25

temperature, 35

Gas phase analysis

decarboxylation path yields CO2, 612

HDO reaction’s selectivity, 612

methane production, 612

Gas pressure reduction

adsorber mass, 116, 117

adsorption cooling system

(see Adsorption cooling systems)

CGS (see City gate station (CGS))

EES, 93

electricity and hydrogen, 93

heat recovery ratio, 116, 118

liquefaction process, 92

ORC, 92

parameter, integrated system, 93–94

regenerating temperature, 114–115

turbo expander, 92

GCC. See Grand composite curve (GCC)

Genetic algorithm optimization

exergy efficiency and power output, 104

optimized value, 105–106

variables and constraints, 104–105

Geo-astronomical data, 322

Global forecast system (GFS), 293

Global horizontal solar irradiation

(GHI), 292

Global warming, 23, 237, 726

Glucose oxidation (GLO). See Formic acid

oxidation (FAO)

Glycerol esterification, catalytic chitosan

membrane

batch reactor experiments

catalyst amount, effect of, 734–735

initial molar ratio (acid/alcohol),

733–734

setup, 728–729

temperature, effect of, 731–733

bioadditives, 726

FTIR spectra, 728, 730–731

global warming, 726
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Glycerol esterification (cont.)
high value-added products, 726

incorporating biorefinery industries,

development of, 726

innovative process, 727

MAG, TAG and DAG, 726

materials, 727

membrane preparation, 728

PVCMR (see Pervaporation catalytic

membrane reactor (PVCMR))

SEM, 728, 731–732

Grain yield (GY) analysis, 618

Grand composite curve (GCC)

heat exchanger network, 383

minimum external heat requirements, 385

optimum resource allocation, 385

Great Maghreb

CVWNN, 324–326

MISO, 326

Green process. See Essential oil extraction
Ground source heat pump systems, 122

Guideline

bidding, 305–306, 308

gas turbine, 305

production, 306, 308

Gustafson-Kessel clustering algorithm, 283

GY. See Grain yield (GY) analysis

H
HAT. See Humid air turbine (HAT)

HAWT. See Horizontal axis wind turbine

(HAWT)

HCON. See Hydrogen consumption (HCON)

HDS. See Hydrodesulfurization (HDS)

Heat exchanger

boiling regime, 393, 395–396

boundary condition, 396, 397

cold side fluid

liquid, 391, 393

vapor, 393, 395

computational fluid dynamics, 393

energy regeneration, 390

finned tube and conjugated heat

transfer, 396

fin tube modeling, 391, 396

flow analysis model, 393

flow velocities, 390, 399–400

fuel cell system, 390

gas model, 393, 396

heat flux distribution and vapor fraction,

393, 394

heat transfer, 414

hot side fluid, vapor, 393, 395

HTRI model, 391, 393

local fin tube modeling, 396, 397

porous medium approach, 390, 391, 396

proposed analysis flow, 390, 391

P-V curve, 398

temperature and pressure

distributions, 390

temperature distribution, 391, 392

temperature profile, heat sink, 399

Heat exchanger networks

chemical process flowsheet, 381, 382

exergoeconomic analysis, 373

exergy destruction and heat-transfer area,

382, 383

exergy-pinch methodology, 373

GCC, 383–385

grid diagram, retrofit design, 381, 383

MILP, 373

optimum DTmin calculation,

380–381, 383, 384

pinch analysis, 372–373

streams and utility information, 380

thermodynamics, 373

Heating and cooling systems, 311

Heat regenerative, 113, 118

Heat source, 451, 453, 459

Heat transfer

convection heat flux, 418

microchannel heat sink, 390

nanofluids, 415

PCMs, 404

porous medium approach, 396

thermo physical properties, 414

TiO2 nanoparticles, 417

Heat transfer analysis

cooling load calculations, 125–127

hypothetical house, 125

panel cooling calculations, 127–131

properties, 237

water, 130–131

Heat-transfer area

balanced composite curves, 373

exergy destruction, 378, 382, 383

Heat treatments, 765, 788

Heavy metals. See also Kinetics,

heavy metals

adsorption and ion exchange

processes, 649

adsorption capacity, 347

adsorption isotherm, 662–668

batch biosorption experiments, 650

biosorbents, 343
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cadmium ions, 648

conventional methods, 343

copper, 648–649

Elovich kinetic model, 658–660

initial concentration, 661–662

intra-particle diffusion model, 656–657

Lagergen model, 652–654

low cost, 649

pseudo-second-order model, 652–655

solution, 649

sorbent, 649

time contact and kinetic

study, 650–652

Heteropolyacids. See Room temperature

Hilbert transform, 933, 934, 936

Holistic map, 302

Horizontal axis wind turbine (HAWT)

BEM theory, 505–506

CFD, 505

economic power, 504

factors, 505

fluid domain, 510

gauge pressure, 511

governing equations, 506

grid study, 511

k - e RNG, 508, 515
k - e SST, 508
output power calculation, 512–513

pathlines, velocity magnitude and

vectors, 516, 517

power coefficient vs. tip speed ratio

plot, 516, 517

pressure coefficient

distribution, 516–518

rotor speed and pitch angle, 513–514

Spalart-Allmaras models, 513

standard spalart-allmaras one-equation

model (SA), 507

tetrahedral-type domain, 511

turbulent model investigation, 512

unstructured mesh construction, 510

wall y+ number, 512

wind turbine geometry, 513, 515

Humid air turbine (HAT), 42

Hybrid community energy systems

aggregation, 6–7

ISI (see Integrated Sustainability

index (ISI))

lead-acid battery, 11–12

normalization, 4

solar-PV-battery system, 8–11

sustainability, 3–4

weighting factors

distance-to-target method, 5

indicators, 4–5

panel method, 5

scoring and evaluation, 5–6

Hydrodesulfurization (HDS)

bimetallic CoMo/g-Al2O3 catalyst, 606

experiments, 607

final sulfur concentration and

HCON, 608–612

fossil fuels, 606

gas phase analysis, 612

HDT, 606

H2S estimation, 607

vegetable oils and fats, 606

Hydrodynamic flow

flow field, 365–367

Nusselt number, 366, 368, 369

thermal field, 365–367

Hydrodynamic instabilities.

See Taylor–Couette system
Hydrodynamics design. See Flow

around solid body

Hydrogen consumption (HCON), 611, 612

Hydrogen production

exergy efficiency, 98

ORC, 101

power output, 101

and utilization, 25

I
IEA. See Intensified envelope analysis (IEA);

International Energy Agency (IEA)

Impregnation

ratio effect, 628–629

temperature, 630

Indoor thermal comfort, 319

In situ technology, 158

Initial molar ratio (acid/alcohol), 733–734

Integrated energy production systems

assumptions, 27

double-effect absorption cooling

subsystem, 35–36

energy and exergy efficiencies, 33–34

energy supply, 23

exergy analysis, 24

exergy destruction rate and, 36–37

fossil energy sources, 24

fuel characteristics, 28

gasification technologies, 26

heat exchangers, 27

lithium bromide-water

absorption system, 26

methanol production subsystem, 35, 36

methanol production system, 23

poly-generation system, 25

solar-based multigeneration, 25
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Integrated energy production systems (cont.)
solar energy technologies, 25

temperature, exergy destruction, 34–35

thermodynamic analysis, 28–33

tri-generation system, 24

Integrated exergy-pinch analysis

conventional capital and energy

trade-off, 379–380

economic parameters, 378

entropy generation, 375

exergy destruction

composite curves, 376–378

heat-transfer processes, 375–376

heat exchanger networks, 378

TAC, 379

thermodynamics, 375

Integrated sustainability index (ISI)

components, 7

egalitarian perspective, 13

energy systems, 1

reduction, sustainability sub-indicator, 15

solar-PV-battery system, 11

Integrated system process. See also Gas

pressure reduction

absorption chillers, 75

absorption cooling systems, 76

crystallization phenomena, 75

EES, 81

energy depletion, 74

exergy destruction rate, 82

lithium bromide-water absorption

system, 78

Rankine cycle, 77

solar-based multigeneration

system, 76–77

solar energy, 75

thermodynamic analyses (see
Thermodynamic analyses)

trigeneration and polygeneration, 74–75

Intensified envelope analysis (IEA)

concept, 937

decomposition coefficients, 937

defect frequency, 936

DWT and CWT, 936

procedure sequence, 936

signal-processing, 935–936

wavelet theory, 936

International Energy Agency (IEA),

42, 935–937

Intra-particle diffusion model

Cd sorption, 656, 657

Cu sorption, 656

Zn sorption, 656, 657

Inverse method

mass transfer rates, 899

wall shear rates, 902, 905, 906

Iron oxide

carbon conversion efficiency, 555

hematite oxygen carrier, 555

impregnation method, 554

natural gas/syngas, 554

outlet gas concentrations, 554

prototype, 554

qualitative estimation, 555–556

SEM analysis, 554

ISI. See Integrated sustainability index (ISI)

Isothermal adsorption tests, 685

Isotherms, MB adsorption

calculation, equilibrium data, 810, 814

design, 809

Freundlich, 810

Langmuir, 810

maximum capacity, 810

parameters, 810, 811

sorption capacities, 810–811

K
Kinetics

adsorption

mechanisms, 746–747

penicillin by dried biomass,

parameters, 747, 748

pseudo-first-order, 746

pseudo-second-order, 746, 749

squared errors (SSEs), 747

heavy metals

cadmium, 650, 652

copper, 650, 651

zinc, 650, 651

L
Lagergen model, pseudo-first-order kinetic

Cd sorption, 652, 654

Cu sorption, 652, 653

Zn sorption, 652, 653

Langmuir isotherm

of Cd, 662, 664

of Cu, 662, 663

of Zn, 662, 663

La(Fe, Co)13-x Six, 228

Linear resistance polarization (LPR)

electrochemical parameters, 780, 782

silicon 2H electrodes, 780, 782

Linear sweep voltammograms (LSVs), 568
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Liouville’s theorem, 324

Lithium bromide-water absorption

system, 26, 78

Low-sulfur fuels, 302

LSVs. See Linear sweep voltammograms

(LSVs)

M
Magnetic impurities in nonmagnetic metals

d-metal atoms, 759

fermi-level, 760

giant magnetic moments, 756

hydrogen sensitive indicator, 760

on impurity iron atoms, series

of 4d-alloys, 755, 756

“spin-up” and “spin-down”

densities, 756

Maisotsenko combustion turbine cycle

(MCTC)

combustion chamber, 47

compressor, 46–47

costs, system components, 51, 53

energy and exergy analyses, 50–51

energy and exergy efficiencies, 52

energy efficiency, 49

entropy generation rate, 49

entropy generation results, 51

exergoeconomic analysis, 50

exergoeconomic results, 54

exergy destruction ratio, 49, 52

general flow exergy rate, 45

HAT, 42

IEA, 42

isentropic efficiency, 43–44

layout, 43–44

Maisotsenko compressed air

saturator, 48–49

Maisotsenko cycle air cooler, 46

M-cycle air cooler, 43

system data, 43, 44

thermodynamic systems, 42–43

turbine, 47–48

Maisotsenko compressed air

saturator, 48–49

Maisotsenko compressor inlet cooler,

43, 44, 50

Maisotsenko cycle air cooler, 46, 51, 52, 54

Management strategy, 303

Mass transfer rates

dimensionless Taylor number, 901–902

flow regimes, 899

instantaneous time evolution, 900, 901

Kalliroscope visualization, MWV flow, 899

linear velocity gradient, 899

spectral analysis, 900–901

MEA. See Membrane electrode

assembly (MEA)

Mean absolute error (MAE), 326

Mean bias error (MBE), 294

Measures of energy efficiency (MEE)

biomass heat boilers, 144

capacitor banks, 143

description and benefits, 138–139

economic feasibility, 144

installation, variable speed

drives, 142–143

internal illuminance, cold

chambers, 143

lighting, facilities, 143

payback period, 144

reactive energy, 143–144

simulators, food temperature, 143

Meat industry

“20-20-20”, 137

calculation, energy consumption, 141

categories and variables, 140–141

correlation analysis, energy

consumption, 141–142

costs, 139

data, energy audits, 141

economic and energy savings, 148–149

electric energy consumptions, 140

energy and cost savings, 150

energy and economic savings, 150

energy audits, 140, 145

energy consumption, 139, 144, 147

energy profile, 140

equipment acquisition, 151

equipment, quantities and reference

prices, 148

information, organization, 141

initial enquiry of companies, 140,

144–145

MEE (see Measures of energy

efficiency (MEE))

methodology, 139–140

refrigeration systems, 137

regression curve, 147

targets, 137–138

weak correlation, 145

Mechanical strength, 428–429

MEE. See Measures of energy

efficiency (MEE)

Membrane electrode assembly (MEA), 465,

469, 473
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Metal-hydrogen interstitial alloys

“concentration of conduction

electrons”, 752

host metal conduction band, 758–759

hydrogen–air mixtures, 751–752

hydrogenated magnetic

materials, 757–758

localized electronic states, 752–755

localized magnetic moments, 755–756,

759–760

rare-earth metals and alloys, 752

Meteorological parameters, 322

Methanol oxidation (MEO).

See Formic acid

oxidation (FAO)

Methylene blue (MB) adsorption

aqueous solutions, 814

batch mode adsorption, 805

capacity, 814

clays, 804

dye, 804

effect of contacts time, 805, 806

elimination, 804

industrial usage, 803–804

investigation, 805

isotherms (see Isotherms,

MB adsorption)

materials, 804

pH effect, 812–814

pseudo-first-order model, 806–807

pseudo-second-order

model, 807–809

thermodynamics

calculation, 812

estimation, 812, 813

parameters, 811–812

Microwave extraction. See Essential oil
extraction

MISO. See Multi-input

single-output (MISO)

Mixed convection, 359, 362,

364, 365, 369

Model output statistics (MOS), 294–296

Modified electrodes

electrochemical data, 579, 580

GC electrode, 579

unmodified and modified Pt/GC

electrode, 579, 580

Monolith catalyst. See Ru/Al2O3-coated

FeCralloy monolith catalyst

Monte-Carlo simulation, 790–791

MOS and ANN

MISO, 294, 298

NWP models, 294

SISO, 294, 298

Multi-generation, 25, 76, 77, 87

Multi-input single-output

(MISO), 283, 323

Municipality water supply system

ceiling, heat transfer, 123, 124

cooling, 122

ground source heat pump, 122

heat transfer analysis, 125–131

hypothetical house, 123

panel heating and cooling, 121–122

pressure drop and pump work, 132

thermometer temperature, 124

walls, heat transfer, 123, 124

N
Nano-CoOx, 578

Nanoencapsulation

FT-IR analysis, 407–408

materials, 404

morphologies and particle size

distribution, 407

nanocapsule synthesis, 405

PCMs, 403–404

shell formation process, 406

TDI/DETA ratio, 406

thermal properties, 409–410

Nanofluid

flow condition, 416

Nusselt number, 415

solid-liquid mixture, 415

thermal conductivity, 418

thermophysical properties, 419

turbulent flow and heat transfer, 415

Nanoparticles effect

specific heat capacity

mass ratio clathrate, 245

R32, 245–246

R134a, 246

R141b, 247

thermal conductivity

aluminum, refrigerant

clathrate, 249, 250

copper, refrigerant clathrate, 249, 250

R134a-based clathrate, 249, 252

R32-based clathrate, 249, 252

R141b-based clathrate, 249, 251
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Nanostructures

CO oxidation, catalytic

enhancement, 591–592

FE-SEM, 583

Pt-based anodic catalyst, 579, 580

National Centers for Environmental

Prediction (NCEP), 293

Natural convection, 435, 436

Natural gas, 311

Natural gas preheat temperature

effects, 101, 102

Natural gas pressure effects, 100–101

News materials, 475

Nickel oxide nanoparticles (NiOx)

GC and Pt/GC electrodes, 597

oxygen species, 596

on Pt surfaces, 596

Ni dispersion

catalyst performance for ESR, 697

O2 chemisorption, 699

NiOx. See Nickel oxide nanoparticles (NiOx)
n-Nonadecane

core material and polyurethane, 404

DSC thermogram, 409

FT-IR analysis, 407

nanocapsules, 405

Nonlinear waves in numerical wave tank

boundary condition

dynamic, 863

geometry, piston wave maker, 861

kinematic, free surface, 862

Neumann’s, 861–862

sinusoidal motion, 861

timing, 863

boundary element method, 860

constraints, wave generation, 865, 868

energy production, industries, 859

establishment, wave energy

converter, 859, 860

fluid dynamics, 859

initial condition, 862

outcomes

analytical and numerical

solution, 865–866

Caspian Sea waves, 866, 868

distance and time, wave

amplitude, 866–867

reflection of waves, 865

simulation and calculations, 867

validation, 865

sea waves, 859

smoothing and re-meshing,

free surface, 863–864

structure, 859

wave energy and power, 864–865

Normalized root mean squared error

(nRMSE), 284, 326

nRMSE. See Normalized root mean squared

error (nRMSE)

Numerical methods

Numerical simulation

CFD, 414

counter flow heat exchanger, 416

heat transfer, 414–415

nanofluid, 415

nanoparticles, 415

Numerical weather prediction (NWP), 292

O
Observability

PMUs (see Phasor measurement

units (PMUs))

TLBO (see Teaching learning-based

optimization (TLBO))

o-Cresol biodegradation
bacterial species, 714

biological treatment methods, 714

experiments, 715

growth kinetics, 722–723

microorganisms cultivation, 715

optimal nitrogen source concentration,

718–720

optimal pH, 720–722

optimal salt concentrations, 716–718

pH effect and mineral medium

composition, 714

residual o-cresol determination, 716

Off-line tool, 302

Oil extraction

bitumen, 156

drilling methods, 158

exergy destruction ratios, 164, 166

hydrogen production methods, 168

in situ technology, 158

in situ water usage simulation, 161, 164

mining water usage simulation, 161, 162

oil sands operation scheme, 156

open-pit mining, 156

percentage distribution, 155

raw bitumen and crude oil

production, 168

steam-assisted gravity

drainage, 157–158

surface mining process, 157

thermodynamic analysis, 159–161
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Oil extraction (cont.)
water flow data, 164–165, 167

water requirements, hydrogen

production, 158–159

Oil palm shell (OPS)

density, 427–428

lightweight aggregate, 424, 425

mechanical strength, 428–429

mix proportion, 426

OPSLC, 424

Ordinary Portland cement ASTM type I,

425–426

physical properties, 426

solid fuel, 424

testing, specimens, 427

thermal properties, 429–430

Ontario, air source heat pump performance

CHP systems, 196–197, 201

conventional system, 199

cooling requirements, 196

data analyses and presentation, 195

greenhouse characteristics

and operational strategies, 195

greenhouse industry, 194

OHP system, 199–200

SHP systems, 198–201

total energy consumption, 195

water consumption, 196

weather file, 195

OPD. See Overpotential
deposition (OPD)

Open heat pump (OHP) greenhouse

system, 175–176, 179

OPS. See Oil palm shell (OPS)

Optimal nitrogen source concentration

biomass vs. KNO3, NH4Cl and NH4NO3

concentrations, 718–720

nitrogen sources, specific

growth rate, 718

Optimal salt concentrations

biomass vs. MgSO4 and NaCl

concentrations, 716–717

nitrogen sources, specific growth

rate, 716, 718

Optimization, 302, 303, 308, 312, 313

Optoelectronics, 477

Organic Rankine cycle (ORC)

condenser, 96

evaporator, 96

high-temperature variation, 104, 105

hot flow gases, 95

pump, 96

turbine, 96

Overpotential deposition (OPD), 562

Oxygen carrier

CLC process, 552–553

iron oxide, 554–557

P
Palladium nanoparticles (PdNPs)

deposition potentials, 561

differences in, 567, 568

experimental, 561–562

FAO, 561

formic acid (FA), 560

formic acid electro-oxidation, 568–569

fuel cells, research, 560

GC electrode in N2-saturated

0.1 M H2SO4 solution, 562–563

particle size, 561, 564

PdNPs/GC electrode, 565–567

PdNPs/GC electrode in N2-saturated

0.5 M H2SO4, 564, 565

XRD technique, 565

Panel cooling calculations

design, 129–131

heat transfer, 128

hypothetical house, 127

thermal resistance, 128–129

Panel method, 5

Particle image velocimetry (PIV), 913, 914,

930, 931

Payback period, 144

PCMs. See Phase change materials (PCMs)

PdNPs. See Palladium nanoparticles (PdNPs)

Pellet vs. monolith catalysts

CO conversion vs. CO2 selectivity,

640, 641

CO oxidative activity, 639–640

with reaction temperatures

in PrOx, 639, 640

PEM. See Proton exchange membrane (PEM)

PEMFCs. See Proton exchange membrane

fuel cells (PEMFCs)

Perkin Elmer Spectrum 100 FTIR

spectrophotometer, 728

Pervaporation catalytic membrane reactor

(PVCMR)

acetic acid and glycerol esterification, 727

temperature on acetic acid conversion,

735–736

unit, 729–730

Pharmaceutical pollutant biosorption.

See also Adsorption;

Adsorption isotherm
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adsorbent, 740

adsorption (see Adsorption)
adsorption isotherm, 741, 745–746

antibiotics, 740

batch adsorption models, 740

chemicals, 740

contact time, effect of, 743

hazardous compounds removal,

industrial effluents, 740

initial concentration, penicillin, 744

less expensive and efficient

biosorbents, 740

Pleurotus mutilus biomass, 740

residual penicillin analysis,

adsorption media, 742

STPs, 740

Phase change materials (PCMs)

microencapsulation, 403–404

nanoencapsulation, 404

n-octadecane, 404
performance and usability, 238

R32- and R134a-based, 247

solid-liquid phase change, 403

thermal conductivity, 240

Phasor measurement units (PMUs)

bisecting search method, 818

consequence of Ohm’s Law, 818

measurement technique, 818

optimal placement

branch current, 819

BTLBO algorithm, 823–824

buses, 818

constraints, 821–822

cost factor, 818

IEEE 14-bus system, 819, 824

IEEE 57 bus test system, 824, 825

IEEE 118 bus test system, 824, 826

observability analysis, 820

problem formulation, N-bus system,

820–821

rules, 820

voltage, 819

real-time, 818

state-of-the-art techniques, 827, 828

zero injections

different systems, 825, 827

simulations, 824, 825

specifications, 825, 827

Photocatalysis

electron-hole pairs, 764

MB and RhB dyes, decomposition, 772

measurements, 766

reaction rate constant (kapp), 773–774

Photovoltaic systems (PV), 322

Pinch analysis

composite curves, 374, 375

enthalpy interval, 374

heat-transfer minimum approach

temperature, 373

linear programming, 374

process stream data, 374

PIV. See Particle image

velocimetry (PIV)

Plant and steam turbines, 307

Platinum nanoparticles

experimental, 596–597

low temperature regime, 595

materials and electrochemical

characterization

CVs of GC, 598–599

FE-SEM micrographs, 597–598

organic molecules, 595

Pt–M-based binary catalysts, 595

Pleurotus mutilus biomass

definition, 740

industrial fermentation residue,

veterinary use, 742

Langmuir and Freundlich isotherm

models, 745

vs. penicillin, 744
PMR. See Proton NMR spectra (PMR)

Polyethylene/nanotubes nanocomposite

atomic modeling structure, 845, 846

atomic velocities, 848

carbon, 845, 847

constant pressure

longitudinal and transverse

stress–strain curves, 851–852

Parnillo Berendsen method, 851

Young’s moduli (Young modulus)

energy variation, lengths of, 850

Hamiltonian molecular

system, 846, 848

industrial performance, 844–845

interaction, 848

kinetic energy, 848

minimization of energy, 849

molecular dynamics simulation, 846

molecular mechanics, 849

particles, 844

speed determination, atom, 849

SWNT, 845, 850, 853, 854

see VER cell, 847

Poly-generation. See Integrated energy

production systems

Porous medium, 390, 391, 396, 400

Index 961



Potential flow

free fluidal media, 875–878

restricted fluidal media, 881–887

Power plant, 303, 304, 306

Prediction

adsorption amount, 344

ANN, 350

copper ions, 343

multilayer neural networks, 354

Preferential CO oxidation (PrOx).

See also Ru/Al2O3-coated FeCralloy

monolith catalyst

CO removal process, 634

high CO conversion and CO2

selectivity, 634

reforming process, 635

Proton exchange membrane (PEM)

exchange current density, 98

H2 production unit, 96

thermochemical modeling, 96

voltage, 97

Proton exchange membrane fuel cells

(PEMFCs)

correction factor, 466

current density, 469, 470

Henry’s law, 467

hydrogen oxidation and oxygen

reduction reactions, 465

MEA, 465

Nernst equation, 467–468

numerical method, 468–469

Ohm’s law, 467

partial cell/complete

cell models, 464

proton conductivity, 466

source terms and diffusion

coefficient, 466

temperature gradient, 465

turbines/combustion engines, 464

velocity inlet, 469, 471, 472

Proton NMR spectra (PMR), 537

PrOx. See Preferential
CO oxidation (PrOx)

Pseudomonas Spp. See o-Cresol
biodegradation

Pseudo-second-order model

Cd sorption, 652–654

Cu sorption, 652–654

Zn sorption, 652–654

PVCMR. See Pervaporation
catalytic membrane

reactor (PVCMR)

Q
Quantacome AS1WinTM-Automated Gas

Sorption Data Analyzer, 684–685

Quebec and Labrador, air source

heat pump performance

agriculture and agri-food industry, 214

annual water consumption, 218

CHP systems, 218

conventional system, 219–220

data analyses and presentation, 215

greenhouse characteristics

and operational strategies, 215

greenhouse location and system, 216

greenhouse systems, 217

OHP, 216, 220–221

semi-closed and closed systems, 217

SHP, 216, 221

weather file, 215

R
Radial basis function (RBF), 313

Radon and progeny radiation

alpha-particle, 789–790

description, 788

equilibrium factor

(see Equilibrium factor)

Monte-Carlo simulation, 790–792

SSNTDs, 788–789

Rankine cycle. See also
Organic Rankine cycle (ORC)

energy efficiencies, 87

exergy destruction rate and exergy

efficiency, 35

and methanol production system, 35

solar collector, 85

temperature, 104

Recorded track density, 788, 795, 800

Refrigerant. See also Specific heat capacity

CFC, 237

clathrate, 237

energy management, 236

heat of fusion, 238

melting temperature, 238

metallic nanoparticles, 237–238

PCMs (see Phase change materials (PCMs))

SPBM, 240–241

TES, 236

thermal conductivity (see Thermal

conductivity)

volumetric enthalpy, 239

and water, 240
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Refrigeration systems

air flow optimization, 266–268

AWVP (see Atmospheric

water vapor processing

(AWVP))

clean and fresh safe water, 261

component characteristics, 269

control system, 270

daily condensed

water production, 276

diagram and picture, 269

Dubai atmospheric

air temperature, 275

experimental campaign, 268

optimal air flows, 277

test procedure, 270–272

thermoelectric, 269

Regression analysis

predicted and actual values, 316

testing phase, 316

Response surface methodology (RSM)

CCD, 674–675

center runs, 675

independent variables,

adsorption of Cr (VI), 675

regression model equations

and operating conditions, 674

Restricted fluidal media

complex potential function, 881

stream and potential function

channel construction, 885, 887

flow, 882

perforated red cell shape, 882–883

pressure distribution, 885, 886

velocity field, 884–885

Rhodamine B (RhB) dye,

sewage sludge, 625

Room temperature

acetoxylation reactions, 536,

537, 540–541

chemical industry, 536

chlorosulfonic acid, 537

green chemistry, 536

hydroquinones, 539

hydroxynaphthoquinones, 536

IR spectra, 537

Juglone, 537

metallic phthalocyanines, 536, 537

microwave irradiation, 537

montmorillonite K10, 538

organic solvents, 536

oxidation of hydroquinones, 542–544

oxidation to quinones, 539–540

phenol oxidation, 542

saponification and oxidation in situ, 541
Thiele-Winter Reaction, 544–546

zeolites exchanged H+, 538

RSM. See Response surface methodology

(RSM)

Ru/Al2O3-coated FeCralloy

monolith catalyst

catalyst preparation, 635–636

catalytic tests, 637

characterization, 636–638

CuOx/CeO2 and CuO/CeO2

catalysts, 635

H2 consumption, 639

H2O and CO2 addition, 635, 641–642

H2-TPR patterns of, 638

irreversible CO adsorption, 634

metal structured catalysts, 634

l(2[O2]/[CO]), effect of, 643–644

and pellet catalyst, 639–641

temperature window operating, 644–645

R.V.E. nanocomposite polyethylene, 854

S
SA. See Supported anode (SA)

SC. See Supported cathode (SC)

Scanning electron microscopy (SEM), 728,

731–732

Scheduling, 301

SCR. See Support vector regression (SCR)

SE. See Supported electrolyte (SE)

Semi-closed heat pump (SHP) greenhouse

system, 175–176, 179–180

Sensitivity analysis, 318

Separation factor (RL), sorption

system, 664–665

Sewage sludge

acids and bases, chemical

activation, 626–627

acids concentration effect, 627–628

adsorption procedure, 624–626

chemical activated sludge,

preparation, 625

chemical reagents, 624

impregnation ratio effect, 628–629

impregnation temperature, 630

rhodamine B (RhB) dye,

adsorbate, 625

sorbent impregnation, 624

Sewage treatment plants (STPs), 740

Short-term forecasting.

See Solar irradiation
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Signal processing technology

AE (see Acoustic emission (AE))

BPF design, 933

denoising and weak signature

extraction, 934

fault classification performance, 941–943

feature extraction, 937–938

feature selection, 939–940

FFT-based Hilbert transform, 933

hardware-based, 933

IEA (see Intensified envelope analysis

(IEA))

optimal parameter of RBF kernel, 942

SVR, 940–941

Silicon

carbon dioxide, 778

corrosion potential, 779–780

electrochemical parameters, 779

LPR technique, 780–782

photovoltaic cells, 779

solar energy, 777

solar panels, 778

Tafel plot, 782–785

Single-phase Brownian model

(SPBM), 240–241

Single-wall carbon nanotube

(SWNT), 845, 850, 853, 854

Small-scale fuel processor. See Ru/Al2O3-

coated FeCralloy monolith

catalyst

Smart grid, 302

SOFC. See Solid oxide fuel cell (SOFC)

Solar-based multigeneration system, 76–77

Solar cell

absorption, 479

absorption coefficient, 480, 481

bandgap energy, 479

current density and power, 480, 482

efficiency, silicon panels, 476

film materials, 476

GaAs1-xNx, 477
GaAs1-x-yNxBiy/GaAs, 481, 482
heterostructure, 477

linear interpolation law, 478, 479

nitrogen and bismuth

concentration, 479–481

photovoltaic electricity

production, 476

semiconductor layer, 478

strained bandgap energy, 480, 481

tensile and compressive

strain, 477–478

variation, lattice mismatch, 479, 480

Solar energy

adsorption refrigeration, 110

copper coil tube, 487

global solar irradiation, 322

multi-generation energy production

system, 25

pollution-free and inexhaustible

nature, 282

titanium dioxide, 764

Solar irradiation

energy, 282

Fuzzy modeling, 283–284

global and direct, 282

measured vs. forecasted 24 h

January month, 2009, 285, 287

May month, 2009, 285, 287–288

validation part, 285–286

meteorological input, 283–284

Solar-PV-battery system

air-source heat pump, 8

cooling and non-HVAC electricity, 8–9

daily average domestic hot water

and space heating, 9

egalitarian perspective, 13

incidence angle, 10

parameters, 10

photovoltaic and battery charging

efficiency, 17–18

solar irradiance, 10–11

sustainability assessment results, 12–14

system description, 8

weighting factor, 16

Sol–gel dip-coating process, 765

Solid oxide fuel cell (SOFC)

area calculation, 451–452

boundary conditions, 453, 454

channel design influence, 451

computation program, 453, 454

heat source term, 453

heat transfer equations, 452

maximum temperature, 455, 456

SA, 451, 455, 456

SC, 455, 457

SE, 455, 457

temperature evolution, 455, 458, 459

temperature values, 454

thermal conductivity, 450

three-dimensional equation system, 452

three-dimensional numerical

simulation, 450

Solid state nuclear track detectors (SSNTDs)

indoor environments, 789

SRIM and TRIM, 789
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Southeastern Anatolia Region (SEA), 292

Spatial correlation, 172, 174, 184,

194, 204, 214

Specific heat capacity

material, 241–242

nanoparticles effect

mass ratio clathrate, 245

R32, 245–246

R134a, 246

R141b, 247

salts effect

PCM, 243

R134a clathrate, 243, 244

R141b, 243, 244

R32 clathrate, 243

refrigerant clathrates, 242

Spectroscopic ellipsometry, 523, 525

Spent catalysts

C nanotubes formation, 707–708

FE-SEM and TEM

characterization, 707

Raman spectra of, 707, 708

Spray pyrolysis, 522, 523, 531

Square cavity, 435–437

Squared errors (SSEs), 747

SRIM. See Stopping and range of ions

in matter (SRIM)

SSNTDs. See Solid state nuclear track

detectors (SSNTDs)

Static adsorption, 346

Steam-assisted gravity

drainage, 157–158

Stopping and range of ions

in matter (SRIM)

characteristics, 789

Monte-Carlo simulation

method, 789

and TRIM, 789

Supported anode (SA)

temperature evolution, 455, 458

temperature field, 455, 456

three-dimensional, 450

Supported cathode (SC),

455, 457–459

Supported electrolyte (SE),

455, 457, 458

Support vector regression

(SCR), 940–941

Surface mining process, 157

Sustainability. See Hybrid community

energy systems

SWNT. See Single-wall carbon
nanotube (SWNT)

T
TAC. See Total annualized costs (TAC)

Tafel plot

electrochemical parameters, 785

electrode, silicon cooled, 783

4H working electrode, 784

temperature effect, behavior, 783

Taylor–Couette system

acceleration–deceleration effects, 898

analysis, instabilities, 898

“clogging” phenomena, 893

coaxial cylinders, 893

construction, 895

cylinder rotates, 895

flow regimes, 893, 894

geometrical characteristics, 894

instabilities’ effect

mass transfer rates, 899–902

wall shear rates, 902–906

instantaneous time evolution, 895, 897

multi-segment sensor, 895, 897

observation, 907

problem statement, 895

second instability, 893

three-segment and circular probes’

location, 895, 896

vicinity, 907

vortices, 893

Taylor vortices, 893, 905

TDI. See Toluene-2,4-diisocyanate (TDI)
Teaching learning-based

optimization (TLBO)

development, 829

effects, 822

genetic algorithm, 822

grades of learners, 822–823

learner phase, 823

N-P optimization, 818

teacher phase, 823

Temkin isotherm

adsorbent–adsorbate interactions, 665

of Cd, 666, 668

constants of, 666

of Cu, 666, 667

of Zn, 666, 667

Temperature

current density, 469
turbines/combustion engines, 464

velocity inlet, 469

Temperature programmed

reduction (TPR)
metal–support interaction, 699

Ni oxide species, 698–699
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Temperature programmed

reduction (TPR) (cont.)
O2 chemisorption, 699

T-FP, T-A and T-S samples, 701

TPR–TPO–TPR cycle, 699

XRD analysis and Rietveld

refinement, 699

XRD diffractograms

and FT-IR skeletal spectra, 700

TES. See Thermal energy storage (TES)

Theoretical optimized strategy, 309

Thermal analysis, 767

Thermal conductivity

clathrate, 248

effect of nanoparticles

aluminum, refrigerant

clathrate, 249, 250

copper, refrigerant

clathrate, 249, 250

R134a-based clathrate, 249, 252

R32-based clathrate, 249, 252

R141b-based clathrate, 249, 251

effect of salts

R134a clathrates, 253

R141b clathrates, 253, 254

R32 clathrates, 253, 254

volume fraction, 253–255

parameters, 247, 248

PCM, 248–249

Thermal energy storage

(TES), 236–237, 243

Thermal properties, 429–430

Thermodynamic analyses

absorption system, exergy

destruction rates

and efficiencies, 84, 86

balance equation, 78

component, exergy efficiency, 161

energy and exergy efficiency, 80–81

energy balance equation, 29, 78–79

energy efficiency, 33

entropy balance, steady-flow

reacting system, 160

exergy balance analysis, 29–32

exergy destruction rate, 79–80

exergy efficiency, 33

mass and energy balances, 159

mass balance analysis, 28–29

parabolic dish collector system, exergy

destruction rates and efficiencies,

84, 85

PDC, 86–87

physical and chemical exergy, 160

quantity balance, 28

Rankine system, exergy destruction rates

and efficiencies, 84, 85

solar-based integrated system, 82, 84

Thermodynamics

adsorbed mass, 113

energy analysis, 42

exergoeconomic analysis

methodology, 43

isosteric cooling phase, 113

MCTC, 54

single-bed adsorption system, 112

Thermoeconomic modeling

combustion chamber, 94–95

exergy analysis outcomes, 99–100

fuel mass flow rate, 101–104

gas-fired heater, 95

genetic algorithm optimization, 104–106

natural gas preheat temperature

effects, 101, 102

natural gas pressure effects, 100–101

ORC, 95–96

PEM, 96–98

performance assessment, 98

turbo expander isentropic efficiency, 95

Thermogravimetric analyzer (TGA).

See Carbon dioxide

adsorption–desorption

Thiele-Winter reaction

acetoxylation, Juglone, 545

chlorosulfonique and perchloric

acid, 544

HPAs, 545

Menadione transformation, 545

1,2,4,5-tetracetoxynaphthalene, 545

UV-visible spectrum, 545, 546

zeolites, 545

Thin films. See Titanium dioxide

(TiO2) thin films

Three-dimensional. See Solid oxide

fuel cell (SOFC)

TiO2

nanofluids, 420

nanoparticles, 415, 417

Nusselt number, 415

Pak and Cho correlation, 419

Titanium dioxide (TiO2) thin films

applications, 764

electron-hole pairs, 764

films characterizations, 766

films deposition, 765

(αhν)0.5 function, (hν) plot, 770, 771
heterogeneous photocatalysis, 764

966 Index



MB and RhB dyes

photocatalytic decomposition, 772

reaction rate constant

(kapp), 773–774

methods, 765

photocatalysis measurements, 766

Raman spectra of films

with layers, 767, 768

sol–gel dip-coating process, 765

solution preparation, 765

texture coefficient, 769

thermal analysis curves, 767

thickness and refractive index, 771, 772

UV–Vis transmittance spectra, 770

XRD patterns, 767, 768

TLBO. See Teaching learning-based

optimization (TLBO)

Toluene-2,4-diisocyanate (TDI)

and DETA, 406

FT-IR spectra, 407, 408

n-nonadecane, 405
polyurethane shell, 406

Total annualized costs (TAC),

378–380, 383

TPR. See Temperature programmed

reduction (TPR)

Transition element impurities

in aluminum, 755

in copper, 755

Transport of ions in matter (TRIM), 789

Turbo expander isentropic

efficiency, 95

Turbulence modeling, 505–507

Turkish Electricity Transmission

Corporation (TEIAS), 304

Typical Meteorological Months

(TMY), 173

U
Ultrasonic pulse velocity

(UPV), 427, 428

Under potential deposition

(UPD), 562

V
Variation errors, 315, 318

Vis spectrophotometer, 716

VOCs. See Volatile organic compounds

(VOCs)

Void fraction, aqueous foam flow

average liquid film thickness, lateral

wall of channel, 921, 926

axial velocity component, 915

complication, 931

conductimetry method, 931–932

dispersion of gas bubbles, 910

dry/wet, 911

instant behaviour, liquid film thickness,

918, 921, 925

liguid flow, drainage, 911

mean velocity fields, 914, 915

measurement techniques

calibrate system, conductimetry

probe, 914

one-dimensional flow, 912

PIV setting arrangement, 913–914

three-dimensional flow, 913

two-dimensional flow, 912–913

velocimetry technique, 913

process, 911

properties, 910–911

rheology properties, 910–912

stability and rheology, 914

topological structure, 911

“τ” [Pa] profiles, 926–930
twentieth century, 910

“u” velocity fields

profiles, 917–921

shear differences, 916

vicinity, 930

“v” velocity fields

dry foam, 916–917

profiles, 922–925

wall shear stress, 921–922, 926

Volatile organic compounds (VOCs)

biodegradation of (see o-Cresol
biodegradation)

environmental damage,

pollutants, 714

industrial water effluents, 714

W
Wall shear rates

flow velocity, 906

function, dimensionless

time, 904, 905

inverse method shear rate evolution,

905–906

spectral analysis, 906

third period, 904, 905

time evolution, 902–903
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Wall shear stress, aqueous foam

flow, 921–922, 926

Water consumption

in CHP system, 180

oil sands, 157

regression, 179

SHP systems, 180

Water usage. See Oil extraction
Wave energy

converters, 859

and power, 864–865

Wavelet theory, 322–323

Wave-maker calibration

analytical and boundary element

methods, 859

boundary condition, 861–862

parameters, 859, 865

performance, 859

piston, 861, 865, 868

regular and linear reciprocating

motion, 861

sample period and amplitude, 860

unstable waves, 861

wave amplitude, 866–867

Weather Research and

Forecasting (WRF), 293

Weight hourly space velocity

(WHSV), 608–612

Wheat, direct seeding

anthropogenic CO2

emissions, 616

carbon analysis, 618–620

CO2 emissions from

agriculture, 616

conservation tillage systems, 617

crop residues management, 617

CT with NT, 617

global agricultural practices, 616

GY and STR, 618

Institute of Field Crop

Agricultural Research

Station of Setif, 617

MAP and urea, 617–618

percent residue cover, 618

WHSV. See Weight hourly space

velocity (WHSV)

Wind’s speed, 322

Wind turbine. See Horizontal Axis Wind

Turbine (HAWT)

WRF model

boundary layer, 293

microphysics, 293

non-hydrostatic mesoscale, 293

X
XRD Rietveld analysis, 770

Y
Young modulus

CNT–PE composite, 853

deformation, 852, 853

different lengths, carbon nanotubes, 853

longitudinal, 853

and shear moduli, 845

variation, 853

Z
Zn1-xMgxO (ZMO) films

crystal quality, 523

electrical properties, 530–531

optical properties

absorption coefficient, 527, 528

Cauchy-Urbach dispersion

model, 525

optical band gap energy

estimation, 528

PHE-102 spectroscopic

ellipsometer, 525

refractive index and extinction

coefficient, 525–527

SE spectra, 525

thicknesses and model

parameters, 525, 526

transmission spectra, 527

physical properties, 522–523

radiation spectra, 522

spray pyrolysis, 522

structural properties, 523–524

surface properties, 528, 529

TCO, 522

ultraviolet optoelectronic devices, 522
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