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Preface

During the past few decades, we have been faced various critical challenges in
various dimensions, ranging from energy to environment and from economy to
sustainability. In all these dimensions, energy plays the most critical roles since the
way that we produce, transfer, transport, convert, and use energy affects all other
dimensions significantly. There is a strong need for clean energy solutions to
overcome environmental, resource, efficiency, cost, energy security, and sustain-
ability issues.

The first volume of this edited book entitled “Progress in Clean Energy” focuses
on analysis and modeling of clean energy systems and applications and contains
67 uniquely selected papers out of the conference papers presented in the 13th
International Conference on Clean Energy (ICCE-2014) which was held in Istan-
bul, Turkey from June 8 to 12, 2014. This distinctive event was not only organized
to bring all the researchers, scientists, policy makers, and engineers conducting
research on the clean energy field together but also to honor Dr. Veziroglu’s 90th
birthday in Istanbul, which is also his birthplace. This conference provided a forum
for the exchange of latest technical information, the dissemination of the high-
quality research results on the issues, the presentation of the new developments in
the area of clean energy, and the debate and shaping of future directions and
priorities for better environment, sustainable development, and energy security.
The recent research findings in the clean energy topics including solar, wind,
hydropower, nuclear, and hydrogen energy technologies, fuel cells, biomass and
biofuels, clean fossil fuels, carbon sequestration and carbon tax, energy storage and
energy conservation, environmental impact and remediation, and sustainable devel-
opment and energy management were presented and discussed in this conference.

This volume covers a number of major topics focusing on design, analysis,
modeling, optimization, assessment, evaluation, and improvement. Some signifi-
cant subjects covered include sustainability modeling, thermodynamic analysis
through energy and exergy methods, forecasting approaches, numerical studies,
kinetic studies, fabrication and characterization of new energy materials, advanced
optimization, performance evaluation, system integration, and multigeneration.



vi Preface

We hope that the first volume of this edited book will provide a unique source of
clean energy systems and applications with a prime focus on analysis, modeling,
and optimization. We sincerely appreciate the help and assistance provided by
various individuals and conference organizing committee members who deserve a
clear acknowledgement.

Oshawa, ON, Canada Ibrahim Dincer
Izmir, Turkey C. Ozgur Colpan
Isparta, Turkey Onder Kizilkan

Izmir, Turkey M. Akif Ezan



Contents

1  Sustainability Assessment of Hybrid Community
Energy Systems. . . ....... ... ... . . . .. 1
Kevork Hacatoglu, Ibrahim Dincer, and Marc A. Rosen

2 Thermodynamic Modeling of an Integrated Energy
System for Poly-generation Design. . . ...................... 21
Yunus Emre Yuksel and Murat Ozturk

3  Assessment of Maisotsenko Combustion Turbine Cycle
with Compressor Inlet Cooler. . .. ......................... 41
Hakan Caliskan, Ibrahim Dincer, and Arif Hepbasli

4  Modeling of Fluidized Bed Gasification of Rice Straw
inEgypt. ... . ... e 57
Rami Salah EI-Emam and Ibrahim Dincer

5 Thermodynamic Evaluation of an Integrated System
with Concentrating Collector . . . ... ....................... 73
Umran Cevrimli, Yunus Emre Yuksel, and Murat Ozturk

6 Design and Optimization of an Integrated System to Recover
Energy from a Gas Pressure Reduction Station. . . . ... ........ 89
Shoaib Khanmohammadi, Pouria Ahmadi, Kazem Atashkari,
and Ramin Kouhi Kamali

7  Performance Improvement of Adsorption Cooling System
by Heat Recovery Operation. . ............................ 109
W. Chekirou, N. Boukheit, and A. Karaali

8  The Use of Municipality Water System for Building
Cooling as an Alternative to Conventional Ground Source
Heat Pump. ... ... .. . . 121
Yigit Can Sezgin and Murat Celik

vii



viii

10

11

12

13

14

15

16

17

18

19

Contents

Study and Optimization of the Energy Profile of the Meat
Industry in the Region of Alentejo, Portugal . . ................ 135
Octavio Alves, Paulo Brito, Pedro Lopes, and Paula Reis

Energy and Exergy Analyses of Water Usage in Oil Sands
Extraction and Upgrading Operations. . . ... ................ 153
M.K. Cohce, I. Dincer, and G.F. Naterer

Air Source Heat Pump Performance in Open, Semi-closed,
and Closed Greenhouse Systems in British Columbia......... .. 171
flhami Y1ldiz, Jin Yue, and Asena Cansu Yildiz

Air Source Heat Pump Performance in Open, Semi-closed,
and Closed Greenhouse Systems in the Canadian Maritimes. . . . . 183
Ilhami Yildiz, Jin Yue, and Asena Cansu Yildiz

Air Source Heat Pump Performance in Open, Semi-closed,
and Closed Greenhouse SystemsinOntario. . ................ 193
[lhami Y1ldiz, Jin Yue, and Asena Cansu Yildiz

Air Source Heat Pump Performance in Open, Semi-closed,
and Closed Greenhouse Systems in the Canadian Prairies. . . . . .. 203
flhami Yildiz, Jin Yue, and Asena Cansu Yildiz

Air Source Heat Pump Performance in Open, Semi-closed,
and Closed Greenhouse Systems in Quebec and Labrador . . . . . .. 213
[lhami Yildiz, Jin Yue, and Asena Cansu Yildiz

Experimental Study of a Multilayer Active Magnetic

Regenerator Refrigerator-Demonstrator. . . ... .............. 225
Younes Chiba, Osmann Sari, Arezki Smaili, Cyril Mahmed,

and Petri Nikkola

Evaluation of Thermal Properties of Refrigerant
Clathrates with Additives. . .............................. 235
Sayem Zafar, Ibrahim Dincer, and Mohamed Gadalla

Refrigeration System Optimization for Drinking Water

Production Through Atmospheric Air Dehumidification. . . . . . . . 259
Marco Bortolini, Mauro Gamberi, Alessandro Graziani,

and Francesco Pilati

Short-Term Forecasting of the Global Solar Irradiation

Using the Fuzzy Modeling Technique: Case Study

of Tamanrasset City, Algeria. ... ......................... 281
Lyes Saad Saoud, Faycal Rahmoune, Victor Tourtchine,

and Kamel Baddari



Contents

20

21

22

23

24

25

26

27

28

29

Improving WRF GHI Forecasts with Model

Output Statistics. . .. ........... ... ... ...

Burak Barutcu, Seyda Tilev Tanriover, Serim Sakarya,
Selahattin Incecik, F. Mert Sayinta, Erhan Caliskan,
Abdullah Kahraman, Bulent Aksoy, Ceyhan Kahya,
and Sema Topcu

CitInES: Design of a Decision Support Tool

for Industrial Complexes and Cities. . . . ..................

Sinem Nalbant, Eren Yasar Cicek, Firat Uzman, Funda Cetin,
Cagn Savasan, Laurent Fournie, and Sylvain Mouret

Forecasting the Energy Consumption Using

Neural Network Approach. . ...........................

Mohamed Bouabaz, Mourad Mordjaoui, Nabil Bouleknafet,
and Badreddine Belghoul

Complex-Valued Wavelet Neural Network Prediction
of the Daily Global Solar Irradiation of the Great

Maghreb Region. .. ....... .. ... . ... ... ... .. ... .....

Lyes Saad Saoud, Faycal Rahmoune, Victor Tourtchine,
and Kamel Baddari

Neural Modeling Adsorption of Copper, Chromium, Nickel,

and Lead from Aqueous Solution by Natural Wastes. . . . .. ...

Samia Rebouh, Mounir Bouhedda, Salah Hanini,
and Abdenour Djellal

Computational Study of the Effects of Heat Generating

Finned Annular Pipe on the Conjugate Heat Transfer . . . . .. ..

Sofiane Touahri and Toufik Boufendi
Exergy-Based Design and Analysis of Heat

Exchanger Networks. . . .............. ... ...............

S. Aghahosseini and I. Dincer

Flow Velocity Prediction for Heat Exchanger for Fuel

Cell by Test and Analysis. . ............................

Seonhwa Kim, Jonghyek Kim, and Jinheok Jeong

Preparation and Characterization of Nanoencapsulated

n-Nonadecane for Convective Heat Transfer . . . .. ... .......

Semahat Barlak, Ali Karaipekli, O. Nuri Sara, and Sinan Yapici

Numerical Simulation of Heat Transfer to TiO,-Water
Nanofluid Flow in a Double-Tube Counter Flow

Heat Exchanger. ... ..... ... ... ... ... ... ... ....

C.S. Oon, H. Nordin, A. Al-Shamma’a, S.N. Kazi,
A. Badarudin, and B.T. Chew



30

31

32

33

34

35

36

37

38

39

Contents

The Effects of Oil Palm Shell Volume Fractions
on Thermal Conductivity for Insulation Concrete. . . . . ... ... .. 423
Eravan Serri, M. Zailan Suleman, and M. Azree Othuman

Double Diffusion Effects on Entropy Generation
in Convective Heat and Mass Transfer . . . ... ................ 433
Zeroual Aouachria, Djamel Haddad, and F. Benzemit

Three-Dimensional Numerical Study of the Heat Transfer

on The Planar Solid Oxide Fuel Cell: Joules Effect. . . ... ... ... 449
Youcef Sahli, Bariza Zitouni, Hocine Ben Moussa,

and Hafsia Abdenebi

Modeling of Heat Transfer in the PEMFC: Velocity

Inlet and Current Density Effect. . ... ...................... 463

Djamel Haddad, Kafia Oulmi, Hocine Benmoussa,
Zeroual Aouachria, and Sahli Youcef

Modeling the Structure Based on GaAsNBi/GaAs
for Solar Cell . . . ... ... ... ... . . .. . . 475
A. Aissat, A. Djili, S. Zelazel, and J.P. Vilcot

Phenomenological Study of a Cylindrical Solar
Water Heater: Critical Analysis of the Mathematical Model . . . . . 485
Omar Bait, Mohamed Si-Ameur, and Abdelaziz Benmoussa

Assessment of Turbulence Models for Aerodynamic

Performance Analysis of a Commercial Horizontal Axis

Wind Turbine . . . .. ... ... ... . 503
Mojtaba Tahani

Fabrication and Characterization of Zn; ,Mg,O Films
for Photovoltaic Application. ... .......................... 521
Olcay Gencyilmaz, Ferhunde Atay, and Idris Akyuz

Activated Zeolites and Heteropolyacids Have Efficient

Catalysts for Synthesis Without Use of Organic Solvent

at Room Temperature. .. ......... ... ... ... ... ........ 535
Mohamed Hammadi, Hadjila Dokari, Didier Villemin,

and Nassima Benferrah

Utilization of Iron Oxides in Chemical Looping

Combustion Processes . . . .............. ... ..... ... .. .... 551
Nesibe Dilmag, Omer Faruk Dilmag, Osman Nuri Sara,

and Sedat Yoriik



Contents

40

41

42

43

44

45

46

47

48

49

On the Catalytic Activity of Palladium Nanoparticles-Based
Anodes Towards Formic Acid Electro-oxidation: Effect

of Electrodeposition Potential . . . ..........................

Islam M. Al-Akraa, Ahmad M. Mohammad,
Mohamed S. El-Deab, and Bahgat E. El-Anadouli

The Effect of Temperature and Initial Concentration

on Synthesis of Ammonia Borane. . ... ... ... ...............

Derya Oncel Ozgiir and Goksel Ozkan

Electrocatalysis of Formic Acid Electro-Oxidation
at Platinum Nanoparticles Modified Surfaces with Nickel

and Cobalt Oxides Nanostructures . . . .. ....................

Gumaa A. El-Nagar, Ahmad M. Mohammad,
Mohamed S. El-Deab, and Bahgat E. El-Anadouli

Electro-Oxidation of Formic Acid, Glucose, and Methanol

at Nickel Oxide Nanoparticle Modified Platinum Electrodes. . . . .

Sayed M. El-Refaei, Gumaa A. El-Nagar,
Ahmad M. Mohammad, and Bahgat E. El-Anadouli

Hydrotreatment of High-Acidity Vegetable Qil-Heavy

Gas Oil Mixtures over a CoMo Catalyst. . ...................

A. Vonortas, A. Zerva, K. Philippopoulos, and N. Papayannakos
Carbon Sequestration by Direct Seeding of Wheat

in Setif High Plains (North East Of Algeria)..................

Mohamed Fenni, Kamel Nadjem, and Abdelhamid Mekhlouf

Chemical Activation of a Sewage Sludge for Elimination

of Cationic die (Rhodamine-B) From Aqueous Solution. . . . ... ..

Meriem Zamouche, Sihem Arris, and Mossaab Bencheikh LeHocine

Preferential CO Oxidation Over Ru/Al,O3-Coated

Metal Monolith Catalyst for Small-Scale Fuel Processor. . . . . . ..

Kee Young Koo, Hyun Ji Eom, Un Ho Jung, and Wang Lai Yoon

Equilibrium and Kinetic Studies of Adsorption of Cd (II),
Zn(II), and Cu(Il) from Aqueous Solution into Cereal

By-Products. . . ........ ... ... e

S. Arris, F. Belaib, M. Bencheikh Lehocine, and H.-A. Meniai

Response Surface Modeling and Optimization
of Chromium (VI) Removal from Aqueous Solution

Using Date Stones Activated Carbon in Batch Process. . ... ... ..

F. Kaouah, S. Boumaza, T. Berrama, L. Brahmi, and Z. Bendjama

xi



Xii

50

51

52

53

54

55

56

57

58

59

Contents

Carbon Dioxide Adsorption on Coconut Shell Biochar. .. ....... 683
Wan Azlina Wan Ab Karim Ghani, Nur Zalikha Rebitanim,
Mohamad Amran Mohd Salleh, and Azil Bahari Alias

Metal Dispersion and Interaction with the Supports

in the Coke Production Over Ethanol Steam

Reforming Catalysts. . . ......... ... ... ... ... ... ........ 695
Gianguido Ramis, Ilenia Rossetti, Elisabetta Finocchio,

Matteo Compagnoni, Michela Signoretto,

and Alessandro Di Michele

Biodegradation of o-Cresol by a Pseudomonas spp. . ........... 713
Adh’ya-eddine Hamitouche, Zoubida Bendjama,
Abdeltif Amrane, and Farida Kaouah

Bioadditive Synthesis from Glycerol by Esterification
Using Catalytic Chitosan Membrane . . . ... ................. 725
Derya Unlu and Nilufer Durmaz Hilmioglu

Biosorption of Pharmaceutical Pollutant . . . .. ............... 739
Hakima Cherifi, Bentahar Fatiha, and Hanini Salah

Switchable Magnetic Properties of Hydrogenated
Metal AllOyS . . . . ... 751
Toseb Ratishvili and Natela Namoradze

Effect of Thickness on Photocatalytic Activity

of TiO, ThinFilms . . . . ....... ... ... ... ... ... ........... 763
F. Bensouici, M. Bououdina, A. Iratni, M. Toubane,

and R. Tala-Ighil

Electrochemical Behavior of Silicon in Light

and Dark Environments in 0.5 M Sulfuric Acid. . ... .......... 777
M. Bounoughaz, H. Boukercha, A. Khemmari,

M. Allaoua, and E. Salhi

Monte-Carlo Modelling and Experimental Study

of Radon and Progeny Radiation Detectors for Open

Environment. ... ........... ... .. .. 787
Sofia Kottou, Dimitrios Nikolopoulos, Ermioni Petraki,

Debabrata Bhattacharyya, Paul B. Kirby,

Tamara M. Berberashvili, Lali A. Chakhvashvili,

Paata J. Kervalishvili, and Panayiotis H. Yannakopoulos

Adsorption of Methylene Blue from Aqueous Solution
by Natural Clays. . ... ......... . ... . .. 803
Habiba Belbekiri and Meriem Belhachemi



Contents

60

61

62

63

64

65

66

67

Application of a Binary Teaching Learning-Based Algorithm

to the Optimal Placement of Phasor Measurement Units. . . . . . .

Abdelmadjid Recioui, Hamid Bentarzi, and Abderrahmane Ouadi

Innovative Process of Essential Oil Extraction: Steam

Distillation Assisted by Microwave. . ......................

Naima Sahraoui and Chahrazed Boutekedjiret

Dynamics Molecular Simulation of the Mechanical
and Electronic Properties of Polyethylene/Nanotubes

Nanocomposites. . . . ...

K. Kessaissia, A. Ali Benamara, M. Lounis, and R. Mahroug

Numerical Simulation of Nonlinear Waves in Numerical

Wave Tank Using Boundary Element Method . . . ... .........

Rezvan Alamian, Rouzbeh Shafaghat, Mustafa Ramzan-nejad,
and Seyed Jalal Miri

Modeling of Flow Around a Solid Body in Free and

Restricted Fluidal Media . . . .. ............ .. ... .. ... .....

Munir Suner

Effect on Wall Shear Rates of Taylor Vortex Instabilities

Induced by Progressive Variation of the Inner Cylinder . . . . . ...

Emna Berrich, Fethi Aloui, and Jack Legrand

Void Fraction Influence Over Aqueous Foam Flow:

Wall Shear Stress and Core Shear Evolution. . . . .. ..........

Rogelio Chovet and Fethi Aloui
Signal-Processing Technology for Rotating Machinery

Fault Signal Diagnosis. . . . .......... ... ... ... ... . ....

Byung Hyun Ahn, Yong Hwi Kim, Jong Myeong Lee,
Jeong Min Ha, and Byeong Keun Choi

Xiii



Chapter 1
Sustainability Assessment of Hybrid
Community Energy Systems

Kevork Hacatoglu, Ibrahim Dincer, and Marc A. Rosen

Abstract The goal to achieve a sustainable society that will endure over the long
term is generally regarded as a positive evolutionary course. One of the challenges
with this goal is developing a quantitative assessment of the sustainability of a
system. Despite the different measures available in the literature, a standard and
universally accepted index for assessing sustainability does not yet exist. Here, we
develop a novel integrated sustainability index (ISI) for energy systems that
considers critical multidimensional sustainability criteria. The originality of this
new index is that it incorporates fundamental thermodynamic, economic, and
environmental constraints to combine indicators from multiple dimensions into a
single-score evaluation of sustainability. The index is therefore unique because it
can assess sustainability relative to an ideal reference state instead of being limited
to ranking systems via relative assessments. The ISI is applied to a stand-alone
solar-PV-battery system designed to meet the needs of a small community in
Southern Ontario. The ISI of the system ranges from 0.52 to 0.66, where one is
considered to be a sustainable system. The weighting factors associated with critical
economic and global environmental criteria have the greatest effect on the ISI. This
index is expected to prove useful as a high-level, multi-criteria decision analysis
tool for understanding and fostering sustainable energy systems, alone or in concert
with other approaches.

Keywords Energy system e« Integrated sustainability index e« Life-cycle
assessment ¢ Sustainability ¢ Solar-PV-battery system

Nomenclature

a Azimuth angle, °

A Dimensional sustainability indicator

B Nondimensional sustainability indicator
Cn  Clearness number
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ke Local extinction coefficient
Q Heat rate, kW

W Weighting factor

Greek Letters

p  Collector tilt angle, °
6 Elevation angle, °
¢ Incidence angle, °

Subscripts

Col Collector
ETR Extraterrestrial radiation

i Sub-indicator

] Category indicator

m Number of sub-indicators

n Number of category indicators

T Target

Abbreviations

ADP Abiotic depletion potential

AF Affordability

APP Air pollution potential

CFC Chlorofluorocarbon

Ccv Commercial viability

EF Economic factor

EnER Energy efficiency ratio

EP Eutrophication potential

ER Efficiency ratio

ExER Exergy efficiency ratio

FAETP  Freshwater aquatic ecotoxicity potential
GEIP Global environmental impact potential
GWP Global warming potential

IPCC Intergovernmental panel on climate change
ISI Integrated sustainability index
MAETP Marine aquatic ecotoxicity potential
PM Particulate matter

SF Size factor

SODP Stratospheric ozone depletion potential
WPP Water pollution potential

K. Hacatoglu et al.
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Chemical Compounds

CO  Carbon monoxide
CO, Carbon dioxide
N,O Nitrous oxide
NO, Nitrogen dioxide
(O} Ozone

Pb Lead

SO,  Sulphur dioxide

1.1 Introduction

The struggle to achieve a sustainable society is not unique to the modern age.
Sustainability has been a goal since the earliest human civilizations. Ever since the
Neolithic Revolution approximately 10,000 years ago, when human beings
transitioned from mobile hunter-gatherers to agriculture and settlements, the sus-
tainability of the local lifestyle has been essential to avoid societal collapse [1].

One of the most ambitious goals of a society is to achieve sustainability. Making
sustainability operational as opposed to a grand but ambiguous idea is a challenge.
For example, various definitions of sustainability exist, none of which applies to all
circumstances. Even after selecting a definition, there is no universal method of
measuring sustainability, which makes it extremely difficult to track progress
towards sustainability.

Although there are numerous methods of assessing the sustainability of energy
systems, a standard and universally accepted approach does not exist. Some studies
comment on the sustainability of an energy system from a thermodynamic [2—6] or
environmental [7-9] perspective. More comprehensive approaches that consider
different aspects of sustainability but rank indicators without normalization with
respect to sustainability target values are better suited to relative assessments of
energy systems [10, 11]. Other studies develop quantitative sustainability assess-
ment tools that address technical, economic, social, and environmental criteria
[12-15]. However, sustainability indicators are not normalized with respect to a
reference state that represents limits on, for example, emissions of pollutants.

The original contribution of this research is the development of a novel sustain-
ability assessment index for energy systems that considers several critical
multidimensional sustainability criteria such as exergy efficiency, affordability,
land area, greenhouse gas (GHG) emissions, stratospheric ozone depletion, air
pollution, and water pollution. This new integrated sustainability index (ISI) incor-
porates fundamental thermodynamic, economic, and environmental constraints to
combine indicators from multiple dimensions into an overall composite index. The
index is therefore unique because it can assess the sustainability of a system relative
to an ideal reference state. Other approaches are limited to relative assessments
between systems that are useful for ranking purposes but provide little insight with
respect to overall sustainability.
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1.2 Assessment Methodology

Sustainability is a multidimensional concept that links the economy, society, and
environment. A sustainability analyst must combine results from disparate fields to
make an assessment on the sustainability of a system. The field of multi-criteria
decision analysis is therefore very applicable to sustainability assessment.

1.2.1 Normalization

Normalization transforms a sustainability indicator into a nondimensional value
between zero and one through a comparison to a sustainable reference level.
Normalization is a necessary precursor to weighting and aggregation procedures
in compensatory multi-criteria decision analysis.

Nondimensional sustainability sub-indicators (B; ;) between zero (undesired) and
one (desired) are derived by comparing actual sustainability sub-indicators (4, ) to
smaller target values (A; ;7). In special cases where an actual sub-indicator is less
than its target value, the nondimensional sub-indicator is adjusted to one. A
nondimensional sub-indicator is therefore calculated by
A
XTL;, A,‘, j> A,"j,T

I, A j<Air

B:

ij =

(1.1)

where A; ; represents sub-indicator 7 for category j and A; ;  is the associated target
value with the same units as A; ;.

The selection of A; ;7 is of critical importance to the sustainability assessment.
For a given sub-indicator, A; ; r represents the threshold beyond which a system may
exhibit negative impacts from an economic, social, or environmental perspective.
The selection of A; ; often depends on local characteristics but may also be of a
global nature. For example, a sub-indicator related to freshwater consumption is
strongly linked to the local context and its sustainable target value will vary across
geographic regions. On the other hand, climate change has a global impact and
international carbon budgets have been proposed to limit the rise in global average
surface temperatures below certain levels. A sustainable target value for GHG
emissions should therefore exhibit less variability although the method of allocating
a carbon budget has a strong effect on local target values.

1.2.2 Weighting

Determining the weighting factors of indicators is an essential but often controver-
sial step in a sustainability assessment. Many sustainability assessments circumvent
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the pitfalls associated with weighting by assuming equivalent weighting factors for
all indicators or by not assigning weights at all, which is analogous to the equiv-
alency assumption [16].

There are many different approaches to determine weighting factors, all of
which have advantages and drawbacks. One popular approach is the panel method,
where a panel of experts and stakeholders are asked to weight the importance of
various criteria. A typical approach in life-cycle impact assessment for deriving
weighting factors is the distance-to-target method [17], where weights are derived
based on political or other targets. Monetary valuation methods are another class of
weighting approaches. The relative importance of criteria in monetary valuation
methods is assessed depending on market prices, willingness to pay, or avoidance
costs [18]. However, there are well-known challenges associated with ecosystem
valuation.

The exact meaning of a weight depends on whether a compensatory or
non-compensatory aggregation method is being implemented [16]. Weights used
with compensatory approaches represent trade-off factors or substitution rates.
They describe the capacity for trade-offs between indicators. Weights used with
non-compensatory approaches represent importance coefficients that describe the
relative importance of an indicator in comparison to others.

Eliciting the relative importance of an indicator or its trade-off with respect to
other indicators is a subjective, inexact science. One possibility is to use the relative
importance of an indicator to then determine trade-offs with respect to other
indicators. Relative importance coefficients can then be utilized in
non-compensatory sustainability assessments while trade-off factors can be utilized
in compensatory approaches.

The suggested approach for evaluating the relative importance of sustainability
indicators is based on time, space, and receptor criteria. The time and physical
scales of an indicator are important characteristics of sustainability, which are
related to intergenerational and intragenerational equity, respectively. The receptor
criterion is related to the extent of the indicator’s impact on human or ecosystem
receptors.

The importance of a sustainability indicator is evaluated on a scale of 1-5 (“very
unimportant” to “very important”) with respect to each of the aforementioned
criteria. This type of rating scale is similar to Likert responding formats, which
are commonly used in questionnaires across many different fields [19]. These
Likert-type rating scales provide the most benefit when respondents are presented
with 5-7 response categories [20]. Questionnaires with less than five categories do
not provide much range to differentiate between responses, whereas more than
seven is confusing to respondents. In addition, response formats that feature an odd
number of response categories (equal number of “positive” and “negative”
responses plus a “neutral” middle option) provide the most balance [20]. The
uncertainty associated with evaluating the importance of sustainability
sub-indicators led to the decision to adopt a five-point rating scale, which is easier
to manage and still within the recommended range.
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T.able 1.1 Summary of the Archetype Time Space Receptor

different archetypes for — -

scoring and evaluating Individualist Short Local Humans

weighting factors Egalitarian Long Global Ecosystems
Hierarchist Medium Regional Both

The score assigned by a sustainability analyst to an indicator with respect to
time, space, and receptor criteria is a function of the perspective of the decision-
maker. A summary of the different archetypes and how they relate to the weighting
factor criteria is presented in Table 1.1.

The individualist perspective is self-seeking and uninterested in inter- and
intragenerational equity. Consequently, the evaluation of indicators is of a short-
term and local perspective. The individualist view of nature is as resilient and
plentiful, which translates into concerns regarding human as opposed to ecosystem
receptors.

The egalitarian perspective is concerned with inter- and intragenerational equity
and thus exhibits a long-term and global perspective. The egalitarian view of nature
as fragile leads to concerns with respect to ecosystem receptors.

The hierarchist perspective is more moderate, believing that nature and natural
resources can be managed within certain limits. It leads to a balanced approach to
decision-making, predicated on negotiation and compromise.

The process of developing importance coefficients and trade-off factors is
described in [21].

1.2.3 Aggregation

The aggregation of sustainability indicators into a single-value composite index is
attractive to decision and policymakers because it is simple and can be easily
communicated to stakeholders and the general public.

Compensatory aggregation procedures combine sub-indicators into a composite
index but allow for the possibility of offsetting a disadvantage on some indicators
by a sufficiently large advantage on other indicators [16]. Nondimensional
sub-indicators can be aggregated into a category indicator (B;) using a linear
aggregation procedure. Consequently,

m

Bj = Z (Bi,j X W,"j) (12)

i=1

m
ZWi,j =1,

i=1

where m represents the number of sub-indicators in a category and W; ; represents
the weight associated with sub-indicator i in category j.
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Overall sustainability is represented by the ISI, which is determined by aggre-
gating category indicators and their respective weights using a linear aggregation
procedure. This leads to

ISI=Y (B x W,) (1.3)

where n represents the number of categories in an assessment and W; represents the
weight associated with category j.

1.2.4 Components of the Integrated Sustainability Index

The scope of the assessment is limited to several key indicators and sub-indicators
as shown in Fig. 1.1. The ISI is composed of six category indicators, each of which
consists of at least two sub-indicators. Each of the category indicators and
sub-indicators are described in [21].

Integrated Sustainability Index

Efficiency Economic Size Global Air Water
Ratio Factor Factor Environmental Pollution Pollution
Impact Potential Potential Potential
Energy |  |Affordability |  |Mass Global Warming Particulate| [Eutrophication
Exergy Commercial Area Potential Matter Potential
Viability Volume | |Stratospheric S0, Freshwater

Ozone Depletion co Ecotoxicity

Potential 5 Potential

NO, .

Abiotic Depletion o Marine

Potential 3 Ecotoxicity

Pb Potential

Fig. 1.1 Components of the integrated sustainability index
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1.3 Case Study

A stand-alone, solar-based photovoltaic (PV) system integrated with lead-acid
battery storage is proposed to meet the heat, cooling, and electricity needs of a
50-household community in Ontario.

1.3.1 System Description

The system consists of solar PV panels that collect solar radiation and convert
photons to electricity, a lead-acid battery for storage, and a heat pump for heating
and cooling needs. The integrated system is presented in Fig. 1.2. A solar-PV-battery
system is entirely free of fossil fuels during operation, but the absence of a fossil-
based backup system means that a very large storage system is required to reliably
meet the energy needs of a community. When the power delivered by the PV panels
is greater than the load, the battery enters a charging mode. When there is unmet
demand, the battery discharges. The area of the PV panels is selected such that the
year-end net charge of the battery is positive. Similarly, the size of the battery needs
to be sufficient to ensure a reliable supply of energy for the community.

1.3.2 Analysis

A thermodynamic model of the system developed through the Engineering Equa-
tion Solver (EES) was run for 365 days with input variables that define the
electricity (Fig. 1.3) and heat (Fig. 1.4) demand over 1 year for a typical household
in Ontario [22].

Fig. 1.2 General layout of l .
a solar-PV-battery system Qeona
with an air-source 2 Condenser 1
heat pump |
We par0a
4
Solar ‘ Load
radiation
- Battery |—
WBallery,In WBanery,Out
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—e—Cooling
—aA—Non-HVAC

Electricity Demand (kW)

0 73 146 219 292 365
Time (days)

Fig. 1.3 Cooling and non-HVAC electricity demand over 1 year for a typical household in
Ontario (day “1” corresponds to August 1, 2009)

4
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E —A—Space heating
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© .
[J] A
I 1! -
La—a
d
A [ [ ] 9
Tt bbb g
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Time (days)

Fig. 1.4 Daily average domestic hot water and space heating demand over 1 year for a typical
household in Ontario (day “1” corresponds to August 1, 2009)
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The following assumptions were made to model the solar-PV-battery system:

» Energy efficiency of a PV cell is constant.
» Charging and discharging efficiencies of the lead-acid battery are constant.
« Fugitive emissions of refrigerant (R-410A) are negligible.

The solar irradiance available to the city of Toronto can be approximated by a
semiempirical model [23]. The solar irradiance (QSolar) on a tilted plane is a function

of the extraterrestrial solar irradiance (QETR), clearness number (Cr), local extinc-
tion coefficient (k.), elevation angle (), and incidence angle (¢). Thus,

QSolar = Q.ETRCnexp(ka sin 0) cos ¢. (1.4)

The incidence angle is a function of the elevation angle, solar azimuth angle (asojar),
collector azimuth angle (ac,), and collector tilt angle (f). Consequently,

cos ¢p = cos 0 cos (dsolar — dcol) Sin f + sin 6 cos f. (L.5)

Elevation and solar azimuth angles can be determined from the day of the year,
latitude, and longitude of the location. The parameters used to calculate solar
irradiance can be found in Tables 1.2 and 1.3.

Combining Eqs. (1.4) and (1.5) with the data in Tables 1.2 and 1.3 yields the daily
average solar irradiance for Toronto, Canada, over the course of 1 year (Fig. 1.5).

Table 1.2 Monthly Month ke Cn B0 acor )
parameters required to model
solar irradiance for Toronto, ~_January 0.142 0.85 70 0
Canada February 0.144 0.85 60 0
March 0.156 0.85 50 0
April 0.180 0.85 30 0
May 0.196 0.85 20 0
June 0.205 0.85 20 0
July 0.207 0.85 20 0
August 0.201 0.85 30 0
September 0.177 0.85 40 0
October 0.160 0.85 60 0
November 0.149 0.85 70 0
December 0.142 0.85 70 0
Table 1.3 Parameters Parameter Value Reference

required to model solar

irradiance for Toronto, Extraterrestrial solar irradiance 1,353 W m™2 [23]

Canada Latitude (Toronto) 43.77°N [24]
Longitude (Toronto) 79.4°W [24]
Solar noon 720 min [23]

Time zone (eastern) 75°W [23]
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Fig. 1.5 Daily average solar irradiance in Toronto, Canada, over 1 year (day “1” corresponds to
August 1, 2009)

1.4 Results and Discussion

The behaviour of the lead-acid battery over the course of 1 year for a panel area of
3,500 m? is illustrated in Fig. 1.6. The battery is continuously discharged after day
80 as the solar irradiance declines throughout the winter months. The battery is then
continuously charged after day 220, when the solar irradiance begins to increase in
intensity. The net increase in the charge of the battery after 1 year is 0.8 MWh. The
capacity of the battery to ensure a reliable supply of energy to the community needs
to be at least 130 MWh.

Each component of the solar-PV-battery system is associated with a certain
amount of exergy destruction. The annual exergy destruction for each subsystem
over 365 days is presented in Fig. 1.7.

The largest share of exergy destruction is attributed to the solar PV subsystem
(21 TJ per year) due to the low electric conversion efficiency of a PV panel. Since
the total exergy destruction is 22 TJ per year, the solar PV subsystem is responsible
for 95 % of total exergy destruction. The energy and exergy efficiencies of the
system are 24 % and 12 %, respectively.

A thermodynamic analysis is a precursor to sustainability assessment. Thermo-
dynamic, cost, and life-cycle emission factors are combined with weighting factors
for three different perspectives to yield the sustainability assessment results
presented in Tables 1.4, 1.5, and 1.6.

The ISI for the solar-PV-battery system ranges from 0.52 to 0.66, where the
primary determinant of the score depends on the perspective. The EF category,
specifically the AF sub-indicator, is the largest contributor to the score for the
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Fig. 1.6 Variation in the charge of the battery over the course of 1 year for the solar-PV-battery
system (day “1” corresponds to August 1, 2009)
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Fig. 1.7 Annual exergy destruction of subsystems in the solar-PV-battery system over a 1-year
period

individualist perspective. The expected annual cost of a stand-alone solar-PV-
battery system to a household is approximately $64,000, whereas the median
after-tax income of a household in Ontario is $69,300 [25], of which no more
than 10 % should be allocated to energy needs [26].

Sustainability sub-indicators in Tables 1.4, 1.5, and 1.6 with a B, ; value equal to
one have no negative effect on ISI. Sub-indicators with a B, ; value less than one will
have a negative effect on ISI, which is a function of the actual B, ; value and its
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Table 1.4 Sustainability assessment results for the solar-PV-battery system from the individualist
perspective

Category Sub-indicator B;; Wi, B; W; B; x W;
ER EnER 0.63 0.00 0.00 0.07 0.000
ExER 0.84 1.00 0.84 0.056
EF AF 0.11 0.50 0.05 0.42 0.023
Ccv 1.00 0.50 0.50 0.211
SF Mass 0.00 0.00 0.00 0.04 0.000
Area 1.00 1.00 1.00 0.042
Volume 0.00 0.00 0.00 0.000
GEIP GWP 0.11 0.24 0.03 0.11 0.003
SODP 0.07 0.69 0.05 0.005
ADP 1.00 0.07 0.07 0.007
APP PM, 5 1.00 0.21 0.21 0.30 0.062
PM,, 1.00 0.21 0.21 0.062
SO, 1.00 0.04 0.04 0.013
Cco 1.00 0.11 0.11 0.033
NO, 1.00 0.11 0.11 0.033
O3 1.00 0.11 0.11 0.033
Pb 1.00 0.21 0.21 0.061
WPP EP 0.74 0.08 0.06 0.07 0.004
FAETP 0.30 0.78 0.23 0.015
MAETP 0.03 0.14 0.00 0.000
ISI 0.66

weight. The range of the negative effect of each sustainability sub-indicator on ISI
is graphed in Fig. 1.8.

The sub-indicators that can have the greatest potential reduction in the ISI of the
system are AF and GWP. The effects of the weighting factors associated with these
sub-indicators as well as SODP are therefore studied in Figs. 1.9 and 1.10.

The ISI from the individualist perspective (Fig. 1.9) is highly sensitive to the
weighting factor attached to the AF sub-indicator. The ISI decreases from 0.86 to
0.51 as the weighting factor associated with the AF sub-indicator varies from zero
to one. As a comparison, the actual individualist ISI for the system is 0.66
(Table 1.4). The effect of varying the GWP and SODP weighting factors on the
individualist ISI is much less significant.

The ISI from the egalitarian perspective (Fig. 1.10) is much more sensitive to
changes in the weighting factors associated with the GWP and SODP
sub-indicators. The egalitarian ISI decreases from 0.74 to 0.43 as the weighting
factor associated with the GWP sub-indicator varies from zero to one. Similarly, the
egalitarian ISI decreases from 0.62 to 0.29 when the weighting factor associated
with the SODP sub-indicator varies from zero to one. As a comparison, the actual
egalitarian ISI for the system is 0.52 (Table 1.5). Unlike with the individualist ISI,
the effect of varying the AF weighting factor on the egalitarian ISI is insignificant.
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Table 1.5 Sustainability assessment results for the solar-PV-battery system from the egalitarian
perspective

Category Sub-indicator B;; Wi, B; W; B; x W;
ER EnER 0.63 0.00 0.00 0.16 0.000
ExER 0.84 1.00 0.84 0.134
EF AF 0.11 0.67 0.07 0.04 0.003
Ccv 1.00 0.33 0.33 0.015
SF Mass 0.00 0.00 0.00 0.25 0.000
Area 1.00 1.00 1.00 0.247
Volume 0.00 0.00 0.00 0.000
GEIP GWP 0.11 0.65 0.07 0.37 0.025
SODP 0.07 0.25 0.02 0.007
ADP 1.00 0.11 0.11 0.040
APP PM, 5 1.00 0.04 0.04 0.03 0.001
PM,, 1.00 0.04 0.04 0.001
SO, 1.00 0.15 0.15 0.004
Cco 1.00 0.04 0.04 0.001
NO, 1.00 0.15 0.15 0.004
O3 1.00 0.04 0.04 0.001
Pb 1.00 0.52 0.52 0.013
WPP EP 0.74 0.08 0.06 0.15 0.009
FAETP 0.30 0.19 0.06 0.009
MAETP 0.03 0.72 0.02 0.003
ISI 0.52

Figures 1.8, 1.9, and 1.10 demonstrate the importance of GWP and SODP to the
sustainability of the system. These sub-indicators are studied in more detail in
Figs. 1.11 and 1.12.

The dashed horizontal line in Fig. 1.11 represents actual annual per capita
emissions from the solar-PV-battery system, while the solid line represents allow-
able emissions under the Intergovernmental Panel on Climate Change (IPCC)
scenario RCP2.6 [27], where the global carbon budget is equally distributed
amongst the population. The intersection of the two functions is the maximum
allowable global population to stay within the international RCP2.6 carbon budget.
For example, the allowable emissions curve intersects the horizontal solar-PV-
battery system line at a population of approximately 800 million people. If every-
one in the world had an energy-demand profile as a typical Ontario household and
met that demand through a solar-PV-battery system, the planet would be
constrained to 800 million people to stay within the confines of the RCP2.6 carbon
budget. The intersection point can be shifted to the right by increasing the carbon
budget or reducing per capita GHG emissions.
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Table 1.6 Sustainability assessment results for the solar-PV-battery system from the hierarchist

perspective
Category Sub-indicator B;; Wi, B; W; B; x W,
ER EnER 0.63 0.00 0.00 0.15 0.000
ExER 0.84 1.00 0.84 0.129
EF AF 0.11 0.67 0.07 0.17 0.012
(6)% 1.00 0.33 0.33 0.057
SF Mass 0.00 0.00 0.00 0.15 0.000
Area 1.00 1.00 1.00 0.153
Volume 0.00 0.00 0.00 0.000
GEIP GWP 0.11 0.57 0.06 0.31 0.019
SODP 0.07 0.33 0.02 0.007
ADP 1.00 0.10 0.10 0.030
APP PM, 5 1.00 0.10 0.10 0.08 0.008
PM,o 1.00 0.10 0.10 0.008
SO, 1.00 0.10 0.10 0.008
CO 1.00 0.05 0.05 0.004
NO, 1.00 0.17 0.17 0.013
O3 1.00 0.05 0.05 0.004
Pb 1.00 0.44 0.44 0.036
WPP EP 0.74 0.08 0.06 0.13 0.008
FAETP 0.30 0.58 0.17 0.022
MAETP 0.03 0.34 0.01 0.001
ISI 0.52
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Fig. 1.8 Reduction in ISI for each sustainability sub-indicator for the solar-PV-battery system
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Fig. 1.9 Variation of the individualist ISI with respect to weighting factor for the solar-PV-battery
system
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Fig. 1.10 Variation of the egalitarian ISI with respect to weighting factor for the solar-PV-battery
system

The graph in Fig. 1.12 estimates the allowable amount of ozone-depleting
substance emissions per capita per year as a function of the percent loss in
stratospheric ozone over the time scale for considering sustainability. For example,
a2 % loss in ozone over 50 years is equivalent to 0.04 % per year. Actual annual per
capita emissions from the solar-PV-battery system are approximately 0.0009 kg
CFC-11, most of which is due to the effect of nitrous oxide (N,O) [28]. This
corresponds to approximately 26 % stratospheric ozone depletion over 50 years,
which is much higher than the 2 % target value. Although the actual effect on the
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Fig. 1.12 Actual and allowable annual per capita ozone-depleting substance emissions (including
N,0) with respect to the percent loss in stratospheric ozone over the time scale for considering

sustainability

ozone layer is hard to determine due to the complexities associated with the

photochemical reactions [29], this is a useful approximation of potential impact.
The photovoltaic efficiency and battery charging efficiency are important param-

eters for the solar-PV-battery system. The impacts of these parameters on ISI are



18 K. Hacatoglu et al.

illustrated in Figs. 1.13 and 1.14. At higher efficiencies, both of these parameters
have a modest but positive effect on ISI. However, there may potentially be higher
costs associated with more advanced batteries, which could have a negative effect
on ISI.

0.7
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Fig. 1.13 Variation of ISI with respect to photovoltaic efficiency for the solar-PV-battery system
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Fig. 1.14 Variation of ISI with respect to battery charging efficiency for the solar-PV-battery
system
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1.5 Conclusions

This study introduces a new approach for assessing the sustainability of energy
systems based on normalizing, weighting, and aggregating several different criteria.
The index is applied to a stand-alone solar-PV-battery system, which is estimated to
require a 130 MWh lead-acid battery to ensure a reliable supply of energy to the
community. The results of the analysis demonstrate that a solar-PV-battery system
has an IST that ranges from 0.52 to 0.66. The ISI of the system is strongly affected
by the weighting factors associated with the AF, GWP, and SODP sub-indicators.
Improvements in the electric conversion efficiency of PV cells and lead-acid
batteries can modestly increase the ISI of the system. An assessment of life-cycle
GHG emissions reveals that widespread adoption of a solar-PV-battery system at
Southern Ontario energy demand levels can only meet the needs of 800 million
people while staying within a stringent global carbon budget that limits the rise in
average surface temperature to 2 °C by the year 2100.
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Chapter 2
Thermodynamic Modeling of an Integrated
Energy System for Poly-generation Design

Yunus Emre Yuksel and Murat Ozturk

Abstract Integrated energy production systems based on the renewable or fossil
energy sources for poly-generation applications are inevitable in the near future for
both environmental and sustainability concerns. Increasing the overall efficiency by
combining system decreases the energy consumption and increases the system
outputs such as electricity, heat, hot water, cooling, hydrogen, oxygen, and ext.
Considering the global energy demands, the increase of efficiency of poly-
generation systems will decrease emissions and therefore helps to protect the
environment. Moreover, not only decreasing the emissions but also reducing the
energy consumption is very important to achieve more sustainable systems, and it is
again possible with integrated systems. In this chapter, thermodynamic assessment
formulations and energy and exergy efficiency of a new poly-generation design
which consists of biomass gasification, solid oxide fuel cell (SOFC), organic Ran-
kine cycle (ORC), and double-effect absorption cooling and heating systems are
given and analyzed in detail through energy, exergy, and sustainability approaches.

Keywords Thermodynamic analysis ¢ Energy analysis ¢ Exergy analysis ¢
Integrated system ¢ Poly-generation « Rankine cycle ¢ Gasification

Nomenclature

E  Energy, kJ

E  Energy rate, kW

ex Specific exergy, kl/kg
Ex Exergy rate, kW

G  Gibbs free energy, kJ

h  Specific enthalpy, kJ/kg
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[3°)
\S]

SE* 232005 =

Mass flow rate, kg/s
Mole number

Heat, kJ

Heat rate, kW
Entropy, kl/kg
Temperature, K
Mole fraction
Work, kJ

Power, kW

Greek Letters

A Change in variable
&  Chemical exergy coefficient
n  Energy efficiency
v Exergy efficiency
Subscripts

A Ash

a Ambient

¢ Coal

ch  Chemical

D  Destruction

f Fuel

H Hydrogen

in  Inlet

ke  Kinetic energy
0] Oxygen

out Outlet

pe  Potential

ph  Physical

S Sulfur

W Water
Acronyms

HHV  Higher heating value
LHV  Lower heating value
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2.1 Introduction

Energy supply is one of the significant subjects for human economy and social
development. Increased energy production and consumption rate especially in
manufacturing and standards of living in the growing population causes some
global problems, such as greenhouse gas effects, global warming and climate
change, melting ice, acid precipitation, and stratospheric ozone depletion. Nowa-
days, most of the world’s energy is produced and consumed in ways that it cannot
be sustained if energy technologies remain unchanged and rates of consumption
increased substantially. Thermal energy available in sustainable energy source
should be used for different aims, directly in the process plant or converted into
mechanical work to generate electrical power.

Methods of converting sustainable thermal energy into useful mechanical work
represent a very important issue regarding the achievement of developing a clean,
nonpolluting, non-exhaustible energy supply system for future generations. Changes
are required in energy systems, partly through the adoption of advanced energy
technologies and systems where advantageous, to address serious environmental
concerns. Thus, there is a direct link between energy efficiencies and renewable
energies on one hand and sustainable development on the other hand. In this manner,
integrated energy systems for poly-generations are very significant for effective
energy production and environmental friendly ecological energy. Cogeneration sys-
tems produce both the power and heat energy, but integrated systems offer more
useful outputs, such as power, heat, fresh water, cooling, hydrogen, chemicals,
drying, or fuel. Poly-generation energy systems have many advantages such as higher
system performance, decreased thermal losses and wastes, decreased operating cost,
decreased greenhouse gas and pollution emissions, better use of sources, shorter
transmission lines, fewer distribution units, multiple generation options, increased
reliability, and less grid failure [1]. The development in performance is often the most
important parameter in implementing a poly-generation energy system. Further
evaluations before choosing poly-generation systems, such as evaluations of initial
capital and operating costs, are needed to ensure performance and economic poly-
generation system construction and efficiency [2].

Thermodynamic assessment of the energy production system should be given for
system efficiency, cost, and also environmental effects. Exergy analysis according
to the second law of thermodynamics is a tool for understanding and improving
efficiency and is used throughout this investigation in addition to energy analysis.
Rosen and Scott [3] have performed energy and exergy analysis of a system for
methanol facility production from natural gas sources. The system involved pro-
duction of synthesis gases through steam methane reforming process, compression
of the product gases, methanol synthesis, and distillation of the methanol. They
have found the energy and exergy efficiency for the methanol production system as
39 % and 41 %, respectively.

Bilgen and Kaygusuz [4] have given the credit method to the energy and exergy
analysis, which is the effective thermodynamic method for using the conservation
of mass and energy principle together with the second laws of thermodynamic for
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the design and analysis of integrated system. This particular study has presented the
completed methodologies and mainly focused on exergy analysis that helped to
identify the process of estimating the physical, chemical exergy, and exergy
destruction.

According to the exergy analysis, two basic indicators as chemical and physical
exergies are needed to be determined, before processing to the overall exergy
efficiency. Kamate and Gangavati [5] have described the methodology in deter-
mining fuel chemical exergy, and the limitation was made when the mass ratio of
oxygen to carbon (O/C) is in the range from 0.667 to 2.67.

The exergy analysis which has been investigated by Gao et al. [6] on a coal-
based poly-generation system for power and chemical production shows significant
improvement in energy savings when compared to individual systems. The results
of the analysis indicate that the combination of a power system with a chemical
process achieved a 3.9 % increase in energy savings. Also, it is indicated that the
synthesis on the basis of thermal energy cascade utilization is the main contribution
to the performance benefit of the poly-generation system. A key criterion of a poly-
generation system is the capacity ratio of the chemical process to the power system.
This ratio strongly affects the matching of the two sides involved in the poly-
generation system. Moreover, besides the thermal energy integration, the cascade
utilization of the chemical exergy is likely to be a key issue in further studies of
poly-generation systems.

Carvalho et al. [7] designed a tri-generation system to be installed in a hospital to
minimize total annual cost and CO, emissions. Among those systems, the most cost-
effective and the most environmentally benign configurations were then compared
to each other and one configuration was selected that meets the optimum criteria.
Based on the size of the hospital and its geographical location, they have assumed the
annual electricity consumption, the cooling demand, and the heat requirements.
They have ended up with several configurations; in each case, an inversely propor-
tional relationship was observed with emission reduction and cost-effectiveness.

Khaliq et al. [8] have studied an energy and exergy analyses of an integrated
electric production and refrigeration cycle, as well as a parametric study of the
impacts of exhaust gases inlet temperature, pinch point and gas composition on
energy and exergy efficiency, electricity to cold production ratio, and exergy
destruction rate for the components of system.

Ahmadi et al. [9] have studied a new integrated tri-generation energy system
consisting of a gas turbine, a double-pressure heat recovery steam generator, and a
single effect absorption chiller and an organic Rankine cycle. The authors have also
performed a parametric study to see the variation of exergy efficiency, cooling and
heating load, and cost of environmental impact. The results of this study demon-
strated that system performance is notably affected by the compressor pressure
ratio, the gas turbine inlet temperature, and the gas turbine isentropic efficiency.

Fossil energy sources are still the most used source for power production,
particularly coal, which has the highest portion among these sources. Coal is the
most carbon-intensive fossil fuel source in the world as well as the most common
primary energy source used in power plants. It also emits significant amount
of greenhouse gas emissions based on common power production systems.
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For these reason, increasing performance and applying low-carbon emission
systems can decrease the associated environmental impacts considerably. Nowa-
days, gasification technology is one of the most promising methods to make use
of coal with higher performance and lower environmental impacts. Solar energy
technologies are one of the emerging energy production systems based on its
availability, low cost, and environmental impact during the operation, especially
for off-grid utilization.

Ozturk and Dincer [10] conducted a thermodynamic analysis of a solar-based
multi-generation system with hydrogen production. The solar-based multi-
generation considered for this analysis consists of four main subsystems: a Rankine
cycle, an organic Rankine cycle, an absorption cooling and heating, and a hydrogen
production and utilization. The exergy efficiency and exergy destruction rate for
the subsystems and the overall system show that the parabolic dish collectors
have the highest exergy destruction rate among constituent parts of the solar-
based multi-generation system.

Ozturk and Dincer [11] have studied a multi-generation energy production
system supported by solar energy and coal gasification. Also, parametric studies
have given by the change in design parameters, such as an ambient temperature,
a compressor pressure ratio, a nitrogen supply ratio for the combustion chamber,
and a gas turbine inlet temperature.

The main purposes of this chapter are to investigate a thermodynamic analysis of
the poly-generation system supported by a solar concentrating collector and coal
gasification system, with a gasification process, a concentrating collector, a double-
effect absorption cooling system, a Rankine cycle, a methanol production plant,
and a water-gas shift reactor, and to decrease environmental impacts and cost.
In order to understand the relation among various parameters affecting the perfor-
mance of an integrated energy system for poly-generation, parametric studies are
presented. The other purposes of this chapter should be given as follows:

» To develop an advanced Engineering Equation Solver (EES) software code and
carry out parametric studies for system components

e To calculate the exergy content for each stream of the process including the
chemical exergy for the gasification-based plant

¢ To determine the exergy destruction rate and exergy efficiency of each system
component

¢ To perform a complete parametric study and the performance assessment of the
system

2.2 System Analysis

The schematic diagram of the integrated energy system for poly-generation is
shown in Fig. 2.1. This integrated system consists of five main subsystem as
(1) concentrating collector, (2) coal gasification, (3) Rankine cycle, (4) double-
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effect absorption cooling system, and (5) methanol production. The significant role
of the solar concentrating concentrator is to minimize the area of the solar receiver
with respect to the aperture area. These methods are utilized to reduce heat losses
through radiation with respect to the useful heat flux, increase the solar collector
efficiency, and reach the higher temperatures.

Gasification technologies convert solid fuel such as coal and biomass into
product gas that can be used in different technologies as an input. The product
gas is mainly composed of CO, CO,, CH,4, and H, and can be combusted to generate
heat and work. It can also be used as a feedstock for the production of synthesis gas,
liquid fuel, and chemicals. The lower heating value (LHV) of the synthesis gas is
calculated by using the gas composition data. The outputs of the gasifier also
include particulates, tar, ammonia, and hydrogen sulfide.

The lithium bromide-water absorption system is used instead of a conventional
refrigeration system to utilize surplus heat in the system. In this chapter, it is
assumed that the required energy for the double-effect absorption cooling and
heating subsystem can be provided by the heat recovered from the solar thermal
collector subsystem. As it can be seen in Fig. 2.1, it contains the most significant
components of the double-effect absorption system: high- and low-pressure gener-
ator, high- and low-temperature heat exchanger, solution and refrigerant pump,
absorber, condenser, and evaporator. Also, it involves three pressure levels: high,
medium, and low. The high-pressure generator functions at high pressure and high
temperature, whereas the low-pressure generator and condenser operate at medium
pressure, and the evaporator and absorber work at low pressures. It should be noted
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Fig. 2.1 Schematic diagram of the integrated energy system for poly-generation
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that the integrated system is modeled according to the optimum operating para-
meters for the double-effect absorption subsystem.

The significant purpose of the integrated system is to minimize waste energy and
improve the sustainability of useful products generation. The heat taken from a high
temperature process is converted into mechanical work through a heat engine,
which has a maximum efficiency equal to the Carnot cycle efficiency. Heat engines
must reject heat, which can be made useful by integrating with another system to
yield a higher efficiency. Heat exchangers are devices that are used to transfer
thermal energy between media without mixing the fluid themselves. The media
may be fluid to fluid, fluid to solid, and solid to solid at different temperatures and in
thermal contact directly or through another conductive material. Depending on the
process or application, heat exchangers are designed to achieve an efficient transfer
of heat.

2.3 Assumptions

The following simplified assumptions are made in the present work:

« All the components operate at steady-state conditions and the heat losses from
piping are also ignored.

» All the gases are ideal gases.

¢ Ambient air is considered as 79 % nitrogen and 21 % oxygen on the volume
basis.

* Ambient temperature and pressure of the reference environment are chosen as
25 °C and pressure 1.013 bar, respectively.

» All the components of the steam cycle have adiabatic boundaries. In addition,
pressure drops, kinetic energy, and the change in potential energy of system
components are negligible.

» Real steam turbines have isentropic efficiencies in the range of 60-90 %, while
pumps have isentropic efficiencies in the range of 75-100 %. It is assumed that
isentropic efficiency of each turbine is 85 %, while each pump has an isentropic
efficiency of 88 %.

e Mechanical efficiency of turbine is in the range of 95-99 %. Mechanical
efficiency of each steam turbine is assumed to be 99 % in the present analysis.

» Generator efficiency is in the range of 98-99 %. In the present work, the
generator is assumed to be 98 % efficient.

» The proton exchange membrane (PEM) electrolyzer operates at 30 bar with
65 % efficiency.

» The hydrogen generated by the electrolyzer is stored at 25 bar on a seasonal
storage basis.

e The size of the storage tank is determined based on the seasonal need for
hydrogen.
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2.4 Fuel Characteristics

Lignite sample has been chosen for the system analysis. The lower heating value
(LHV) of coal is calculated from the following formula proposed by Ghamarian and
Cambel [12]:

LHV, = 427.0382n¢ + 90.88110ny — 207.46424ny 4 297.0116ng (2.1)

where subscripts ¢ and n represent coal and number of moles of respective
constituents, C, H, S, and O, which are the carbon, hydrogen, sulfur, and oxygen
contents of coal sample in weight %, respectively. For the given coal sample, the
higher heating value should be calculated as follows:

HHV = LHV + 21.978ny (2.2)

Proximate and ultimate analyses (wt%) of lignite, which is used as coal sample in
this chapter, are given in Tables 2.1 and 2.2, respectively. Lower and higher heating
values of the lignite are calculated as 19,070 kJ/kg and 20,070 kJ/kg, respectively,
from Egs. (2.1) and (2.2).

2.5 Thermodynamic Analysis

General thermodynamic assessments involving the mass, energy and exergy
balance equations, and energy and exergy efficiencies are presented to investigate
for the integrated system improvement potentials. In the most general viewpoint, a
balance equation for a given quantity in a process should be written as follows:

Input + Generation — Output — Consumption = Accumulation (2.3)
Equation (2.3) is known as the quantity balance for the process and used for
determination of accumulated quantity. In order to investigate the poly-generation

system, the principle of the mass, energy, and exergy conservation and also energy

Table 2.1 Proximate analysis (wt%) of lignite utilized in the analysis [13]

Ash Fixed carbon Volatile matter Moisture
8.1 35.0 44.5 12.4

Table 2.2 Ultimate analysis (wt%) of lignite utilized in the analysis [13]

Ultimate analysis (received basis) Ultimate analysis (dry ash-free basis)
C (0] H N S C (0] H N

51.0 23.8 4.1 0.4 0.16 64.2 29.9 5.2 0.5 0.2
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and exergy efficiency is given in this chapter. These approaches are applied to each
component of the system and whole system.

2.5.1 Mass Balance Analysis

The mass balance analysis is a basic principle in analyzing any thermodynamic
system. In the steady-state conditions, the rate form of the mass balance for the
steady-state condition can be given as follows:

> it = itow (2.4)

2.5.2 Energy Balance Analysis

The energy balance equation is applied to the description of a wide variety of the
given process. The energy balance of a considered process is always conserved
within the system according to the first law of thermodynamics. The sum of all
energy types is constant in an isolated system. The rate form of the energy balance
equation for the steady-state condition with negligible kinetic and potential energy
effects can be given below as the total energy input equal to the total energy output,
with all energy types, including heat, power, and material flows, as follows:

S Ei+ 0= S E W (2.5)

where O and W are the heat and work transfer rate, respectively. Neglecting
potential and kinetic energy, the above equation can be written as follows:

O+ tiihi =W+ Y _nitch (2.6)

where £ is the specific enthalpy.

2.5.3 Exergy Balance Analysis

Nowadays, exergy analysis of the energy production system is considered as an
important tool in the engineering system designs. In any system, when energy is
converted into another less useful type, the rest of the useful part of the energy
cannot be recovered again, a portion that is not conserved as total energy of the
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process. According to this procedure, the amount of useful work can be given in the
exergy (also called available energy or availability) terms for a better understanding
of the energy conversion. The properties of a reference environment have to be
given in the exergy analysis. This is generally done by given the temperature,
pressure, and chemical proportion of the reference environment [14]. When a
system is in equilibrium with reference environment, its exergy content is zero.
In this study, real environment cases are accepted as the reference condition or
environment properties.

Exergy analysis based on the second law of the thermodynamics can support to
create the strategies and managements for more economical and effective use of
energy sources and is utilized to study integrated systems. The sources of the
irreversibility and proposed approaches to increase the whole efficiency of the
given system should be considered by using exergy analysis. Exergy content of
matter is generally divided into four parts which are physical exergy (expn),
chemical exergy (excp), kinetic exergy (exy), and potential exergy (exp). In this
study, kinetic and potential exergy are negligible, as the elevation difference is low
and speeds in the process are small. In general, physical exergy is represented by the
maximum effective work available as a process interacts with the environment.
Chemical exergy is connected with the departure of the chemical configuration of a
matter from its chemical equilibrium and also is considered necessary in systems
including combustion and whole chemical variations [15]. Using the first and
second laws of thermodynamics, balance equation for exergy analysis can be
written as follows:

Zminexm + EXQ = Zn’qomexom + EXW + EXD (27)
i e

ExQ and Exy, are the heat and work exergy flow rates through the boundary at
temperature T; at location j, respectively.

: T,\ -
Exg = (1 —?l> 0; (2.8)

where T; is the temperature in the ith given state.
Exy =W (2.9)

ex is the specific exergy of the process inlet and outlet flow and Exp, is the exergy
destruction rate. The specific exergy can be given as follows:

ex = eXge + exXpe + exXpy + exep (2.10)

Any substance of which the temperature, pressure, or composition is different
from the thermodynamic equilibrium with the surroundings (thermal, mechanical,
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and chemical) has the possibility to produce a change. As given before, since the
variations of the kinetic and potential exergy are accepted negligible in this study,
both physical and chemical exergies are defined for the system components. The
physical exergy or general flow exergy of the ith flow is given as

exph,i = (h, — /’10) — TO(S,' — Su) (211)

where h is the specific enthalpy and s is the specific entropy, respectively. The
chemical exergy of an ideal gas mixture can be determined by

exe, = inex(‘.’h‘i + RT(,inln(xi) + AG, (2.12)

where ex?, ; is the standard chemical exergy of a pure chemical combination and x;
is the mole fraction of the ith component, R is the gas constant, and AG, is the
excess free Gibbs energy [16]. In this study, free Gibbs energy is negligible, as
the amount difference for free Gibbs energy is small at low pressure and at a given
gas mixture. The specific chemical exergies of the usual fuels are defined using the
corresponding ratio of simplified chemical exergy as follows:

Ex} = ELHV; (2.13)

where the factor &; gives the division of the chemical exergy to the LHV (lower
heating value) of the ith fuel components. The factor &; of the most usual gaseous
fuels with CH,, can be calculated as [17]

y  0.0698 (214)
X

&= 122400169 -

In the literature [18], the numerical correlation for £ of the biomass-based fuels
is given as follows:

£— Xe o Xe (2.15)

1—0.4124%

1.044 + 0.016222 — 0.34493’&(1 + 0.053@)

where X; is the mass fraction of the ith element. The specific chemical exergy of a
dry assumption coal involving sulfur, assuming that it occurs as a free element, is
given as [19]

Ex3™ = (LHVeou + hw)Ecom + (Ex3, — hs)Xs + Ex3.Xa +Ex)) Xy (2.16)

where W, S, and A subscripts refer to water, sulfur, and ash, respectively, #; is the
specific enthalpy of the ith chemical components, E'xi,h is the standard chemical
exergy of the ith chemical components, and &, is the chemical exergy coefficient
of the selected coal type.
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Table 2.3 The values of standard molar exergy of the substance [26]

Substances Standard enthalpy (MJ/mol) Standard exergy (MJ/mol)
0x(g) 0 3.97

Na(g) 0 0.72

CO,(g) —393.52 19.87

H,O(g) —241.82 9.5

H,O(1) —285.83 0.9

SO,(g) —297.10 313.40

NO(g) 90.59 88.90

NO»(g) 33.72 55.60

(LHV coq) + 2442X 3y )y + 941X,
coal — LHV oy

(2.17)

where &g,y is the chemical exergy coefficient in dry assumption [18]. Equation
(2.17) is valid only for a mass ratio (xo,/xc) < 0.667 [11]. Many researchers
[20-23] have proposed methods to calculate the chemical exergy of elements,
organic, and inorganic substances. However, the chemical values used in this
chapter have been taken from Szargut [24]. The values given in this model are
based on standard temperature as 25 °C. These values were corrected for the
reference temperature by the following equation [25]:

0T =T,
Ry (2.18)

where exfh, ﬁ}), T®, and T, are standard molar chemical exergy, enthalpy of
formation, standard temperature, and reference temperature, respectively. The

values of standard molar exergy of the substance used in this chapter are given in
Table 2.3.

2.5.4 Thermodynamic Efficiencies

A thermodynamic efficiency can be based only on the first law of thermodynamics
(energy efficiency) or consider both laws of thermodynamics (exergy efficiency).
In order to evaluate the performance of the poly-generation system, energy and
exergy analyses are commonly used to establish the whole system. Energy and
exergy efficiency of the components of the system and whole system should be
given for detailed thermodynamic analysis.
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2.54.1 Energy Efficiency

The energy efficiency (77) of the process can be defined as the ratio of useful energy
produced by the process to the total energy input. The useful produced energy
represents the desired results produced by the system components. The energy
efficiency for the single production option can be given as follows:

_useful energy outputrate withproducts  Equt, useful
B total energy inputrate Y Einow

(2.19)

2.54.2 Exergy Efficiency

In order to evaluate the performance of the poly-generation system from the exergy
analysis point of view, it is essential to determine both the product and the fuel for
the components of the system and whole system. The exergy efficiency (y) of the
process should be defined as the divided exergy output rate (E'x(,ut, usefu) that is

created by the considered system to the overall exergy inlet rate (ZExin,tmal) that

crosses the boundaries of the system, as follows:

_ total useful exergy output rate with products ZExout,tolal
B total exergy input rate ) Exinow

(2.20)

The exergy efficiency for the process should also be given in terms of exergy
destruction rate as follows:

_ ZE-XOU[ _ ZExin - EXD N E)CD (221)

= . = - 1-— -
v ZExi“ ZExin ZExin

Using the derived equations, a model is generated by using EES. With the help
of this model, the system performance and emissions are investigated by varying a
series of input conditions.

2.6 Results and Discussion

The investigation of exergy destruction for each component is given in this anal-
ysis, besides the assessment of system components efficiencies. The thermal energy
is lost from the components during the process that has been approved in many
literatures. In the definition of exergy destruction, the generation of entropy always
destroys exergy, because of that the useful work is reduced and cannot be recov-
ered, and sometimes exergy destruction can refer to irreversibility such as chemical
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reaction, expansion work, compression work, and heat transfer through the
temperature difference that always involves entropy generation. In order to evaluate
the overall cogeneration performance, the study of exergy destruction can help to
identify the defect within the cogeneration plant, and the performance can be
improved by the redesign or modification of the existing cogeneration plant from
considering reduction of heat loses in the further improvement and development.

The results of the energy and exergy analysis, including the energy and exergy
efficiency, and exergy destruction rate for the system components are reported.
It is shown that the inlet and outlet exergy flows of the coal gasification plant are
mainly attributed to the energy and exergy inlet with the coal sample and process
air. In addition, the exergy loss is determined to be due to emission and internal
consumption associated with chemical reaction, especially those related to gasifi-
cation. Note that inlet exergy values are evaluated for coal on an LHV basis.

Also, the results in energy and exergy efficiencies variation by changing oper-
ating conditions are investigated in depth using the thermodynamic laws. Besides
the energy and exergy efficiencies examinations, the thermodynamic analysis is
also going to examine the influences of the work output and process heat from
operating conditions though the parametric studies. Also, the exergy destruction
rate is another important matter to be emphasized because the study of irreversibil-
ity can help to identify where the work or energy is lost during the operation.
Various factors identified in the design section can influence both the energy and
exergy efficiencies of the integrated system.

The effect of varying ambient temperature from 10 to 30 °C on the exergy
destruction rate and exergy efficiencies for the concentrating solar collector, coal
gasification system, Rankine cycle system, double-effect absorption cooling sys-
tem, methanol production system, and whole system is illustrated in Figs. 2.2, 2.3,

240 T T T T 0.2504

238 \
L}
036 | \. A/4 0.25

234 1 '\ _— 10.2496

232 b >A
[}
. \ 10.2492

230 + . / _\

228 | // - ExD,coIIector \
A

L —a—
226 v collector \

224 L . L . 0.2484
10 14 18 22 26 30

To (°C)

EXp,coliector (MW)
VY collector (%)

0.2488

Fig. 2.2 Variations with ambient temperature of the exergy destruction rate and exergy efficiency
for the concentrating collector subsystem
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2.4,2.5,2.6,and 2.7, respectively. Figure 2.2 shows that the exergy destruction rate
of the concentrating solar collector subsystem decreases with increasing ambient
temperature, but its exergy efficiency rate increases. Figures 2.3, 2.4, and 2.6 show
that varying the ambient temperature in the coal gasification system, Rankine cycle
system and methanol production system studies, respectively, have the same effect
on the exergy destruction rate and exergy efficiencies. The exergy destruction rate
of these subsystems decreases with increasing ambient temperature, while their
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exergy efficiencies increase. The variations of exergy destruction rate and exergy
efficiencies of these subsystems remain almost linear depending in the ambient air.
In contrast, as seen in Figs. 2.5 and 2.7, the exergy destruction rate in the double-
effect absorption cooling system and whole system increases with the increasing
ambient temperature, but their exergy efficiencies decrease.
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2.7 Conclusions

Poly-generation systems can make significant supports for energy and other useful
outlet products due to their potential for high performance as well as low operating
costs and greenhouse gas and pollution emissions. Environmental problems such as
fossil fuel depletion and climate change amplify the advantages and significance of
performance poly-generation energy systems. An important reserve of low-quality
lignite in many countries such as Turkey should be used with clean coal technology
for sustainable development. Turkish lignite sources have high ash, volatile matter,
and sulfur content, which draw a non-feasible picture for conventional combustion
techniques. In this chapter, energy and exergy analysis is carried out for the coal-
and solar-based poly-generation system to evaluate the system performance and
exergy destruction rates for system components. This integrated coal and solar
energy-based system is developed to accommodate different poly-generation
options. In addition to that, the energy and exergy analyses are performed and
applied to the poly-generation system components to calculate the rates of energy
and exergy flows, the efficiencies, and the unit exergy destruction rate of flows in
the components. The main conclusions drawn from the present study are as follows:

e The capacities and performances of the integrated system depend on solar
weather data and on the design parameters of the system components.

» The coal gasification system is the source of 18 % of the total exergy destruction
and 14 % of the annual exergy destruction in the concentrating collector system.

» The overall energy and exergy efficiencies of the integrated system are calcu-
lated as 67 % and 58 %, respectively.
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Integrated energy system for poly-generation is a promising technology for
electricity, hydrogen, chemicals, hot water production, and volume heating
and cooling application for rural areas. They are undergoing research and
experimentation, and further research is needed to improve understanding of
integrated systems.

The poly-generation design model can also be used to help decision makers in

selecting the optimum size and/or efficiencies of the components when designing
integrated fossil and renewable power generation systems.
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Chapter 3
Assessment of Maisotsenko Combustion
Turbine Cycle with Compressor Inlet Cooler

Hakan Caliskan, Ibrahim Dincer, and Arif Hepbasli

Abstract In this study, a Maisotsenko combustion turbine cycle (MCTC) with
compressor inlet cooling system is proposed and studied through energy, exergy
and exergoeconomic analysis methods. The present system consists of a
Maisotsenko air cooler, a compressor, a turbine, a generator, a combustor, and a
compressed air saturator. The results show that an exergy efficiency of 58.27 % is
higher than the corresponding energy efficiency of 51.55 % for the MCTC system,
due to the fact that the exergy content of the fuel fed into the combustion chamber is
lower than its energy content. Also, the maximum exergy destruction rates occur in
the compressor and turbine with the values of 166.964 kW and 150.864 kW,
respectively. Furthermore, the exergoeconomic results indicate that the highest
exergetic cost factor defined as the destruction in the component per cost is
determined to be 0.013148 kW/$ for the turbine, while the Maisotsenko cycle air
cooler has a minimum rate of 0.000006 kW/$. The better optimization of this
component may be considered. It is concluded that Maisotsenko cycle systems
can be effectively integrated to turbine cycle systems. Also, energy, exergy and
exergoeconomic analyses give more useful information together about assessing
the MCTC system and minimizing the thermodynamic inefficiencies.

Keywords Energy ¢ Exergy  Exergoeconomics » Maisotsenko combustion turbine
cycle » Maisotsenko compressor inlet cooler * Thermodynamics

H. Caliskan (0<)

Faculty of Engineering, Department of Mechanical Engineering,
Usak University, Usak 64200, Turkey

e-mail: hakan.caliskan@usak.edu.tr

L. Dincer
Faculty of Engineering and Applied Science, University of Ontario Institute of Technology,
2000 Simcoe Street North, Oshawa, ON, Canada L1H 7K4

A. Hepbasli
Faculty of Engineering, Department of Energy Systems Engineering,
Yasar University, Izmir 35100, Turkey

© Springer International Publishing Switzerland 2015 41
I. Dincer et al. (eds.), Progress in Clean Energy, Volume 1,
DOI 10.1007/978-3-319-16709-1_3


mailto:hakan.caliskan@usak.edu.tr

42 H. Caliskan et al.

3.1 Introduction

According to the International Energy Agency (IEA), energy demand will increase
steadily from 2000 to 2030 with an increase of 1.7 % per year, and electricity
demand will grow by 2.4 % per year. So advanced technologies for power gener-
ation are necessary [1]. In recent years, humid air turbine (HAT) cycle, in which the
humid air is used to generate work and/or electricity, has been used as an advanced
technology for power production. It is environmentally friendly and its working
fluid is not harmful to the atmosphere [2]. But generally, the efficiency of a HAT is
lower than other turbines, because it cannot work at high pressures, and as a result,
it generates less power. In HATS, increasing humidity requires heating the com-
pressed air at high temperatures. So more fuel consumption and a separate boiler are
needed to do this operation. As a result, a high-cost additional component is
necessary for a HAT [3].

Practical limitations have prevented the HAT cycle from being commercialized.
So there is a new developed technology named the Maisotsenko cycle (M-cycle)
that can be a solution for limitations of the HAT cycle [2]. M-Cycle systems are
commonly known with air conditioning systems, and this cycle includes the wet
and dry sides of a plate similar to indirect evaporative coolers, but with a much
different airflow creating a new thermodynamic cycle resulting in product temper-
atures which approach the dew point temperature of the air [4]. The enthalpy
difference of the air at the dew point temperature and the air saturated at a higher
temperature to reject the heat from the product is used in this M-cycle. Also, it
allows the product fluid to be cooled into the dew point temperature of the incoming
air ideally. The air is then precooled before passing into the heat rejection stream
where the water is evaporated [5-8].

The HAT cycle and the M-cycle-integrated Maisotsenko combustion turbine
cycle (MCTC) have some similar specification/works. They may increase power
output while maintaining the optimum system efficiency by supplying the moist air
to the turbine without an additional compressor work. They can also recover the
turbine exhaust heat by putting it back into the cycle and lower emissions by
providing the combustor with moist air. But the MCTC has additional advantages
by further increasing the moisture in the compressed air stream, which increases
power and efficiency. In addition, the M-cycle uses souped-up heat transfer process
and minimizes the size of the heat transfer surface, the pressure losses, and the
capital cost. Also, the M-cycle air cooler is used to increase the compressor effi-
ciency by supplying the compressor with the cool air that has not had humidity added
to it. Thus, this cooler air can be compressed easily using less compressor work.

Thermodynamic systems can be understood better with advanced analysis
methods. Energy analysis is based on the first law of thermodynamics, but there are
some limitations, such as not taking into account the environment properties, the
degradation of the energy quality, and the process irreversibility. On the other hand,
exergy analysis is based on both of the first and second laws of thermodynamics, and it
characterizes the work potential of a system. Exergy is generally defined as a
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maximum work that can be obtained from the system, when its state is brought to the
dead state (also known as environmental condition) [9]. Also, there is exergoeconomic
analysis methodology that is a combination of thermodynamics and cost accounting
disciplines. Normally, energy-based unit costs are used for the cost accounting. But
exergy cost accounting is essential in evaluating the system input and output [7].

In the open literature, there have been numerous studies on the M-cycle for
cooling applications and two studies about the MCTC. In this regard, Wicker [2]
theoretically explained the possible combination of the M-cycle with a turbine.
In this regard, MCTC with a Maisotsenko compressor inlet cooler was designed and
studied theoretically. Alsharif et al. [3] presented energy and exergy analyses of the
M-cycle, and the theoretical information of Wicker [2] was used with additional
assumptions for analyzing purposes.

In this study, energy, exergy and exergoeconomic analysis methods are applied
to an empirically designed MCTC with a compressor inlet cooler. So this study
differs from the previously conducted ones as follows: (1) the new data (assump-
tions) are considered for the MCTC system, (2) entropy generation rates are
determined, (3) exergy destruction ratios of the system components are calculated,
and (4) exergoeconomic analysis is applied to the system for evaluation.

3.2 System Description

The system (the MCTC with Maisotsenko compressor inlet cooler) consists of a
Maisotsenko air cooler, a compressor, a turbine, a generator, a combustion chamber
(combustor), and a Maisotsenko compressed air saturator. The schematic layout of
the system is illustrated in Fig. 3.1.

The MCTC takes the dry, hot, and compressed air and cools it toward its dew
point temperature without adding the humidity. Then the cool air extracts the heat
from the exhaust gases of the turbine, bringing them to a lower temperature at
which even more heat may be extracted. Two streams occur from the cooled air.
One of these streams cools itself by being passed in the counterflow to the air being
cooled and by adding the moisture to it through an indirect evaporative heat and
mass transfer process. The other stream is then passed in the counterflow to the
turbine exhaust gas stream while evaporating the water into the air again in an
indirect evaporative heat and mass exchanger. The two high-humidity air streams
are then recombined and sent to the combustor for heating before entering the
turbine. The humid air, however, has a higher specific heat and takes more fuel to
increase the temperature. However, the additional heat in the turbine exhaust gases
allows additional water to be evaporated and more heat to be recovered [2].

The process can be explained as follows: the air enters the M-cycle air cooler at
25 °C temperature and 101.325 kPa pressure. Hence, it exchanges its heat with
working air and the air is cooled down to a compressor inlet temperature of 8 °C,
while the pressure is 101.325 kPa, the air is fully dry (without moisture) in this
condition. In the compressor, the pressure and temperature of the air are increased
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Fig. 3.1 Maisotsenko combustion turbine cycle with Maisotsenko compressor inlet cooler

to 1,200 kPa and 462.1 °C, respectively. The air then reaches the Maisotsenko
compressed air saturator and exchanges its heat with the secondary air coming from
the turbine and the water from the water reservoir. After the Maisotsenko com-
pressed air saturator, the air enters the combustion chamber at 600 °C temperature
and 1,200 kPa pressure. In the combustion chamber, the temperature of the air is
raised to 1,127 °C using the energy of the fuel. Thus, the air enters the turbine at
1,127 °C temperature and 1,200 kPa pressure to obtain the power and leaves the
turbine to enter the Maisotsenko compressed air saturator (as a secondary air) at
674.1 °C temperature and 101.325 kPa pressure. After the Maisotsenko compressed
air saturator, the air exits at 487.61 °C temperature and 101.325 kPa pressure.
Hence, this air heats the water in the reservoir.

It is assumed that the isentropic efficiency of the compressor is 70 %, the
isentropic efficiency of the turbine is 71.1 %, the combustion gases are air,
the combustion chamber temperature is equal to the turbine inlet temperature,
and there is no energy loss in the combustion chamber. The assumed data of the
system can be seen in Table 3.1.
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Table 3.1 Data considered for the system

State No m (kg/s) T (°C) T (K) P (kPa)
Dead state—air 0 25 298.15 101.325
Air 1 2 25 298.15 101.325
Air 2 2 8 281.15 101.325
Air 3 2 462.1 735.25 1,200

Air 4 2 650 923.15 1,200

Air 5 2 1,127 1,400.15 1,200

Air 6 2 674.1 947.25 101.325
Air 7 2 487.6 760.75 101.325
Air a 3.01 35 276.65 101.325
Air b 3 12 285.15 101.325
Dead state—water 0 - 25 298.15 101.325
Water Water 0.01 25 298.15 101.325

3.3 Analyses

The general flow energy rate (En;) can be written as follows:
En; = m; b (3.1)

where “r1;” and “h;’are the mass flow rate and the enthalpy of the related compo-
nent in the given condition, respectively.
The general flow exergy rate (Ex;) can be determined by [10]

EX,' = I’il,' ex; —= m,[(h, — ho) — TQ(S,‘ — So)]

T; P;
= I’hi CP(T,' — T()) — CPTO (IHT—()) + T()R (lnl_‘,—(’))} (32)

where “ex;” is the specific exergy, “h;” is the enthalpy in the given condition, “/y” is
the enthalpy in dead-state condition, “s;” is the entropy in the given condition, “sy”
is the entropy in dead-state condition, “7T},” is the dead-state (reference) tempera-
ture, “T;” is the temperature in the given condition, “R” is the universal gas
constant, “P;” is the pressure in the given condition, “P,” is the dead-state pressure,

and “c,,” is the specific heat.

3.3.1 Maisotsenko Cycle Air Cooler

The mass balance of the M-cycle air cooler is written as [3]

iy = 1y (3.3)
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Mg = Hp + Hyater (34)

The energy balance of the M-cycle air cooler is given by
Em + Ena = Enz + Enb + Enwater + Enloss,M—cycle (3.5)

where “EnlOSS,M_Cycle” is the energy loss rate of the M-cycle air cooler.
The exergy balance of the M-cycle air cooler becomes

EX] + Exa = EXZ + Exh + Exwater + Exloss,M—cycle + Exdest,M—cycle (36>

where “EXjogs pr-cycle” and “EXgesip-cycle are the exergy loss and destruction rates of
the M-cycle air cooler, respectively.

. ) To
Exloss,M-cycle == Enloss,M—cycle |:1 - T :| (37)
M-cycle

where “Ty” is the dead-state temperature and “Ts.cycie” is the M-cycle operation
temperature (25 °C).

3.3.2 Compressor

The mass balance of the compressor is given by
Ty = M3 (3.8)
The energy balance of the compressor is written as follows:
En, + Wcomp =En; (3.9)

where “W o, is the necessary electrical energy rate of the compressor.

P, P
nd o3 (3.10)
P P
where “P,” is the relative pressure and “P” is the pressure.
hss — hy
Heomp = —h; ~ (3.11)
a

where “fcomp” is the isentropic efficiency of the compressor. Also, “h3,” is the
actual enthalpy and “hs,” is the isentropic enthalpy of the air at the compressor
outlet.
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The exergy balance of the compressor is given as
EXZ + Wcomp - EX3 + Exdest,comp (312)

where “EXgestcomp 18 the exergy destruction rate of the compressor.

3.3.3 Combustion Chamber (Combustor)

The mass balance of the combustion chamber (air) is expressed as
Hiy = His (3.13)
The energy balance of the combustion chamber is given by
Eng + Encomp = Ens (3.14)

where “Encoms” is the fuel energy input rate of the combustion chamber.
The exergy balance of the combustion chamber is written as follows:

EX4 + Excomb = EXS + Exdest,comb (3 15)

where “EXcomp” and “E'xdest,comb” are the fuel exergy input rate and the exergy
destruction rate of the combustion chamber.

Excomb = Encomb |:1 - 0 :| (316)
Tcomb

where “Tomp” 1S the combustion room temperature (as 1,127 °C).

3.3.4 Turbine
The mass balance of the turbine is as follows:
ms = Mg (3.17)
The energy balance of the turbine is given by

En5 :En6+W1urb (318)
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where “W,,” is the electrical energy output rate of the turbine.

P;',6_P6

= 3.19
P.s Ps (3.19)
where “P,” is the relative pressure and “P” is the pressure.
hs — heq
Mrurb = hs — h, (320)

where “nu.p° 18 the isentropic efficiency of the turbine. Also, “h¢,” is the actual
enthalpy and “hg,” is the isentropic enthalpy of the air at the turbine outlet.
The exergy balance of the turbine becomes

EXS = Exﬁ + Wturb + Exdest,lurb (321)

where “E'xdest!mrb” is the exergy destruction rate of the turbine.

3.3.5 Maisotsenko Compressed Air Saturator

The mass balance of the Maisotsenko compressed air saturator is expressed as
m3 = niy (3.22)
e = Ny (3.23)

The energy balance of the Maisotsenko compressed air saturator is given by
Ens + Eng + Engaer = Eng + Eng + Enjogs sa (3.24)

where “Enloss,sa[” is the energy loss rate of the Maisotsenko compressed air
saturator.

The exergy balance of the Maisotsenko compressed air saturator is written as
follows:

EX3 + EXG + Exwater = EX4 + EX7 + Exloss,sat + Exdest,sat (325)

where “EXjosssar” and “EXxgestsar are the exergy loss and destruction rates of the
Maisotsenko compressed air saturator.

. ) T,
Exloss,sal = Enloss,sal l:l - T_0:| (326)
sat

where “T,,” is the Maisotsenko compressed air saturator temperature.
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3.3.6 Overall Efficiency

The energy efficiency of the overall system (7) is defined as

Wturb

S (3 .27)
Wcomp + Encomb

]/l:

The exergy efficiency of the overall system (¥) is calculated from the following
equation:

W url
AL — (3.28)
Wcomp + EXcomb

3.3.7 Entropy Generation

The entropy generation rate (S;) is the ratio of the exergy destruction rate to the
reference state temperature:

o Exdest,i

S.
i To

(3.29)

3.3.8 Exergy Destruction Ratio

The exergy destruction ratio of the system component (E'xdest,R,i) is found to be

- . Exdest,i
EXgest,r,i = =

(3.30)

Xdest, tot

where “Exdesl,,-” is the exergy destruction rate of the related component of the
system and “EXgestior” 18 the total exergy destruction of the system.

3.3.9 Exergoeconomic Analysis

The exergoeconomic analysis is applied by exergetic cost factor (R;) as follows:

- Exdest,i
Z

R; (3.31)

where “Z;” is the capital cost of the component.
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The capital cost of the compressor (Zcomp) is defined as [11, 12]:

(71.1)my (%) ln(ﬁ—i)

Zeomp = (3.32)
(09) - ﬂcomp
where “%c,,p " 18 isentropic efficiency of the compressor (70 %).
The capital cost of the combustion chamber (Z.,n,) 1S obtained from
46.08 1 0.018)T, — 26.4
Zoomy = (26:08) ma [1 1 exp((0.018)T; ) (3.33)

’(0.995) - (1’;—;)

The capital cost of the turbine (Z,,,) is determined using the following equation:

(479.34) msIn (1”,—6) [1 + exp((0.036)Ts — 54.4)]
(092) — Nturb

Zlurb == (3 34)

where “nup 18 isentropic efficiency of the turbine (taken as 71.1 %).

3.4 Results and Discussion

The energy, exergy, and exergoeconomic analyses are applied to the MCTC with a
Maisotsenko compressor inlet cooler system. The energy and exergy analysis
results of each point in the system are tabulated in Table 3.2. The maximum
energetic and exergetic rates are found before the turbine as 3,030 kW and
1,862.14 kW, respectively. Because the temperature of the gas is maximum after
the combustion chamber, and the difference between this temperature and the
reference environment temperature is maximum. On the other hand, the minimum
energetic and exergetic rates of the system are determined for the water works in the
M-cycle systems to be 1.048 kW and 0 kW, respectively. The temperature of the

Table 3.2 Some results of

No Energy rates (kW) Exergy rates (kW)
energy and exergy analyses 1 5972 0

2 563 0.98

3 1,502.78 773.79

4 1,918 1,039.35

5 3,030 1,862.14

6 1,972.33 653.60

7 1,558.15 384.33

a 833.47 1.99

b 856.50 0.95

Water 1.048 0
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water is assumed to be equal to the reference environment. So the exergetic rate is
zero and the energetic rate is minimum among the results. Also, the energy and
exergy efficiencies of the overall system are shown in Fig. 3.2. As seen, the energy
and exergy efficiencies are 51.55 % and 58.27 %, respectively. The exergetic
efficiency is found higher than the corresponding energetic efficiency. Because
the exergy rate of the fuel given to the combustion chamber (875.21 kW) is lower
than its corresponding energy rate (1,112 kW), this is inversely proportional to the
efficiency. In addition, the consumed energy rate for the compressor is 939.78 kW,
while the produced energy rate by the turbine is 1,057.67 kW.

The exergy destruction and entropy generation results are given in Table 3.3. As
seen from the table, the maximum exergy destruction and entropy generation rates are
found to be 166.964 kW and 0.56 kW/K for the compressor, while the minimum
corresponding rates are determined as 0.058 kW and 0.000196 kW/K for the
Maisotsenko cycle air cooler used before the compressor, respectively. The compres-
sor and turbine are the most enforced components in the system. So it is predictable
that the most exergy destruction occurs in these components. In addition, the entropy
generation is directly proportional to the exergy destruction, and the results verify

60

58

56

54

52

Overall Efficiency (%)

50 -

48

Energy Exergy

Fig. 3.2 Energy and exergy efficiencies of the overall system

Table 3.3 Exergy destruction and entropy generation rate results

Exergy destruction rate Entropy generation rate
Component (kW) (kW/K)
Maisotsenko cycle air cooler 0.058 0.000196
Compressor 166.964 0.560
Combustion chamber 52.415 0.176
Turbine 150.864 0.506
Maisotsenko compressed air 3.722 0.0125
saturator
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it. After the compressor, the second highest exergy destruction and entropy generation
rates are obtained for the turbine as 150.864 kW and 0.506 kW/K, respectively.

On the other hand, the exergy destruction ratios of the system components are
shown in Fig. 3.3. The exergy destruction ratio of the Maisotsenko cycle air cooler,
the compressor, the combustion chamber, the turbine, and the Maisotsenko com-
pressed air saturator are found to be 0.00016, 0.44640, 0.14014, 0.40335, and
0.00995, respectively. Among the system components, the compressor has the
maximum ratio, while the Maisotsenko cycle air cooler has the minimum ratio.
The reason for this is the magnitude of the exergy destruction rate explained above.

The capital costs of the system components are calculated and given in Fig. 3.4.
The capital costs of the Maisotsenko cycle air cooler, the compressor, the
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Fig. 3.3 Exergy destruction ratios of the system components

25000

20000

15000

10000
- :I .:
0 - ‘ ‘

Maisotsenko Compressor Combustion  Turbine  Maisotsenko
cycle air chamber compressed
cooler air saturator

Capital Cost ($)

Fig. 3.4 Capital costs of the system components
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combustion chamber, the turbine, and the Maisotsenko compressed air saturator are
determined as $9,316, $20,813.14, $5,566.62, $11,474.37, and $5,000, respec-
tively. As seen, the compressor and the turbine, which are the most important

parts, are the most costly components in the system.

Finally, the exergoeconomic analysis results are illustrated in Table 3.4. The
exergoeconomic analysis is connected with the cost of the components and their
exergetic results. So the assessment is done for defining all of the necessary
parameters correctly. The highest exergetic cost factor is found to be
0.013148 kW/$ for the turbine, while the Maisotsenko cycle air cooler has a
minimum rate of 0.000006 kW/$. The variation of the exergetic cost factor by

components can be seen in Fig. 3.5.

Table 3.4 Exergoeconomic analysis results

Component Z; ($) R; (kW/$)
Maisotsenko cycle air cooler 9,316 0.000006
Compressor 20,813.14 0.008022
Combustion chamber 5,566.621 0.009416
Turbine 11,474.37 0.013148
Maisotsenko compressed air saturator 5,000 0.000744
0.014
& 0012
=
S
T 0.01
o
g
& 0.008
J:
8 o0.006
]
@ 0.004
o
[
X 0.002
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Fig. 3.5 Exergoeconomic results
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3.5 Conclusions

In the present study, the MCTC with a compressor inlet cooler system is analyzed
through the energy, exergy, and exergoeconomic analyses. According to the results,
the following conclusions can be summarized:

(a) The exergy efficiency (58.27 %) is higher than the corresponding energy
efficiency (51.55 %) for the MCTC system because the exergy of the fuel
used in the combustion chamber is lower than its energetic rate. So when the
MCTC systems are analyzed using exergetic approach, their efficiencies can
be more reliable due to taking into account the reference environment
conditions.

(b) The maximum exergy destruction rates occur in the compressor (166.964 kW)
and the turbine (150.864 kW). The compressor supplies the necessary working
fluid and increases its temperature and pressure. On the other hand, the turbine
produces power. So these two components are the main parts and the most
imposed ones. Parallel to this situation, their exergy destruction ratios are the
highest ones in the system.

(¢) The turbine has the highest exergetic cost factor (0.013148 kW/$) that
explains the destruction in the component per cost. So the better optimization
of this equipment may be considered.

As a final remark, it can be remarked that Maisotsenko cycle systems can be
effectively integrated to turbine cycle systems. Also, energy, exergy and
exergoeconomic analyses give useful information about assessing the MCTC
system and minimizing the thermodynamics inefficiencies.
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Chapter 4
Modeling of Fluidized Bed Gasification
of Rice Straw in Egypt

Rami Salah El-Emam and Ibrahim Dincer

Abstract Useful energy can be extracted from agricultural waste and residues
instead of the uncontrolled burning that causes severe harm to the environment.
Rice straw can be combusted in a fluidized bed producing useful heat with better
control of emissions. One of the most promising alternatives is converting biomass
into a more energy-dense fuel with a higher heating value through gasification. This
study presents a one-dimensional model of atmospheric bubbling fluidized bed and
investigates the effect of different operating parameters on the temperature profile
and gas species concentrations through the fluidized bed in the gasification process
through concentration and energy balance equations. The model is validated with
data and measurements from the literature. The temperature profiles show a peak
temperature value occurring early in the freeboard zone. Both the value and position
of the peak occurrence are affected by the operation and fluidization condition.

Keywords Biomass « Gasification ¢ Fluidized bed

4.1 Introduction

Since 1999, The Nile Delta and Cairo in Egypt have been suffering from thick layers
of smog, forming black clouds, caused by burning of rice straw after rice harvest
season and persist for days or weeks. In Egypt, rice is second in priority cereal crop
after wheat and occupies almost one quarter of the cultivated area during summer,
engaging about 10 % of Egyptian population in rice farming [1]. The black clouds
appear once a year in between September and October, bringing the pollution levels

R.S. El-Emam (P<)
Clean Energy Research Laboratory (CERL), University of Ontario Institute
of Technology, 2000 Simcoe Street North, Oshawa, ON, Canada L1H 7K4

Faculty of Engineering, Mansoura University, Mansoura, Egypt
e-mail: rami.elemam@uoit.ca

L. Dincer

Clean Energy Research Laboratory (CERL), University of Ontario Institute
of Technology, 2000 Simcoe Street North, Oshawa, ON, Canada L1H 7K4
e-mail: Ibrahim.Dincer@uoit.ca

© Springer International Publishing Switzerland 2015 57
I. Dincer et al. (eds.), Progress in Clean Energy, Volume 1,
DOI 10.1007/978-3-319-16709-1_4


mailto:Ibrahim.Dincer@uoit.ca
mailto:rami.elemam@uoit.ca

58 R.S. El-Emam and I. Dincer

Fig. 4.1 Burning of rice straw in Egypt [1]

up to 10 times the limits set by the World Health Organization [2]. It is reported by
Marey [3] that the black clouds lurk low to the ground, concentrating in the lower
500 m of the atmosphere. This gives the chance for the pollution to be trapped by the
temperature inversion at the cities’ atmosphere. Annually, more than half of the 3—5
million tons of the produced rice straw residues tend to be burned by Egyptian
farmers; see Fig. 4.1. This gives them a clear cultivated land within 1 or 2 weeks after
harvesting for sowing the following crop.

Considering the combustion or gasification of rice straw for energy useful
production is one of the most promising alternatives that are to be integrated to
solve the black cloud problem. It also gives an energy solution for the depleted
fossil fuels. Rice straw needs pretreatment process to be ready for energy conver-
sion process. Pelletizing in compact pellets is considered the most appropriate form
of utilizing rice straw as a fuel. The produced pellets have higher energy density and
results in a reduction in transportation and storage cost. It can also be mixed with
other fuels to improve the pellet characteristics.

Gasification of biomass works on producing a syngas with higher fuel heating
value and better hydrogen-to-carbon ratio. This results in less greenhouse gas
emissions when the fuel is used. Also, removal of sulfur is a great benefit of this
process where limestone is to be added to capture it, preventing the formation of
sulfur oxides. Nitrogen oxides are minimized as the temperature is relatively low
compared with other combustion processes. Fluidized bed gasifiers are widely used
for converting biomass into energy which also has a great potential to be integrated
with other energy conversion systems for more useful products and enhancing
the overall performance of the system [4]. The interest in this study is to investigate
the gasification of rice straw in fluidized bed. The temperature profile and gas
concentrations through the gasifier are investigated.
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Table 4.1 Ultimate analysis of the biomass pellets considered in the current study

Rice straw (%) Bitumen (%) Straw-bitumen (%) (2:1)

Carbon 38.2 85.5 60

Hydrogen 5.5 9.4 7.3

Oxygen 41.1 0.1 22.5

Nitrogen 0.5 0.6 0.5

Sulfur 0.2 35 1.7

Ash 14 0.9 7.9

LHV (kJ/kg) 14,100 40,600 25,800

Fig. 4.2 Rice straw pellets and straw-bitumen pellets [5, 6]

The fuel pellets considered in this study are prepared of rice straw and bitumen
with two-to-one ratio. The analysis of rice straw, bitumen, and the produced pellets
are shown in Table 4.1. Shaaban [5] illustrated the formation of straw-bitumen
pellets process. Rice straw is to be chopped in a couple of centimeter parts and
mixed with bitumen at 120 °C. The mixture is then pressed under about 150 bar
after being cooled to ambient temperature. Figure 4.2 shows rice straw pellets and
rice straw-bitumen pellets made in cylinders of 12 mm height and 10 mm diameter.

4.2 Modeling and Analyses

In this section, one-dimensional model of a fluidized bed is introduced and formu-
lated. The model is designed to analyze the temperature and gas concentration
through the fluidized bed (FB) at different operating conditions. The model con-
siders combustion (FBC) and gasification (FBG) of biomass fuels. In the presented
work, fluidized bed gasification is considered. The fluidized bed gasifier is modeled
in three different zones as stated by Basu [7]: dense bed, splashing zone, and the
freeboard zone. The species concentrations and the axial temperature distribution
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through the bed height are investigated by applying the species concentrations
and energy balance equations over the three different zones of the fluidized bed.
The model considers the bubble and emulsion phases, which is known as the
two-phase theory of fluidization.

For the dense bed zone, where volatilization and drying occur, bubbling
fluidized-type zone is considered. The axial variation of the species concentration
through the bed height can be described by the following differential equations for

the bubble and emulsion phases, respectively [8—11]:
und X — | Kbe( Xeii = Xbi) + Y _Rui+ !
b b,i be e,i b,i b,i Abed 6

uedje,i - [Kbe' d. (-xbl — X, 1) + €mf 1 - ZRe 1}

where dx/dz expresses the rate of change in the concentration of the different
species through the bed height, dC/dz is the local release rate of the species in
kmol/ms, R is the reaction rate, and X is the species concentrations expressed in
kmol/m?. The other parameters and coefficients in the species mass balance equa-
tions are illustrated in the hydrodynamics equations as described in Table 4.2.
The main parameters in this table are shown as a function of the bed diameter, D,
the fluidization velocity, Uy, and the minimum fluidization velocity, U,,¢

The splashing zone is located over the dense bed, and better mixing occurs as a
result of the bubble bursting [16]. For the splashing zone, the species balance
equation can be written as follows where the reaction rates are considered as for

Table 4.2 Hydrodynamics equations considered for the bubbling fluidized bed model

Name Formula Ref.
Bubble diameter dg =d\— (dy — d,)exp(=2%) (12]
Limiting bubble diameter d =024 [(Uf _ Umf).Dz] [12]

iti i 0.4
Initial bubble diameter, m do = 0.794 [(U,,%m,)m}

Bubble velocity, m/s Ug =U¢—Upnt+0.227+/dg [13]
Bed fraction in bubbles Sp =Y bnr — ] — Une [13]
Ug Ue
Superficial gas velocity through emulsion, m/s Ue= (Ut +2Unt)/3 [11]
Bubble-cloud transfer coefficient, 1/s Kp ¢ = (4.5dBUmf) + (10‘.1351 2\5/5) [10]
Cloud-emulsion transfer coefficient, 1/s Ke g = 3.226 le DIf. e [10]
: : Kc_pKp_
Bubble-emulsion transfer Coefficient, 1/s Kp_g = ﬁ [10]
Void fraction at minimum fluidization £mp = 0.478/A0018 [14]
Archimedes number I3 PQ(/',.*I" )ds® [15]

A=

He®
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the emulsion phase without considering the items related to the coarse char based
on the assumption that this zone is coarse char free [8]:

usp,gdisp,i = (ZRSp’i> dz

The following equation is used to determine the temperature profile. This is applied
to the splashing zone where the dense bed zone is considered to have a constant
temperature equal to the bed temperature:

o [(Sho) 0.0
dz Ng.Cp e

where HR is the heat of reactions that occur through the gasifier. The other terms in
the previous equation are illustrated as follows: Q; is the energy exchange with the
ejected sand.

dr
0y = M Asp.Cps (d—;)

and Q,, expresses the loss through the walls of combustion area as
Qw = Lsp Doy (Tsp - Tam)

where the peripheral of the splashing zone cross section, Ly, and the overall heat
transfer coefficient, A, are given in Table 4.3. Both O, and Q,, are calculated per
unit length of the gasifier.

The sand temperature gradient in the calculation of the energy exchange with the
ejected sand can be calculated as follows:

dTs

Tesp— T
=6 g, 2 S
dz

TP pCps
where the sand specification and properties are shown in Table 4.3.

The following exponentially decay function expresses the mass flux of ejected
sand particles:

M = M, exp [—Cej.(z — zeb)]

where M, is in kg/m”s and is the function of the initial mass flux at the bed surface
which is calculated as follows [11]:

MS,O :ﬂps(Uf - Umf)(l - gmf)
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Table 4.3 Parameters and constants for the formulas at the basic case

Parameter Value

Bed height above distributer, m z=3

Bed diameter, m D =03

Number of bed orifices No =800
Extended bed height, m zep = 0.6

Specific heat of sand, kJ/kg-K Cps = 0.83[7]
Diameter of sand particles, mm d, = 0.45[17]
Density of sand particles, kg/m® py = 2,650 [17]
Average diameter of char particle, pm dey = 500
Density of char, kg/m’ P =470
Peripheral of splashing zone cross section, m Ly, =03
Parameter in sand initial mass flux p=0.1[17]
Parameter in sand mass flux C.; =18 [8]
Diameter of fine char particles, pm dcn, fine = 100 [18]
Minimum fluidization velocity, m/s Upne = 0.175 [17]
Air equivalence ratio coefficient 0.20-0.30

Steam to biomass coefficient 0.7

Gas diffusivity, m>/s Dif, = 1.88 x 1074 [7]
Splitting factor for oxygen reacting to CO eco =0.3[19]
Splitting factor for C reacting to tar Ear =5 X 1073 [19]
Partial combustion splitting coefficient ap = 1.3[19]
Heterogeneous water-gas shift splitting coefficient a, = 1.2 [19]

The upper limit of the splashing zone is the bed identified by setting the decay of
flux of the ejected sand particles to 0.001 [8]. The mass and energy equations of the
splashing zone are also applied to the freeboard zone.

The mass and energy balance equations are applied on the proposed gasification
system over the three described zones considering the composition of the gasifica-
tion product to be as follows: CO, CO,, H,, CHy, H,0, and O,.

4.2.1 Devolatilization

During the devolatilization process, biomass fuel particles tend to concentrate near
the bed surface [25]. Volatiles can be assumed to be released in the bubble phase as
described by Okasha et al. [8]. The volatiles are considered as CH, [20] and can be
calculated as tabulated in Table 4.4. The volatiles release distribution as a function
of bed height can be given in kmol/ms as

dCi - Z3
—4C—
dz Zep?
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Table 4.4 Devolatilization and char consumption equations
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Name Formula Ref.
Devolatilization
H ol m X,
Molar releasing rate, kmol/s Co, = WO:
Released hydrocarbon mole fraction y= % [20]
C FC H
Rate of hydrocarbon primary reaction to CO | gy = —kcy (XCH )0‘7 (%o, )0-8 [20]
(step 1), kmol/m* s : : 1 2415
where kcy, = 4.74 x 10 exp( )
Reaction rate of CO (step 2), kmol/m>-s Rco = —kco Xcov/X0,XH,0 [21]
where kco = 1.3 % 10”196xp( 15, 088)
Char combustion
Combustion rate of char particles, kg/s Reh = —72mep, . %o,/ [pch' den. < K%h + K%’ >] [22]
Char kinetic coefficient, m/s Koy = 1.045 Toy exp( 70, 400)
Mass transfer coefficient, m/s K, =0.03
Char uniform temperature, K Ten = 0.84 TpogA"? [22]
Carbon fines generation rate Reh,fine = OfineRen [23]
[24]

I 5 e
QAfine = ( Oe—00

where z, is the extended bed height and C; is the molar releasing rate of moisture,
oxygen, and volatile, which is expressed as follows:

my - Xi

MW;

Here, the volatile combustion is considered to occur in two steps, where it reacts to
form carbon monoxide and water vapor and then carbon monoxide oxidize to
carbon dioxide in the second step [20, 21]. The rate of hydrocarbon conversion
and the reaction rate of carbon monoxide for these two steps are shown in Table 4.4.

The volatiles can be given according a stoichiometric reaction of a biomass fuel
of the formula Co Hy, Oy SasNoy as follows:

Biomass —A;
+ A7 - Ny + Ag - tar

where the mole faction can be written as follows:

A1 = £Cco-Q0
A2 = ao(l — 8co)/2
Az = ac(1 — Az — eco + €ar)

-CO+A;-CO; +A3-CHy + Ay -Hy + As - HyS + A6 - O
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aH

A4 = 7 —as — ZA';
A5 = Oy
Ag = ao(l — Ay — eco)
A7 = g0

These equations are built considering some assumptions and considerations.
It is assumed that partial combustion producing CO or complete combustion to
CO, may occur. This is controlled by the splitting factor eco. The rest of the carbon
volatiles are released in the form of methane and additional tar which are controlled
by the splitting factor &, which is experimentally measured. All sulfur and nitrogen
will be released as H,S and N, considering that no formation of sulfur dioxide or
ammonia in the products.

4.2.2 Gasification and Char Consumption

After devolatilization, char gets involved into different heterogeneous gasification
reactions. The char consumption occurs in the gasifier and is happening through the
reaction with oxygen, water vapor, or carbon dioxide. The shrinking particle model
is used to describe the char oxidation in this model. This is because the ash layer
gets stripped off from the particles as a result of the mechanical stress when
colliding with the sand particles [9]. The oxidation of char particles is described
by the gas-solid reaction introduced by Leckner et al. [22]. They defined the
mechanical factor, a;, which has a minimum value of one when a complete
oxidation occurs and a maximum value of two when the reaction results in a
complete production of carbon monoxide. The char consumption while reacting
with water vapor is known as the heterogeneous water-gas shift reaction which can
be shown, introducing the splitting factor a, given between 1 and 2, in Table 4.5.
At the same time, with the three char consumption reactions, the oxidation of
methane, carbon monoxide, and hydrogen occur. The water-gas shift reaction
occurs when the available oxygen is consumed where carbon dioxide and hydrogen
are produced through an equilibrium reaction of carbon monoxide and water
vapor, depending on the reaction temperature. Methane steam reforming and dry
reforming reactions are also considered. Table 4.5 shows the gasification reactions
considered in the present model.

Table 4.4 lists the combustion rates of char and other char consumption param-
eters. It also shows the empirical formula used to calculate the uniform temperature
of char. During the char burning process, it yields fines which are considered as a
function of the char combustion rate as shown in Table 4.4. The parameter e
depends on fuel particle properties. The given relationship to calculate ayp,, is the
function of the volume fraction of ash in the unconverted char particle, Vg,
particles’ initial porosity, 6, and porosity at the percolation threshold, é.,.
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Table 4.5 Gasification reactions in the model

Reaction Reaction rate [Ref.]
a1C+ 0y — 2(a; — 1)CO + (2 — a;)CO; (combustion) [27]
C + apHyO — (2 — a2)CO + (ap — 1)CO;, + apH, (steam gasification) | [19]
C + CO,; — 2CO (Boudouard reaction) [10]
CO + 1/2 O, < CO; (carbon monoxide oxidation) [28]
H, + 1/2 O, < H,0 (hydrogen oxidation) [10]
CH; + 1/2 O, < CO + 2H, (methane oxidation) [19]
CO + H,0 < CO, + H; (water-gas shift reaction) [10]
CH4 + H,0 < CO + 3H, (methane steam reforming) [29]
CH,4 + CO, « 2CO + 2H, (CO, reforming) [19]

4.3 Results and Discussion

The presented model facilitates the investigation of axial temperature and gas species
concentrations distribution through an atmospheric bubbling fluidized bed gasifier.
It also gives the ability to perform parametric studies to study the influence of
different operating parameters, such as bed temperature, fluidization velocity, steam
to biomass ratio, air equivalence ratio, and bed material, on the gasification process.

The model is validated in two different aspects as shown in Fig. 4.3 and
Table 4.6. The results of the temperature profile, considering the combustion of
rice straw pellets at 0.5 m/s of fluidization velocity, a bed height of 3 m above
distribution, and a static bed height of 30 cm, are validated with data measurements
and show good agreement as shown in Fig. 4.3. The bed temperature is 850 °C, and
excess air of 0.3 is considered in this case. Also, gasification gas species concen-
trations are validated with the results reported in the literature. The results listed in
Table 4.6 give the validation of the fluidized bed gasification model with respect to
the gas species concentrations at different gasification temperature values. The
results show good agreement with both cases of comparison.

The effects of gasifier operating parameters on the axial temperature distribution
of the fluidized bed gasifier are investigated. The results presented in Figs. 4.4, 4.5,
and 4.6 show the axial temperature profile at values of operating parameters of the
fluidized bed. The bed height in these figures is considered from above bed zone
height, where isothermal operation is considered for this zone. Bed temperature is
taken as the base case condition of 800 °C for Figs. 4.4 and 4.5. For Fig. 4.6, the
temperature is varied when all other operating parameters are kept at base case
condition. The results show that the temperature profile starts with an increasing
trend through 15 % of the gasifier height where the freeboard zone exists. Temper-
ature then starts to decrease as a result of the endothermic reactions occurring
through the bed height and the heat interaction with the surrounding environment.
The overheat that occurs in all the represented curves demonstrates the effect of
oxidation reaction, and the position of this zone appears to be affected by the
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Fig. 4.3 Validation of axial
temperature profile with
experimental measurements
reported by El-Emam

et al. [26]

3.5

3.0 -

2.0

Bed height above distribution, m

1.0

0.5 -

0.0

750

R.S. El-Emam and I. Dincer

25 -

15 -

800

—— Model
B Measurements
]
]
=
850 900 950 1000
Temperature, °C

Table 4.6 Fluidized bed model validation with Kaushal et al. [14]

Gasification temperature

Composition of dry gas (%) 700°C |750°C |800°C |850°C Error (RMS) (%)
H, Model 41.7 439 45.9 48.2 1.6

Ref. 38.7 44.2 46.6 47.2
CcO Model 272 29.5 304 31.9 2.6

Ref. 25.1 26.4 27.9 29.4
CO, Model 19.6 16.3 14.7 12.2 2.2

Ref. 16.2 14.1 12.8 12.1
CH,4 Model 6.9 6.2 5.8 5.0 1.0

Ref. 8.4 6.2 4.9 39

operating conditions. Figure 4.4 demonstrates the effect of varying fluidization
velocity on the axial temperature profile through the gasifier height. Three values of
fluidization velocity are considered as shown in the figure. At higher fluidization
velocity, better mixing occurs which is expected to result in a more uniform
temperature through the splashing and freeboard zones. Overheat temperatures
of 22.29, 42.5, and 68 °C over bed temperature occur when varying the velocity
of fluidization values as 0.75, 1, and 1.25 m/s, respectively. This results in higher
output temperature as well for the gases leaving the fluidized bed.
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Figure 4.5 demonstrates the influence of air equivalence ratio on the gases’
temperature profile through the fluidized bed gasifier. Fluidization velocity is kept
constant at 1 m/s and the temperature of the bed at 800 °C. Increasing air equiva-
lence ratio causes the maximum temperature, representing the peak of oxidation
period, to shift toward higher temperature value. This is caused by the excess
oxygen flowing through the gasifier. However, the overheating values are not so
big compared with the results represented in Fig. 4.4 of the effect of fluidization
velocity.

The results shown in Fig. 4.6 represent the effect of changing bed temperature
on the profile of axial temperature through the fluidized bed gasifier. Three
temperature values are tested; 750, 800, and 850 °C, where 800 °C is the bed
temperature at the base case. Other operating conditions are kept constant at 0.25
for equivalence ratio and 1 m/s for fluidization velocity. It appears that at lower bed
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Fig. 4.5 Temperature 3.0
profile at different values
of air equivalence ratio
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temperature, the temperature levels are relatively high through the freeboard zone
where some oxidation still occurs to some extent compared with higher bed
temperature where oxidation happens right after the splashing zone and then
the temperature tends to decrease with the effect of the endothermic reactions
after that.

Figure 4.7 shows the gas species concentrations through the fluidized bed height
represented in molar concentration percentage. With the consumption of oxygen, it
is noticed, as shown in the temperature profile figures, that an increase of temper-
ature occurs with solid fuel oxidation reaction near the distributor zone. This is
reflected on the composition of the gas at this zone where carbon dioxide has a peak
of concentration and oxygen is consumed near the distributor. The produced gas
compositions for the base case condition are found to be as follows: 18.9, 11.7,
13.53, and 4.6 % for carbon dioxide, carbon monoxide, hydrogen, and methane,
respectively.
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Fig. 4.6 Temperature 3.0
profile at different bed
temperature values T = 750°C
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4.4 Conclusions

In this study, a model of atmospheric bubbling fluidized bed is introduced with
considering combustion and gasification of biomass-driven fuel. The pellets of rice
straw and bitumen are considered as the fuel. The results obtained from this work
show the effects of fluidization velocity and air equivalence ratio on the fluidized
bed axial temperature for the gasification process. Also, different gasifier bed
temperature values are taken and studied. The model is validated with temperature
measurements and other results from the literature. The results show that increasing
the fluidization velocity shifts the oxidation to higher temperature causing a higher
temperature through the gasifier height. The values of overheat are 22.29, 42.5, and
68 °C with fluidization velocity of 0.75, 1, and 1.25 m/s, respectively. The equiv-
alence ratio has the same influence on the temperature profile, however, with lower
level of overheating compared with the effect of fluidization velocity. The values of
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Fig. 4.7 Gases
concentration profile
through the fluidized
bed height
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the peak temperature for the equivalence ratio of air at 20 and 30 % are 29 and
60 °C, respectively. The gasification gas compositions through the gasifier are
obtained, and it is affected by the reaction rates of oxidation and gasification

reactions through its height.
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Chapter 5
Thermodynamic Evaluation of an Integrated
System with Concentrating Collector

Umran Cevrimli, Yunus Emre Yuksel, and Murat Ozturk

Abstract In this paper, thermodynamic analysis of an integrated system with
parabolic collector which produces a number of outputs, such as heating, cooling,
hot water, and electricity, is investigated. This integrated system consists of four
main subsystems: concentrating collector, energy storage, Rankine cycle, and
double-effect absorption cooling and heating. The renewable energy-based system
is operated in two modes, which are solar mode and storage mode. Exergy destruc-
tion ratios and rates, power or heat transfer rates, and energy and exergy efficiencies
of the system components and whole system are carried out. From the results,
energy and exergy efficiencies for solar mode are found as 51.32 and 46.75 %,
whereas for storage mode these efficiencies are calculated as 47.44 % and 45.43 %,
respectively. Additionally, parametric studies, including the thermodynamic per-
formance of the system and its components, are conducted by the change in some
design parameters, as variation of the ambient temperature changes from 0 to 30 °C.

Keywords Thermodynamic analysis * Energy analysis « Exergy analysis ¢ Exergy
efficiency ¢ Integrated system ¢ Multi-generation

Nomenclature

E  Energy, kJ

E  Energy rate, kW

ex Specific exergy, kl/kg
Ex Exergy rate, kW

h Specific enthalpy, kJ/kg
m  Mass flow rate, kg/s

P Pressure, kPa
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Heat rate, kW

Specific entropy, kJ/kgK
Temperature, K

Work transfer rate, kW

== 2R

Greek Letters

n  Energy efficiency
vy Exergy efficiency

Superscripts

D Destruction

in Inlet

o) Reference state
out Outlet
Acronyms

HEX  Heat exchanger
PDC  Parabolic dish collector
PTSC Parabolic trough solar collector

5.1 Introduction

As fast increase in energy depletion is nearly related to an increase in a population,
people face several environmental problems such as decreasing energy resources,
global climate change, and greenhouse emission. The integrated systems for com-
bined generation of useful outputs are spreading around the world fast, since they
offer diverse advantages, such as higher efficiency and low operating cost. Energy
application choices are restricted by thermodynamic principles. Comprehension of
exergy application methods can help identifying the efficiency and losses of an
energy production systems. An integrated system for energy production refers to a
system more than three different purposes, including electricity, cooling, heating,
hot water, fresh water, hydrogen, oxygen and air, chemical with the same sources of
the input energy.

Analyses of the integrated systems process including trigeneration and poly-
generation have increased throughout the past decade so as to reduce energy
consumption and also succeed more sustainable and economic energy production
system [1]. There are lots of advantages of integrated energy manufacture systems,
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such as minimized energy and exergy losses, reduced greenhouse gas effects,
decreased material waste, reduced fuel use and material consumption relying on
increased exergetic efficiency, and decreased harmful gas emissions compared to
other systems for electricity generation, heating, cooling, drying, and
air-conditioning [2—4]. Energy generation and utilization choices are controlled
by the thermodynamic laws. For a process design, evaluation of the exergy destruc-
tion and efficiency analysis can help identifying and figuring out the highly efficient
energy generation systems.

Solar energy is a reliable energy resource. It is a renewable energy resource with
no gas emissions. Solar radiation can be used directly to produce electricity
utilizing photovoltaic (PV) collectors or to get thermal energy as well as operating
electrical power by heat engine. There are a few solar thermal systems that can be
used to manufacture electrical power via thermal power plants, such as solar towers,
parabolic dish collector (PDC), and parabolic trough solar collector (PTSC).
Al-Sulaiman et al. [5] have used exergy modeling in order to evaluate the exergetic
performance of a novel trigeneration system utilizing a PTSC. Solar PDCs concen-
trate solar radiation to a single focal point by means of one or more parabolic
dishes. PDCs have concentration ratios in the range of 600-2,000. As a result, they
are rather efficient at thermal energy absorption and power conversion processes
[6]. Thus, PDC is selected to be the prime mover for the integrated system in this
study.

Absorption chillers can make use of renewable energy resources, such as solar,
geothermal, and biomass, in order to generate cooling. The other benefits of
absorption refrigeration systems are that they do not cause ozone layer retrench-
ment, they make use of natural refrigerants possibly having less CO, emissions, and
they are independent of electric grids. The most common commercially suitable
absorption refrigeration systems are single- and double-effect systems. In double-
effect absorption refrigeration systems, a secondary fluid (absorbent) is used to
circulate and to absorb the primary fluid (refrigerant). The success of the absorption
relies on the selection of an appropriate combination of absorbent and refrigerant
[7]. The most widespread absorbent and refrigerant combinations in absorption
refrigeration systems have been LiBr-H,O and ammonia—water. The LiBr-H,0O
pair is the most suitable for air-conditioning and chilling applications. Ammonia—
water is utilized for cooling and low-temperature freezing applications.

Farshi et al. [8] have presented a computational model for crystallization phe-
nomena in double effect for three absorption refrigeration systems and showed the
range of operating conditions without crystallization risks in the parallel configu-
ration. Reverse parallel configurations are broader than those of the series flow
system. The most improved effort is being directed to a single-effect absorption
system though some research has been published on double-effect absorption
systems. Furthermore, other types of multi-effect (triple, quadruple) systems have
been analyzed. For a single-effect system, COP is not as high as the number of
effect systems (in other words, COP is not doubled when a single-effect system
turns into a double effect). In addition, a higher number of effects cause system
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complexity. Double-effect systems have received important care and are suitable
commercially.

Absorption cooling systems have been conducted utilizing energy analysis.
However, it is increasingly accepted that exergy analysis supplies more meaningful
information when assessing the performance of conversion systems, as it supplies
meaningful efficiencies and sources of thermodynamic inefficiencies in these
systems. Farshi et al. [9] evaluated exergoeconomic analyses in which they com-
pared flow double effect and combined ejector-double-effect system in order to
investigate the effect of various parameters on investment cost of the complete
systems. As a result, the combined cycle works more economically as compared to
the double-effect system.

Several researchers have studied the utilization of integrated systems in energy
generation to improve the thermodynamic and environmental performance. Ozturk
and Dincer [10] have researched on the integrated systems gaining rising interest in
the last few decades so as to reduce energy consumption and accomplish more
sustainable and energy production. Buck and Friedmann [11] have evaluated
experimentally the efficiency of a trigeneration system based on a turbine and
assessed by a solar tower cycle. They have investigated the benefits of using single-
and double-effect absorption systems. The authors indicated that using the double-
effect chiller had more advantages since it gave better thermal performance and
lower operating cost compared to the single-effect absorption system. The specific
objectives of this paper are given as follows:

¢ To investigate exergy efficiencies and destructions of subsystems and whole
system for solar mode

« To evaluate the impact of ambient temperature on the exergy efficiencies and
respective exergy destructions of a subsystem and whole system for solar mode

» To develop a comprehensive thermodynamic assessment of a multi-generation
system based on a concentrating solar collector, Rankine cycle for electricity
production, and double-effect absorption system for heating and cooling
application

« To investigate the effects of environmental condition on the efficiency assess-
ment of a subsystem and whole system for solar mode

5.2 System Description

The brief explanation of the process components and starting conditions is given to
evaluate for the thermodynamic assessment for solar-based multi-generation pur-
poses as power, cooling, heating, and hot water generation. Solar-based multi-
generation system can be split into three main subsystems: (1) concentrating
collector, (2) Rankine cycle, and (3) double-effect absorption cooling and heating.

The schematic of the solar-based multi-generation energy system is shown in
Fig. 5.1. Thermal energy of solar radiation is first collected and concentrated by
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Fig. 5.1 Schematic diagram of a solar-based multi-generation system

utilizing a PDC in order to boil water. Parabolic dish concentrating collector cycle
is used to supply high-temperature water vapor (600 °C) and shown in Fig. 5.1a.
Solar water cycle considered in this paper supplies the heat input to the integrated
system. As it can be seen from Fig. 5.1a, water leaves the collector fan at point
4, and then it is heated by a PDC. At point 1 the water vapor leaves the collector and
goes through the heat exchanger (HEX-I) to be heated up. At point 2 this hot water
leaves HEX-I with temperature around 200 °C, and then it directly goes through the
generator to separate water from the solution of LiBr—H,O.

As it can be seen in Fig. 5.1b, the Rankine cycle considered here has one turbine
and a feedwater heater unit. Heat input to the cycle comes from the PDC. Steam
leaves the HEX-I with temperature around 420 °C at point 5, and then it directly
goes through a Rankine turbine to be expanded and generate power. The temper-
ature and pressure of steam drop during this process to the values at state 6, where
steam enters the condenser. At this state, steam is generally a saturated liquid—vapor
mixture with a high quality. Steam is condensed at constant pressure in the
condenser and leaves the condenser as saturated liquid. Water enters the pump at
state 7 as saturated liquid and is compressed isentropically to the operating pressure
of the boiler. As the water temperature goes up during this isentropic compression,
the specific volume of water increases negligibly. The output of the Rankine cycle
is the power; in this integrated system, a portion of the electric output is used to run

the system device.
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The lithium bromide—water absorption system is used instead of a conventional
refrigeration system to utilize surplus heat in the system. In this paper, it is assumed
that the required energy for the double-effect absorption cooling and heating
subsystem can be provided by the heat recovered from the Rankine cycle.
Figure 5.1c shows a schematic diagram of the flow double-effect lithium bromide—
water absorption refrigeration system. As it can be seen in this figure, it contains the
most significant components of the double-effect absorption system: high- and
low-pressure generator, high- and low-temperature heat exchanger, solution and
refrigerant pump, absorber, condenser, and evaporator. Also, it involves three
pressure levels: high, medium, and low. The high-pressure generator functions at
high pressure and high temperature, whereas the low-pressure generator and con-
denser operate at medium pressure, and the evaporator and absorber work at low
pressures. It should be noted that the integrated system is modeled according to the
optimum operating parameters for the double-effect absorption subsystem.

5.3 Thermodynamic Analyses

By using the thermodynamic analysis approach, both the development of renewable
and conventional energy conversion systems and the development potential of its
operations should be investigated at any category such as systems, processes,
process units, or components. In this section, the general thermodynamic
approaches including the mass, energy, and exergy balance equations are given to
investigate for the analysis and improvement potential of the solar-based integrated
system. In the most general principle, a balance equation for a quantity in the given
process should be written as follows:

Input + Generation — Output — Consumption = Accumulation (5.1)

This equation is considered as the quantity balance for a process. The accumu-
lated quantity in the process is equal to the difference between the input and output
quantity by the system boundary plus the generated and consumed quantity within
the system boundary.

In the steady-state condition, the accumulation terms in Eq. (5.1) are equal to
zero, because all properties in the process are unchanging with time [12]. Therefore,
the mass balance equation for the steady-state conditions can be written in the rate
form as given:

> itin =Y ritou (5.2)

where 1 is the mass flow rate and subscripts in and out indicate the inlet and outlet
of the matter, respectively. The energy balance equation is applied to the descrip-
tion of a wide variety of investigative processes. The energy balance equation for
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the steady-state condition with negligible potential and kinetic energy terms can be
given in the rate form as follows:

Q + Zminhin = Wnet + Zmoulhoul (53)

where O and W are the heat and work transfer rate, respectively, and 4 is the specific
enthalpy. In any process, when energy is transferred into another less useful quality,
the rest of the useful quality of the energy cannot be recovered again, a portion that
is not conserved as total energy of the process. In agreement with this approach, the
sum of useful work can be defined in the exergy terms according to the second law
of thermodynamics for a better understanding of the energy transfer. The charac-
teristics of a reference environment of the given process have to be defined in the
exergy modeling. This necessity is usually done by using the temperature, pressure,
and chemical composition of the reference environment. In this paper, actual
environment conditions are accepted as the reference environment properties. The
exergy balance equation for the steady-state condition can be given in the rate form
as follows:

meexm + ExQ = Zn’aoutexout + Exw + Exp (5.4)

where ExQ and Exy, are the heat and work exergy flow rates. They are defined as
follows, respectively:

. T,\ -
Exp = (1 ——)Qi (5.5)
T;
where T; is the temperature in the ith given state.

Exy =W (5.6)

where Exp, in Eq. (5.4) is the exergy destruction rate, and it can be expressed in the
rate form as

Exp = TpSgen (5.7)

where ex in Eq. (5.4) is the specific exergy of the process inlet and outlet flow.
The exergy content of a stream of matter can be expressed by three categories,
such as thermal exergy content (resulting from the temperature difference between
the substance and environment), mechanical exergy content (resulting from the
pressure difference between the substance and environment), and chemical exergy
content (resulting from the composition difference between the substrate and
environment). According to these exergy contents, the determination of the specific
exergy can be written as given:
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Table 5.1 Equations for exergy destruction rate for the components of the solar-based integrated

system

System components Exergy destruction rate equations

Parabolic dish collector EXD,PDC =Exq —Ex; + ExSQolar

Collector fan E'xD,CF = Ex3 — Exq + Wer

HEX-I Exp pex.v = Exi + Exg — Ex, — Exs
Turbine ExD,m,bine = Exs — Exg — Wy

Condenser-1 Exp.con-1 = Exe — Ex; — Ex&,,

Pump-I EXD,pump-I = EX7 — Exs + Wp,,

Generator-I Exp,Gen1 = Exs + Exis — Exs — Exis — Exy
Expansion valve-I EXD,EV—I = Ex|7 — Ex.x

Generator-II Exp Gentt = —Exi3 — Ex19 + Exyo 4 Exy + Exps
Condenser-II Exp,con1 = Exy1 — Exp — Exg — EXCQOH,H
Evaporator ExD,Eva = Ex;g — Exj; + 1537,\'EQV,d

Absorber Exp.ab = Exiy + Exas — Exip — Ex2,

ex = exye + exXpe + expy + exe (5.8)

When the temperature, pressure, or composition of a substance is different from
the thermodynamic equilibrium with the environment, this situation can produce a
useful change. Since the variations of the mechanical and chemical exergy are
accepted negligible in this paper, the physical or flow exergy can be given as
follows:

expp = (h—hy) —To(s — s,) (5.9)

where & is the specific enthalpy and s is the specific entropy in the process.
According to the given above procedure, the exergy destruction rate of the whole
system and its components are given in Table 5.1 and used in parametric studies for
the investigation of the improvement potential of the integrated system.

5.3.1 Energy and Exergy Efficiency

The thermodynamic efficiencies can be given by the first law of thermodynamics
(energy efficiency) and by both laws of thermodynamics (exergy efficiency). In
order to investigate the operating performance of the solar-based integrated system,
energy and exergy analyses are commonly used to the detailed analysis of the whole
system and its components. The performance analysis of the integrated system has
great importance due to the limited supply of solar energy from the photons to the
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Rankine and absorption cooling cycle as well as the overall impact on the system
operating performance.

The energy efficiency of the given process can be described as the ratio of useful
energy output from the system boundary to the total energy input to the system
boundary. The useful output energy gives the desired results produced by the whole
system and its components. In the general manner, the energy efficiency can be
given as follows:

_ useful energy output rate _ Eoutuseful
~ total energy input rate ZEm total

(5.10)

In order to investigate the performance of the solar-based integrated system by
using the exergy analysis, it is essential to determine both the product and the fuel for
the whole system and its components. The exergy efficiency of the process can be
defined as the division of exergy output rate by the overall exergy inlet rate. According
to this definition, the exergy efficiency of the process can be given as follows:

__total useful exergy output rate with products ZEXoul, total
B total exergy input rate B > Exin o

(5.11)

Another concept of the exergy efficiency for the process should also be given in
terms of exergy destruction rate as follows:

. ZExoul B ZExin - EXD B EXD
V= ZExin B ZExin =1 ZExin (512)

According to the exergy efficiency description or Eq. (5.11), the exergy effi-
ciencies of the system components are shown in Table 5.2.

5.4 Results and Discussion

The values of mass flow rate (kg/s), pressure (kPa), temperature (°C), enthalpy
(kJ/kg), entropy (kJ/kgC), energy rate (kW), specific exergy (kJ/kg), and exergy
rate (kW) for the components of the solar-based integrated system for the solar
mode are given in Table 5.3. Reference temperature is taken to be 25 °C and the
pressure is taken as 100 kPa. The thermodynamic properties of the working fluids
are calculated via utilizing the Engineering Equation Solver (EES) software [13].

The exergy analysis is applied to the whole system and its components by using
the first and second laws of thermodynamics because exergy analysis generates
more outcomes than energy analysis in designing and assessing the processes.
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Table 5.2 Equations for System components Exergy efficiency equations
exergy efficiency for the

ic di Exi—Ex.
components of the solar- Parabolic dish collector Yone = %
based integrated system —— Solar
Collector fan Wep = Exi—Ex;
Wer
- Exs—Ex
HEX-1 g EXT—E.XZ
i W
Turbine lI’Turbine = Exs —IE ;‘
Condenser-I v _ ExGy
Con-1 Ex¢—Ex;
Pump-I W _ Exsg—Ex
Pump-I W pump-1
Generator-I W ient = E'leEYE'x.E;E.\-B
X2 3
Expansion valve-T _ Exig
¥YEva = Exr
Generator-I1 Yeentt Exig—Exy

7 E,r22+E,r23 —Exig

Condenser-IT v B 5 W
Con-II Exy1+Exa—FExg
Evaporator - Exf,
Eva Exi—Exio
Absorber Ex?
YIAb Ab

- E»¥11+E-¥25*E-\12

The exergy analysis results based on the values for exergy destruction ratio (%),
exergy efficiency (%), exergy destruction rates (kW), and the heat transfer or power
rate of the integrated system for the solar mode, corresponding to the data in
Table 5.3, are given in Table 5.4. Exergy destruction rate demonstrates the reduc-
tion in energy availability; but it cannot be used to investigate the energy and
exergy utilization efficiency of the integrated system. The exergy efficiencies of the
system components are more useful for determining exergy losses. As seen in
Table 5.4, the exergy destruction rates and exergy loss ratios of the PDC are higher
than the other components although the exergy efficiency of the collector is
80.73 %. According to exergy loss ratios and exergy destruction rates, it is signif-
icant to supply development applications on this collector type. Therefore, mini-
mization of exergy destruction rate in the PDC is vital to flourish the performance of
the integrated system, which in turn diminishes the cost and emissions and thus
assists in lessening the associated environmental impact.

Table 5.4 demonstrates that expansion valve-I and expansion valve-IV have high
exergy efficiency values of 99.34 % and 99.77 %, respectively. The expansion
valves are a highly effective device because the refrigerant pressure is diminished
without any energy exit from the system. In addition, the exergy efficiency of
generator-II is less than that of the other components in the solar-based integrated
system, suggesting that it should likely be worthwhile to focus development efforts
on this component. In addition to that, the exergy analysis results demonstrate that
the single-effect absorption system does not exhibit significant exergy destruction,
because this system does not directly use the mainly produced energy but instead
utilize the steam exhaust by the Rankine cycle.
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Table 5.4 Thermodynamic analysis results for solar mode of the solar-based integrated system

devices
Exergy Exergy Exergy Power or heat
destruction destruction efficiency transfer rate
Devices rate (kW) ratio (%) (%) kW)
Parabolic dish collector 2,042 51.30 80.73 19,255
HEX-I 473.8 11.90 92.1 12,694
Collector fan 3429 8.61 43.81 610.3
Pump-I 10.46 0.26 85.76 73.43
Condenser-I 357.8 8.98 72.22 8,046
Turbine 501.1 12.58 90.41 4,721
Generator-1 33.85 0.85 56.27 253.5
Generator-II 21.36 0.53 21.09 158.4
HEX-II 7.676 0.19 78.05 161.1
HEX-III 4.658 0.11 59.68 95.75
Pump-II 12.08 0.30 60.12 55.36
Condenser-11 8.523 0.21 72.68 161.1
Expansion valve-I 0.553 0.013 99.34 3.366
Expansion valve-1I 0.2346 0.005 82.68 1.509
Expansion valve-III 0.6281 0.015 84.77 1.932
Expansion valve-IV 0.2144 0.005 99.77 3.039
Evaporator 27.44 0.68 45.46 301.9
Absorber 8.264 0.20 22.64 49.57

As another part of the thermodynamic assessment analysis, some variable major
design parameters are examined. The effects on the exergy efficiency and exergy
destruction of the integrated system components and the whole system variation of
exergy destruction rate and exergy efficiency by changing the reference tempera-
ture from 10 to 30 °C for the solar mode subsystems and the whole system are
shown in Figs. 5.2, 5.3, 5.4, and 5.5. The exergy destruction ratio and exergy
efficiency of the integrated system and subsystems are directly proportional to the
environmental temperature variations.

Exergy destruction rates and exergy efficiencies of the PDC and Rankine
subsystem are investigated by using Tables 5.1, 5.2, and 5.3, and results are given
in Figs. 5.2 and 5.3, respectively. The variation of these exergetic variables as
exergy efficiency and exergy destruction rate for subsystems remains nearly linear
relying on the ambient air. As seen in Fig. 5.5, the integrated whole system has
similar results between the exergy efficiency and exergy destruction rate based on
the variable reference temperature. In contrast, as seen in Fig. 5.4, exergy destruc-
tion rate in the absorption refrigeration system increases with the increasing
reference temperature. Thus, exergy efficiency dwindles with the increasing refer-
ence temperature, thanks to the increasing temperature difference between the
refrigeration system and ambient air.
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Fig. 5.2 Exergy destruction rates and exergy efficiencies of the parabolic dish collector system for
solar mode depending on the reference temperature changes
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Fig. 5.3 Exergy destruction rates and exergy efficiencies of the Rankine system for solar mode
depending on the reference temperature changes

It can be seen in Fig. 5.4 that the integrated system has higher exergy efficiency
than the collector, Rankine, and double-effect absorption cycles. This investigation
results from the large quantity of energy lost to the environment from the solar
collector and Rankine cycle. The exergy efficiency of the integrated system is
slightly higher than that of the Rankine cycle because the exergy associated with
the cooling and heating load by the double-effect absorption system is small. Also,
the main reason is utilizing the waste energy from the Rankine cycle to produce
cooling and heating by using the double-effect absorption cycle. It is clear that the
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Fig. 5.4 Exergy destruction rates and exergy efficiencies of the absorption system for solar mode
depending on the reference temperature changes
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Fig. 5.5 Exergy destruction rates and exergy efficiencies of the whole system for solar mode
depending on the reference temperature changes

environmental impacts of the integrated system are less than the conventional
systems because cooling and heating applications are produced without using
additional fuel.

The effects of the reference temperature on the exergy destruction rate and
exergy efficiency of the PDC are shown in Fig. 5.2. This figure indicates that the
exergy efficiency of the solar collector is lower than the other subsystems. As given
in the literature [14], the exergy efficiency of the solar collectors is considerably
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less than the energy efficiency. This difference is associated with the high temper-
ature difference between the solar and working temperatures in the solar systems.

On the other hand, the exergy efficiency of the double-effect absorption system
decreases from around 18 % at 0 °C to 16 % at 30 °C. In this case, the exergy
destruction rate of the absorption system decreases nearly by two times between
reference temperature differences.

As seen in Fig. 5.5, the increase in the exergy efficiency of the integrated system
is not observed to be a significant change with increasing reference temperature.
The maximum integrated system exergy efficiency is calculated as nearly 47 % at a
reference temperature of 30 °C.

5.5 Conclusions

In the present study, a thermodynamic analysis of the multi-generation energy
system is investigated so as to better determine the true magnitude of losses and
the true efficiencies by determining the exergy efficiency and exergy destruction
rate in each system component. The parametric studies are given to analyze the
effect of the reference temperature on the exergy efficiency and exergy destruction
rate of the subsystem in general. A thermodynamic analysis (both first and second
laws) showed that integrating systems to obtain multiple outputs significantly
increases the overall efficiency. Moreover, the following concluding remarks can
be drawn from the thermodynamic analyses:

¢ Energy efficiencies of the Rankine cycle, dish collector, absorption subsystems,
and whole system for solar mode are calculated as 40.19 %, 28.87 %, 30.73 %,
and 51.32 %, respectively.

« Exergy efficiencies of the Rankine cycle, dish collector, absorption subsystems,
and whole system for solar mode are found as 43.05 %, 15.36 %, 16.46 %, and
46.75 %, respectively.

«  With regard to exergy analysis results, the highest exergy destruction occurs in
the PDCs as 51.30 %.

« The expansion valve demonstrates the lowest exergy destruction rates in the
multi-generation system because the absorption cooling and heating components
create relatively miniscule exergy destruction in the proposed system.
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Chapter 6

Design and Optimization of an Integrated
System to Recover Energy from a Gas
Pressure Reduction Station

Shoaib Khanmohammadi, Pouria Ahmadi, Kazem Atashkari,
and Ramin Kouhi Kamali

Abstract This chapter deals with thermodynamic modeling, parametric analysis,
and optimization of an integrated system to recover energy from pressure reduction
station in city gate station (CGS). This chapter aims to fully cover the thermody-
namic modeling of an integrated system consisting of a turbo expander, an organic
Rankine cycle (ORC) and a proton exchange membrane (PEM) electrolyzer to
produce and store hydrogen. The pressure of natural gas in transmission pipeline in
Iran gas system is high which sometimes go beyond 7 MPa. This pressure needs to
be reduced near the cities pipeline pressure to 1.7 MPa. This pressure reduction
results in ample potential to recover energy to generate electricity. In the proposed
integrated system in this chapter, a comprehensive parametric analysis including
the effect of main parameters such as natural gas preheat temperature, the natural
gas pressure inlet to turbo expander, the heater mass fuel flow rate, and high
temperature of ORC on the system performance is investigated.

The results show that although the natural gas inlet pressure has a trivial effect
on exergy efficiency of the ORC cycle, PEM electrolyzer, and turbo expander, it has
a significant effect on turbo expander power output and hydrogen production rate.
Besides, results indicate that increase in preheat temperature of natural gas from
130 to 165 °C has the favorable effect on the turbo expander power output and
exergy destruction rate of ORC components. Also, it is concluded that an increase
in preheat temperature leads to a decrease in hydrogen production from 15.9 to
14.8 kg/day due to decrease in ORC output electricity. In order to determine the
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optimum value of design parameters, an optimization method is applied. The
genetic algorithm optimization results show there are acceptable values for five
design parameters which guarantee the optimum performance of the novel pro-
posed integrated system.

Keywords Pressure reduction e City gate station (CGS) ¢ Turbo expander ¢
Hydrogen production « PEM electrolyzer

Nomenclature

a Anode

c Cathode

E Activation energy (kJ/mole)
Ex Exergy flow rate (W)

h Specific enthalpy (kJ/kg)
LHV Lower heating value (kJ/kg)
1 Mass flow rate, kg s~

ORC  Organic Rankine Cycle

P Pressure (bar)

PEM Polymer exchange membrane
w Work, (W)
AP Pressure drop, (kPa)

Greek Letter

A Number of mole of fuel to number of mole of air (—)
n Efficiency (—)

Subscripts

a Actual
Cond Condenser
Eva Evaporator

ex Exergy
f Fuel
is Isentropic

TE Turbo expander
Tur Turbine
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6.1 Introduction

Worldwide energy crisis and increasing the energy demand obligate scientist and
engineers for seeking ways to recover energy from useless source to generate
electricity. One of the potential sources to recover energy to generate electriicty is
to utalize wase energy from pressure reduction station in natural gas transmission.
The pressure of natural gas in transmission pipeline is high varying from 5 to7 MPa
depending on the location and limitations. In order to utilize the natural gas pressure,
this gas pressure should drop to 1.7 MPa in a city gate stations (CGS). This source of
energy can meet the demand of electrical load of residential buildings or it can be
used to produce other energy products such as fresh water and hydrogen production
for later usage. In such systems, usually a turbo expander is used to recover energy
from high-pressure natural gas stream.

Since the flow rate of natural gas may vary widely, designing a suitable com-
bined system can assist us to provide desired constant output electricity. Some
researchers have demonstrated the energy recovery from pressure reduction in
CGS. The power generation from pressure reduction in the natural gas supply
chain in Bangladesh is investigated by Mohammad Mahbubur Rahman [1].

Taheri Seresht et al. [2] studied energy recovery process using expansion turbine
as well as achieve pressure reduction in natural gas transmission pipeline. Their
results indicated that energy loss in the natural gas CGS is about 38.443 GWhr per
year. In addition, their analysis showed that energy recovery using a turbo expander
is 96 % with payback period of 2 years. In gas pressure reduction stations, the aim
of using turbo expanders to achieve pressure reduction leads to a drastic tempera-
ture drop in natural gas; therefore the need for preheating the natural gas is vital to
dispense the natural gas to the end-use stations. Preheating is typically applied
using a gas-fired boiler. Howard [3] proposed a hybrid system includes a molten
carbon fuel cell (MCFC) combined with a turbine in order to preheat the natural gas
and provide additional low-emission electrical power.

Kostowski Wojeciech [4] studied the possibility of electricity generation from
pressure reduction in a conventional natural gas transportation system. A thermo-
dynamic modeling and exergy analysis is used to understand potential of energy
recovery. Moreover, an economic analysis carried out to investigate the impact of
the design parameter on the feasibility of turbo expander installation.

Farzaneh et al. [5] considered cooling and electricity generation from pressure
reduction in CGS in Iran. Various scenarios considered to assess cooling production
from throttle process and electricity production using a turbine. Kostowski and
Uson [6] proposed and evaluated an innovative system for exergy recovery from
natural gas expansion based on the integration of an organic Rakine cycle and an
internal combustion engine. Their results indicate that proposed system achieved
the favorable exergy efficiency up to 52.6 %. Furthermore, they show that out-
standing performance ratio (0.69-0.77) relating to power generated to locally
combusted fuel in the system can be attained.
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He and Ju [7] reported exergy analysis and optimization of natural gas liquefac-
tion process utilizing gas pipeline pressure energy. A novel liquefaction process
was designed and the effect of key parameters on performance assessment of the
system was investigated. Also their results showed that the process has a low unit
energy consumption of 0.03975 kWh/N m”.

In this chapter, an integrated ORC, PEM, and turbo expander system is proposed
to recover energy from natural gas reduction station. Exergy analysis is conducted
as a potential tool to magnify the magnitude and location of the losses in the system.
A main problem in energy recovery from reduction pressure station is variation of
pressure and mass flow rate of natural gas which leads to the variation of power
output. A proposed system can solve this problem by supplying a base load and
using surplus electricity to produce hydrogen and store it using. This hydrogen can
be later used in a fuel cell to generate both electricity and heat for different
applications.

6.2 System Description

Figure 6.1 illustrates a CGS which reduces natural gas pressure via throttle process.
After passing through a dry gas filter the natural gas is heated up in a fired heater in
order to increase its temperature. It should be mentioned that there are three lines in
which two of them are in service with 50 % capacity and the other is standby.

Also Fig. 6.2 shows the integrated system includes a turbo expander, an
ORC, and a PEM electrolyzer to produce hydrogen. The gas fired heater increases
the temperature of high pressure natural gas stream. Then, it expands in a turbo
expander with isentropic efficiency of 86 % to achieve a desired pressure and
produce some work. The waste heat from gas-fired heater is utilized in ORC to
produce more work. The organic fluid used in organic Rankine cycle is R123 which
has the critical temperature 457 K.

o
. (=}
2 3
e g
Plug D"Y gas Plug A Plug G.T. Flowp ressure regulator
Valve filter valve y Valve meter Ball valve
High Pressure Low Pressure
natural Natural Gas

Fig. 6.1 Schematic diagram of a city gate station (CGS)
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Fig. 6.2 Schematic of the integrated system to produce electricity and hydrogen from pressure
reduction process

In order to model the system, a computer code using Engineering Equation
Solver (EES) is developed to calculate the thermo-physical properties of each state
of the system as well as desired outputs such as output power, exergy efficiency,
and hydrogen production rate. The input parameters for the simulation are listed in
Table 6.1.
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Table 6.1 Input parameter Parameter Unit Value

to model an integrated - — X -

system [8, 9] Organic turbine isentropic efficiency % 0.83
Turbo expander isentropic efficiency % 0.85
Organic pump isentropic efficiency % 0.80
Heater effectiveness - 0.85
Combustion chamber heat loss %o 2
Generator mechanical efficiency % 98
Reference environmental temperature K 293
Reference environmental pressure Bar 1.013
Stack temperature °C 130
Natural gas preheat temperature °C 135
Natural gas pressure inlet Bar 20-69
Natural gas temperature inlet °C 40
Natural gas temperature outlet °C 130
Fuel mass flow rate kg/s 0.3
Organic working fluid - R123
TPEM K 352
Activation energy for anode (Eac,a) kJ/mol 76
Activation energy for cathode (Eac,c) kJ/mol 18
Jet (%) 1.76E6
Jeet (’f?) 4.6E6
Po, Bar 1.0
Py, Bar 1.0

6.3 Thermoeconomic Modeling

The thermodynamic modeling of the integrated system considered here (Fig. 6.2)
can be divided into three subsystems: Turbo expander and gas-fired heater, organic
Rankine cycle, and proton exchange membrane (PEM) electrolyzer. The relevant
thermodynamic relation includes enthalpy of flows, flows exergy, exergy destruc-
tion rate, exergy efficiency, and energy and exergy balance and governing equa-
tions of the main subsystems of hybrid system shown in Fig. 6.2 are described in the
following sections.

6.3.1 Combustion Chamber

As shown in Fig. 6.2, air and fuel are burnt in combustion chamber. The outlet
properties of the combustion chamber are a function of air mass flow rate, lower
heating value (LHV) of fuel, and combustion efficiency and are related as follows:

tahy 4+ mLHV = it hy + (1 — 5o )i LHV (6.1)
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The chemical reaction of combustion process in general form can be written as
follows:

ﬂCleyl + [XO202 + XN2N2 + tzHZO + xCOgCOZ]

6.2
— ¥c0,C02 + Y3, N2 + ¥0,02 + yu,0H20 + ynoNO + ycoCOJ (62)
where:
Yco, = (4x1 + Xco, — yco) (6.3)
N, = (N, = ¥no) (6.4)
AXy
Ym0 = (‘XHZO + ) 1) (6.5)
AXY1_ Yoo Y
7o, = (0, = e - 2520 oo 2o (66)
Nfuel
A= 6.7
Nair ( )
6.3.2 Turbo Expander and Gas-Fired Heater
6.3.2.1 Gas-Fired Heater
An energy balance for gas-fired heater can be written as follows:
tishs — mghy = mhy — mohy (6.8)

6.3.2.2 Turbo Expander

The turbo expander isentropic efficiency is assumed to be 86 %. The net power
output can be found as

Worg,is = rits(hs — hes) (6.9)
h6a = h5a + WTE,is/nTE (6- 10)
Wrg,a = tits(hs — hea) (6.11)

6.3.3 Organic Rankine Cycle

The hot flow gases leaving the gas-fired heater give their energy to the organic fluid
in the evaporator in the organic Rankine cycle to produce more electricity. Energy
balances and governing equation for various components of ORC are
described here.
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6.3.3.1 Organic Pump

The ORC pump work can be expressed using an energy balance equation for a
control volume around the ORC pump as follows:

WORC,pump = }’i17 (hS - h7) (612)
6.3.3.2 Organic Evaporator

It is assumed that hot flue gases give their energy to organic fluid with effectiveness
of 85 %. The outlet temperature of organic fluid can be expressed as follows:

Effpy, = % (6.13)
6.3.3.3 Organic Condenser
An energy balance gives outlet properties of organic fluid as follows:

mithis = Qeong. — M7h7 (6.14)

6.3.3.4 Organic Turbine

The energy balance for organic turbine shown in Fig. 6.2 and the isentropic
efficiency equation are written as follows:

i = rnohio — Wore, Tur (6.15)
Wis Turb

Mis. Turb = —= 2 (616)
Turb Wa,Turb

6.3.4 PEM Electrolyzer

The PEM electrolyzer duty in the system is H, production unit which is illustrated
on the bottom side of Fig. 6.2. As it is seen, the electricity and heat are both supplied
to the electrolyzer to drive the electrochemical reactions. The liquid water enters a
heat exchanger that heats it to the PEM electrolyzer temperature before it enters the
electrolyzer. The H, produced dissipates heat to the environment and stores in the
storage tank for later use. The oxygen gas produced at the anode is separated from
the water and oxygen mixture and then cooled to the reference environment
temperature. The remaining water is returned to the water supply stream for the
next hydrogen production cycle.

Thermochemical modeling and energy and exergy analyses carried out here. The
total energy needed by the electrolyzer can obtain as
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AH = AG + TAS (6.17)

where AG is Gibb’s free energy and TAS represents the thermal energy require-
ment. The mass flow rate of hydrogen is determined by [10]

J

NHz,om = ﬁ

= NHZ,reac!ed (6 18)

Here, J is the current density and F is the Faraday constant. The PEM electrolyzer
voltage can be expressed as

V == VO + Vac[,a + Vac[,c + Vohm (619)

where V- is the reversible potential and it can be obtained with the Nernst equation
as follows:

Ve =1.229 — 8.5 x 10~*(Tpgy — 298) (6.20)

Here, Vet aVacte and Vo, are the activation overpotential of the anode, the activa-
tion overpotential of the cathode, and the ohmic overpotential of the electrolyte,
respectively. The local ionic conductivity o(x) of the PEM is expressed as [9]

cpenA()] = [0.51394(x) — 0.326]exp {1, 268 (ﬁ - %ﬂ (6.21)

where x is the distance into the membrane measured from the cathode membrane
interface and A(x) is the water content at a location x in the membrane. The value of
A(x) can be calculated in terms of the water content at the membrane electrode
edges:

Ax) =2 x4 A (6.22)

Here, D is the membrane thickness, and A, and A are the water contents at the anode
membrane and the cathode membrane interfaces, respectively. The overall ohmic
resistance and ohmic overpotential can be expressed as [9]

D
dx
R = _— 6.23
=) ol (02
Vohm,pEM = JRpEM (6.24)

The activation overpotential, V,., caused by a deviation of net current from its
equilibrium, and also an electron transfer reaction, must be differentiated from the
concentration of the oxidized and reduced species [9, 10]. Then,
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RT J
Vact,i = 7Sinh71 (2‘[(“) i=a,c (625)

Here, Jy is the exchange current density, which is an important parameter in
calculating the activation overpotential. The exchange current density for electrol-
ysis can be expressed as [9]

Eacri\ .
Joi= _Ii‘efexp(— RaCYI“ > i=a,c (6.26)
where J. 1 is the pre-exponential factor and E,; is the activation energy for the
anode and cathode. More details about PEM electrolysis modeling can be found
elsewhere [11].

6.4 Performance Assessment

In order to enhance understanding of energy system, a performance assessment is
needed. In this regard the variation of some of the major design parameters on the
system performance is discussed and analyzed. This helps to increase the knowl-
edge of the designers to predict the system when a change is inserted according to
any causes. In order to conduct performance assessment, we need to consider those
outputs where the variation of design parameters has significant effects. In this
chapter we consider the exergy efficiency, total exergy destruction, and output
power of the integrated system as our criteria. Exergy efficiency is a real measure
of how well the system works and differs from the ideal system with the maximum
efficiency. Exergy efficiency is a good indicator for energy systems and assists us to
come up us ideas and improvements for the system to reduce the losses. Exergy
efficiency for a system is defined as the exergy of desired output divided by the
exergy of the input of the system. Exergy efficiency and hydrogen production rate
for this integrated system for natural gas reduction station are expressible as

_ EXH2 + Wi

l//system - (627)

Expyer
tig, = 2Np, (6.28)

For more details about the calculation of exergy in different points of system, the
study carried out by [12—17] can be considered.
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6.5 Results and Discussion

6.5.1 Exergy Analysis Results

In the following sections the main goals are overall thermodynamic appraisal of the
system and conduct a comprehensive parametric analysis to determine the effect of
main effective parameters on the system performance. The major output parameters
of simulation are listed in Table 6.1. Result indicates that exergy efficiency of
system is 38.8 % at the design points. Also, it is seen that the total power output is
5.56 MW.

The results of thermodynamic analysis are presented here. Figure 6.3 shows the
exergy destruction rate of each component. It is determined that combustion
chamber, evaporator, and condenser have the highest exergy destruction rate
among the system devices. The highest exergy destruction rate in combustion

Table 6.2 .Output.values Parameter Unit Value
from modeling of integrated - -
system Exergetic efficiency of system % 38.8
Exergetic efficiency of ORC % 11.25
Exergetic efficiency of PEM % 53.92
Exergetic efficiency of turbo expander % 90.7
Net power output of turbo expander MW 3.73
Net power output of organic Rankine cycle | MW 1.83
Total exergy destruction rate kW 7,075
Hydrogen production rate k/day | 15.89
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Fig. 6.3 Exergy destruction rate of system component
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chamber is due to temperature difference between the burner and working fluid
which causes the large entropy generation. The exergy destruction rate in evapora-
tor and condenser has the second and third rank after combustion chamber. The
main reason is due to the phase change and temperature difference between the hot
and cold streams which causes high entropy generation rate which subsequently
results in a high exergy destruction.

6.5.2 Parametric Analysis
6.5.2.1 Natural Gas Pressure Effects

Figure 6.4 shows the effect of natural gas inlet pressure on the exergetic efficiency
of each subsystems and the integrated system. As it is seen an increase in natural gas
pressure has more effect on the integrated system exergetic efficiency.

To better understand the effect of natural gas pressure inlet on exergetic effi-
ciency, the variation of power output and hydrogen production rate is illustrated in
Fig. 6.5.

As shown in this figure an increase in natural gas pressure leads to a positive
effect on turbo expander power output which increases the power output from 461.8
to 3.731 kW. Since, there is a decrease from 1,890 to 1,836 kW in organic Rankine
cycle power output, a decrement in hydrogen production rate can be seen.
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Fig. 6.4 The effect of natural gas pressure on exergetic efficiency
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Fig. 6.5 Variation of power output and hydrogen production rate with natural gas pressure

6.5.2.2 Natural Gas Preheat Temperature Effects

One of the important design parameters which has a substantial effect on integrated
system performance is natural gas preheat temperature. In the CGS natural gas is
preheated to an appropriate temperature to avoid low temperature in CGS outlet.
The low temperature has harmful effects such as formation of hydrates and ice
which has bad drawbacks on the performance of system. Figure 6.6 shows the
variation of exergy destruction rate of components with natural gas preheat tem-
perature. This figure indicate that increase the natural gas preheat temperature has
different effect on evaporator, condenser, and heater exergy destruction rate while
others have insignificant change.

Although natural gas preheat temperature leads to an increase in turbo expander
power output due to an increase in inlet enthalpy (ks), it leads to an increase in
natural gas heater exergy destruction rate. As shown in Fig. 6.7, an increase in
natural gas preheat temperature, the organic Rankine cycle power output reduces
from 1,836 to 1,651 kW which eventually decreases the hydrogen production rate
from 15.89 to 14.79 kg/day.

6.5.2.3 Fuel Mass Flow Rate

The fuel mass flow rate is one of the important parameters in the integrated system.
At constant preheat temperature, increase in fuel mass flow rate leads to an increase
in ORC power output and hydrogen production rate. It is due to the fact that fuel
mass flow rate play an important role in the control hydrogen production rate and
ORC power output to meet the electrical demand (Fig. 6.8).
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Despite the fact that an increase in fuel mass flow rate has a positive effect on
power output and hydrogen production, it imposes more exergy destruction to the
system (Fig. 6.9). Results show that with increased fuel mass flow rate to 0.45 kg/s,
the exergy destruction rate of combustion chamber can be more than 7.5 MW.

It should be mentioned that the CGS can be available in various regions with
different climate and ambient temperature. To provide environmental insight, the
effect of ambient temperature on integrated system is investigated here. As it can be
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seen the exergy destruction rate of each subsystem decreases with a rise in ambient
temperature. An increase in T- has major effects on the exergy destruction rate for
the turbo expander, heater, and combustion chamber while for polymer exchange

membrane electrolyzer is almost constant (Fig. 6.10).
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6.5.2.4 Organic Rankine Cycle High Temperature

The high temperature of organic Rankine cycle is another major parameter in ORC
because it affects the exergy input to the turbine. Although an increase in high
temperature of ORC decreases mass flow rate of working fluid in a constant heat
feed to evaporator, higher inlet enthalpy (4;¢) leads to increase power output of
ORC. Increase the power output of ORC has a positive effect on hydrogen produc-
tion rate of PEM electrolyzer which can improve the integrated system performance
(Fig. 6.11). Moreover, high-temperature variation has a different effect on PEM
electrolyzer and turbo expander exergy efficiency as is shown in the Fig. 6.11.

6.5.3 Genetic Algorithm Optimization

Genetic algorithm is one of the efficient methods based on evolutionary algorithm
using natural selection. More details are given [18]. As the parametric study
showed, the parameter variations have complicated effects on the integrated system
performance. To find the optimized parameters which ensure maximum perfor-
mance of the integrated system, a genetic algorithm based optimization is applied.
The decision variables and constraints are presented in Table 6.3. The constraints
are selected based on the allowable actual data variation range.

The objective function in this problem is exergy efficiency of the integrated
system. The optimization results for independent variables are presented in the
Table 6.4.
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Table 6.3 Decision variables  pecision variables Unit | Constrains

and constraints
Natural gas preheat temperature °C 130 < T5 < 165
Fuel mass flow rate kg/s 025 <me <04
High temperature of ORC °C 80 < Typ < 140
Natural gas inlet pressure Bar 17.5 < P4 < 69
Stack temperature °C 130 < T3 < 160

Table 6.4 Optimized value using GA method to independent variables

T5(°C) rity (kg/s) P, (bar) Ty (°C) T5(°C)
Design value 130 0.3 69 80 130
Optimized value 155.8 0.309 66.31 139 131.2

It is concluding that maximum performance of the proposed system for hydro-
gen production rate and electricity generation can be achieved by optimized value.
As Table 6.5 shows, in the optimized state, integrated exergy efficiency of system
has an appropriate increment of about 9.8 %. Also, increase ORC power output
causes a positive effect on hydrogen production rate.

6.6 Conclusions

In this study, the thermodynamic modeling and genetic algorithm-based optimiza-
tion for practical integrated energy system provide more useful information. The
parametric studies reveal that variation of design parameters has different effects on
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Table 6.5 Optimized value using genetic algorithm method
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Exergy efficiency (%) Turbo expander | Hydrogen
Integrated ORCPower power output | production
system ORC | PEM output (kW) (kW) rate (kg/day)

Design 38.8 11.3 539 |1,836 3,731 16.21

values

Optimized 48.6 19.78 | 28.26 |3,106 4,008 22.39

values

Variation (%) | 25.25 75 —47.6 |69.2 7.42 38.12

system performance. In order to determine the best values of design parameter
which ensure the optimum performance of system, a genetic algorithm optimization
method is applied. Optimization results show that in optimum decision variables,
the exergetic efficiency of proposed integrated system can be enhanced from 38.8 to
48.6 %. Other concluding remark result can be listed as follows:

The natural gas pressure inlet to turbo expander has a positive effect on turbo
expander power output while decreases hydrogen production rate.

Although increase fuel mass flow rate of combustion chamber increases power
output, it imposes more exergy destruction to the proposed integrated system.
Preheating of natural gas to higher temperature has two effects on the proposed
integrated system. However, natural gas preheat temperature increases turbo
expander power output, and it can diminish hydrogen production rate severely
from 15.9 to 14.8 kg/day.

Increasing the high-temperature of ORC to a higher level lower than critical
temperature of organic fluid has a favorable impact on integrated system.

The optimum values of five design parameters are natural gas preheat temper-
ature of 155.8 °C, fuel mass flow rate of 0.309 kg/s, natural gas inlet pressure of
66.31 bar, high temperature of ORC of 139 °C, and stack temperature of
131.2 °C.

The thermodynamic analysis and optimization of proposed integrated system

can provide a useful base to design a more efficient and sustainable energy system
to recover energy from pressure reduction in gas network system.
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Chapter 7
Performance Improvement of Adsorption
Cooling System by Heat Recovery Operation

W. Chekirou, N. Boukheit, and A. Karaali

Abstract A detailed thermodynamic analysis of simple and regenerative cycles of
adsorption refrigeration is presented. Two functions of the incoming and outgoing
energy for the regenerative cycle using two isothermal adsorbers have been calcu-
lated in order to obtain the heated adsorber temperature at the end of heat recovery.
Results are presented in terms of performances for the pair activated carbon AC-35
as adsorbent and methanol as adsorbate. These results demonstrated that the
performance coefficient of double-bed adsorption refrigeration cycle increases
with respect to the single-bed configuration. Several main factors affecting the
performances of cycles are discussed according to the results of computer
simulations.

Keywords Adsorption system <+ Heat regenerative ¢ Performance

Thermodynamics

Nomenclature

COP,, COP, Performance coefficient in single bed and double bed, respectively
CPmi> CPpg Specific heat of the adsorbate in liquid and vapour state,
respectively, J/kg k

Cpa Cpg Specific heat of the adsorbent and the metal of the adsorber,
respectively, J/kg k

L Latent heat of evaporation, KJ/kg

m, Mg, Ny Adsorbed mass, mass of the adsorbent and metallic mass of the
adsorber, respectively, kg

Mmax> Mimin Adsorption mass at adsorbed and desorbed state, respectively, kg/kg

T, T, Adsorption and regenerating temperature, respectively, °C

T, T Limit temperature of desorption and adsorption, respectively, °C

T, Heated adsorber temperature at the end of heat recovery, °C
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T, T, Evaporation and condensation temperature, respectively, °C

O, O, Cooling power and total heat necessary for heating the adsorber,
respectively, KJ/kg

0, Heat recovered, KJ/kg

qst Isosteric heat of adsorption, KJ/kg

r Heat recovery ratio

AT, Two-adsorber temperature difference at the end of heat recovery, °C

7.1 Introduction

Adsorption refrigeration is a technology of environmental-friendly refrigeration,
which can be driven by solar energy or waste heat. In recent years, adsorption
refrigeration has already been widely studied. With the development of its technol-
ogies and theories [1-4], the application of adsorption refrigeration is getting
extensive; research indicates that adsorption is friendlier for the environment than
HFC vapour compression in several cases, such as waste heat-powered adsorption
cycle [5], natural gas-fired air conditioning [6], reversible heat pump [7], cold stores
for transportation [1], etc.

However, the basic cycle of adsorption refrigerating machines presents two main
drawbacks: the production of cold is intermittent, and the efficiency is low. To
attain higher efficiencies and to achieve continuous production of cold, it is
necessary to use advanced cycles. Several kinds of advanced cycles have been
proposed and tested. Two main technologies have been developed: regenerative
processes with uniform temperature adsorbers and regenerative processes with
temperature fronts (or thermal waves).

The basic idea is to use the heat discarded by one adsorber under cooling to
preheat another adsorber under heating. In so doing, the COP is enhanced and the
production of cold is continuous.

In this paper, we are interested to the uniform temperature adsorbers. A numer-
ical analysis was carried out, studying the influence of the main parameters on both
regeneration and performance coefficients of the machine. A detailed thermody-
namic and parametric analysis of a double adsorptive cycle is given. The basic
fundamentals of the adsorption process are discussed, where the Dubinin-Astakhov
equation is used to describe the isotherm of adsorption.

7.2 System Description

Adsorption refrigeration systems have been initially proposed of a single adsorbent
bed alternately connected to a condenser and evaporator. Theoretically, the
corresponding cycle consists of two isosters and two isobars, as illustrated in the
Clapeyron diagram (Fig. 7.1). The process starts at point a, where the adsorbent is at
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a low temperature T, and at low pressure P, (evaporation pressure). While the
adsorbent is heated, the temperature and the pressure increase along the isoster
which the mass of the adsorbate in the adsorbent remains constant at m,,,,. The
adsorber is still isolated until the pressure reaches the condenser pressure at point b.
At this time, the adsorber is connected with the condenser and the progressive
heating of the adsorbent from point b to ¢ causes a desorption of methanol and its
vapour is condensed in the condenser and collected in a receiver. When the
adsorbent reached its maximum temperature value T, (regenerating temperature)
and the adsorbed mass decreases to its minimum value m,,;, (point c¢), the adsorbent
starts cooling along the isoster at a constant mass mi,;, to point d. During this
isosteric cooling phase, the adsorbent pressure decreases until it reaches the evap-
orator pressure P,. After that, the adsorber is connected to the evaporator, and both
adsorption and evaporation occur while the adsorbent is cooled from point d to a. In
this phase, the adsorbed mass increases up to its maximum #,,, at point a, and the
adsorbent is cooled until the adsorption temperature 7,. During this phase also, the
cold is produced.

The discontinuity of the useful effect makes the system with single adsorber
commercially unsuitable. Later, two adsorbent bed machines have been proposed
[8, 9], in order to operate regenerative cycles. By these, both the results of a higher
overall efficiency and a continuous useful energy production can be obtained.
The idealized thermodynamic cycle of a double-bed adsorption machine is plotted
in Fig. 7.2. The adsorbent beds operate the same cycle but in counter phase, so that
the heat recovery is obtained by transferring the heat from one bed to the other, until
a fixed difference of temperature AT, between beds is reached.

Fig. 7.1 Clapeyron
diagram of a single-bed InP Saturation pressure

adsorption cycle A
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Fig. 7.2 Clapeyron
diagram of a regenerative InP
adsorption cycle 4

Saturation pressure

7.3 Thermodynamic Model

In the following, the developed model is described with reference to a single-bed
adsorption system (Fig. 7.1), and the main difference introduced in modelling of a
two-bed system is also presented.

In order to calculate the coefficient of performance of the machine, all the
thermal contributions must be calculated in detail; the most important equations
used in the model are described below.

The heat that must be supplied to the adsorber for its heating is:

Q(r = Qab =+ ch (71)

where Q,, is the heat that must be supplied to the adsorber for its isosteric heating:

Ter
Q. = J [Cpa +mgCp, + mmaXCpm,(T)} mgdT (7.2)

T4
and Q,, is the heat needed for the desorption phase:

T, 0
0 = [ "|era+ mco e m@ChuT) 40 S mar. (23)

Tt
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During the isosteric cooling phase, only the sensible heat is withdrawn from
the bed:

TS’
0. = J [C P+ MgC Py + MuginC pyy(T) | M dT. (7.4)
T

While during the adsorption phase, the energy released is equal to the heat of
adsorption, plus the sensible heat obtained from cooling of adsorbent, adsorber and
adsorbate and from critical adsorption temperature to adsorption temperature,
minus the energy needed to heat up the vapour from evaporation to adsorption
temperature:

T om om
Qdu = J Cpu + mg’cpg +m (T)Cpml(T) +dg =7 — (T - T(’)Cpmq(T) = | MadT. (75>
. oT a7

The energy that must be supplied to the evaporator Qyis calculated as the latent heat
of evaporation of the cycled adsorbate, minus the sensible heat of the adsorbate that
is entering the evaporator at condensation temperature:

@%mm—mm@m—fwmnﬂ} (76)

e

The adsorbed mass is obtained from the state equation of the bivariant solid-vapour
equilibrium using the Dubinin-Astakhov model.

On the basis of the previous equations, the coefficient of performance of single
adsorbent bed can be calculated as the ratio of useful effect produced and energy
supplied to the machine:

Oy Oy
cop,==-L—-_ =1 7.7
Qc Qab + ch ( )

In the regenerative cycle, the above parameters have been calculated between m2,,,,x
and a generic isosteric line m, > my,; the function Q,, is calculated in order to
obtain the energy incoming to the system when its temperature increases from 7, to
a generic value T,. The thermodynamic cycle of the heat regenerative adsorption
cycle can be expressed by Fig. 7.2. The function Q,, can be represented by the
following expression, for T <T,<T:

T,

OQu =Quw + J

om
Cout mCr 4 m(TICp(T) + a0 35 madl. (19
Ta
In the same way, the function Q. has been calculated. It represents the energy out
coming from the system when its temperature decreases from 7, to a generic value
T, whereT, =T, + AT,; AT, is the two-adsorber temperature difference at the end
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of heat recovery. The temperature at which Q,,, is equal to the absolute value of O,/
is the final temperature of the regenerative phase T, and the corresponding value of
the function Q,, or Q,, is the regenerative energy Q,. In this case, the performance
of the machine can be calculated by the following formulae:

COP;

COpP, = -

(7.9)

where r is the coefficient of regeneration (or the heat recovery ratio); it can be
calculated by:

_ O
Qab + ch‘h

r (7.10)

7.4 Results

We admit the following data: the pair activated carbon AC-35/methanol is an adsorptive
pair, this last has proved to be the best pair among those studied [10]; copper is a material
of construction of the adsorber; m, = 5kg its mass; m, = 1 kg is an adsorbent mass;
two-adsorber temperature difference at the end of heat recovery AT, = 2 °C; adsorption
temperature T, = 25 °C; condensation temperature 7. = 30°C ; evaporation
temperature 7, = 0°C; and regenerating temperature T, = 105°C. The perfor-
mances under this conditions are predicted as COP; = 0.682, COP; = 0.483 and
r=0.291 (r = 29.1%). The influence of the regenerating temperature on perfor-
mance coefficients, heat recovery ratio and temperature at the end of heat recovery
is shown in Figs. 7.3, 7.4 and 7.5, respectively.

From Fig. 7.3, with the increase of regenerating temperature, COP, increases all
along, while COP; decreases from regenerating temperature T, = 105°C. This
behaviour can be justified by the fact that after certain regenerating temperature,
the energy of heating only serves to increase the activated carbon temperature, the
adsorber metal part temperature and the methanol temperature; nevertheless, the
desorbed mass of methanol m,,;, becomes more and more weak. Where, the heat
provided to the adsorber Q. increases more than the quantity of cold produced at
evaporator level Q. It is clear that, in the case of two adsorbers, the performance of
the system increases in an appreciable manner compared to the case of one
adsorber.

The regenerating temperature is a design variable that must be optimized.
Generally, it is stipulated to obtain a large amount of cycled masses at lower levels
of T,. In the case of the adsorption of methanol in activated carbon AC-35, this
temperature is limited by 150 °C, because the methanol would decompose, the
process of adsorption is blocked and the adsorption power of activated carbon
decreases sharply beyond the abovementioned temperature.
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The heat recovery ratio r and the temperature at the end of heat recovery T,
increase with the increase of T, (Figs. 7.4 and 7.5).

The influence of the adsorber mass on the performance coefficients of system
COP; and COP,, has been evaluated, by varying the mass m,.

From Fig. 7.6, if the adsorber metal mass increases, COP, and COP, reduce. The
reason is that the bigger the heat capacity of the non-adsorbent materials is, the
more the heat will be consumed for inert materials. Thus, a part of heating power
becomes energy loss due to the switch between two adsorbers. This kind of energy
loss leads to the decrease of performance coefficients of system COP; and COP,,.

On the contrary, the heat recovery ratio r and the temperature at the end of heat
recovery T, are on the increase (Figs. 7.7 and 7.8).

7.5 Conclusions

A detailed thermodynamic model has been developed for the analysis of solid
adsorption refrigeration system (single bed and two beds), using the pair activated
carbon AC-35/methanol as an adsorptive pair. This model was usually expressed in
algebraic or relatively simple equations based on the representation of Dubinin-
Astakhov.
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The developed model is described with reference to a single-bed adsorption
system, and the main differences introduced in modelling of a two-bed system are
also presented.

By the computer program based on this model, it is possible to calculate the
operative conditions and coefficient of performance and heat regenerative ratio.
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Chapter 8

The Use of Municipality Water System

for Building Cooling as an Alternative

to Conventional Ground Source Heat Pump

Yigit Can Sezgin and Murat Celik

Abstract This paper investigates the usage of municipality water supply system
for cooling a residential building. The study in this paper proposes that by using
municipality water supply system, it is possible to reduce the cost of space cooling
for residential units. Additionally, this system would have a lower initial investment
cost in comparison with the conventional ground source heat pumps where spe-
cially designed piping system placed a few meters beneath the ground allows the
usage of earth’s stored heat. For a regular municipality water delivery system, the
carried water circulates through kilometers of piping already located underground
which allows the water to exchange heat with the earth. Thus, it is possible to
replace conventional heat pump systems and use regular tap water as a coolant for a
residential unit. In order to achieve cooling, pipes can be installed on the walls and
the ceiling of a house. The tap water could be circulated within these pipes. The
study represented here shows that 5.48 kW of building cooling load could be
handled with only 50 W of pump power for water circulation through the pipes
located inside the walls and the ceiling of a proposed typical house.

Keywords Building air conditioning ¢ Cooling load  Panel cooling ¢ Indoor
thermal comfort

8.1 Introduction

Panel heating and cooling systems are becoming more widespread. Today, in South
Korea, 95 % of the buildings use panel heating systems [1]. In such a panel heating
and cooling system, a refrigerant such as water is circulated inside the pipes which
are installed inside floors, walls, or ceilings. Because the circulating fluid has lower
temperature with respect to other heating systems or higher temperature with
respect to other cooling systems, its efficiency is higher, and renewable energy
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sources may also be used in such systems. In addition to this, the waste energy
sources may be used in cooling or panel heating systems.

The panel cooling differs from the conventional cooling systems, because there
is not only heat transfer by convection but also heat transfer by radiation. Cooling
by radiation helps to achieve higher total human comfort level, because in radiant
cooling systems, it is possible to have more uniform indoor temperature and to
control the mean radiant temperature (MRT) of the panel cooling. Furthermore
in these systems, produced noise is relatively lower than other conventional cooling
systems such as fan coil [2].

Typically, air source heat pumps (i.e., split air conditioners) are used for space
cooling purposes. However, they use a significant amount of energy. In addition,
due to nonuniform cooling of the conditioned space and because of excessive air
circulation, these systems cause some health problems.

Alternatively, ground source heat pump systems are used for space cooling. The
ground which is only a few meters deep stays at a fairly constant temperature
throughout the year. In typical ground source heat pump systems, pipes which are
buried a few meters under the soil extract heat from the ground. This heat is used to
cool or heat a residential building. In ground source heat pump systems, a mixture
of water and antifreeze or a refrigerant fluid circulates inside the buried pipes. Heat
from the ground is transferred to this circulating fluid. This heat is later used in a
heat pump.

In ground source heat pumps, there is a risk of the refrigerant running through
the pipes to leak to the ground and to cause contamination of groundwater sources.
In the proposed cooling system, regular tap water from the municipality is used.
This water is pumped through the pipes which are installed inside the walls and the
ceiling of a building for cooling purposes. This water is then given back to the
municipality water circulation system. There is no water wasted for this system, just
the cooling capacity of the tap water is utilized.

If pipes are installed inside the walls and the ceiling and municipality water is
circulated through the pipes, a higher temperature cooling fluid could be used. With
the same system, heating can also be accomplished. Because of more uniform
cooling, higher total human comfort level can be achieved. Also, it does not
cause high-speed air circulation. In addition, maintenance cost could be kept
low [3].

Cooling a house using municipality water running through the pipes inside the
walls is a new technique and seems to be a promising one. In this paper, relevant
calculations and analysis have been made, and the study of using tap water as a
cooling fluid is presented. In the first part of the paper, a case problem is introduced.
In the second part, heat gain of the hypothetical house is calculated. After that, heat
transfer from tap water to the house is evaluated. Then, the pressure drop is
estimated, and according to the obtained values, the pump work is assessed. The
results show that this system has several advantages over other cooling systems in
terms of economical and ecological considerations.
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8.2 Case Problem and Assumptions

In this section, a hypothetical house is conceived to study the concept of using
municipality water for cooling purposes, and all the major assumptions are
presented.

8.2.1 The Hypothetical House

In order to make an analysis of the proposed concept, a hypothetical house which is
depicted in Fig. 8.1 is studied. The hypothetical house is assumed to be located in
Istanbul, Turkey, and positioned in north—south direction. It is assumed that four
people reside in this hypothetical house and that it has 100 m? (10 m x 10 m) floor
area. Thus, the sidewalls have a total of 40 m length. The walls are assumed to be
3 m in height.

The sidewalls are assumed to consist of 8 cm outer plaster, 5 cm insulation
material, 24 cm brick, and 3 cm inner plaster layers. The layers of the walls are
shown in Fig. 8.2. The ceiling is assumed to consist of 12 cm insulation material,
12 cm concrete, and 3 cm inner plaster layers. The layers of the ceiling are shown in
Fig. 8.3. It is assumed that the hypothetical house has 3.75 m? window area on each
sidewall, resulting in a total window area of 15 m>. Therefore, the total wall area is
105 m?, and the total ceiling area is 100 m>.

Fig. 8.1 The hypothetical house with municipality water cooling system
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Fig. 8.2 Depiction of heat
transfer from the walls
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Fig. 8.3 Depiction of heat
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8.2.2 Assumptions

Istanbul’s dry thermometer temperature is taken to be 33 °C for summer cooling
load calculations [4]. The targeted inside temperature is taken to be 26 °C, which is
the maximum desired value for summer room temperature [5]. It is assumed that the
available tap water has a temperature of 20 °C for August in Istanbul. Also, it is
assumed that the inside and outside temperature values are not changing in time.
Heat transfer from the floor is not included in the analysis, because the temperature
of the floor is assumed to be at the target room temperature.
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8.3 Heat Transfer Analysis

In this section, the heat transfer analysis of the hypothetical house is presented.
First, the cooling load of the hypothetical house is determined. Then, the heat
transfer to water by convection and radiation is calculated, and the total heat loss
from the pipes is evaluated. Later, the average water temperature through the pipes
is determined, and the required pipe length is calculated.

8.3.1 Cooling Load Calculations

In this part, the cooling load for the hypothetical house is evaluated. There are heat
transfer gains by conduction from the walls, windows, and roof. Also, there are
radiation heat gain from the sun and heat gain from the inhabitants of the house,
household devices, and ventilation through the windows. In order to calculate the
heat gain from the walls, the equivalence increase in surface temperature is added,
because of solar heating of the walls and roof. The accepted values are shown in
Table 8.1 [6]. Then, the layer characteristics of the walls are specified. These values
are tabulated in Table 8.2 [4]. It is also assumed that the walls have medium dark
color and the ceiling has dark color.

By multiplying the thermal conductivity of the wall with the total area of the
wall, total heat gain per degree can be calculated as 49.46 W/K. Then, by

Table 8.1 Equivalence Wall side
increase in surface Surface type East South West Flat roof
temperature because
of the sun [6] Dark color 5 3 5 11
Medium dark color 4 3 4 9
Light color 3 2 3 5

Table 8.2 Heat gain from walls

Thermal conductivity Thermal resistance

Wall materials Thickness (m) (W/mK) (mzK/W )

R, - - 0.13

Plaster 0.03 1 0.03

Brick 0.24 0.5 0.48

Insulation material 0.05 0.035 1.429

Plaster 0.08 0.35 0.023

R. - - 0.04

Total thermal resistance =2.132 mzK/W ; thermal conductivity =0.471 W/mzK
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Table 8.3 Heat gain from the roof

Thermal conductivity Thermal resistance
Roof materials Thickness (m) (W/mK) (mzK/W)
R, - - 0.13
Plaster 0.02 1 0.02
Concrete 0.12 2.5 0.048
Insulation material 0.12 0.04 3
R. - - 0.04

Total thermal resistance = 3.278 m>K/W; thermal conductivity = 0.305 W/m’K

Table 8.4 Heat gain from 08:00 12:00 16:00

solar radiation in W/m? at 40°

north latitude at various times West 50 50 500
East 500 50 50
South 50 200 50
North 50 50 50

multiplying this value with the temperature difference, the total heat gain from the
walls can be calculated as 482.19 W.

After that, the heat gain from the windows is calculated. For double glass
windows, heat loss per degree Kelvin is 36 W/K, and the total window area is
15 m?. Therefore, the heat gain from the windows by conduction is found to be
36 x 7=252 W. Then the heat gain from the roof is calculated as presented in
Table 8.3.

By multiplying the thermal conductivity of the roof with the total roof area, the
total heat gain per degree can be calculated as 30.5 W/K. Then by multiplying this
value with temperature difference, the total heat gain from the roof can be calcu-
lated as 549 W. Later, the heat gain from solar radiation is obtained from [7] as
presented in Table 8.4.

In order to calculate the heat gain from radiation, first, the window areas and the
directions are specified. The hypothetical house has windows of 3.75 m? on each
wall. Using the solar radiation values presented in Table 8.4 for west, east, south,
and north directions, it is found that the radiation heat gain from the windows is
Q=3.75x500+3.75 x50 x 3=2,437.5W.

However, windows have a shadow factor which decreases the heat gain from
radiation. Shadow factor for a double glass window is assumed to be 0.9. Then the
net heat gain from radiation is 2,437.5 X 0.9 =2,193.75 W.

There is also heat gain from the ventilation through the windows, because the
outside air temperature is higher than the inside air temperature. For 1 person,
20 m’/h fresh air is needed [7]. Thus, the total ventilation cooling load can be
calculated: Q, =7 x n (person) x V (fresh air) [watt] [7], plugging in the assumed
values, O, =7 x 4 x 20=560 W. Here, V is the fresh air volume flow rate.
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Then the heat gain due to the presence of inhabitants is calculated, since the
dwellers are the heat source for the hypothetical house. It is assumed that for one
person, there is 110 W heat gain. Therefore, the heat gain of the hypothetical house
from people is 4 x 110 =440 W [7].

Also it is assumed that there is no lighting load because the sunlight is sufficient
for the considered times of the day. A heat gain of 1,000 W is assumed from
household devices such as refrigerator, television, and computer [7]. After adding
all these heat gains, the total heat gain of the hypothetical house is found to be
5.48 kW.

8.3.2 Panel Cooling Calculations

In order to cool the hypothetical house, the pipes are assumed to be installed inside
the walls and ceiling as shown in Fig. 8.4. Tap water which is taken from the
municipality water system will be circulated in these pipes and be given back to the
municipality water system. To understand whether the cooling capacity of the tap
water is sufficient, heat transfer to the walls has been calculated. First, heat transfer
by convection and radiation is analyzed. Then, heat resistance of the panel has been
evaluated. After that, the average water temperature is found, and the necessary
pipe length has been determined. By knowing the pipe length and pipe properties,
the pressure drop is calculated, and the required pump work is assessed.

Fig. 8.4 Sample wall
cooling system (Yensis) [8]
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8.3.2.1 Heat Transfer to the Water by Convection and Radiation

In order to calculate the heat transfer from the room to the wall, MRT method has
been used. By using this method, the radiant heat flux is calculated using the
following equation [2]:

g =5x10"° [(T,, +273.15)" = (Tausr + 273.15)4} (8.1)

where T, is the effective panel surface temperature in °C and Taysr is the area-
weighted temperature of all indoor surfaces of the walls, ceiling, floor, windows,
doors, etc. In the hypothetical house, T, is assumed to be 23 °C, and Tysr is
assumed to be 26 °C. By substituting the values into the equation, g, is found to be
—15.82 W/m®.

After that, cooling by convection is calculated. Natural convection heat flux
between cooled ceiling surface and indoor air is calculated using the formula [2]:

T,—-T,  (T,—T,
qc—ceiling =242 x | . DOAOE(ﬁ . )

(8.2)

Natural convection heat flux between cooled wall panel surface and indoor air is
calculated using the formula [2]:

|Tp —Ta

Geowan = 1.87 X (8.3)

where T, is 23 °C, T, which is the designated dry-bulb indoor air temperature is
26 °C, D, which is the equivalent diameter of the panel (4 x area/perimeter) is
10 m, and H which is the height of wall panel is 2.7 m. By using these values,
e-ceiling is found to be —8.48 W/m?, and gc_an is found to be —7.58 W/m®.

8.3.2.2 Thermal Resistance of the Panel

In order to calculate the average water temperature, thermal resistance of active
panel surface should be calculated. Thermal resistance of the panel affects the heat
transfer to the pipes. The lower the thermal resistance, the higher the heat transfer.
To calculate the thermal resistance of the panel, the following equation is used [2]:

Fu= riM+rM~+r,+r. (8.4)

where M is the spacing between adjacent tubes, 7, is the thermal resistance of the
tube wall per unit tube spacing in a hydronic system, r, is the thermal resistance
between the tube and panel body per unit spacing between adjacent tubes, r, is
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the thermal resistance of the panel body, .. is the thermal resistance of active panel

surface covers, and r, is the characteristic (combined) panel’s thermal resistance.
In the hypothetical house, the tubes are embedded in the plaster. When the tubes are

embedded in the plaster, r, may be neglected. Also in the sample house, there is only a

painting on the surface; therefore, thermal resistance of the painting may be neglected.
The r,, of the panel may be calculated by using the following formula [2]:

_ Dy
ry = x"kp 2 (8.5)

where D, is the outer diameter of the pipe, x,, is the distance between the center of
the pipe and the inside surface of the wall, and £, is the thermal conductivity of the
plaster.

For the hypothetical house, x,, is 0.0305 m, D, is 0.021 m, and k,, is 1.00 W/mK.
Therefore, r, is calculated as 0.009 mZK/W. To calculate r, for circular tubes, the
following formula is used [2]:

(3

27k,

(8.6)

ry =

where D; is the inner diameter of the pipe and £; is the thermal conductivity of the
pipe. For the hypothetical house, D,, is 0.021 m, D; is 0.017 m, and &, for the pipe
made of PEX is 0.38 W/mK. Therefore, r, = 0.088 m*K/W. As a result r, = r,M +
r, =0.022 mK/W for M =0.15.

8.3.2.3 Panel Design

The average skin temperature of the tubing and the average circulating water
temperature are the determining factors of the system. Panel surface temperature
is determined to be 23 °C, and for this temperature value, the needed average water
temperature should be calculated. Average water temperature depends on the
thermal resistance of the panel, spacing between adjacent tubes, indoor design
temperature, and panel surface temperature.

In order to find the average skin temperature of the tubing, the following
equation is used [2]:

(T —TM

T,~T,
d + 2Wn

+q(rp+rc+rM) (8.7)

where T, is the average skin temperature of the tubing, ¢ is the combined heat flux
(¢ =q.+ q,) on the panel surface, T, is the air temperature and may be replaced by
Taust, 2 W is the net spacing between tubing, and # is the fin efficiency. In order to
calculate fin efficiency, the following equations are used [2]:
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tanh(fW)

n= fT (8.8)
n=

where f is calculated using the following formula [2]:

fN

0.5
~ [ q 1
m(T, —T,) E l,n:]k,-xf

where m =2+r./2r,, n is the total number of different material layers including
panel and surface covers, x; is the characteristic thickness of each material layer,
and k; is the thermal conductivity of each layer.

In the hypothetical house, ¢ is found to be —23.85 W/m” using the ¢, and g,
values obtained in the section “Heat Transfer to the Water by Convection and

Radiation,” » " kx; is obtained to be 0.00976 W/m, m is 2, fis 20.18, and W is

0.0645 m. With these,  is found to be 0.662, and T, is found to be 21.15 °C. After,
in order to find the average water temperature circulating through the pipes, the
following formula is used [2]:

(8.10)

Tw=(q+q,)Mri+Tq (8.11)

where g, is the back and perimeter heat losses. For the hypothetical house, if
g+qy=—26.71 W/m?, then T,,=20.80 °C, which means in order to meet the
cooling need of the hypothetical house, the average water temperature circu-
lating through the pipes should be 20.80 °C.

T,, value can also be determined using the design graph presented in Fig. 8.5,
which provided the thermal resistance of the panel, the heat flux of the hypothetical
house, and the appropriate geometrical pipe parameters.

8.3.3 Heat Transferred to Water

In order to determine the length of a pipe section, to be installed inside the walls and
the ceiling, that satisfies the average circulating water temperature found in the
previous section, first, the heat transferred to water is calculated using the following
equation [2]:

g, = 1,00072c ,AT (8.12)
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Fig. 8.5 Design graph for sensible heating and cooling with floor and ceiling panels [2]

where ¢, is the heat transfer rate to water, #1 is the mass flow rate of the circulating
water, ¢, is the specific heat of water, and AT is the water temperature increase
across one pipe section.

In the hypothetical house, it is assumed that municipality water temperature is
20 °C and the exit temperature of municipality water is 21.60 °C because average
water temperature is 20.80 °C. Therefore, AT is equal to 1.60 °C.

Also it is assumed that the velocity of the water inside the pipes is 0.5 m/s to prevent
noise, and it is known that the inside diameter of the pipe is 0.017 m. Therefore, the
mass flow rate 71 is equal to 0.113 kg/s. It is assumed that ¢, of water is 4.187 kJ/kgK.
By plugging in the values to the equation, g,, is found to be 757 W. It means that the
water can absorb 757 W while circulating at an average temperature of 20.80 °C. It
is found in section “Panel Design” that the total heat transfer to the water pipes of
the system is equal to 26.71 W/m2. Therefore, at most, 28 m? of wall area is needed
to provide this average water temperature. In the hypothetical house, 205 m* panel
cooling is available, which means eight sections of pipe are needed.
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8.4 Pressure Drop and Pump Work

Pressure drop in pipes affects the system efficiency: lower pressure drop means
higher system efficiency, because it directly affects the needed pump work of the
system. In order to achieve low pressure drop, due to its relatively small friction
factor, PEX pipes are used. In order to calculate friction factor in pipes, the
following equation is used [9]:

1 e/D 251 ) (8.13)

\/—7: _2'010g(W+R3\/J_‘

where f'is the friction factor, /D is the relative roughness of the inside surface of the
pipe, and Re is the Reynolds number. The Reynolds number is given by the
following equation [9]:

pVD

R, = (8.14)
U

where p is the density, V is the velocity, D is the diameter of the pipe, and y is the
dynamic viscosity. The density of water is taken to be 998.43 kg/m”, the velocity of
the flow is 0.5 m/s, the pipe inner diameter is 0.017 m, and the dynamic viscosity is
0.001 Pas. Then the Reynolds number is found to be 8,486, and thus the pipe flow is
assumed to be turbulent. The relative roughness of the PEX pipe is taken to be
7.6 X 1075, and the friction factor, f, is calculated as 0.03238. The pressure drop of
the water flow inside the pipe is then calculated using the following formula [9]:

LpV?

AP =
fD 2

(8.15)

where L is the length of one section of the pipe. For the hypothetical house, L is
calculated to be 198 m. Thus, the pressure drop in one such pipe section is
47.07 kPa.

In order to determine the system efficiency, the pump power input is calculated.
In the hypothetical house, for one section of piping, the volume flow rate is equal to
0.113 L/s. In the hypothetical house, there are eight pipe sections; therefore, the
total volume flow rate is equal to 0.904 L/s. Major head loss is evaluated to be
4.8 m. Minor head losses are neglected. With these values, the necessary pump
work for the hypothetical house is found by using the following equation [10]:

W = yOh (8.16)
where y is the specific weight of the water, Q is the mass flow rate, and h is the pump

head. For the hypothetical house, the minimum required pump work is found to be
4248 W.
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8.5 Conclusions

In this paper, a study of using municipality water for building cooling has been
presented. First, the cooling load of a hypothetical house is determined. The total
cooling load is found as 5.48 kW. In order to meet this cooling load, the panel
surface temperature is taken as 23 °C, and the heat transfer flux by convection and
radiation is calculated. Panel thermal layers are specified, and the corresponding
thermal resistance value is calculated. Then the distance between the adjacent pipes
is specified as 0.15 m, and by using the obtained values, the average water
temperature is determined as 20.80 °C. After that, the required lengths of the pipe
sections are determined. Later the pressure drop in one section of the piping is
evaluated, and the necessary pump power is calculated.

The obtained results show that the use of municipality water system for building
cooling is a feasible and energy-saving system in comparison with other conven-
tional cooling systems. The system would need less than 50 W of pump power to
provide 5.48 kW of cooling for the proposed hypothetical house. In this system,
cooling capacity of municipality water is used. Therefore, it decreases the energy
consumption of cooling units and presents an environmental friendly method for
space cooling. Since the system’s circulating fluid is a regular water, there is no risk
of contamination to the environment. The envisioned system would provide higher
total human comfort level.

However, it is not possible to use this system for all buildings of a city.
Therefore, there should be a permission from the municipality to use this system.
However, this system can be used in governmental buildings such as hospitals,
police stations, municipality service buildings, etc. Therefore, the proposed system
is a promising one and deserves further research.
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Chapter 9

Study and Optimization of the Energy
Profile of the Meat Industry in the Region
of Alentejo, Portugal

Octavio Alves, Paulo Brito, Pedro Lopes, and Paula Reis

Abstract Today, the meat processing industry plays an important role in boosting
the economy of the region of Alentejo, Portugal, which possesses a strong eco-
nomic linkage to rural traditional activities. However, several problems have been
detected relating to an efficient use of the energy in their productive processes,
leading to excessive and unnecessary consumptions, increasing bills and therefore
costs of final products, reducing company’s competitiveness and causing increased
emissions of greenhouse gases to the atmosphere.

The aim of this study is to characterize energy consumption of the meat
processing industry in Alentejo, to understand where excesses are being committed
and at the same time to identify opportunities for improvement of energy perfor-
mance in the productive process. For this purpose data were collected through a
field survey within a sample of companies and the respective findings were statis-
tically analysed. Subsequently a study of the technical-economic impact of a set of
efficiency measures was evaluated to reduce energy consumption and cost.

Results obtained showed that it is in the refrigeration systems and heat boilers
that it is possible to achieve the largest reductions in energy consumptions and
energy over costs, which may go up to 7 % (savings on consumption) and 19 %
(savings on cost) through the implementation of efficiency measures with a pay-
back period of less than 11 years.
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Nomenclature

Surface area, m>
Coefficient of the function for curve modelling, J/kg
Exponent of the function for curve modelling
Cost or investment, €
Annual active or reactive energy consumption, J or kVAr s
Luminous flux, Im
Specific energy consumption, J/kg
EE Measure of energy efficiency
Mproa  Total annual production, kg

25 mmAa S >

n Number of units of an equipment
P Total electric power of equipment, W
R? Linear correlation coefficient

Greek Letters

n  Efficiency of equipment

Subscripts

a Actual

cham Cold chamber

cap Capacitive

comp Compressor of refrigeration system

ener Energy consumption

ener u Unit of energy consumed

i Index of the equipment, company or class of reactive energy
ilum Illumination of facilities

ilum cam Internal illumination of cold chambers

ind Inductive

ini Initial

lamp Existing lamps in the illumination system

o Quantity optimized, after application of the measure

total Total
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9.1 Introduction

9.1.1 Relevance and Energy Use in the Meat
Industry of Alentejo, Portugal

The region of Alentejo in Portugal is characterized by a growing economy which is
closely linked to the agro-industrial sector, where the meat processing industry plays a
predominant role. In 2012, this industry employed approximately 25 % of workers
from the region and generated a turnover of EUR 286 million, the equivalent of 21 % of
revenue within the food sector. Nineteen percent of companies belonging to the meat
industry were engaged in animal slaughter while the remaining 81 % were engaged in
the manufacturing of meat products: fresh goods for immediate consumption and
processed products for canning (e.g., dry cured ham and sausages). Due to their
extraordinary quality, these products have become a brand image of the region [1, 2].

Despite the importance of the meat industry, it has been found that productive
processes do not operate efficiently in terms of energy consumption. The lack of
thermal insulation in refrigeration pipework, the use of motors or lighting systems
with low efficiencies and the lack of training of human resources are problems
commonly found. It is estimated that about 6.5 % of the total energy consumed may
be easily saved through the implementation of adequate corrective measures [3],
reflected directly in the reduction of invoice costs and in the increase of competi-
tiveness of companies.

Refrigeration systems make up 50 % of the total energy consumed inside such
companies, showing therefore a great potential in terms of energy savings [4].

9.1.2 Framework of Present Study

With a view to improve energy usage in industry and also the environment, the
European Commission set out a package of goals named “20-20-20” to be accom-
plished until 2020. These goals are:

« Twenty percent reduction in greenhouse gas emissions
« Twenty percent increase in the production of energy from renewable sources
¢ Twenty percent improvement in overall energy efficiency [5]

Previous goals were transported to Portuguese law through the National Action
Plan of Energy Efficiency that stipulated two concrete targets:

» Reduction of 8 % of energy consumption in the industry.

¢ Obligation to reduce the energy consumed per kg of product between 4 and 6 %
within 8 years and to maintain CO, emissions in all companies achieving energy
consumptions higher than 8.370 x 10'? J/year; however, this measure can
optionally be applied by other companies [6, 7]
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To fulfil these targets, the same plan proposes the implementation of a series of
practical measures of energy efficiency (MEE). Table 9.1 describes some of the
available measures and the advantages of them, with a special focus on those that
can be implemented in cold stores.

Table 9.1 Description and benefits of some MEE

No. Measure Description Benefits

MEEI! | Installation of variable Variation of torque and » Savings in consump-
speed drives in compres- rotation speed of electric tion between
sors and fans coupled to motor by changing the fre- 20 and 25 %
condensers of cold stores quency of supply voltage. « Eliminates peaks of

The equipment consists of starting currents
a rectifier (converts AC « Control of power
voltage to DC), a filter according to the
(modulates the DC fre- needs [3]

quency wave) and an

inverter (reconverts DC

voltage to AC)

MEE2 | Installation of simulators of | Device that simulates the » Savings in energy
food temperature in cold thermal inertia of food. The consumption between
chambers temperature probe inserted 10 and 30 %

inside it reads the correct  Reduces the operation
temperature to adequately cycles of compressor,
control the functioning of thus prolonging its
the compressor instead of useful life [8]

using the temperature of

circulating air

MEE3 | Adjustment of internal Reduction of illuminance * Reduction in energy
illuminance of cold to the recommended value consumption of
chambers of 200 Im/m? [9] through lighting

the deactivation of some « Reduction of heat

lamps released by lamps and,
consequently, the con-
sumption of
compressor

MEE4 | Optimization of general Replacement of bulbs with |« Savings in consump-

lighting in the facilities

large energy consumptions
(incandescent, halogen and
discharge) by more eco-
nomic bulbs (fluorescent
and LED)

tion between 75 and
80 % compared with
ancient bulb types

e Minor maintenance
interventions due to
large durability of
bulbs (10-25 times
higher) [10]

(continued)
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No. Measure Description Benefits
MEES5 | Adjustment of capacitor Increases the power factor |+ Reduces energy bill
banks of the installation, costs

inhibiting consumption or |« Allows the use of
supply of reactive energy electrical cables of
to the electric grid which is lower sections
required for the generation |,y gates the heating
of magnetic fields respon- of cables [3, 11]
sible for the operation of
engines. This type of
energy is usually penalized
by power companies

MEES6 | Installation of biomass heat | Replacement of conven- * Reduced cost of

boilers

tional gas or diesel heat
boilers by biomass heat
boilers. Biomass is a new
type of combustible
obtained from plant and
animal residues (pellets,
wood)

biomass

» Negligible CO,
emissions

+ Ease of access to
biomass [11]

9.1.3 Goals of Present Study

Considering the “potential” savings that energy efficiency can create in the meat
processing industry through the reduction of energy consumption and costs with a
negative impact on the sustainability of companies, and to contribute to the
achievement of energy targets defined by the European Commission and other
legislation, the present study comes with the following goals:

» To analyse the energy profile of meat industry in the region of Alentejo, Portugal
¢ To evaluate the impact of efficiency measures described above within compa-
nies, through the estimation of energy savings and associated costs

9.2 Methodology

The methodology adopted in each goal set for the study is summarized in Fig. 9.1.
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METHODOLOGY

‘_,_,—-—'—"'_'_.-._'__'_'—._'—'__F._'_'_ _‘_‘_‘_\_\_‘_\_\_"‘—‘—-—\_\_‘;
Analysis of energy profile ‘ [ Evaluation of proposed MEE
« |nitial enquiry of companies » Savings in energy consumptions and
* Energy audit costs
» Organization of collected information * Technical and economical feasibility
 Calculus of specific energy
consumption (e)

» Correlation analysis e vs production

Fig. 9.1 Summary of the methodology used in each goal

9.2.1 Analysis of the Energy Profile of the Meat
Processing Industry

The energy profile was determined through the study of a sample of six companies
spread throughout the region, representing the universe of meat processing industry
during the year of 2010. These companies have different dimensions, produce
different types of products and they are identified by designations Cal to Ca6.
Each step of the analysis identified in Fig. 9.1 is described below:

o [Initial enquiry of companies: after a model of enquiry was prepared and
approved, visits were performed in all six companies with a view to collect
and retrieve the desired information. Categories and specific relevant variables
that were raised are listed in Table 9.2.

e Energy audit: with the intention to validate the information collected in the six
questionnaires, energy audits were carried out in two of the studied companies—
Ca2 and Ca5—which are designated by pilot units. It was also intended to
ascertain accurately the global energy needs and also consumptions of lighting
and refrigeration systems.

Measurements of electric energy consumptions were made by power quality
analysers installed in switchboards during 1 week, and later they were extrapo-
lated to the entire year of 2012. Additionally, energy costs and consumptions
were extracted from invoices of electric energy, propane gas and diesel, as well
as a survey of technical characteristics of existing heat boilers, lighting and
components of refrigeration systems.

Table 9.3 identifies the data that were retrieved in this step.



9  Study and Optimization of the Energy Profile of the Meat Industry. .. 141

Table 9.2 Data collected
in the initial enquiry
of companies

Category Variable

Refrigeration systems * Number of cold chambers

» Type of internal lighting

» Power of internal lighting

« Dimensions

Energy demands » Total annual consumption

Production * Activity type

* Annual values of production

Table 9.3 Data collected during the energy audits

Category Variable

Energy demands » Global consumption of cold chambers

» Lighting consumption inside cold chambers

« Consumption of facility’s lighting by bulb type
« Consumption of reactive energy

e Consumption of heat boilers

Equipment characteristics * Type of lighting inside facilities

» Lighting power inside facilities

« Power of refrigeration system’s components

e Thermal power of heat boilers
e Thermal fluid inside heat boilers

e Maximum pressure of heat boilers

Organization of collected information: data were converted to SI units by
applying appropriate conversion factors and later presented in tables and graphs
for comparison.

Calculation of specific energy consumption (e): this indicator assesses the total
consumption of energy required to produce 1 kg of product and was obtained for
each company through Eq. (9.1) [7]:

e = Elotal/mprod (91)

Correlation analysis between specific energy consumption (e) and level of
production (mpq): according to collected data, the relationship between these
variables is inversely proportional and so it was admitted that e is a function of
Mproa through the estimating expression indicated by Eq. (9.2):

e=ax (mprod)b (9.2)

Since this is a model of non-linear statistical regression, Eq. (9.2) was
transformed to a linear form by the application of natural logarithms to both



142 O. Alves et al.

members [12]. In this way, parameters @ and b were determined by expressions
of linear regression (Egs. (9.3) and (9.4)), replacing in both of them data for ¢;
and M4 ; collected in each company [13]:

b= [2(In(mproas) x In(e;)) — 1/6 x Z(In (mproai) ) x Z(In(e;))] / [Z(In(er))? .
~1/6x (Z(In (mpmm))) ]
a = exp[1/6 x Z(In(e;)) — b x Z(In(mprod;))] (9.4)

The agreement between collected data and the regression curve was calcu-
lated by the linear correlation coefficient (R?), as expressed by Eq. (9.5) [13]:

R* = [b x Z(In(mproa;) x In(e;)) — 1/6 x E(In(mproai)) x Z(In(e;))]/[E(In(e;))

—1/6 x Z(In(e;))]?
(9.5)

9.2.2 Evaluation of the Impact of Proposed MEE

in the Meat Processing Industry

To test the reduction of energy consumption and the current energy cost it was
simulated the implementation of the six MEEs that were previously described in the
two pilot units.

The analysis of annual savings in both total energy consumptions and total

energy costs is described below for each measure:

Installation of variable speed drives (MEEI): the coupling of one drive in each
compressor located in the refrigeration systems was admitted, according to its
respective power. Considering that the actual consumption of compressors
(Ecomp o) 1s proportional to their total power (Pcomp), Eq. (9.6) was applied to
determine Ecomp 4

Ecompa = Pcomp/Pcham X Echama (96)

The optimized total energy consumption in each company (Eio; »,) Was calcu-
lated by Eq. (9.7), assuming an energy saving of 25 % in actual consumption of
compressors (Ecomp o) [3, 14]:

Emala = Elotala —0.25 x Ecompa (97)

The calculation of costs of optimized consumption and energy savings was done
considering an average price for electric energy of 0.031 €/MJ [15]:
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Table 9.4 Values used

Lighting type Efficiency (Im/W)
for lighting efficiency Incandescent .

Halogen 17

Tubular fluorescent 70

Compact fluorescent 60

Metal halide 92.5

Sodium vapor 105

LED 76

o Installation of simulators of food temperature (MEE2): in each cold chamber
a simulator was installed to produce energy savings of about 10 % [8]. Thus, the
optimized consumption for each company (E o ») is given by Eq. (9.8):

Etotal o= Etolala —-0.1 x Echama (98)

e Adjustment of internal illuminance of cold chambers (MEE3): when illuminance
inside the chambers was higher than the recommended value of 200 Im/m? 9],
lighting power was reduced to ensure such recommendation. By using the
average of energy savings for each chamber, the optimized consumption for
the company (Eioa1 »,) Was determined through Eq. (9.9):

Eotalo = Etotal ¢ — Eilum cham a/”cham
x (1 =200 X Acham i/ (Mitum cham i X Pitum cham i) (9.9)

Values used for lighting efficiency (#jjum cham) are listed in Table 9.4 [10].

e Optimization of general lighting in the facilities (MEE4): replacement of incan-
descent light bulbs by compact fluorescent lamps was tested, ensuring the
maintenance of the existing luminous flux (Fjum o). This was calculated by
Eq. (9.10) and using values shown in Table 9.4. In this case, Pjum . refers to
the power of current lighting that is intended to be replaced:

Fiuma = Milum X Pitum a (910>

The optimized total energy consumption of the company (E,,; ,) Was calculated
by Eq. (9.11), considering the relationship between the power of economic lamp
(Pitum o) and the power of current one (Pjjum o):

Eiotal o = Etotal « — Eilum o X Namp X (1 — Pilum o/Pilum a) (911)

» Adjustment of capacitor banks (MEES): reactive energy that can be eliminated
through this measure was taken from invoices, and its cost was determined as a
function of the power factor (cos(¢)) recorded at each instant and also consid-
ering if the energy was inductive (consumed from the grid) or capacitive
(supplied to the grid). Table 9.5 refers all prices applied in accordance with
tariffs of medium voltage [15].
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Table 9.5 Cost of reactive energy as a function of power factor

Reactive energy type Class Power factor range Cost (€/(kVAr s))
Inductive 1 0.93 < cos (p) <0.96 2250 x 107°

2 0.89 < cos () <0.93 6.833x 107°

3 cos (¢) <0.89 2.050 x 1073
Capacitive - - 5.139 x 107¢

The optimized energy cost (Ceer ») that was possible to get is expressed by
Eq. (9.12) (Eindis Eind2» Einaz and E,p are expressed in KVATr s):

Cenero = Cenera — (Eind 1 X 2.250 X 107% + Ejpq» % 6.833 x 107°
(9.12)
+Eing3 X 2.050 x 107° + E¢yp % 5.139 x 107°)

e Installation of biomass heat boilers (MEE6): attending to the consumption of
existing heat boilers the total cost of propane gas and pellets needed to generate
the same amount of energy was determined, and thereafter the difference
between both costs for comparison was calculated. Prices of propane gas and
pellets correspond, respectively, to 0.058 €/MJ and 0.036 €/MJ, as obtained
from local suppliers.

The assessment of economic feasibility was applied for all measures except
MEE3 and MEES, because they do not require the purchase of any additional
equipment; only a technical human intervention is necessary. The indicators used
for the analysis of the remaining measures are described below:

e [Initial cost of the measure (Cjy,;): costs of required equipment were only consid-
ered and obtained from local suppliers

e Payback period of the measure (t.): the period to recover the investment, in
years, was determined by Eq. (9.13), and the cost per unit of energy (Ceper ) Was
the same of electric energy (0.031 €/MJ) or pellets (0.036 €/MJ), depending on
the measure under analysis [3]

tret = Cini/(Ceneru X (Ea - Eo)) (913)

9.3 Results and Discussion

Tables 9.6 and 9.7 show, respectively, the data collected in the initial enquiry made
to all six companies and during the energy audits carried out in the two pilot units.

Figure 9.2 shows the results for the specific energy consumption (e) in each
company, while Fig. 9.3 presents the regression curve between that quantity and the
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Table 9.6 Data obtained in the initial enquiry of companies (year 2010)

Company | Activity Energy consumption (GJ) | Production (kg)
Cal Manufacturing of meat products 20.15 35,030
Ca2 Slaughter of animals 6,397.00 2,560,808
Ca3 Manufacturing of meat products 72.62 12,251
Ca4 Manufacturing of meat products 15.17 37,723
Ca5 Manufacturing of meat products 328.40 1,770,000
Cab Manufacturing of meat products 57.12 62,400

mass production (e = a(mprod)b), as well as the adjustment points considering the
following parameters: ¢ = 5,863,622J/kg, b = —0.158 and R- = 0.079.

Results indicate that company Ca3 had the highest specific energy consumption
(5.928 MJ/kg), and therefore it is less efficient compared to others. In this way, the
potential for improving energy efficiency is high because one would expect to
record a specific energy consumption in the order of 0.5 to 1 MJ/kg, taking into
account that manufactured products and mass production levels are similar to those
observed in companies Cal, Ca4 and Ca6.

On the other side of the scale stands company Ca5 with a specific energy
consumption of 0.186 MJ/kg, and a possible justification for this low value may
rely in its high production level. In fact, points drawn in Fig. 9.3 show that
companies with large production levels tend to be more efficient (and with lower
specific energy consumptions), due to the intensive series production (less time to
manufacture one unit of product) and smaller starting cycles of machines, which are
also responsible for higher consumptions (e.g., initial heating or cooling of
components).

Figure 9.3 shows a weak correlation between the curve and the collected
data (R*< 8 %) due to the remoteness of points that represent companies Ca3
(low energy efficiency) and Ca2 (with a distinct activity), which are unsuitable
for the modelling. Removing these points it is possible to obtain values for param-
etersa = 12631161J/kgandb = —0.288, which results in a correlation coefficient
R? = 64% and, therefore, a better fitting of the curve to the remaining points.

Table 9.8 indicates quantities and reference prices (year 2014) considered for
each equipment to be implemented in each MEE subjected to the analysis of
economic feasibility within the two pilot units.

Table 9.9 specifies optimized energy consumptions and costs resulting from the
application of each measure, energy savings, estimated initial investments and the
underlying payback periods.

Table 9.10 shows energy savings achieved from the implementation of all six
measures together, as well as the necessary investments and payback periods.

Figures 9.4 and 9.5 illustrate all savings achieved in total energy consumptions
and related costs for each measure implemented in the two pilot units (values
of 2012).
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Table 9.7 Data obtained from the energy audits in the pilot units (year 2012)

Data Pilot unit Ca2 | Pilot unit Ca5
Total energy consumption (TJ) 7.124 8.206
Total energy cost (€) 305,913 293,985
Total production (kg) 5,957,464 2,066,288
Number of cold chambers 15 11
Lighting type inside cold chambers Tubular Tubular fluorescent
fluorescent
Lighting power inside cold chambers with 1,436 0
illuminance >200 Im/m? (W)
Energy consumption of lighting inside cold | 0.804 0.419
chambers (GJ)
Area of cold chambers with illuminance 339.74 0
>200 Im/m? (m?)
Power of cold chambers (W) 335,050 207,790
Number and power of cold chamber’s 1 x 18,500 W; |2x2,450W; 1 x2500W;
compressors 1x38,100W; |[1x2,700W; 1 x 3,460 W;
1x55000W | 1x4,500W; 2 x4,680W,
1 % 5,300 W; 3 5,940 W;
1x9,100 W; 8 x 13,640 W
Energy consumption of cold chambers (TJ) | 2.658 1.381
Number of heat boilers 2 1
Energy consumption of heat boilers (TJ) 2.624 0.764
Thermal fluid of heat boilers Superheated Water
vapor
Thermal fluid flow (kg/s) 0.694 0.682
Maximum pressure of heat boiler (MPa) 1.3 1.8
Consumption of inductive energy class 269,593,200 181,850,400
1 (kVArs)
Consumption of inductive energy class 73,296,000 142,286,400
2 (kVAr s)
Consumption of inductive energy class 856,800 33,796,800
3 (kVArs)
Consumption of capacitive energy (kVArs) |2,980,800 12,081,600
Typology of lamps of general | Incandescent | 9/60 W 2/60 W
lighting inside facilities to be Halogen 1/250 W _
improved (quantity/unit Metal halide | 1/400 W —
power) Sodium 32/70 W -
vapor
Consumption of general Incandescent | 0.277 0.281
lighting inside facilities to be | Halogen 3.089 _
improved (GJ) Metal halide | 4.943 -
Sodium 27.680 -
vapor
Consumption of general lighting inside 0.170 0.103

facilities (TJ)
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According to the results, the most effective measures in terms of total energy
savings were MEE1 (installation of variable speed drives) and MEE2 (use of
temperature simulators), with results that averaged 3.9 % (Figs. 9.4 and 9.5). The
same measures also provided interesting reductions in energy bill costs (average of
3 % or 8,996 €), although at a much lower degree than that observed in MEEG6.

Considering that the consumption of refrigeration systems occupies a substantial
part of total energy needs (37 % in Ca2 and 16 % in Ca5), the high influence of
measures MEE1 and MEE2 is thus justified. This influence was greater in Ca2 due
to the higher number of cold chambers and the higher energy consumptions
registered by them.

Despite the higher initial investments (particularly in MEE1), the lower pay-
backs (<2 years) and the interesting savings obtained either in terms of energy or



148 O. Alves et al.

Table 9.8 Equipment, quantities and reference prices used in the various measures (values of
2014)

Quantity
Measure Equipment Unit price (€) Ca2 Cas
MEEL1 Variable speed drive 3,000 W 450 - 4
Variable speed drive 4,000 W 500 - 1
Variable speed drive 5,500 W 550 - 4
Variable speed drive 7,500 W 700 - 3
Variable speed drive 11,000 W 800 - 1
Variable speed drive 15,000 W 1,000 - 8
Variable speed drive 18,500 W 1,150 1 -
Variable speed drive 55,000 W 3,000 5 -
MEE2 Food temperature simulator 150 18 23
MEE4 Compact fluorescent lamp (20 W) 6 9 2
MEE6 Biomass superheated steam boiler 300,000 1 -
Biomass water boiler 70,000 - 1

cost lead to believe that measures MEE1 and MEE2 are the most recommended for
both pilot units.

Measures associated with the improvement of lighting (MEE3 and MEE4)
offered a negligible impact on the reduction of energy consumptions and associated
costs (savings less than 0.1 %). In Ca5, measure MEE3 did not have any effect
because illuminances of all cold chambers were always below the reference level
(200 Im/m?), although it is desirable that they remain close to such value, as far as is
possible, to ensure a better visual comfort. The weak impact of both measures is
justified by the low weight of lighting consumption in total energy needs (2 % in
Ca2 and 1 % in Ca$5) and by the awareness that both companies demonstrated in the
use of more economic bulbs (especially the tubular fluorescent type), in most of
existing spaces.

The lower economic and energy savings provided allied with greater payback
periods (>2 years) suggest that measures MEE3 and MEE4 must not be a priority in
terms of implementation. In Ca2, it was inclusively observed that the second one
does not have economic feasibility because of its too high payback (almost
10 years) and because lighting is not frequently used. By this way, it seems to be
preferable to maintain the existing type of lighting.

Measure MEES5 did not reveal a significant potential to reduce costs when
compared to the remainder (MEE1, MEE2 and MEEG6), which reached an average
of 1,640 € (<1 % of total energy cost). Although both pilot units use capacitor
banks to limit the reactive energy needs, the lack of maintenance or adjustment of
such devices were found to be common practices, especially during the installation
or replacement of an equipment with a higher inductive load (like transformers and
electric motors). In this way, it is left here as an advice to draw up plans for periodic
maintenance of capacitor banks.



149

9 Study and Optimization of the Energy Profile of the Meat Industry. ..

(%4 000°0L 9,991 60€°LLT - - ged
S0l 000°009 6€T°LS YL9°8YC - - (4o PEEIAN
- - LET'T 8¥8°16T - - ged
- - Wil TLLYOE - - (40 SHAN
1 1! 9 6L6°€6T ¥81°0 90T'8 ged
96 123 [4y4 10L°S0€ LY6'9 LIT'L [4:0] PHHIN
- - 0 €86°€6C 00070 90C'8 ged
- - S 806°S0¢ 1S1°0 yerL (4o cHIIN
80 0St'e Ty 085°9%C '8¢l 890'8 ged
€0 00L°CT ¥T1‘8 019°60¢C 8'69¢ 8689 (40 cHdIN
L1 00%°S1 181°6 ¥08°v8¢C ¥'00€ 906°L ged
'l 0S1°91 LSY'1 9St°16T 0°€Ly 1699 (4o TN
(183K) yorqAeq (3) JuswsaAul [enIU] (3) Suraes (3) uondwnsuod (D) 3uraes (L) uondwnsuod Kuedwo) QINSBIN
A319u3 JO 150D wnumdo jo 1s0) A31oug wnundo

(Z10T Jo senyeA) aanseow yoe? jo uonedrdde ayy Aq papraoid sjnsar orwouod9 pue A31Ug 66 dIqeL



150

O. Alves et al.

Table 9.10 Energy and cost savings, initial investments and payback periods for the set of six
measures (2012)

Total energy saving | Total cost of energy Total investment | Payback
Company | (GJ) saving (€) €) (year)
Ca2 745.9 81,179 618,904 7.6
Ca5 438.8 32,222 88,862 2.8
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Fig. 9.4 Energy and economic savings of each measure in pilot unit Ca2 (values of 2012)
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Fig. 9.5 Energy and economic savings of each measure in pilot unit Ca5 (values of 2012)

Measure MEESG (installation of biomass heat boilers) holds the greatest potential
in terms of savings in energy costs, which can go up to 18.7 % (57,239 €) in the case
of company Ca2. This occurs because of the difference between prices of propane
gas and pellets when generating the same amount of heat. Initial investment and
payback are both very high (600,000 € and 10.5 years for Ca2, respectively), but
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given the depletion and consequent increase in the price of fossil fuels in the
coming years, the ecological characteristics of biomass (non-toxic, without CO,
emissions) and its ease of access, it is believed that the implementation of measure
MEES® holds a good interest.

The joint application of the six measures in both pilot units caused average
reductions in energy consumptions and costs of 7.9 % and 18.7 %, respectively
(Table 9.10). Due to the dilution of total investment by overall energy savings, a
significant decrease in payback with an average variation of 2.2 years was observed.

It shall be pointed out that initial investments and paybacks may be slightly
higher in reality, since just the investment in equipment acquisition was analysed;
costs of installation and maintenance were not considered.

The reduction of specific energy consumption (e) recorded in 2012 from 1.189 to
1.071 MJ/kg (in the case of Ca2) and from 3.967 to 3.767 MJ/kg (in the case of Ca5)
was also seen, which corresponded to variations of —9.92 and —5.04 %, respec-
tively. The improvement was significantly higher in Ca2 due to the effect caused by
measures MEE1 and MEE2 in refrigeration systems, as seen previously.

Although none of the pilot units were subjected to the obligation of reducing the
specific energy consumption (e) because they do not have energy demands greater
than 8.370 x 10'? J/year (as defined by the Portuguese National Action Plan of
Energy Efficiency), it was found that the adoption of all measures enable them to
fulfil the goal of reduction of that indicator between 4 and 6 % within 8 years.
Considering the fact that energy consumptions of both pilot units are very close to
the limit fixed at 8.370 x 10'? J/year, the early implementation of these or other new
measures due to the likely growth of mass production and energy consumption in
the coming years is recommended.

9.4 Conclusions

Despite the deviations found in some companies regarding the modelling curve of
specific energy consumption vs. production, the developed correlation constitutes a
gross reference base but still interesting to determine whether any company from
the meat industry is above or below a level of optimum energy efficiency. The
accuracy of the curve can be improved by extending the sample and by using more
companies with different indices of energy performance.

The study of implementation of all MEE showed their importance in the
reduction of energy consumption and costs inside companies from the meat indus-
try, located in the region of Alentejo, Portugal. The potential for energy savings
continues to be great, which has direct and indirect effects in environmental
preservation through the mitigation of greenhouse gas emissions, particularly CO,.

From the set of measures selected for the study, the ones which proved to be
more effective were MEEI (installation of variable speed drives), MEE2 (use of
temperature simulators) and MEEG6 (installation of biomass heat boilers), although
the higher investments and payback periods may constitute a serious obstacle for
their implementation. All total savings that were obtained, which averaged 7.9 % in
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energy consumption and 18.7 % in energy cost for the two pilot units that entered in
the analysis, shall also be underlined.

In a region with a weak industrial and economic dynamism, the role that energy
efficiency plays in its development becomes even more relevant by ensuring not
only the sustainability of companies but also the availability of funds for the
creation of innovative products, instead of applying them in unnecessary costs.
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Chapter 10

Energy and Exergy Analyses of Water Usage
in Oil Sands Extraction and Upgrading
Operations

M.K. Cohce, I. Dincer, and G.F. Naterer

Abstract Oil sands extraction and upgrading consume a significant amount of
water, energy, as well as hydrogen to produce synthetic crude oil (SCO) from
bitumen. This study examines the energy and exergy analysis of water usage for oil
sands during extraction and upgrading. Steam and water supply to these processes
are investigated by using Aspen Plus simulation software with consideration of heat
transfer. These systems and their modifications are simulated and analyzed ther-
modynamically. The assessment involves the examination of several different
factors and comparisons. The analysis includes energy and exergy flows with the
amount of destroyed exergy during the processes and operations. The results
provide new insight for the design, optimization, and modification of oil sands
and upgrading processes.

Keywords Energy  Exergy ¢ Efficiency ¢ Oil extraction « Water usage

Nomenclature

E Energy flow rate, kJ/s
Ex Exergy flow rate, kJ/s
ex Specific exergy, kJ/kg

h Specific enthalpy, kJ/kg
LHV Lower heating value, MJ/kg
m Inlet mass, kg
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my Outlet mass, kg

P, Reference-environment pressure, kPa
0 Heat, kJ

S Entropy, kJ/K

T Temperature, K

T, Reference-environment temperature, K
X Exergy ratio

Subscripts

dest  Destroyed

en Energy

gen  Generated

i,j Index for components

in Input

meth  Methane gas (CHy)

out Output

st Steam

Sys System

Superscripts

ch  Chemical
ph  Physical
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Acronyms

API American Petroleum Institute

ARC Alberta Research Council

bbl Billion barrel

CONRAD Canadian Oil Sands Network for Research and Development
COOL Cooling

COS Canadian Oil Sands

EIA Energy Information Administration

GHG Greenhouse gases

HE Heat exchanger

1IEA International Energy Agency

Mbd Million barrels per day

NEB National Energy Board

PADD Petroleum Administration for Defense District
SCO Synthetic crude oil

SIRCA

Scientific and Industrial Research Council of Alberta
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10.1 Introduction

There are large and eminent reserves of heavy oil, extra-heavy oil, and bitumen in
Canada, Venezuela, Russia, the USA, and many other countries [1]. World oil
reserves consist of a portion of conventional oil, 30 %; heavy oil, 15 %; and extra-
heavy oil and bitumen, 55 % [2]. As shown in Fig. 10.1, the Canadian oil sands
represent the world’s third largest oil reserves [3]. These hydrocarbon resources are in
the form of bitumen or oil sands (also called tar sands). Typically, oil sands contain
about 75 % inorganic matter, 10 % bitumen, 10 % silt and clay, and 5 % water [4].

Water is necessary as a reactant while producing hydrogen (bitumen must be
upgraded with an injection of hydrogen to produce SCO), where it also acts as a
fluidizing agent in the form of steam to mix with oil sands during bitumen
production. Oil sands operations in Alberta, Canada, are major consumers of
freshwater from the Athabasca River [5]. Currently, 349 million cubic meters of
freshwater from the Athabasca River per year is diverted, and this amount is
expected to increase to more than 500 million cubic meters per year [6].

There are two major sources of water used during bitumen extraction—first, raw
water imported from the Athabasca River and, second, oil sands process-affected
water (OSPW), which refers to the water that has been in contact with oil sands or
released from tailing deposits and reserved in tailing ponds [7]. Freshwater usage
will change depending on the bitumen processing type, typically 2.41 units for
mining and 0.84 units for in situ process [8]. The technologies used to mine, extract,
and upgrade the bitumen to synthetic crude oil (SCO) make the product among the
most environmentally costly sources of transport fuel in the world [9]. In addition,
the recovery and upgrading of bitumen from the oil sands are high-energy-intensive
activities, consuming large amounts of water, natural gas, electricity, transportation
fuels, and hydrogen [10].

Middle East

2013 South & Cent. America

Total1687.9

thousands million . North America
barrels Europe & Eurasia

Africa

Asia Pacific

Fig. 10.1 Percentage distribution of proven oil reserves [3]
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There are many techniques and technologies for bitumen extraction [11], such as
surface mining (also called open-pit mining), steam-assisted gravity drainage
(SAGD), cyclic steam simulation (CCS), toe-to-heel air injection (THAI), vapor
extraction (VAPEX), and cold heavy oil production with sand (CHOPS). This study
will focus on two of the most common techniques, SAGD and surface mining (SM),
to investigate and evaluate the water usage during these processes with respect to
the first and second law of thermodynamics.

10.2 Overall System Description

As shown in Fig. 10.2, the oil sands operations involve four main steps, sequen-
tially: extraction, froth treatment, upgrading, and refining [12]. Open-pit mining is
similar to many coal mining operations. Large shovels scoop the oil sands into giant
trucks, which take it to crushers, where the large clumps of sand are broken down.

Hot Water
83% Sand - )
4% Water Extraction Mechanical
3% Clay 2 (Crasher) < energy
10%Bitumen (Electricity)

Taili Froth Treatment Solvent
angs (Bitumen Cleaning) olvents

Upgrading vl
Sulphur. ‘High T, P < Catalysis
Nitrogen<—— (Physical and

> <—— Hydrogen
removing

chemical change)

Refining

l

(Useful
Components)

Fig. 10.2 Generalized oil sands operation scheme
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The oil sands are then mixed with water (extraction) and transported by pipeline
to a plant, where the bitumen is separated from the other components with further
treatment, upgrading, and refining and is applied to produce SCO. This study will
focus on two primary processes to extract bitumen, called ex situ (open-pit mining)
and in situ (SAGD), respectively; a generic flow diagram of oil sands mining to
bitumen upgrading is shown in Fig. 10.2.

10.2.1 Surface Mining (Ex Situ) Process

Surface mining is used when bitumen is close to the surface (within 250 ft)
[13]. Figure 10.3 shows a block diagram for the water path during mining and
upgrading. It displays where the most water spent during oil sands processes occurs,
which in this study, water consumption is considered mainly during extraction and
upgrading.

The total water consumption in the oil sands industry is very high in comparison
with the water used for conventional oil production where each barrel of conven-
tional oil requires about 0.1-0.3 barrels of water [14]. In contrast, for a barrel of
bitumen obtained through surface mining, about 2-3 barrels of water are withdrawn
from the Athabasca River, and around 85 % of the water used in the mining process
is recycled [15].

10.2.2 Steam-Assisted Gravity Drainage

Also called an in situ process, in situ recovery techniques are used to extract deep
deposits of bitumen without removing soil and materials above it (Fig. 10.4).

Athabasca River 0 Oil Sands
Fresh water J/
(%15-20)
P3 U Extraction

Recycled water Heater ] \L Water

Tailings Pond -85)

Upgrading K—

&

Fig. 10.3 Block diagram of water path during mining and upgrading operations

Prod.
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Fig. 10.4 Block diagram of water path during in situ and upgrading operations

Water is produced to steam to heat the bitumen underground and then pumped to
the surface through wells. The majority of the oil sands exist more than 70 m
(200 ft) [16] below the ground, which means it is excessively deep to be mined.
These reserves can be recovered in situ (in place) by drilling wells. In situ drilling
accounts for about 80 % of oil sands reserves [17]. Drilling methods disturb a small
amount of land and do not require tailings ponds. Advanced technology is used to
inject steam. Mostly this steam is produced by burning natural gas through an
HRST to supply necessary heat into the reservoir. The heat warms the bitumen and
reduces the viscosity so it can be pumped to the surface through recovery wells.

In situ technology has significantly reduced water consumption, resulting in only
0.9 barrels of water being used per barrel [14]. Furthermore, about 90-95 % of the
water consumed in steam-assisted gravity drainage is recycled [15].

10.3 Water Requirements for Production of Hydrogen

As mentioned previously, hydrogen can be produced from steam methane
reforming, coal gasification, water electrolysis, or thermochemical cycles like the
Cu-Cl cycle. To compare these methods, the hydrogen production capacity must be
compared on the same basis with respect to the heat source.

Figure 10.5 illustrates the required H,O to produce 1 kmol H, and shows that in
order to reduce the total amount of water used, SMR and Cu-Cl cycles are the most
favorable processes. Less water is consumed with both of these aforementioned
methods. Figure 10.5 also shows which hydrogen production techniques would be
the finest to produce this amount of hydrogen to integrate the upgrading process
with the aim of reducing consumed water.

For these processes, the total practical yield of hydrogen is normally within the
range of 60-70 % [18, 19]. An average value of 65 % is assumed. The conversion to
hydrogen is about 60 % and the thermal efficiency is 60—75 %, depending on the
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Fig. 10.5 Required H,O to produce 1 kmol H, (data from [18])

form of carbon source and assuming a thermal efficiency of 60 %. Electrical energy
required to split 1 mol of H,O is 285.83 kJ/mol if the efficiency expected to be
100 % [20]. It is assumed in this study that natural gas is used for the electrical
power generation, and the overall thermal efficiency of water electrolysis is 30 %.

In order to achieve the total bitumen production rate of 2.2 x 10° barrels per day,
the required amount of hydrogen 7.26 x 10° is estimated. From Fig. 10.5, if the coal
gasification is used to produce at the same amount of required hydrogen, the amount
of necessary H,O will be 12.1 x 10° barrels per day. From the same logic, the
required water needs will be 264 x 10° barrels per day, if biomass gasification is
chosen and if hydrogen comes from water electrolysis; it will be 8.1 x 10° barrels
H,O per day, respectively.

10.4 Thermodynamic Analysis

The mass and energy balances are evaluated with Aspen Plus. For a general steady-
state process, the mass and energy balances, respectively, are written as

> =i (10.1)
> Ew=> Eou (10.2)



160 M.K. Cohce et al.

An overall exergy balance can be written for a steady-state process as follows:

(Z Ex,)in = (Z Exi) . + Z EXgest (10.3)

where during extraction processes
( § EXI) - Exrecyled water + Exfresh water + EXoil sands (104)
in

It is assumed that the content of the oil sands consists of 83 % sand, 4 % water, 3 %
clay, and 10 % bitumen [4].

(Z EX;) . = Exsl + I:—dewater + EXbitumen + Exsand (105)
ou

Both physical and chemical exergy inlet and outlet values are determined for the
pumps and heaters and used to assess exergy destructions. The specific flow exergy
associated with a specified state is expressed by the sum of specific physical and
specific chemical exergy:

€Xprod = ex“ + exPh (10.6)

In this study, it has been assumed that there is no chemical reaction that occurs during
water consumption; therefore, chemical exergy will not be changed (ex" = 0). In this
particular study, all flows are considered to have only a physical exergy change. The
physical exergy is defined as follows:

exP! = (h— hy) — To(s — s,) (10.7)
A second way of finding total Exge during extraction process can be calculated

from using total Sgen values. The entropy balance for a steady-flow reacting system
can be written as

Z%+Zmis,- = " titeSo + Sgen = 0 (10.8)

The exergy destroyed due to irreversibility can also be expressed as follows:
EXdest = T0S gen (10.9)
The heat capacity of flows is determined using Aspen Plus property data and

substituted into Eq. (10.8) to find generated entropy values (Sgen), which are used
for the thermal exergy calculation in Eq. (10.9).
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The exergy efficiency for component i may be written as

(Exdesl)i

. 10.10
(Ex), 1010

y; =1~

where (Exyeq); and (Exj,);, respectively, are the exergy destruction rate and the
exergy input rate for component i.

Also, the ratio of exergy destruction, x4.g, for a component can be evaluated by
dividing its exergy destruction by the total exergy provided to the system

E .
Xdest :M (1011)

)

where (Exgeq); is the exergy destruction for each component and (Z Ex,) is the

m
exergy flow of all input material streams. These equations assumed steady state and
no losses throughout the processes.

10.5 System Simulations

10.5.1 Mining Water Usage Simulation

It will be assumed that water is consumed during extraction, where oil sands and hot
water mix to extract the bitumen. Second, during the upgrading process, a signif-
icant amount of hydrogen is needed by the system in order to upgrade the bitumen.
Producing hydrogen will affect the total consumed water indirectly since also
producing hydrogen needs water. For simplicity, hereafter the total amount of
water consumption will be assumed to the sum of these two processes; in other
words, the total water consumption is equal to water consumption during extraction
plus the amount of required water during hydrogen production (Fig. 10.6).

10.5.2 In Situ Water Usage Simulation (SAGD)

Figure 10.7 shows Aspen Plus models for the refining section to establish how much
water is needed during oil sands in situ operations. Water is used for mining,
upgrading, conditioning, and during processes of hydrogen production from a
steam methane reformer. Hydrogen is commonly produced by steam methane
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reforming; however, in this case study, we will consider also other hydrogen
production techniques to examine the amount of water used for each process for
comparison purposes.

10.6 Results and Discussion

In Alberta, Canada, oil sands companies are currently diverting massive amounts of
water from the Athabasca River, enough to satisfy the needs of a city of two million
people [21]. Mining as well as in situ bitumen operations consume large volumes of
water. Water requirements for oil sands projects range from 2.5-4.0 units of water
for each unit of bitumen produced [22]. The primary challenge for process water is
that no large-scale water treatment facilities exist near the oil sands. As a result,
recycled percentage of process water stays very low.

Figure 10.8 shows that the heater (6 %) yields a large amount of exergy destruc-
tion. Since this heater is simulated as a heat recovery steam generator (HRSG),
where phase change occurs, during this boiler process, the exergy destruction
increases to a greater extent. If the hot inlet temperature stream passed through
two or three more heat exchangers instead of one boiler process, the exergy destruc-
tion rate could be reduced. While this process would increase the equipment cost, it
would allow the system to gradually reduce the hot inlet stream’s temperature,
producing less exergy destruction and a drastically decreased hot inlet temperature.

Table 10.1 shows water flow data for different points in the simulation. As a
result, energy and exergy losses are occurring in the heating, mining, and tailing
operations. The majority of exergy loss is in the tailing ponds since a large amount of
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Fig. 10.8 Exergy destruction ratios of some components during surface mining processes



165

10 Energy and Exergy Analyses of Water Usage in Oil Sands Extraction. . .

GGL9GT 6LLSS 99443 6SL'ST 69S°G1 6£8°G1 6£8°G1 0¢ [| Surrey,
SE0‘8 LTH'8T 16°€8¢C 16£°8C 6¥0°8C CEC 8T CEC 8T 09 1| Surupy
6SS°C1 17961 10911 10971 820°6 9LS‘S $90°1¢C S6 S'1| IoresH
Sye ovrvl 424! aad! L6L'8 819°C LTS 0T 0¢ Sl d

86 108 108 108 887 €le 6€1°1 Ll Sl ed

01 ¥70°€6 LLL'8 6LL'ST 68L'S 881 L6L'S 94 'l ud

SCl ¥¥0°c6 G8T6 €65°1 659°S ele 8¥9°¢C S 4! 1d

%)) [(A) (1 3%/ B/ (/D (s/1oury) (s/3%) (D) (1eq) | dwop

A319%9 pakonsa(q AS1axg Adonug Adreyjug | mop swnjoA MOJ [0 mop ssey | amjeroduia], QINSsald

(Sururu) eyep Moy 1972A  T'0T AqEL



166 M.K. Cohce et al.

water (temperature around 50 °C) dumped to the atmosphere (average temperature
around 15 °C) causes a significant amount of heat losses which is directly propor-
tional with the amount of exergy loss, which means much of this water has a great
work potential, yet it will be wasted. In addition, entropy values are increasing with
heating, mining, and tailing operations. As the production of bitumen increases, so
will the demand for water. As noted earlier, the EUB expected the production of
bitumen from oil sands to more than double in the decade 20042014, which could
see a comparable increase in the demand for water in northeast Alberta [21].

Figure 10.9 shows the exergy destruction ratios of some components during in
situ processes; as it can be seen, the greatest exergy destruction occurs during in situ
process and heating. The reason is that the amount of heat and pressure lost in these
both processes cannot be reversed.

Exergy destruction ratios help establish the exergy destruction in any system as
it identifies where the highest part of the total inlet exergy is destroyed. When
analyzing Figs. 10.8 and 10.9, the mixing section consists of the lake and the tailing
pond in the simulation. The results reflect the mixing exergy destruction ratio which
is 4.7 %. The major exergy destruction ratio which is described in Eq. (10.11) in the
thermodynamic analysis section was found to be 37 % which means that the total
exergy of the system is declining after the heating and mixing (where fresh and cold
water mix) processes. The extraction system has a large amount of exergy destruc-
tion, because in the extractor, oil sands and hot water mix. In addition, the SP1 and
P1 exergy destruction ratios are 3.6 % and 4.2 %, respectively, while the other
pumps have smaller exergy destruction ratios.

Table 10.2 illustrates water flow data for in situ simulation operation result. This
process has a higher pressure and temperature; based on exergy phenomena, the
higher the pressure and temperature difference, the greater the produced entropy;
thus, the amount of produced entropy will be higher and destroyed exergy as well.
However, the mass flow of water is less than the mining operation, so wasted water
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Fig. 10.9 Exergy destruction ratios of some components during in situ processes
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Table 10.3 Raw bitumen and crude oil production from oil sands [20]

Million barrels per day 2011 2015 2020 2025 2030
Mining 0.89 1.21 1.52 1.93 2.17
In situ 0.85 1.27 1.87 2.57 3.16
Total 1.74 248 3.39 4.50 5.33
Crude oil 1.6 2.3 3.2 4.2 5.0

and total destroyed exergy will be relatively lower than the mining operation.
In 2003, Alberta’s Environment Minister initiated a committee to find ways to
reduce the oil and gas industry’s consumption of freshwater. As part of the
province’s long-term water strategy, limits may be placed on the volume of
freshwater that companies are allowed to use [23]. Table 10.3 displays total raw
bitumen and crude oil production from oil sands, as it is clear that total production
will increase with required water by time. It means produced energy and entropy
will be increased as well.

In this study, there are two main water consumption processes that take place in
the oil sands and bitumen production operations. The first process occurs during
extraction or in situ processes where the hot water is mixing with oil sands. The
second process is indirect water consumption, where the upgrading process needs a
large amount of H, for the upgrading of bitumen to synthetic crude. Some hydrogen
production methods consume less water than others to produce the same amount of
Ho. In this study, water consumption investigation has also been used for different
hydrogen production methods to determine which hydrogen production method is
the best in terms of requiring less water. The natural gas needed to supply heat for
the production of 2.2 million barrels bitumen per day is calculated as 25,603 MW
(thermal energy) [24].

The required H,O to produce 1 kmol Hy/h for the SMR, coal gasification, and
biomass gasification is described previously. The goal is to reduce the amount of
used water; thus, coal gasification seems to be the best option in terms of less water
consumption; however, environmental concerns will be raised if the coal is used. So
a second option which is SMR is more convenient for both environment and water
usage concerns.

10.7 Conclusions

This study has examined the total water requirements of oil sands extraction and
upgrading processes. In situ operations require much less water than mining.
Approximately 1.0-1.25 GJ (280-350 kWh) of energy is needed to extract a barrel
of bitumen and upgrade it to synthetic crude. Since a barrel of oil equivalent is
about 6.117 GJ (1,699 kWh), this means it extracts about 5 or 6 times as much
energy as consumed. Energy and exergy losses are an important factor in the
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ultimate magnitude of used water impacts, means the more water used, the more
energy. In addition to energy perspective, there are many other reasons to minimize
the amount of water used such as water availability, pollution, and security. Hence,
reducing the water consumption and increasing the water return volume are a major
challenge that must be resolved for oil sands development.
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Ontario Research Excellence Fund.
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Chapter 11

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in British Columbia

Ilhami Yildiz, Jin Yue, and Asena Cansu Yildiz

Abstract The specific objective of this study was to investigate regional spatio-
temporal distributions and spatial correlations of energy and water consumption in
open, semi-closed, and completely closed greenhouse systems in British Columbia.
The findings showed that the energy and water consumptions were both spatially
and system dependent. Latitude and longitude significantly predicted total energy
and water consumptions. Semi-closed and open heat pump systems were the most
energy conserving systems while closed system was the most water conserving.
Semi-closed and closed systems at lower latitudes had more water consumptions
compared to those at higher latitudes while open systems at higher latitudes had
more compared to those at lower latitudes. Locations close to the southwest Pacific
Coast had the lowest energy and water consumptions in all systems.
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F Statistical F test

OHP  Open heat pump greenhouse system

p Significance level

R Regression

SHP  Semi-closed heat pump greenhouse system
t Statistical ¢ test

w Amount of water consumption, kg/m?

Greek Letters

f Beta value

11.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost
required for environmental control. Consequently, considerable effort is expended
to conserve energy and look for alternative energy sources, especially environment-
friendly renewable energy sources and technologies. Proper greenhouse and envi-
ronmental management systems can significantly change the energy and moisture
dynamics of greenhouse production systems. This study helps enhance the com-
petitive position of British Columbia’s (BC) agriculture and agri-food industry by
introducing economically, environmentally, and socially sustainable technologies
and management strategies. The investigated heat pump technology and operational
modes (especially semi-closed and closed) bring increased yield, and energy and
water-efficient solutions to the doorstep of BC’s greenhouse producers. The overall
goal of this study was to help reduce the load on power grid, demand for fossil fuels
and irrigation water, and also supply CO, for the greenhouse production. The use of
heat pumps for heating and cooling greenhouses makes it possible to use local and
renewable energy sources while reducing or totally eliminating CO, emissions.
Heat pumps also make an innovative confined greenhouse operation possible,
which would totally eliminate the energy, CO,, and water losses due to ventilation
conserving all of these precious resources, and would make an insect-free green-
house operation possible. The specific objective of this study was to investigate
spatiotemporal performance distributions and spatial correlations of energy and
water consumptions in open, semi-closed, and confined greenhouse systems in BC.

11.2 Methodology

This section focuses on the resources and procedures employed in this study, as
well as the statistical analyses employed and data presentation.
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11.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by
concatenating 12 Typical Meteorological Months (TMY) selected from a database
of 30 years of data were used for continuous full year analyses at 14 different
locations. CWEC data sets were prepared under the direction of Environment
Canada [1], and simulations were performed starting at the beginning of 1st day
of January and ending at the end of 31st day of December for full 365-day
simulations.

11.2.2 Greenhouse Characteristics
and Operational Strategies

A 7.5 x 7.5 m double polyethylene greenhouse was used in this dynamic simulation
study. The floor surface material was reflective mulch, and a cucumber crop was
used with a full plant height of 2.0 m, a row spacing of 0.86 m, and a North—south
orientation. Theoretical approach, simulation model assumptions and validation,
and all the other characteristics of the model including the details of control systems
and strategies were reported in another study [2]. Three conventional gas-fired
furnaces (24,612 W of heat input each) provided heating with a multiposition
proportional control, and an evaporative cooling system provided cooling in the
conventional (CON) system. A furnace efficiency of 0.8 was assumed. In the heat
pump systems, however, three 3-ton (based on system heat removal capacity)
gas-fired heat pump units provided both heating and cooling. The greenhouse
systems with heat pump units were operated as an open (OHP), semi-closed
(SHP), and completely closed (CHP) system. One of the heat pump units in closed
system operations was used as a dehumidifier while operating as a heater. The only
difference from the original heating unit was circulating the inside greenhouse air
through the outdoor coil instead of the outside air. This prevented moisture build up
in closed system operations. An overhead plastic tube was used for the hot and the
cold air distribution. No heat storage facility was used in this study. A variable
shading system was used to reduce cooling loads during daytime and an aluminized
(both sides) night curtain was used at night to reduce the heat loss due to long-wave
radiation exchanges. In the open systems (CON, OHP), ventilation was provided by
two fans, one with a fixed flow rate (0.005 m3/s-m2) operating at all times, and the
other one with a variable flow rate (0.08 m>/s-m” max). SHP system was operated as
either OHP or CHP system at different times of the year for providing an optimal
indoor environment with minimal energy consumption. Liquid CO, tanks were
employed and a concentration of 380 ppm was maintained during the day in all
four-greenhouse systems.
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11.2.3 Data Analyses and Presentation

Annual total energy (heating and cooling) and water consumption (transpiration),
and water collection were determined for each greenhouse system and location
studied. A total of four systems (CON, OHP, SHP, and CHP) and 87 locations were
studied. The two-way analysis of variance (ANOVA) (significance level of
p <0.05) was used to determine the effect of each independent variable, location
and system, on the dependent variables (energy consumption, water consumption,
and water collection). Tukey Simultaneous Test at a confidence level of 95 % was
performed to compare the means within the two treatments (location and system)
and determine statistically significant differences. For each system, energy and
water consumption, and water collection by dehumidification units were also
analyzed by multiple regressions, and spatial correlations were developed by
using as regressors altitude, latitude, and longitude. With other variables held
constant, the relationships and significance between the energy and water consump-
tion and water collection and each of the regressors were analyzed. How well the
regressors explain the variation in dependent variable, taken together, was assessed
by the value of R?. Whether the regressors, taken together, are significantly asso-
ciated with the dependent variable were assessed by the statistic F in the standard
ANOVA (significance level of p < 0.05). What relationship each regressor had with
the dependent variable when all other regressors were held constant was assessed
by looking at the regression coefficients. Whether the relationship of each regressor
with the dependent variable was statistically significant or not, with all other
regressors taken into account was answered by looking at the ¢ values in the table
of regression coefficients. To assess which regressor had the most effect on the
dependent variable was addressed by using the beta weights. Minitab 15 was used
for the statistical analyses. Spatial distribution maps were generated by using
ArcGIS 10.

11.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at
different locations.

11.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA (p < 0.05) was used to determine the main effects of
greenhouse location and system on total energy and water consumptions as well
as water collection. There were significant main effects for the location and system
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Table 11.1 Comparisons of means with respect to different locations using the Tukey Simulta-
neous Test at a 95 % confidence interval

Mean annual Mean annual Mean annual water

Location energy use (GJ/m?) water use (kg/mz) collection (kg/mz)
Abbotsford 529 a 584.1 qr 109.7 wx

Comox 523 a 564.9 q 113.9 wx
Cranbrook 6.68 ab 638.8 qr 146.4 wx

Fort Nelson 874 c 616.1 qr 132.2 wx

Fort St John 7.85 be 605.7 qr 125.6 wx
Kamloops 5.81 ab 685.0r 169.4 x

Port Hardy 5.78 ab 473.1p 874w

Prince George 7.30 be 5499 q 117.7 wx

Prince Rupert 6.08 ab 468.5 p 100.8 wx
Sandspit 5.76 a 4739 p 89.3 w

Smithers 7.18b 565.4 q 1223 w
Summerland 574 a 654.7 r 155.2 wx
Vancouver 531 a 545.4 pq 104.2 wx
Victoria 5.11a 573.0¢q 102.0 wx

Means in the same column not followed by the same letter are significantly different

on total energy consumption, F(13,39) =8.70 (p < 0.05), and F(3,39) = 129
(p < 0.05), respectively (Tables 11.1 and 11.2).

Locations at lower latitudes had much less total energy consumption, and part of
which was for cooling while northern locations had much less cooling requirements
(Fig. 11.1). Table 11.2 shows that SHP and OHP systems had the lowest annual
energy consumptions while CON system had the highest.

There were significant main effects for the location and system on water
consumption as well, F(13,39)=10.8 (p <0.05), and F(3,39) =133
(p < 0.05), respectively (Tables 11.1 and 11.2). The main effect for the system
on water collection was also significant, F(3,39) = 288 (p < 0.05); however, the
main effect for the location on water collection was not, F(13,39) =1.41
(p < 0.05) (Tables 11.1 and 11.2).

Locations closer to the Pacific Coast had lower water consumption (transpira-
tion) due to increased outside relative humidity levels, and hence reduced vapor
pressure deficits. Water collection at these locations was also significantly lower
than those at other locations. Even though the impact of latitude on water con-
sumption was not statistically significant, semi-closed, and closed systems at lower
latitudes had higher water consumption (transpiration) due to increased amount of
available solar radiation (Fig. 11.2). Transpiration rates in the open systems at
higher latitudes were relatively higher than those at lower latitudes as the vapor
pressure deficits became larger due to cooler outside air. CHP systems had the
lowest transpirations as much higher relative humidities were observed in these
systems compared to those in the other systems. All the transpired water was
collected by dehumidification system, and therefore, the overall annual water
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Table 11.2 Comparisons of means with respect to different greenhouse systems using the Tukey
Simultaneous Test at a 95 % confidence interval

Mean annual energy Mean annual water Mean annual water
System | consumption (GJ/m?) consumption (kg/mz) collection (kg/mz)
CON 9.30 a 635.2 p 0.0 w
OHP 4.61b 679.3 q 50w
SHP 440b 5783 r 81.3 x
CHP 6.79 c 392.6s 3926y

Means in the same column not followed by the same letter are significantly different

_'!' 14
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Fig. 11.1 Spatial distributions of annual total energy consumptions (GJ/m?) in CON, OHP, SHP,
and CHP systems in British Columbia (contour line intervals: 100 MJ/mZ)

consumption in CHP systems was essentially zero (Tables 11.1 and 11.2). CHP
systems had relatively lower energy consumptions in colder months, but the
consumption increased in warmer months due to increased cooling loads; as a
result, the overall annual energy consumptions in CHP systems were much higher
than those in OHP and SHP systems (Figs. 11.3 and 11.4). The energy consumption
in SHP systems approached to those in closed (CHP) systems at higher latitudes
(e.g., Fort Nelson) (Fig. 11.3) because SHP systems under such conditions operated
more as a closed system from November through end of March. However, the
energy consumption in SHP systems was exactly the same as in open (OHP)
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Fig. 11.2 Spatial distributions of annual amount of transpiration (kg/m?) in CON, OHP, SHP, and
CHP systems in British Columbia (contour line intervals: 15 kg/m?)
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Fig. 11.3 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at Fort Nelson, BC (58.83 N, 122.58 W, altitude: 382 m)
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Fig. 11.4 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at Victoria, BC (48.65 N, 123.43 W, altitude: 19 m)

systems at lower latitudes (e.g., Victoria) (Fig. 11.4) because SHP systems under
such conditions operated exactly as an open (OHP) system throughout the year.

Further details of individual comparisons for both location and system were
provided in Tables 11.1 and 11.2. And the individual system performances were
provided below.

11.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water
collection on the dehumidifier were analyzed throughout the region by multiple
regressions using as regressors latitude, longitude, and altitude. The regression for
the total energy consumption was provided in Eq. (11.1).

E = —13.8 4+ 0.545 x (Latitude) — 0.048 x (Longitude) + 0.0020 x (Altitude) (11.1)

where E, the annual total energy consumption, was in GJ /m?, altitude was in meters,
latitude and longitude were both in degrees.

Latitude significantly predicted total energy consumption, f = 0.83,#(10) = 10.1
(p < 0.05), and it was the most influential regressor for CON system. Latitude
explained a significant proportion of variance in total energy consumption in CON
systems as well,R?> = 0.96,F(3, 10) = 74.6(p < 0.05), and the effects of regressors
longitude and altitude were not significant.
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The regression for water consumption was provided in Eq. (11.2).

W = 1659 + 8.02 x (Latitude) — 11.8 x (Longitude) + 0.0892 x (Altitude) (11.2)

where W, amount of water consumption, was in kg/mz, altitude was in meters,
latitude and longitude were both in degrees.

Longitude significantly predicted water consumption, # = 0.59, #(12) = —2.23
(p < 0.05). Longitude also explained a significant proportion of variance in water
consumption in CON systems, R> = 0.76, F(3,10) = 10.3 (p < 0.05). The effects
of regressors latitude and altitude were not significant.

11.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (11.2).
E = —5.82+0.290 x (Latitude) — 0.040 x (Longitude) + 0.0008 x (Altitude) (11.3)

Latitude significantly predicted total energy consumption, g = 0.87, #(10) =
10.4 (p < 0.05), and it was the most influential regressor for OHP system. Latitude
explained a significant proportion of variance in total energy consumption in OHP
systems as well, R = 0.96, F(3,10) =723 (p < 0.05), and the effects of
regressors longitude and altitude were not significant.

The regression for water consumption was provided in Eq. (11.4).

W = 1849 + 4.78 x (Latitude) — 11.5 x (Longitude) + 0.0327 x (Altitude) (11.4)

Longitude significantly predicted water consumption, # = 0.75, #(10) = —2.74
(p < 0.05). Longitude also explained a significant proportion of variance in water
consumption, R? = 0.74, F(3,10) =9.40 (p < 0.05). The effects of regressors
latitude and altitude were not significant.

The effects of regressors latitude, longitude, and altitude on water collection, and the
overall regression model were not significant and useful, F(3, 10) = 1.77 (p > 0.05).

11.3.4 Semi-closed Heat Pump System
The regression for the total energy consumption was provided in Eq. (11.5).
E = —5.30+0.221 x (Latitude) — 0.016 x (Longitude) + 0.0007 x (Altitude) (11.5)

Latitude significantly predicted total energy consumption, § = 0.86,#(10) = 9.11
(p < 0.05), and it was the most influential regressor. Latitude explained a significant
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proportion of variance in total energy consumption in SHP systems as well,
R* =0.95, F(3,10) = 57.0 (p < 0.05), and the effects of regressors longitude and
altitude were not significant.

The regression for water consumption was provided in Eq. (11.6).

W = 2600 — 4.16 x (Latitude) — 14.2 x (Longitude) — 0.127 x (Altitude)  (11.6)

Longitude significantly predicted water consumption, # = 1.00, #(10) = —3.43
(p < 0.05). Longitude also explained a significant proportion of variance in water
consumption in SHP systems, R? = 0.70, F(3,10) = 7.85 (p < 0.05). The effects
of regressors latitude and altitude were not significant.

The regression for water collected by dehumidifier unit was provided in Eq. (11.7).

C = —488 4+ 5.20 x (Latitude) + 2.12 x (Longitude) + 0.115 x (Altitude) (11.7)

where C, amount of water collected on dehumidifier unit, was in kg/m2, altitude was
in meters, latitude and longitude were both in degrees.

Altitude did not have a statistically significant effect on water consumption;
however, water consumption followed the increase in altitude as a result of the
increased vapor pressure deficits at higher altitudes. As a result, altitude signifi-
cantly predicted water collection, § = 0.77, £(10) = 2.69 (p < 0.05). Altitude also
explained a significant proportion of variance in water collection in SHP systems,
R*=0.73, F(3,10) =8.90 (p < 0.05). The effects of regressors latitude and
longitude were not significant.

11.3.5 Closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (11.8).

E =15.0+0.133 x (Latitude) — 0.122 x (Longitude) — 0.00002 x (Altitude) (11.8)

Latitude and longitude significantly predicted total energy consumption,
B =059, #(10) =3.17 (p <0.05), and B =0.78, #(10) = =3.18 (p < 0.05),
respectively; and longitude was the most influential regressor. Latitude and longi-
tude both explained a significant proportion of variance in total energy consumption
in CHP systems as well, R? = 0.79, F(3,10) = 12.3 (p < 0.05), and the effect of
regressor altitude was not significant.

The regression for water consumption and collection was provided in the same
Eq. (11.9) as the water collected was equal to the water consumption in CHP system.

W or C =2179 — 3.86 x (Latitude) — 12.7 x (Longitude) — 0.0386 x (Altitude) (11.9)
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Longitude significantly predicted water consumption, § = 0.82, #(10) = —2.42
(p < 0.05). Longitude also explained a significant proportion of variance in water
consumption, R? = 0.60, F(3,10) =4.96 (p < 0.05). The effects of regressors
latitude and altitude were not significant in either case.

11.4 Concluding Remarks

The results in this study showed that the energy and water consumptions were both
spatially and system dependent. Latitude and longitude significantly predicted total
energy and water consumptions, respectively. Semi-closed and open heat pump
systems proved to be the most energy conserving systems, while closed system was
the most water conserving system. Highest energy consuming locations of semi-
closed and open heat pump systems were still a lot more efficient than least energy
consuming locations of conventional systems. Closed systems had the lowest
energy consumptions in colder months, but the consumption increased in warmer
months due to increased cooling loads hence the overall annual energy consump-
tions in closed systems were much higher than those in semi-closed systems.
Locations on or close to the southwest Pacific Coast had the lowest energy con-
sumptions in all systems. These locations had the lowest water consumptions
(transpiration) as well due to increased outside relative humidity levels hence
reduced vapor pressure deficits. Water consumptions in the open systems at higher
latitudes were relatively higher than those at lower latitudes as the vapor pressure
deficits became larger due to decreased outside air temperatures. Semi-closed and
closed systems at lower latitudes had more water consumptions due to increased
amount of available solar radiation. Semi-closed heat pump system transforms the
non-energy-efficient, unfavorable regions under conventional systems into highly
energy and water-efficient potential greenhouse regions all over British Columbia.
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Chapter 12

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in the Canadian Maritimes

Ilhami Yildiz, Jin Yue, and Asena Cansu Yildiz

Abstract The specific objective of this study was to investigate regional spatio-
temporal distributions and spatial correlations of energy and water consumption in
open, semi-closed, and completely closed greenhouse systems in the Canadian
Maritimes. The findings showed that the energy and water consumptions were
both spatially and system dependent. Latitude, longitude, and altitude all signifi-
cantly predicted total energy consumptions; however, none of these variables
predicted water consumptions in the Canadian Maritimes. Semi-closed and open
heat pump systems were the most energy conserving systems, while closed system
was the most water conserving. Locations on or close to the south central Nova
Scotia had the lowest energy consumptions in all systems, which is comparable to
major greenhouse regions in southwestern British Columbia and Ontario. This
study revealed potentially a new greenhouse region in the Canadian Maritimes,
Nova Scotia, which currently does not have a significant greenhouse industry.
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Closed greenhouse < Semi-closed greenhouse < Heating ¢ Cooling -
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F Statistical F test

OHP  Open heat pump greenhouse system

p Significance level

R Regression

SHP  Semi-closed heat pump greenhouse system
t Statistical ¢ test

w Amount of water consumption, kg/m?
Greek Letter

f Beta value

12.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost
required for environmental control. Consequently, considerable effort is
expended to conserve energy and look for alternative energy sources, especially
environment-friendly renewable energy sources and technologies. Proper green-
house and environmental management systems can significantly change the
energy and moisture dynamics of greenhouse production systems. This study
helps enhance the competitive position of the Canadian Maritimes’ agriculture
and agri-food industry by introducing economically, environmentally, and
socially sustainable technologies and management strategies. The investigated
heat pump technology and operational modes (especially semi-closed and closed)
bring increased yield, and energy and water-efficient solutions to the doorstep of
the Canadian Maritimes’ greenhouse producers. The overall goal of this study was
to help reduce the load on power grid, demand for fossil fuels and irrigation water,
and also supply CO, for the greenhouse production. The use of heat pumps for
heating and cooling greenhouses makes it possible to use local and renewable
energy sources while reducing or totally eliminating CO, emissions. Heat pumps
also make an innovative confined greenhouse operation possible, which would
totally eliminate the energy, CO,, and water losses due to ventilation conserving
all of these precious resources, and would make an insect-free greenhouse oper-
ation possible. The specific objective of this study was to investigate spatiotem-
poral performance distributions and spatial correlations of energy and water
consumptions in open, semi-closed, and confined greenhouse systems in the
Canadian Maritimes covering New Brunswick, Newfoundland, Nova Scotia,
and Prince Edward Island as a single geographic region.
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12.2 Methodology

This section focuses on the resources and procedures employed in this study, as
well as the statistical analyses employed and data presentation.

12.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by
concatenating 12 Typical Meteorological Months (TMY) selected from a database
of 30 years of data were used for continuous full year analyses at 12 different
locations. CWEC data sets were prepared under the direction of Environment
Canada [1], and simulations were performed starting at the beginning of 1st day
of January and ending at the end of 31st day of December for full 365-day
simulations.

12.2.2 Greenhouse Characteristics and Operational
Strategies

Theoretical approach, simulation model assumptions and validation, and all the
other characteristics of the model including the details of control systems and
strategies were reported in another study [2]. Full details of the greenhouse systems
characteristics and operational strategies were reported by Yildiz et al. [3].

12.2.3 Data Analyses and Presentation

A total of four systems, conventional (CON), open heat pump (OHP), semi-closed
heat pump (SHP), and closed heat pump (CHP), and a total of 12 locations were
studied. Full details of the data analyses were reported by Yildiz et al. [3].

12.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at
different locations.
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12.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA (p < 0.05) was used to determine the main effects of
greenhouse location and system on total energy and water consumptions as well
as water collection. There were significant main effects for the location and system
on total energy consumption, F(11,33) =4.26 (p < 0.05), and F(3, 33) = 885
(p < 0.05), respectively (Tables 12.1 and 12.2). Locations at lower latitudes had
less total energy consumption, and part of which was for cooling, while northern
locations had much less cooling requirements (Fig. 12.1). Table 12.2 shows that
SHP and OHP systems had the lowest annual energy consumptions, while CON
system had the highest.

There were significant main effects for the location and system on water
consumption as well, F(11,33) =104 (p<0.05) and F(3,33) =530
(p < 0.05), respectively (Tables 12.1 and 12.2). The main effect for the system

Table 12.1 Comparisons of means with respect to different locations using the Tukey Simulta-
neous Test at a 95 % confidence interval

Mean annual energy Mean annual water Mean annual water
Location use (GJ/m?) use (kg/mz) collection (kg/mz)
Charlottetown 6.92 a 531.8q 124.0 w
Fredericton 7.06 a 558.8 pq 143.7w
Gander 7.13a 539.6 q 1221w
Greenwood 6.20b 5772 p 1403 w
Miramichi 7.02a 5879 p 1514w
Moncton 6.69 ab 569.0 pq 149.6 w
Shearwater 6.34b 536.6 q 1253 w
Saint John 6.77 ab 550.0 pq 128.8 w
St. John’s 713 a 4855 1159 w
Stephenville 6.77 ab 525.5q 119.2 w
Sydney 6.73 ab 5379 q 1326 w
Truro 6.65 ab 5372 q 1273 w

Means in the same column not followed by the same letter are significantly different

Table 12.2 Comparisons of means with respect to different greenhouse systems using the Tukey
Simultaneous Test at a 95 % confidence interval

Mean annual energy Mean annual water Mean annual water
System consumption (GI/m?) consumption (kg/mz) collection (kg/mz)
CON 10.10 a 650.0 p 0.0 w
OHP 5.13b 705.6 q 39w
SHP 4.82b 5540r 117.1 x
CHP 7.11c¢ 472.4 s 4724y

Means in the same column not followed by the same letter are significantly different



12 Air Source Heat Pump Performance in Open, Semi-closed, and Closed. . . 187

Fig. 12.1 Spatial distributions of annual total energy consumptions (GJ/m?) in CON, OHP, SHP
and CHP systems in the Maritimes (contour line intervals: 100 MJ/m?)

on water collection was also significant, F(3, 33) = 1050 (p < 0.05); however, the
main effect for the location on water collection was not, F(11,33)=1.36
(p > 0.05) (Tables 12.1 and 12.2). Locations at higher latitudes had more water
consumption (transpiration) in open systems due to relatively colder and drier
outside air, and CHP systems had higher transpiration rates at lower latitudes due
to increased amount of available solar radiation (Fig. 12.2). In CHP systems, solar
radiation was the only outside parameter affecting the amount of transpiration. CHP
systems also had the lowest transpirations as much higher relative humidities were
observed in these systems compared to those in the other systems. All the transpired
water was collected by dehumidification system, and therefore, the overall annual
water consumption in CHP systems was essentially zero (Tables 12.1 and 12.2).

CHP systems had relatively lower energy consumptions in colder months, but
the consumption increased in warmer months due to increased cooling loads; as a
result, the overall annual energy consumptions in CHP systems were much higher
than OHP and SHP systems (Figs. 12.3 and 12.4). The energy consumption in SHP
systems approached to those in CHP systems at higher latitudes (e.g., Gander, NF)
(Fig. 12.3), because SHP systems under such conditions operated more as a closed
system from November through end of March. However, the energy consumption
in SHP systems approached to those in OHP systems at lower latitudes (e.g.,
Shearwater, NS) (Fig. 12.4) because SHP systems under such conditions operated
more as an open system from April through end of November.
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Fig. 12.2 Spatial distributions of annual amount of transpiration (kg/m?) in CON, OHP, SHP, and
CHP systems in the Maritimes (contour line intervals: 10 kg/m?)
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Fig. 12.3 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at Gander, NF (48.95 N, 54.57 W, altitude: 151 m)
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Fig. 12.4 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at Shearwater, NS (44.63 N, 63.50 W, altitude: 51 m)

Further details of individual comparisons for both location and system were
provided in Tables 12.1 and 12.2. And the individual system performances
were provided below.

12.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water
collection on the dehumidifier were analyzed throughout the region by multiple
regressions using as regressors latitude, longitude, and altitude. The regression for
the total energy consumption in CON system was provided in Eq. (12.1).

E = —23.7 + 0.494*(Latitude) + 0.166*(Longitude) + 0.0106*(Altitude) (12.1)

where E, the annual total energy consumption, was in GJ, /m2, altitude was in meters,
latitude and longitude were both in degrees.

Latitude, longitude, and altitude significantly predicted total energy consump-
tion, f = 1.10,#(8) = 4.64 (p < 0.05),8 = 1.23,#(8) = 4.08(p < 0.05), 5 = 0.85,
t(8) =3.76 (p < 0.05), respectively; and longitude was the most influential
regressor for CON system followed by latitude. Latitude, longitude, and altitude
explained a significant proportion of variance in total energy consumption,
R* =0.80, F(3,8) = 10.7 (p < 0.05).

None of the regressors significantly predicted water consumption or explained a
significant proportion of variance in water consumption, F(3,8) = 0.91(p > 0.05).
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12.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (12.2).

E = —7.84 + 0.187*(Latitude) + 0.0649* (Longitude) + 0.0046*(Altitude) (12.2)

Latitude, longitude, and altitude significantly predicted total energy consump-
tion, f = 0.94,¢(8) =2.99(p < 0.05),8 = 1.08,#8) =2.71(p < 0.05), 5 = 0.82,
1(8) =2.76 (p < 0.05), respectively; and longitude was the most influential
regressor for OHP system as well, followed by latitude. Latitude, longitude, and
altitude explained a significant proportion of variance in total energy consumption,
R* =0.65, F(3,8) = 5.00 (p < 0.05).

None of the regressors significantly predicted water consumption and collection
or explained a significant proportion of variance in water consumption or collection
in OHP system, F(3, 8) = 2.10 (p > 0.05).

12.3.4 Semi-closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (12.3).
E = —5.21 + 0.140*(Latitude) + 0.0531*(Longitude) + 0.0046*(Altitude) (12.3)

Latitude, longitude, and altitude significantly predicted total energy consump-
tion, # = 0.79,#(8) = 2.54(p < 0.05),8 =0.99,#(8) = 2.52(p < 0.05),5 = 0.92,
#(8) = 3.13 (p < 0.05), respectively; longitude was the most influential regressor
for SHP system as well, followed by altitude. Latitude, longitude, and altitude
explained a significant proportion of variance in total energy consumption,
R*=0.65,F(3,8) = 5.10 (p < 0.05).

None of the regressors significantly predicted water consumption and collection
or explained a significant proportion of variance in water consumption or collection
in SHP system, F(3,8)=1.17 (p>0.05) and F(3,8) =148 (p > 0.05),
respectively.

12.3.5 Closed Heat Pump System

None of the regressors significantly predicted energy consumption, water consump-
tion, and collection or explained a significant proportion of variance in energy
consumption, water consumption, or collection in CHP system, F(3, 8) =2.21
(p>0.05), F(3,8) =166 (p<0.05), and F(3,8)=1.65 (p>0.05),
respectively.
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124 Concluding Remarks

The results in this study showed that the energy and water consumptions were both
spatially and system dependent. Latitude, longitude, and altitude all significantly
predicted total energy consumptions; however, none of these variables predicted
water consumptions in the Canadian Maritimes. Semi-closed and OHP systems
proved to be the most energy conserving systems, while closed system was the most
water-conserving system. Highest energy consuming locations of semi-closed and
OHP systems were still a lot more efficient than least energy consuming locations
of conventional systems. Closed systems had the lowest energy consumptions in
colder months, but the consumption increased in warmer months due to increased
cooling loads, hence the overall annual energy consumptions in closed systems
were much higher than those in semi-closed systems. Locations on or close to the
south central Nova Scotia had the lowest energy consumptions in all systems, which
is comparable to major greenhouse regions in southwestern British Columbia and
Ontario. SHP system transforms the non-energy-efficient, unfavorable regions
under conventional systems into highly energy and water-efficient potential green-
house regions in the Canadian Maritimes, especially in Nova Scotia.
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Chapter 13
Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in Ontario

Ilhami Yildiz, Jin Yue, and Asena Cansu Yildiz

Abstract The specific objective of this study was to investigate regional spatio-
temporal distributions and spatial correlations of energy and water consumption in
open, semi-closed, and completely closed greenhouse systems in Ontario. The
findings showed that the energy and water consumptions were both spatially and
system dependent. Latitude and longitude both significantly predicted total energy
and water consumptions. Altitude was significant in conventional and open heat
pump systems’ energy consumptions. Semi-closed and open heat pump systems
were the most energy conserving systems while closed system was the most water
conserving. Semi-closed and closed systems at lower latitudes had more water
consumptions. Open system had more water consumption at higher latitudes and
longitudes compared to those at lower latitudes and longitudes, respectively.
Locations in the southwest (a major greenhouse region in Ontario) had the lowest
energy consumptions in all systems.
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F Statistical F test

OHP  Open heat pump greenhouse system

p Significance level

R Regression

SHP  Semi-closed heat pump greenhouse system
t Statistical ¢ test

w Amount of water consumption, kg/m?

Greek Letters
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13.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost
required for environmental control. Consequently, considerable effort is expended
to conserve energy and look for alternative energy sources, especially environment-
friendly renewable energy sources and technologies. Proper greenhouse and envi-
ronmental management systems can significantly change the energy and moisture
dynamics of greenhouse production systems. This study helps enhance the compet-
itive position of Ontario’s agriculture and agri-food industry by introducing eco-
nomically, environmentally, and socially sustainable technologies and management
strategies. The investigated heat pump technology and operational modes (espe-
cially semi-closed and closed) bring increased yield, and energy and water-efficient
solutions to the doorstep of Ontario’s greenhouse producers. The overall goal of this
study was to help reduce the load on power grid, demand for fossil fuels and
irrigation water, and also supply CO, for the greenhouse production. The use of
heat pumps for heating and cooling greenhouses makes it possible to use local and
renewable energy sources while reducing or totally eliminating CO, emissions. Heat
pumps also make an innovative confined greenhouse operation possible, which
would totally eliminate the energy, CO,, and water losses due to ventilation con-
serving all of these precious resources and would make an insect-free greenhouse
operation possible. The specific objective of this study was to investigate spatio-
temporal performance distributions and spatial correlations of energy and water
consumptions in open, semi-closed, and confined greenhouse systems in Ontario.

13.2 Methodology

This section focuses on the resources and procedures employed in this study, as
well as the statistical analyses employed and data presentation.



13 Air Source Heat Pump Performance in Open, Semi-closed, and Closed. . . 195

13.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by
concatenating 12 Typical Meteorological Months (TMY) selected from a database
of 30 years of data were used for continuous full year analyses at 16 different
locations. CWEC data sets were prepared under the direction of Environment
Canada [1], and simulations were performed starting at the beginning of 1st day of
January and ending at the end of 31st day of December for full 365-day simulations.

13.2.2 Greenhouse Characteristics and Operational
Strategies

Theoretical approach, simulation model assumptions and validation, and all the
other characteristics of the model including the details of control systems and
strategies were reported in another study [2]. Full details of the greenhouse systems
characteristics and operational strategies were reported by Yildiz et al. [3].

13.2.3 Data Analyses and Presentation

A total of four systems, conventional (CON), open heat pump (OHP), semi-closed
heat pump (SHP), and closed heat pump (CHP), and a total of 16 locations were
studied. Full details of the data analyses were reported by Yildiz et al. [3].

13.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at
different locations.

13.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA (p < 0.05) was used to determine the main effects of
greenhouse location and system on total energy and water consumptions as well
as water collection. There were significant main effects for the location and system
on total energy consumption, F(16,45) =8.16 (p < 0.05), and F(3,45) = 361
(p < 0.05), respectively (Tables 13.1 and 13.2). Locations at lower latitudes had
much less total energy consumption, and part of which was for cooling while
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Table 13.1 Comparisons of means with respect to different locations using the Tukey Simulta-
neous Test at a 95 % confidence interval

Mean annual energy Mean annual water Mean annual water
Location use (GJ/m?) use (kg/mz) collection (kg/mz)
Kapuskasing 829a 588.6 pq 153.8 w
Kenora 7.69 ab 627.4p 161.1w
Kingston 6.39 bc 5714 q 149.6 w
London 6.30 be 597.1 pq 157.5 w
Mount Forest 6.73 bc 585.2 pq 1534w
Muskoka 6.89 be 591.2 pq 151.0 w
North Bay 7.42 ab 5745 q 139.8 w
Ottawa 7.02b 583.7 pq 1515w
Sault Ste Marie 7.04b 5723 q 139.7 w
Simcoe 6.23 bc 603.7 pq 1540 w
Sioux Lookout 7.96 ab 625.8 p 156.6 w
Thunder Bay 7.65 ab 601.7 pq 142.8 w
Timmins 8.04 ab 591.1 pq 1384 w
Toronto 6.43 be 587.2 pq 1529 w
Trenton 6.28 bc 604.8 pq 1558 w
Windsor 576 ¢ 6224 p 168.8 w

Means in the same column not followed by the same letter are significantly different

Table 13.2 Comparisons of means with respect to different greenhouse systems using the Tukey
Simultaneous Test at a 95 % confidence interval

Mean annual energy Mean annual water Mean annual water
System consumption (GI/m?) consumption (kg/mz) collection (kg/mz)
CON 10.25a 650.0 p 0.0 w
OHP 522b 705.6 q 9.9 w
SHP 4.79b 5540r 124.6 x
CHP 775 ¢ 472.4 s 4724y

Means in the same column not followed by the same letter are significantly different

northern locations had much less cooling requirements (Fig.13.1). Table 13.2 shows
that SHP and OHP systems had the lowest annual energy consumptions, while CON
system had the highest.

There were significant main effects for the location and system on water con-
sumption as well, F(11,33) =10.4 (p < 0.05) and F(3,33) =530 (p < 0.05),
respectively (Tables 13.1 and 13.2). The main effect for the system on water
collection was also significant, F(3,33) = 1050 (p < 0.05); however, the main
effect for the location on water collection was not, F(11,33) = 1.36 (p > 0.05)
(Tables 13.1 and 13.2). Locations at higher latitudes had more water consumption
(transpiration) in open systems due to relatively colder and drier outside air, and
CHP systems had higher transpiration rates at lower latitudes due to increased
amount of available solar radiation (Fig. 13.2). In CHP systems, solar radiation
was the only outside parameter affecting the amount of transpiration. CHP systems
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also had the lowest transpirations as much higher relative humidities were observed
in these systems compared to those in the other systems. All the transpired water was
collected by dehumidification system, and therefore, the overall annual water
consumption in CHP systems was essentially zero (Tables 13.1 and 13.2).

CHP systems had relatively lower energy consumptions in colder months, but the
consumption increased in warmer months due to increased cooling loads; therefore,
the overall annual energy consumption in CHP systems was much higher than those
in OHP and SHP systems (Figs. 13.3 and 13.4). The energy consumption in SHP
systems approached to those in closed (CHP) systems at higher latitudes (e.g.,
Kapuskasing) (Fig. 13.3) because SHP systems under such conditions operated
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Fig. 13.3 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at Kapuskasing, ON (49.40 N, 82.50 W, altitude: 227 m)
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more as a closed system from November through end of April. However, the energy
consumption in SHP systems approached to those in open (OHP) systems at lower
latitudes (e.g., Windsor) (Fig. 13.4) because SHP systems under such conditions
operated more as an open system from March through end of November.

Further details of individual comparisons for both location and system were
provided in Tables 13.1 and 13.2. And the individual system performances
were provided below.

13.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water
collection on the dehumidifier were analyzed throughout the region by multiple
regressions using as regressors latitude, longitude, and altitude.

The regression for the total energy consumption was provided in Eq. (13.1).

E = —10.5 4 0.623 x (Latitude) + 0.101 x (Longitude) + 0.0021 x (Altitude) (13.1)

where E, the annual total energy consumption, was in GJ, /mz, altitude was in meters,
latitude and longitude were both in degrees.

Latitude significantly predicted total energy consumption, § = 1.13,#(12) = 13.7
(p < 0.05), and it was the most influential regressor for CON system. Longitude and
altitude (moderately) as well significantly predicted total energy consumption,
B =037, 1(12) = -4.09 (p <0.05), and g =0.16, #(12) =2.21 (p < 0.05),
respectively. Latitude and longitude explained a significant proportion of variance
in total energy consumption as well, R* = 0.96, F(3,12) = 86.9 (p < 0.05).

The regression for water consumption was provided in Eq. (13.2).

W =161 + 8.01 x (Latitude) + 1.47 x (Longitude) + 0.0041 x (Altitude) (13.2)

where W, amount of water consumption, was in kg/mz, altitude was in meters,
latitude and longitude were both in degrees.

Latitude significantly predicted water consumption, f = 0.73, #(12) =5.21
(p < 0.05). Latitude also explained a significant proportion of variance in water
consumption in CON system, R? = 0.87,F(3.12) = 27.8(p < 0.05). The effects of
regressors longitude and altitude were not significant.

13.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (13.3).

E = —5.60 + 0.321 x (Latitude) — 0.051 x (Longitude) + 0.0011 x (Altitude) (13.3)
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Latitude, longitude, and altitude significantly predicted total energy consumption,
p=112, t(12) =14.8 (p <0.05); p=0.36, #(12) = —4.27 (p <0.05); and
B =0.17, t(12) = 2.51 (p < 0.05), respectively. Latitude, longitude, and altitude
also explained a significant proportion of variance in total energy consumption,
R* =0.96, F(3,12) = 103 (p < 0.05).

The regression for water consumption was provided in Eq. (13.4).

W = 415 + 2.53 x (Latitude) + 2.14 x (Longitude) + 0.0046 x (Altitude) (13.4)

Longitude significantly predicted water consumption, f = 0.62, #(12) = 3.15
(p < 0.05). Longitude also explained a significant proportion of variance in water
consumption, R? = 0.79, F(3,12) = 15.3 (p < 0.05). The effects of regressors
latitude and altitude were not significant.

The regression for water collected by dehumidifier unit was provided in
Eq. (13.5) and the overall relationship was moderately significant.

C =28.5 — 1.94 x (Latitude) + 0.94 x (Longitude) — 0.0291 x (Altitude) (13.5)

where C, amount of water collected by dehumidifier unit, was in kg/m2, altitude was
in meters, latitude and longitude were both in degrees.

Latitude and longitude significantly predicted water collection, f = 0.74,
1(12) = —2.63 (p < 0.05), and = 0.72, 1(12) = 2.34 (p < 0.05), respectively.
Latitude and longitude explained a significant proportion of variance in water
collection in OHP system as well, R* = 0.48, F(3,12) = 3.75 (p < 0.05). The
effect of regressor altitude was not significant in OHP system.

13.3.4 Semi-closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (13.6).

E = —3.32 +0.247 x (Latitude) — 0.041 x (Longitude) + 0.0008 x (Altitude) (13.6)

Latitude and longitude significantly predicted total energy consumption,
p=1.13, ¢(12) =12.1 (p <0.05), and f=0.38, #(12) = —3.71 (p < 0.05),
respectively. Latitude and longitude also explained a significant proportion of
variance in total energy consumption in SHP system, R?> = 0.94, F(3,12) = 67.0
(p < 0.05), and the effect of regressor altitude was not significant.

The regression for water consumption was provided in Eq. (13.7).

W =567 — 9.31 x (Latitude) + 5.13 x (Longitude) — 0.0354 x (Altitude) (13.7)

Latitude and longitude significantly predicted water consumption, f = 0.97,
t(12) = —4.12 (p < 0.05), and = 1.07, #(12) = 4.16 (p < 0.05), respectively.
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Latitude and longitude also explained a significant proportion of variance in
water consumption in SHP system, R*> = 0.64, F(3,12) = 7.19 (p < 0.05). The
effect of regressor altitude was not significant.

The regression for water collected by dehumidifier unit was provided in
Eq. (13.8).

C = —33.4 +5.54 x (Latitude) — 1.20 x (Longitude) + 0.0107 x (Altitude) (13.8)

Latitude significantly predicted water collection, g = 1.07, #(12)=5.29
(p < 0.05). Latitude also explained a significant proportion of variance in water
collection in SHP system, R> = 0.73, F(3,12) = 11.0 (p < 0.05). The effects of
regressors longitude and altitude were not significant.

13.3.5 Closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (13.9).
E =3.57+0.0910 x (Latitude) — 0.0013 x (Longitude) + 0.0005 x (Altitude) (13.9)

Latitude significantly predicted total energy consumption, § = 0.74,¢(12) = 3.21
(p < 0.05). Latitude explained a significant proportion of variance in total energy
consumption CHP systems as well, R?> = 0.66, F(3, 12) = 7.62 (p < 0.05), and the
effect of regressors longitude and altitude were not significant.

The regression for water consumption and collection was provided in the same
Eq. (13.10) as the water collected was equal to the water consumption in CHP
system.

Wor C = 681 — 12.9 x (Latitude) + 4.68 x (Longitude) — 0.0095 x (Altitude) (13.10)

Latitude and longitude significantly predicted water consumption, f = 1.02,
#(12) = —3.94 (p < 0.05), and = 0.74, 1(12) = 2.62 (p < 0.05), respectively.
Latitude and longitude also explained a significant proportion of variance in
water consumption in CHP systems, R> = 0.57, F(3,12) = 5.23 (p < 0.05). The
effect of regressor altitude was not significant in either case.

13.4 Concluding Remarks

This results in this study showed that the energy and water consumptions were both
spatially and system dependent. Latitude and longitude both significantly predicted
total energy and water consumptions. Altitude was significant in conventional and
OHP systems’ energy consumptions. Semi-closed and open heat pump systems
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proved to be the most energy conserving systems, while closed system was the most
water conserving system. Highest energy consuming locations of semi-closed and
open heat pump systems were still a lot more efficient than least energy consuming
locations of conventional systems. Closed systems had the lowest energy consump-
tions in colder months, but the consumption increased in warmer months especially
in southwestern Ontario due to increased cooling loads hence the overall annual
energy consumptions in closed systems were much higher than those in semi-closed
systems. Locations in the southwest (a major greenhouse region) had the lowest
energy consumptions in all systems. Semi-closed and closed systems at lower
latitudes had higher water consumption (transpiration) due to increased amount of
available solar radiation. Since the vapor pressure deficits became larger due to
colder and drier outside air, transpiration rates especially in open systems were
relatively higher at higher latitudes and longitudes than those at lower latitudes and
longitudes, respectively. Semi-closed heat pump system transforms the
non-energy-efficient, unfavorable regions under conventional systems into highly
energy and water-efficient potential greenhouse regions in Ontario.
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Chapter 14

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in the Canadian Prairies
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Abstract The specific objective of this study was to investigate regional
spatiotemporal distributions and spatial correlations of energy and water consump-
tion in open, semi-closed, and completely closed greenhouse systems in the Cana-
dian Prairies. The findings showed that the energy and water consumptions were
both spatially and system dependent. Both latitude and longitude significantly
predicted total energy consumptions. Latitude significantly predicted water con-
sumption in semi-closed and closed systems as well. Semi-closed system was the
most energy conserving system, while closed system was the most water conserv-
ing. Locations at lower latitudes had higher water consumption due to increased
amount of available solar radiation. Water consumptions in open systems at higher
and lower latitudes approached to each other due to relatively increased transpira-
tion rates at higher latitudes as the vapor pressure deficit became larger due to
colder and drier outside air. Locations in the southwestern Prairies (Alberta, and
partly Saskatchewan) had the lowest energy consumptions in all systems.
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E Amount of energy consumption, GJ/m”

F Statistical F test

OHP  Open heat pump greenhouse system

p Significance level

R Regression

SHP  Semi-closed heat pump greenhouse system
t Statistical ¢ test

w Amount of water consumption, kg/m?
Greek Letter

/ Betavalue

14.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost
required for environmental control. Consequently, considerable effort is expended
to conserve energy and look for alternative energy sources, especially environment-
friendly renewable energy sources and technologies. Proper greenhouse and envi-
ronmental management systems can significantly change the energy and moisture
dynamics of greenhouse production systems. This study helps enhance the com-
petitive position of the Canadian Prairies’ agriculture and agri-food industry by
introducing economically, environmentally, and socially sustainable technologies
and management strategies. The investigated heat pump technology and operational
modes (especially semi-closed and closed) bring increased yield, and energy and
water-efficient solutions to the doorstep of the Canadian Prairies’ greenhouse pro-
ducers. The overall goal of this study was to help reduce the load on power grid,
demand for fossil fuels and irrigation water, and also supply CO, for the greenhouse
production. The use of heat pumps for heating and cooling greenhouses makes
it possible to use local and renewable energy sources while reducing or totally
eliminating CO, emissions. Heat pumps also make an innovative confined
greenhouse operation possible, which would totally eliminate the energy, CO,
and water losses due to ventilation conserving all of these precious resources,
and would make an insect-free greenhouse operation possible. The specific objec-
tive of this study was to investigate spatiotemporal performance distributions and
spatial correlations of energy and water consumptions in open, semi-closed, and
confined greenhouse systems in the Canadian Prairies covering Alberta, Manitoba,
and Saskatchewan.
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14.2 Methodology

This section focuses on the resources and procedures employed in this study, as
well as the statistical analyses employed and data presentation.

14.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by
concatenating 12 Typical Meteorological Months (TMY) selected from a database
of 30 years of data were used for continuous full year analyses at 16 different
locations. CWEC data sets were prepared under the direction of Environment
Canada [1], and simulations were performed starting at the beginning of 1st day of
January and ending at the end of 31st day of December for full 365-day simulations.

14.2.2 Greenhouse Characteristics and Operational
Strategies

Theoretical approach, simulation model assumptions and validation, and all the
other characteristics of the model including the details of control systems and
strategies were reported in another study [2]. Full details of the greenhouse systems
characteristics and operational strategies were reported by Yildiz et al. [3].

14.2.3 Data Analyses and Presentation

A total of four systems, conventional (CON), open heat pump (OHP), semi-closed
heat pump (SHP), and closed heat pump (CHP), and a total of 16 locations were
studied. Full details of the data analyses were reported by Yildiz et al. [3].

14.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at
different locations.
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14.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA (p < 0.05) was used to determine the main effects of
greenhouse location and system on total energy and water consumptions as well
as water collection. There were significant main effects for the location and system
on total energy consumption, F(20,60) = 9.54 (p < 0.05), and F(3,60) = 684
(p < 0.05), respectively (Tables 14.1 and 14.2). Locations at lower latitudes had
much less total energy consumption, and part of which was for cooling while
northern locations had much less cooling requirements (Fig. 14.1). Table 14.2
shows that SHP system had the lowest annual energy consumptions, while CON
system had the highest.

There were significant main effects for the location and system on water con-
sumption as well, F(20,60) = 14.3 (p < 0.05), and F(3,60) = 1287 (p < 0.05),
respectively (Tables 14.1 and 14.2). The main effect for the system on water
collection was also significant, F(3,60) = 2234 (p < 0.05); however, the main
effect for the location on water collection was not, F(20,60) = 1.54 (p > 0.05)

Table 14.1 Comparisons of means with respect to different locations using the Tukey Simulta-
neous Test at a 95 % confidence interval

Annual energy Annual water Annual water

Location use (GJ/m?) use (kg/mz) collection (kg/mz)
Brandon 8.03b 632.5 qr 155.2 wx
Calgary 7.15 ab 650.3 qr 142.3 wx
Cold Lake 8.02b 626.5 q 151.9 wx
Edmonton 7.87 ab 5749 p 1262 w
Estevan 7.54 ab 662.6 r 174.3 x
Ft McMurray 8.30 ab 607.0 pq 1354 w
G. Prairie 791D 606.0 pq 1295w
La Ronge 8.55b 620.4 q 145.8 wx
Lethbridge 6.83 a 691.8 1s 163.5 wx
Lynn Lake 9.60 ¢ 597.4 pq 143.2 wx
Medicine Hat 6.85a 703.1s 165.7 wx
North Battle 8.07 b 630.6 qr 150.2 wx
Norway H. 8.72 be 620.5 q 150.8 wx
Peace River 7.69 ab 626.7 q 133.6 w
Regina 7.76 ab 665.1 1 164.7 wx
Saskatoon 7.91 ab 652.2 qr 152.7 wx
Stony Rapids 991 c 5824 p 1350 w
Swift Current 7.56 ab 624.9 q 146.5 wx
Tha Pas 8.82 be 576.0 p 143.1 wx
Thompson 9.36 be 620.3 q 152.2 wx
Winnipeg 8.18 b 614.8 pq 159.8 wx

Means in the same column not followed by the same letter are significantly different
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Table 14.2 Comparisons of means with respect to different greenhouse systems using the Tukey
Simultaneous Test at a 95 % confidence interval

Mean annual energy Mean annual water Mean annual water
System consumption (GJ/m?) consumption (kg/mz) collection (kg/mz)
CON 12.36 a 7282 p 0.0 w
OHP 6.29 b 753.8 q 94w
SHP 5.68 ¢ 5787 r 134.4 x
CHP 8.16 d 4509 s 450.8 y

Means in the same column not followed by the same letter are significantly different
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Fig. 14.1 Spatial distributions of annual total energy consumptions (GJ/m?) in CON, OHP, SHP,
and CHP systems in the Prairies (contour line intervals: 100 MJ/m?)

(Tables 14.1 and 14.2). Locations at lower latitudes had more water consumption
(transpiration) due to increased amount of available solar radiation (Fig. 14.2).
Transpiration rates at higher and lower latitudes approached to each other in the
open systems due to relatively increased transpiration rates at higher latitudes as
the vapor pressure deficit became larger due to cooler outside air. CHP systems had
the lowest transpiration as much higher relative humidities were observed in these
systems compared to those in the other systems. All the transpired water was
collected by the dehumidification system, and therefore, the overall annual water
consumption in CHP systems were essentially zero (Tables 14.1 and 14.2).

CHP systems had relatively lower energy consumptions in colder months, but
the consumptions increased in warmer months due to increased cooling loads;
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Fig. 14.2 Spatial distributions of annual amount of transpiration (kg/m?) in CON, OHP, SHP, and
CHP systems in the Prairies (contour line intervals: 10 kg/m2)

therefore, the overall annual energy consumptions in CHP systems were much
higher than those in OHP and SHP systems (Figs. 14.3 and 14.4). The energy
consumption in SHP systems approached to those in closed (CHP) systems at
higher latitudes (e.g., Stony Rapids, SASK) (Fig. 14.3) because SHP systems
under such conditions operated more as a closed system from November through
end of April. However, the energy consumption in SHP systems approached to
those in open (OHP) systems at lower latitudes (e.g., Lethbridge, ALTA) (Fig. 14.4)
because SHP systems under such conditions operated more as an open system from
April through end of October.

Further details of individual comparisons for both location and system were
provided in Tables 14.1 and 14.2. And the individual system performances
were provided below.

14.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water
collection on the dehumidifier were analyzed throughout the region by multiple
regressions using as regressors latitude, longitude, and altitude.
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Fig. 14.3 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at Stony Rapids, SASK (59.25 N, 105.83 W, altitude: 245 m)
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Fig. 14.4 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at Lethbridge, ALTA (49.63 N, 112.80 W, altitude: 929 m)

The regression for the total energy consumption was provided in Eq. (14.1).
E = —10.5 + 0.623*(Latitude) + 0.101*(Longitude) + 0.0021*(Altitude) (14.1)

where E, the annual total energy consumption, was in GJ /m2, altitude was in meters,
latitude and longitude were both in degrees.

Latitude and longitude significantly predicted total energy consumption,
B =095, #(17) =9.30 (p <0.05), and B =0.69, #(17) = =5.52 (p < 0.05),
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respectively; and latitude was the most influential regressor for CON system.
Altitude’s prediction of total energy consumption was not significant. Latitude
and longitude explained a significant proportion of variance in total energy con-
sumption as well, R? = 0.94, F(3,17) = 83.5 (p < 0.05).

None of the regressors significantly predicted water consumption or explained a
significant proportion of variance in water consumption, (3, 17) = 3.08(p > 0.05).

14.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (14.2).
E = 1.99 + 0.260*(Latitude) — 0.091*(Longitude) + 0.0005*(Altitude) (14.2)

Latitude and longitude significantly predicted total energy consumption,
=091, ¢(17) =9.93 (p <0.05), and f=0.71, t(17) = —6.19 (p < 0.05),
respectively. Latitude and longitude also explained a significant proportion of
variance in total energy consumption, R* = 0.95, F(3,17) = 104 (p < 0.05), and
the effect of regressor altitude was not significant.

None of the regressors significantly predicted water consumption or explained a
significant proportion of variance in water consumption in OHP system, F(3,17)
=3.44 (p > 0.05).

The regression for water collected by dehumidifier unit was provided in
Eq. (14.3) and the overall relationship was significant.

C = 137 — 2.70*(Latitude) + 0.25*(Longitude) — 0.0192*(Altitude)  (14.3)

where C, amount of water collected by dehumidifier unit, was in kg/mz, altitude was
in meters, latitude and longitude were both in degrees.

Latitude significantly predicted water collection, g =0.99, #(17) = —3.84
(p < 0.05). Latitude explained a significant proportion of variance in water col-
lection as well, R = 0.59, F(3,17) = 8.24 (p < 0.05). The effects of regressors
longitude and altitude were not significant.

14.3.4 Semi-closed Heat Pump System
The regression for the total energy consumption was provided in Eq. (14.4).
E = 2.23 + 0.200*(Latitude) — 0.072*(Longitude) + 0.0008*(Altitude) (14.4)

Latitude and longitude significantly predicted total energy consumption,
B =1.00, #(17) = 6.61 (p <0.05), and f=0.79, #(17) = —4.18 (p < 0.05),
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respectively. Latitude and longitude also explained a significant proportion of
variance in total energy consumption, R? = 0.86, F(3,17) =34.6 (p < 0.05),
and the effect of regressor altitude was not significant.

The regression for water consumption was provided in Eq. (14.5).

W = 860 — 11.8%(Latitude) + 3.43*(Longitude) — 0.0363*(Altitude)  (14.5)

where W, amount of water consumption (transpiration), was in kg/m?, altitude was
in meters, latitude and longitude were both in degrees.

Latitude significantly predicted water consumption, f = 0.85, #(17) = —3.41
(p < 0.05). Latitude also explained a significant proportion of variance in water
consumption, R? = 0.62, F(3,17) = 9.35 (p < 0.05). The effects of regressors
longitude and altitude were not significant.

The regression for water collected by dehumidifier unit was provided in Eq. (14.6).

C = 224 + 1.89%(Latitude) — 1.88*(Longitude) + 0.0214*%(Altitude) ~ (14.6)

Longitude significantly predicted water collection, = 0.99, #(17) = —2.77
(p < 0.05). Longitude also explained a significant proportion of variance in
water collection in SHP system, R> = 0.49,F(3,17) = 5.51(p < 0.05). The effects
of regressors latitude and altitude were not significant.

14.3.5 Closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (14.7).
E =10.8 + 0.068*(Latitude) — 0.057*(Longitude) + 0.0002*(Altitude) (14.7)

Latitude and longitude significantly predicted total energy consumption,
B =044, 1(17) =4.03 (p <0.05), and B =0.82, #(17) = —6.05 (p < 0.05),
respectively. Latitude and longitude also explained a significant proportion of
variance in total energy consumption, R? = 0.93, F(3,17) =722 (p < 0.05),
and the effect of regressor altitude was not significant.

The regression for water consumption and collection was provided in the same
Eq. (14.8) as the water collected was equal to the water consumption in CHP system.

W or C = 1186 — 12.9%(Latitude) — 0.25*(Longitude) — 0.0421*(Altitude) (14.8)

Latitude significantly predicted water consumption and collection, f = 0.92, ¢
(17) = —4.22 (p < 0.05). Latitude also explained a significant proportion of
variance in water consumption and collection in CHP system, R2=0.71,F (3,12)
=13.8 (p < 0.05). The effects of regressors longitude and altitude were not
significant in either case.
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144 Concluding Remarks

The results in this study showed that the energy and water consumptions were
both spatially and system dependent. Both latitude and longitude significantly
predicted total energy consumptions. Latitude significantly predicted water
consumption (transpiration) in semi-closed and closed systems as well. Semi-
closed system proved to be the most energy conserving system, while closed system
was the most water conserving system. Highest energy consuming locations of
semi-closed system were still a lot more efficient than least energy-consuming
locations of conventional and closed systems. Closed systems had the lowest
energy consumptions in colder months, but the consumption increased in warmer
months due to increased cooling loads hence the overall annual energy consump-
tions in closed systems were much higher than those in semi-closed systems.
Locations in the southwestern Prairies (Alberta, and partly Saskatchewan) had the
lowest energy consumptions in all systems. Locations at lower latitudes had higher
water consumption due to increased amount of available solar radiation. Transpi-
ration rates at higher and lower latitudes approached to each other in the open
systems due to relatively increased transpiration rates at higher latitudes as the
vapor pressure deficit became larger due to colder and drier outside air. SHP system
transforms the non-energy-efficient, unfavorable regions under conventional sys-
tems into highly energy and water-efficient potential greenhouse regions in the
Canadian Prairies.
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Chapter 15

Air Source Heat Pump Performance in Open,
Semi-closed, and Closed Greenhouse Systems
in Quebec and Labrador
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Abstract The specific objective of this study was to investigate regional
spatiotemporal distributions and spatial correlations of energy and water consump-
tion in open, semi-closed, and completely closed greenhouse systems in Quebec
and Labrador. The findings showed that the energy and water consumptions were
both spatially and system dependent. Latitude, and depending on the system
longitude as well, significantly predicted total energy consumptions. Semi-closed
and open heat pump systems were the most energy conserving systems while closed
system was the most water conserving. Semi-closed and closed systems at lower
latitudes had more water consumptions compared to those at higher latitudes. Water
consumptions in open systems at higher latitudes approached to or were sometimes
higher than those at lower latitudes as the vapor pressure deficit became larger due
to cooler outside air. Southern Quebec had the lowest energy consumptions in all
systems.
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E Amount of energy consumption, GJ/m”

F Statistical F test

OHP  Open heat pump greenhouse system

p Significance level

R Regression

SHP  Semi-closed heat pump greenhouse system
t Statistical ¢ test

w Amount of water consumption, kg/m?

Greek Letters

/ Betavalue

15.1 Introduction

One major factor hindering future expansion of greenhouse industry is the cost
required for environmental control. Consequently, considerable effort is expended
to conserve energy and look for alternative energy sources, especially environment-
friendly renewable energy sources and technologies. Proper greenhouse and envi-
ronmental management systems can significantly change the energy and moisture
dynamics of greenhouse production systems. This study helps enhance the com-
petitive position of Quebec and Labrador’s agriculture and agri-food industry by
introducing economically, environmentally, and socially sustainable technologies
and management strategies. The investigated heat pump technology and operational
modes (especially semi-closed and closed) bring increased yield, and energy and
water-efficient solutions to the doorstep of both Quebec and Labrador’s greenhouse
producers. The overall goal of this study was to help reduce the load on power grid,
demand for fossil fuels and irrigation water, and also supply CO, for the greenhouse
production. The use of heat pumps for heating and cooling greenhouses makes it
possible to use local and renewable energy sources while reducing or totally
eliminating CO, emissions. Heat pumps also make an innovative confined green-
house operation possible, which would totally eliminate the energy, CO,, and water
losses due to ventilation conserving all of these precious resources, and would make
an insect-free greenhouse operation possible. The specific objective of this study
was to investigate spatiotemporal performance distributions and spatial correlations
of energy and water consumptions in open, semi-closed, and confined greenhouse
systems in Quebec and Labrador.
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15.2 Methodology

This section focuses on the resources and procedures employed in this study, as
well as the statistical analyses employed and data presentation.

15.2.1 Weather File

The Canadian Weather for Energy Calculations (CWEC) files created by
concatenating 12 Typical Meteorological Months (TMY) selected from a database
of 30 years of data were used for continuous full year analyses at 24 different
locations. CWEC data sets were prepared under the direction of Environment
Canada (Siurna et al. [1]), and simulations were performed starting at the beginning
of 1st day of January and ending at the end of 31st day of December for full 365-day
simulations.

15.2.2 Greenhouse Characteristics and Operational
Strategies

Theoretical approach, simulation model assumptions and validation, and all the
other characteristics of the model including the details of control systems and
strategies were reported in another study [2]. Full details of the greenhouse systems
characteristics and operational strategies were reported by Yildiz et al. [3].

15.2.3 Data Analyses and Presentation

A total of four systems, conventional (CON), open heat pump (OHP), semi-closed
heat pump (SHP), and closed heat pump (CHP), and a total of 24 locations were
studied. Full details of the data analyses were reported by Yildiz et al. [3].

15.3 Data Interpretation

This section covers the result and discussions for different greenhouse systems at
different locations.
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15.3.1 Energy Consumption, Water Consumption,
and Water Collection

The two-way ANOVA (p < 0.05) was used to determine the main effects of
greenhouse location and system on total energy and water consumptions as well
as water collection. There were significant main effects for the location and system
on total energy consumption, F(23,69) = 6.18 (p < 0.05), and F(3,69) = 261
(p < 0.05), respectively (Tables 15.1 and 15.2). Locations at lower latitudes had
less total energy consumption, and part of which was for cooling while northern
locations had no cooling requirements (Fig. 15.1). SHP and OHP systems had the
lowest annual energy consumptions while CON system had the highest.

Table 15.1 Comparisons of means with respect to different locations using the Tukey Simulta-
neous Test at a 95 % confidence interval

Mean annual energy use | Mean annual water use | Mean annual water
Location (GJ/m?) (kg/m?) collection (kg/m?)
Bagotville 7.79 ab 573.0 qr 131.6 w
Baie 7.87 ab 549.7 q 130.0 w
Comeau
Battle 8.87b 534.0 pq 120.1 w
Harbour
Cartwright 8.18 ab 528.9 pq 1221w
Goose Bay 8.28 ab 483.6 p 1202 w
Gridstone 7.03 ab 519.0 pq 130.7 w
Isl.
Kuujjuaq 109 ¢ 511.6 pq 113.6 w
Kuujjuarapik | 9.96 be 507.4 pq 128.0 w
La Grande 9.60 bc 5458 q 130.2 w
Riv.
Lake Eon 9.59 bc 526.4 pq 123.8 w
Mont Joli 7.54 ab 567.9 qr 130.6 w
Montreal 6.98 ab 566.1 qr 1513w
Montreal Int. | 7.34 ab 611.5r 1559 w
Nitchequon 10.0 be 511.8 pq 120.0 w
Quebec 7.06 ab 587.4 qr 146.1 w
RiviereduL. | 7.45 ab 560.2 qr 139.9 w
Roberval 7.78 ab 590.9 qr 139.7 w
Schefferville | 9.98 bc 531.5 pq 121.0 w
Sept-lles 8.41 ab 523.2 pq 115.0 w
Sherbrooke 7.19 ab 584.2 qr 1447 w
St. Hubert 6.73 a 6159 r 170.7 w
Ste. Agathe 7.48 ab 566.1 qr 137.6 w
Val d’Or 8.19 ab 580.1 qr 1379 w
Wabush 9.34 be 569.3 qr 130.8 w

Means in the same column not followed by the same letter are significantly different
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Table 15.2 Comparisons of means with respect to different greenhouse systems using the Tukey
Simultaneous Test at a 95 % confidence interval

Mean annual energy Mean annual water Mean annual water
System | consumption (GJ/m?) consumption (kg/mz) collection (kg/mz)
CON 12.89 a 649.5 p 0.0 w
OHP 6.67b 684.3 q 35w
SHP 5940 49231 147.0 x
CHP 7.75¢ 381.5s 3815y

Means in the same column not followed by the same letter are significantly different

Fig. 15.1 Spatial distributions of annual total energy consumptions (GJ/m?) in CON, OHP, SHP,
and CHP systems in Quebec and Labrador (contour intervals: 250 MJ/mZ)

There were significant main effects for the location and system on water
consumption as well, F(23,69) =5.06 (p<0.05), and F(3,69) =504
(p < 0.05), respectively (Tables 15.1 and 15.2). The main effect for the system
on water collection was also significant, F(3,69) = 626 (p < 0.05); however, the
main effect for the location on water collection was not, F(23,69) = 0.61ns
(Tables 15.1 and 15.2). Semi-closed and closed systems at lower latitudes had
more water consumption (transpiration) due to increased amount of available solar
radiation (Fig. 15.2). In the open systems, transpiration rates at higher latitudes
approached to or sometimes higher than those at lower latitudes as the vapor
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Fig. 15.2 Spatial distributions of annual amount of transpiration (kg/m?) in CON, OHP, SHP, and
CHP systems in Quebec and Labrador (contour intervals: 10 kg/mz)

pressure deficit became larger due to cooler outside air. CHP systems had lowest
transpiration as higher inside relative humidities were observed in closed systems
compared to those of the other systems. All the transpired water was collected by
dehumidification system, and therefore, the overall annual water consumption in
CHP systems was essentially zero (Tables 15.1 and 15.2).

CHP systems had relatively lower energy consumptions in colder months, but
the consumption increased in warmer months due to increased cooling loads; as a
result, the overall annual energy consumptions in CHP systems were much higher
than those in OHP and SHP systems (Figs. 15.3 and 15.4). The energy consumption
in SHP systems approached to those in closed (CHP) systems at higher latitudes
(e.g., Kuujjuaq, QC) (Fig. 15.3) because SHP systems under such conditions
operated more as a closed system from October through end of April. However,
the energy consumption in SHP systems approached to those in open (OHP)
systems at lower latitudes (e.g., St. Hubert, QC) (Fig. 15.4) because SHP systems
under such conditions operated more as an open system from April through end of
October.

Further details of individual comparisons for both location and system were
provided in Tables 15.1 and 15.2. And the individual system performances were
provided below.
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Fig. 15.3 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at Kuujjuaq, QC (58.10 N, 68.42 W, altitude: 39 m)
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Fig. 15.4 Temporal distributions of energy consumption (/eft) and transpiration (right) in CON,
OHP, SHP, and CHP systems at St. Hubert, QC (45.52 N, 73.42 W, altitude: 27 m)

15.3.2 Conventional System

Amount of total energy consumption, water consumption (transpiration), and water
collection on the dehumidifier were analyzed throughout the region by multiple
regressions using as regressors latitude, longitude, and altitude.

The regression for the total energy consumption was provided in Eq. (15.1).

x (Altitude)

—10.5 4+ 0.623 x (Latitude) + 0.101 x (Longitude) + 0.0021

(15.1)
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where E, the annual total energy consumption, was in GJ/mz, altitude was in meters,
latitude and longitude were both in degrees.

Latitude and longitude significantly predicted total energy consumption,
B =0.95, 1(17) =930 (p <0.05), and p=0.69, #(17) = =5.52 (p < 0.05),
respectively; and latitude was the most influential regressor for CON system.
Altitude’s prediction of total energy consumption was not significant. Latitude
and longitude explained a significant proportion of variance in total energy con-
sumption as well, R> = 0.94, F(3,17) = 83.5 (p < 0.05).

None of the regressors significantly predicted water consumption or explained a
significant proportion of variance in water consumption, F(3,17) = 3.08
(p > 0.05).

15.3.3 Open Heat Pump System

The regression for the total energy consumption was provided in Eq. (15.2).

E = —10.340.277 x (Latitude) + 0.043 x (Longitude) 4+ 0.0010
x (Altitude) (15.2)

Latitude significantly predicted total energy consumption, g = 0.87, #(20) =
7.41(p < 0.05). Latitude also explained a significant proportion of variance in total
energy consumption in OHP systems, R* = 0.76, F(3,20) = 21.4 (p < 0.05). The
effects of regressors longitude and altitude were not significant in OHP system.

The regression for water consumption was provided in Eq. (15.3).

W =730 — 2.92 x (Latitude) 4 1.42 x (Longitude) + 0.0164
x (Altitude) (15.3)

where W, amount of water consumption, was in kg/mz, altitude was in meters,
latitude and longitude were both in degrees.

Latitude significantly predicted water consumption, f = 0.45, #(20) = —2.49
(p < 0.05). Latitude also explained a significant proportion of variance in water
consumption in OHP systems, R> = 0.44, F(3,20) = 5.23 (p < 0.05). The effects
of regressors longitude and altitude were not significant.

The regression for water collected by dehumidifier unit was provided in
Eq. (15.4) and the overall relationship was significant.

C =27.7—0.82 x (Latitude) + 0.26 x (Longitude) — 0.0069
x (Altitude) (15.4)

where C, amount of water collected by dehumidifier unit, was in kg/mz, altitude was
in meters, latitude and longitude were both in degrees.
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Latitude significantly predicted water collection, g = 0.46, #(20) = —2.44
(p < 0.05). Latitude also explained a significant proportion of variance in water
collection in OHP systems, R* = 0.39, F(3,20) = 4.32 (p < 0.05). The effects of
regressors longitude and altitude were not significant in OHP system.

15.3.4 Semi-closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (15.5).

E = —7.76 4+ 0.252 x (Latitude) + 0.011 x (Longitude) + 0.0016
x (Altitude) (15.5)

Latitude significantly predicted total energy consumption, g = 0.89, #(20) =
13.0 (p < 0.05), and it was the most influential regressor for SHP system. Altitude
as well significantly predicted total energy consumption, = 0.29, #(20) = 4.39
(p < 0.05). Latitude and altitude explained a significant proportion of variance in
total energy consumption in SHP systems as well, R?> = 0.92, F(3,20) = 76.0
(p < 0.05), and the effect of regressor longitude was not significant.

The regression for water consumption was provided in Eq. (15.6).

W =947 — 10.6 x (Latitude) 4+ 1.11 x (Longitude) 4+ 0.0013
x (Altitude) (15.6)

Latitude significantly predicted water consumption, = 0.77, #(20) = —5.70
(p < 0.05). Latitude also explained a significant proportion of variance in water
consumption in SHP systems, R? = 0.68, F(3,20) = 14.2 (p < 0.05). The effects
of regressors longitude and altitude were not significant.

The regression for water collected by dehumidifier unit was provided in
Eq. (15.7).

C = —120 + 4.67 x (Latitude) + 0.48 x (Longitude) + 0.0020
x (Altitude) (15.7)

Latitude significantly predicted water collection, g = 0.78, #(20) =4.89
(p < 0.05). Latitude also explained a significant proportion of variance in water
collection in SHP systems, R* = 0.56, F(3,20) = 8.57 (p < 0.05). The effects of
regressors longitude and altitude were not significant.
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15.3.5 Closed Heat Pump System

The regression for the total energy consumption was provided in Eq. (15.8).

E = 1.87 4 0.0624 x (Latitude) + 0.0384 x (Longitude) + 0.0006
x (Altitude) (15.8)

Latitude significantly predicted total energy consumption, § = 0.52, #(20) =
3.07 (p < 0.05). Longitude as well significantly predicted total energy consump-
tion, g =0.53, #(20) =3.14 (p < 0.05). Latitude and longitude explained a
significant proportion of variance in total energy consumption in CHP systems as
well, R> = 0.51, F(3,20) = 6.81 (p < 0.05), and the effect of regressor altitude
was not significant.

The regression for water consumption and collection was provided in the same
Eq. (15.9) as the water collected was equal to the water consumption in CHP
system.

Wor C =947 — 10.6 x (Latitude) + 1.11 x (Longitude) — 0.0013
x (Altitude) (15.9)

Latitude significantly predicted water consumption and collection, f = 0.82,
#(20) = —8.58 (p < 0.05). Longitude as well significantly predicted water con-
sumption and collection, f = 0.20,(20) = 2.14(p < 0.05). Latitude and longitude
explained significant proportions of variance in water consumption and collection
in CHP systems, R*> = 0.84, F(3,20) = 35.2(p < 0.05), and the effect of regressor
altitude was not significant in any case.

15.4 Concluding Remarks

The results in this study showed that the energy and water consumptions were both
spatially and system dependent. Latitude, and depending on the system longitude as
well, significantly predicted total energy consumptions. Semi-closed and OHP
systems proved to be the most energy conserving systems, while closed system
was the most water conserving system. Highest energy consuming locations of
semi-closed and OHP systems were still a lot more efficient than least energy
consuming locations of conventional systems. Closed systems had the lowest
energy consumptions in colder months, but the consumption increased in warmer
months especially in southern Quebec due to increased cooling loads; therefore, the
overall annual energy consumptions in closed systems were much higher than those
in semi-closed systems. Locations in southern Quebec had the lowest energy
consumptions in all systems. Semi-closed and closed systems at lower latitudes
had higher water consumption (transpiration) due to increased amount of available
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solar radiation. Water consumptions at higher latitudes in open systems approached
to or were sometimes higher than those at lower latitudes as the vapor pressure
deficit became larger due to cooler outside air. SHP system transforms the
non-energy-efficient, unfavorable regions under conventional systems into highly
energy and water-efficient potential greenhouse regions in Quebec and Labrador.
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Chapter 16

Experimental Study of a Multilayer
Active Magnetic Regenerator
Refrigerator-Demonstrator

Younes Chiba, Osmann Sari, ArezKki Smaili, Cyril Mahmed,
and Petri Nikkola

Abstract This work presents an experimental investigation on a reciprocating
active magnetic regenerator (AMR) refrigerator-demonstrator operating near
room temperature. La(Fe, Co);5_, Si, is used as a refrigerant material in the form
of multilayer and water as heat transfer fluid to release and absorb heat at the hot
and cold sources, respectively. Experimental tests using the multilayer regenerator
with an applied magnetic field of 1.45 T have produced a temperature span of
15.6 K, without cooling load. The effects of the following cycle parameters,
namely, utilisations, frequencies and mass flow rates, on the AMR cycle perfor-
mance are presented and discussed. A parametric study was conducted on the
behaviour of the temperature span to define the optimum demonstrator parameters
to improve performance and validate the concept of multilayer and provide useful
data for magnetic refrigerator design.
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Nomenclature

Variables

C¢  Specific heat of fluid (J-(kg-K)”)

C, Specific heat of magnetocaloric material (J -(kg~K)7l)
my  Mass flow rate (kg s_l)

m, Mass of magnetocaloric material (kg)

U  Utilisation factor

Greek Letters

7p  Time of cycle (s)

Subscripts

f  Fluid
r Regenerator
p Time period (s)

16.1 Introduction

Magnetic refrigeration system is considered actually as an attractive alternative for
conventional vapour compression refrigeration systems; furthermore, all systems of
magnetic refrigeration have no ozone depletion potential and no direct global
warming potential. Magnetic refrigeration is a new technology for the production
of cooling at room temperature based on the magnetocaloric effect [1-4]. This
technique can be used to achieve extremely low temperatures as well as warm
temperatures in the case of a heat pump. The magnetocaloric effect is defined in
terms of an adiabatic change in temperature or isothermal change in magnetic
entropy. This phenomenon is practically reversible for some magnetocaloric mate-
rials. Recently, many refrigerator-demonstrators that are linear and rotary, operating
near room temperature, have been reported by Romero Gomez et al. [5], Yu et al. [6]
and Gschneidner et al. [7]. Several works reported in the literature using multilayer
include Legait et al. [8] using three materials Prg 6551 35MnQOj3, La-Fe-Co-Si and
gadolinium for four regenerator configurations, Tusek et al. [9] using seven and two
materials layered based on different compounds of La-Fe-Co-Si and Engelbrecht
et al. [10] using also two materials layered based on different compounds of La-Fe-
Co-Si. Richard et al. [11] had described a reciprocating permanent magnet AMR
using a layered regenerator consisting of two materials based on different alloys of
gadolinium, while Zimm et al. [12] had described a rotary permanent magnet AMR
using a layered regenerator for two materials. In 2006, Rowe and Tura [13] studied
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the impact of the rejection temperature and cooling power of three materials layered.
Also, in 2006 Okamura [14] investigated the feasibility of using four materials
layered based on different alloys of gadolinium. Arnold et al. [15] had described a
reciprocating permanent magnet AMR using a layered regenerator consisting of two
materials based on different alloys of gadolinium. The numerical model for
predicting the efficiency of a multilayer has been presented by Engelbrecht
et al. [16] and Aprea et al. [17]. Recently, in 2012, Egolf et al. [18] attempted to
explain in detail the theory and concept of AMR device using multilayer.

In this paper, new compounds LaFeCoSi have been tested, characterised and
used in our prototype in order to improve the efficiency of the machine. LaFeCoSi
compounds are used in multilayer form in the regenerators at the direction of
increasing the magnetocaloric effect. The performance characteristics of active
magnetic refrigerator device are analysed for different cases taking into account
the operational parameters of cycle, namely, utilisations, frequencies and mass flow
rates. Some interesting cases are presented and discussed in this paper.

16.2 Experimental Apparatus

Figure 16.1 shows a schematic of an AMR device. The experimental apparatus is
composed of two regenerators with LaFeCoSi plates, two heat exchangers and two
permanent magnetic sources producing about 1.45 T. The regenerator is divided into
two separated parts; each part contains LaFeCoSi flat plates with e =1 mm thick-
ness, w =8 mm width and / =80 mm length, corresponding to about 716.76 g of
LaFeCoSi. The characteristic parameters of the machine are given in Table 16.1.
The AMR cycle consists of four processes, namely, magnetisation and
demagnetisation steps, application and removal of a magnetic field, and cold and
hot blows (i.e. cooling and heating the circulating fluid). Taking into account the
design and the scheme of operation of the demonstrator presented in Fig. 16.1, when
the first part of the regenerator is magnetised, the second part is demagnetised which
allows to compensate and reduce the magnetic forces in the magnetic refrigeration
system, where each regenerator is divided into two separated parts. This new design
decreases largely the magnetic forces. According to calculations, more than 90 % of
the absorbed energy during magnetisation and demagnetisation can be saved [2,
19]. The calculations were confirmed by the measurement of the forces performed
directly on the machine. The geometry and configuration of multilayer materials are
presented in Fig. 16.2 with different transition temperatures.

16.3 Results and Discussions

The following equation can be used to calculate the various operational parameters
of active magnetic refrigeration cycle:
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Fig. 16.1 Schematic diagram of the active magnetic refrigeration refrigerator setup

Table 16.1 Operating and technical parameters of demonstrator

Fluid Water + 5 % Noxal

AT,q LaFe(Co, Si);3 (K) 24

Specific heat LaFe(Co, Si);3 (J-(gK)fl) 0.830

Fluid-specific heat (J -(gK)fl) 4.18

Total mass of solid material (g) 716.76

Total mass of fluid (g) 45.6

Magnetocaloric material La(Fe, Co)Si

Type of magnetic source Permanent magnet (NdFeB)
Magnetic field (T) 1.45

Fig. 16.2 Geometry and configuration of multilayer

meCy  MiCTp

U (16.1)

My Cr myCy

The results presented in Fig. 16.3 show, in the apparatus operating range without
load, the evolution of temperature span as functions of mass flow rate of heat
transfer fluid and utilisation. As it can be seen, all the curves behave in the same
trend: having maximum values around 25 g/s then decreasing with increasing mass
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Fig. 16.3 Evolution 18
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flow rate. Also, notice the positive impact of the decrease of utilisation on the
temperature span.

Figure 16.4 shows the results of the evolution of pressure drop as a function of
mass flow rate in demonstrator. As expected, the more the mass flow rate is
increasing, the more the pressure drops.

Figure 16.5 shows the evolution of optimal temperature span as function of time
for multilayer regenerator LaFe(Co, Si),5 and Gd operating near room temperature,
around 20 °C under operating conditions: f=0.24 Hz, U =0.30 and the magnetic
field B=1.5T. As it can be seen, the temperature span as function of time exhibits
first sharp variation and then constant trends (i.e. steady-state conditions) from
about 200 and 1,400 s for Gd and multilayer, respectively. Also, differences up to
2.9 °C have been noted during steady-state conditions. These shifts might be
attributed to positive effect of the feasibility of the multilayer refrigerant.

Figure 16.6 shows the results of the evolution of temperature span as function of
utilisation for two different typical values of frequency obtained at optimum mass
flow rate (24 g/s). Mainly, notice here the impact of frequency on the optimum
operations of the demonstrator. Table 16.2 summarises the results.

Figure 16.7 shows the results of the evolution of temperature span as function of
utilisation for three different typical values of mass flow rate. As it can be seen,
these results confirm that the optimum mass flow rate is equal to 24 g/s for a given
operation range of demonstrator.

Figure 16.8 shows the positive effect of increasing frequency on the cooling
power for constant utilisation. However, notice that the increase in frequency has a
negative impact on the cold temperature and vice versa for the cooling capacity.
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Indeed, this is because of the thermal losses which have an influence on the heat
exchange between the fluid and the various layers of magnetocaloric materials

chosen.

16.4 Conclusion

The alloys of LaFe(Co, Si);3 were experimentally studied in an active magnetic
regenerator demonstrator near room temperature. The multilayer regenerator was
found to produce a higher temperature span and more cooling power than the
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single-material regenerator under certain operating conditions. The obtained exper-
imental results using the demonstration unit enable to clarify the behaviour of the
AMR cycle and the definition of the optimal operating parameters that are used to
describe the performance of a magnetic refrigeration system.
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Chapter 17
Evaluation of Thermal Properties
of Refrigerant Clathrates with Additives

Sayem Zafar, Ibrahim Dincer, and Mohamed Gadalla

Abstract A modeling study is conducted to evaluate the heat transfer capabilities of
novel refrigerant clathrate-based phase change materials with salts and
nanoparticles as additives. The formation of refrigerant clathrates is studied for
both active and passive cooling applications. In this regard, the refrigerants, e.g.,
R134a, R141b, and R32 clathrates are studied at different refrigerant mass fractions
since the solubility of refrigerants, in water, change with change in temperature. The
sodium chloride and magnesium nitrate hexahydrate are used as salt additives. The
nanoparticles of pure aluminum, copper, and graphene are also studied to investigate
the improvement in their thermal properties. Some empirical correlations are used to
predict the thermal conductivities of refrigerant clathrates and the improvement with
the addition of additives. The results show that an increase in refrigerant mass
fraction lowers the thermal conductivity of the refrigerant clathrate but not exten-
sively. The addition of salts results in a minor improvement in thermal conductivity.
The inclusion of nanoparticles significantly improved the thermal conductivity of
the phase change material. It is also obtained that adding the nanoparticles improves
the thermal conductivity more than the salts. The specific heat capacity, however,
was not generally improved by the nanoparticles as it depended on the additive used.

Keywords Thermal ¢ Heat transfer « PCM « Refrigerant « Nanoparticle
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CFC Chlorofluorocarbons
Cp Specific heat capacity, J/kg K
D Dipole moment, Debye
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HCFC
HFC

=

3

PCM

TES

Liquid fraction
Hydro-chlorofluorocarbons
Hydrofluorocarbons
Volumetric enthalpy, J/m?
Thermal conductivity coefficient, W/m K
Molar mass, g/mol

Mass, kg

Phase change material
Prandtl number

Heat, J

Temperature, K

Time, s

Thermal energy storage
Mass fraction

Greek Letters

L ™ET &R

Biot number

Difference

Density, kg/m’

Specific latent heat of fusion, J/kg
Thermal diffusivity, m?/s

Volume fraction

Subscripts

Base fluid
c Charging
cm  Critical

—-

Initial

m Mixture

17.1 Introduction

S. Zafar et al.

The ability to utilize energy was a great scientific achievement of the human recent
past, and it continues to reform at a gradual pace. The recent global trend has
changed from rudimentary energy production or rejection to precisely manage and
absorb energy. The energy management is a challenge that needs to be dealt with to
achieve the goal of sustainable growth. Thermal energy storage (TES) refers to the
storage of heat by increasing or decreasing the temperature of a substance or by
changing the phase of a substance [1]. TES is the temporary storage of high- or
low-temperature energy for later use.
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Refrigerant clathrate has recently appeared to be a promising way to store
thermal energy for cooling applications. Clathrate is a solidified form of water
that contains gas molecules in its molecular cavities [2, 3]. Clathrates form when
water and gas combine under low temperatures and high pressures [4]. Since the
phase change temperature of clathrate is above the freezing point of water, yet low
enough to be used for comfort cooling, its use in air conditioning has been studied
and found to be useful [5]. Refrigerant clathrates are considered more effective
compared with other types of PCMs as they can be used through refrigerant loops
and can be easily circulated [6, 7].

The clathrates have certain properties that make them a very good PCM for cold
storage described as follows:

» They have high heat of fusion which means that they can store higher amount of
energy.

¢ They have high density which means the storage size can be smaller per unit
energy rate.

¢ The do not have added corrosive or toxicity, and hence normal refrigeration unit
can be used to form clathrates of refrigerants.

» Since they require the mixture of water and refrigerant, it is cost effective and
available in abundance.

Many chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), and
hydrofluorocarbons (HFCs) can form clathrates of refrigerant [8]. In order to be
used for cold TES, an effective refrigerant clathrate should form at atmospheric
pressure and temperature range between 278 and 285 K [9]. Several refrigerants
form the clathrates, but only handful is commercialized.

Due to the stratospheric ozone layer depletion concerns, CFC clathrates are
forbidden. This constrain leaves only the hydrochlorofluorocarbon and HFCs to
be used for PCM. Refrigerant clathrates with R134a have been proposed as a PCM
which demonstrated to be the most promising candidates for this goal [9]. Another
refrigerant considered feasible for refrigerant clathrates is R141b due to its avail-
able engineering applications, low saturated vapor pressure, low cost, and low
pressure character [10, 11]. Refrigerant R32 should also be of interest as it has
low global warming potential, is accessible, and makes an effective PCM due to its
high thermal conductivity, compared to its counterparts [12, 13].

Conventional PCMs, especially the ones based on refrigerant clathrates, have
poor heat transfer properties. To further enhance the performance of refrigerant
clathrates, to be effective PCMs, additives of different materials have been studied.
For instance, adding calcium hypochlorite or benzenesulfonic acid sodium salt
improved the cold energy storage capacity and the cold energy transfer rate of
R141b-based clathrate [10]. For organic material, adding alcohol in R134a-based
clathrate accelerates the cool storage rate and eliminates the floating clathrate
during the hydration process [14].

To increase thermal conductivity, metallic nanoparticles have also been added to
the existing heat transfer fluid. It has been reported that even a small fraction of
nanoparticles of low thermal conductivity metallic oxides can favorably increase
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the thermal conductivity of pure substances, such as water [15, 16]. Even for
organic compounds such as monoethylene glycol and paraffin fluids, copper
oxide nanoparticles can improve the thermal conductivity [17]. The addition of
pure copper nanoparticles in ethylene glycol increases the thermal conductivity by
40 % [18]. For the refrigerant hydrate, nanoparticles of copper are also studied
which shows that the heat transfer increases with the addition of nanoparticles of
copper [19].

Apart from thermal properties improvement, additives have other advantages to
enhance the performance and usability of PCMs. The melting temperature of some
refrigerant clathrates is a little higher than what is generally required for comfort,
food, or electronics cooling. It is believed that this phase change temperature can be
lowered by using additives such as salt, alcohol, and ethylene glycol to make
clathrates more suitable for cooling applications [10]. This chapter describes a
modeling study to investigate the effects of adding additives in the selected
refrigerant clathrates on the enhancement of their thermal properties. Based on
the preliminary results, the most appropriate refrigerant clathrates are proposed, and
the use of suitable additives is also evaluated and discussed.

17.2 Analysis

To assess the heat to or from a PCM, an appropriate knowledge of heat of fusion and
specific heat of both the phases is required. Predicting the behavior of phase change
systems is difficult due to its inherent nonlinear nature at moving interfaces, for
which displacement rate is controlled by the latent heat lost or absorbed at the
boundary [20]. The governing equation for heat can be written as follows:

O = (mCpéT)g + m + (mCpéT), (17.1)

where m is the mass of the PCM, Cp is the specific heat, T is the temperature, and
A is the heat of fusion of PCM. Subscripts s and 1 are for solid and liquid,
respectively.

Here, the heat to or from a PCM depends on the heat of fusion, specific heat, and
the change in temperature during sensible phase. Specific heat can be calculated by
adding the product of the mass fraction and specific heat of the pure species present
in the PCM:

Cp,pcm = X1Cp,1 +x2Cp 2 + x3Cp 3 (17.2)

where Cp; is the heat capacity of species i and x is its mass fraction.
Another important parameter is the heat of fusion which can be described for a
two-dimensional problem as [21]
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Oh o 0 ahlatent af

where “h” is the volumetric enthalpy, § is the thermal diffusivity, 4 is the specific
latent heat of fusion, “#” is the time, p is the density, and “f” is the liquid fraction
described as follows:

0 T < Tm SOlid,
f=1<100,1 T=Ty, mushy, (17.4)
1 T'>Tn  Jiquid.

The thermal diffusivity f is

B (17.5)

~ Crp

where “k” is the thermal conductivity coefficient and p is the density.
Substituting Eq. (17.5) into Eq. (17.3) yields the enthalpy of fusion with respect
to thermal conductivity and density as follows:

Oh D [( k '\ Oh of
ETiRE T ch) ax] Earn (17.6)

Note that PCM in solid phase has higher density as compared to liquid phase PCM
while it is in the middle in the “mushy” region. To further simplify Eq. (17.6) to
obtain a preliminary result, it could be assumed that the heat of fusion does not
change with respect to time, hence treating it as steady state condition. With this
assumption, the equation becomes

of ([ k\o%h

Assuming the change is linear with respect to time for “f” and distance for “h,”
Eq. (17.7) can be simplified to

Af (k0%

Since it is difficult to predict the exact density during phase change, it is important
to have the density eliminated with something that tends to stay constant during
phase change. Unlike density, the mass of the material tends to stay the same so an
expression can be arrived upon without density of the PCM.
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Since “h” is the volumetric enthalpy, substituting mass per unit volume in place
of density would yield the enthalpy value. The equation becomes

A k \ O°H

Cpm

where “m” is the mass and “H” is the volumetric enthalpy of fusion.
The thermal conductivity “k” for the refrigerant clathrate can be described as
follows:

T D] 2 0.5 k2 kl
k=04 x —1)(=) xM —_— - 17.10
on(r=1)(3r) <o) 070
where D is the dipole moment, x is the mass fraction, and M is the molar mass of the
species.

Refrigerant and water properly mix to form the clathrate and both are in liquid
phase when they are mixed. Adding solid additives, to improve thermal conductiv-
ity, will improve the thermal transport properties of the PCM. It requires a different
set of equations to predict the thermodynamic properties of the PCM with solid
additives, be it salts or nanoparticles.

The specific heat of the PCM containing solid particles can be described as [21]

PremCPeem = (1 — @)p (CP¢ + p ,CP, (17.11)

where Cp; and Cp,, are the specific heats of a base fluid and nanoparticles, respec-
tively. ¢ is the volume fraction of nanoparticles and py and p,, are the densities of a
base fluid and nanoparticles, respectively. The bulk density of the PCM, ppcy, can
be described as

peem = (1= @)p e +op, (17.12)

The thermal conductivity of the PCM having solid particles is not easy to calculate
as it yields complex parameters upon which the values are based [18]. An effective
model to present the improvement in thermal conductivity of fluids with
nanoparticles is through single-phase Brownian model (SPBM) as follows [22]:

(17.13)

Py (1 +RePr> [ka(1 + 2a) + 2ke] +2 Valka(1 — a) — k]

4 [kd(1+2a)+2kt] —Vd[kd<1 —(l)—kc]
where the Biot number « is

a=2Rpke/d, (17.14)
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and the Prandtl number Pr is

R
Pr = N—; (17.15)

The equation yields the thermal conductivity of the fluid with nanoparticles that
incorporates the conduction contribution of the particles, particle—fluid thermal
boundary resistance, and the convection contribution. Overall, Eq. (17.13) takes
care of the localized convection due to Brownian motion as well, something that
previous models failed to address. When the additives that are not nanoscale particles
are used, the equation simplifies to only the static thermal conductivity as follows:

[ka(1 4+ 2a) + 2k;] + 2 pqlka(1 — @) — k]

K= e (T 200 + 2k] = palka(l — @) — ko]

(17.16)

17.3 Results and Discussion

After the literature review, the three refrigerant candidates isolated are R141b,
R134a, and R32. Several different additives are incorporated with the refrigerant
clathrates to improve their thermal properties. Sodium chloride (NaCl) and mag-
nesium nitrate hexahydrate (Mg(NO3),:6H,0) are added in the refrigerant clath-
rates to evaluate the change in thermal conductivity and specific heat of the newly
formed PCM. To develop PCMs with improved thermal conductivity, nanoparticles
of highly conductive materials are added. Aluminum, copper, and graphene
nanoparticles are selected as additives to study the improvement in the thermal
conductivity of the clathrate based on the before-mentioned refrigerants. The
thermal properties are determined for a variable fraction of refrigerants since
their solubility changes with change in temperature [23, 24].

17.3.1 Specific Heat

The first thermal property to be calculated is the specific heat of the clathrate using
Eq. (17.2). Specific heat capacity is the ability of the material to absorb the heat per
unit change of its own temperature. It is desired to predict the specific heat as it
helps determine the capacity of the PCM during the sensible heat storage temper-
ature. The properties used to calculate the specific heat are listed in Table 17.1.

17.3.1.1 Effect of Salts on Specific Heat

The effect of salts on the specific heat capacity of the refrigerant clathrates is
studied. It highlights the effect the salt has as an additive, on the refrigerant
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Table 17.1 Material and Material Specific heat, J/kg K

their corresponding specific

heat capacities used in the R134a 850

calculations R141b 1,160
R32 1,370
Water 4,200
Sodium chloride 880
Magnesium nitrate hexahydrate | 4,700
Aluminum 9,100
Copper 3,900
Graphene 600

4000
—#— Cp-PCM (R134a and NaCl)
3500 — F—t———t o __
—%—Cp-PCM (R134a and
3000 Mg(NO3)2))
x
oo
£ 250 —s—Cp-PCM (R141b and NaCl)
®
2 2000
%]
£ Cp-PCM (R141b and
4 1500 Mg(NO3)2))
1000 Cp-PCM (R32 and NaCl)
500
Cp-PCM (R32 and
0 Mg(NO3)2))
0.2 03 0.4 0.5 0.6 0.7

Water Mass Fraction

Fig. 17.1 Specific heat trend for different refrigerant clathrates at 30 %, with salts

clathrate’s specific heat capacity. This section shows the overall specific heat
capacity for each refrigerant-based clathrate with the two different salts studied.

Figure 17.1 shows the specific heat of R134a, R141b, and R32 clathrates with
sodium chloride and magnesium nitrate hexahydrate. The results are shown for 30 %
refrigerant clathrate. The graph shows the variation in specific heat with respect to
water and salt mass fraction. It shows the linear increase in specific heat of sodium
chloride-based PCM as the salt mass fraction decreases. This decrease is due to the
lower specific heat of sodium chloride as compared to the clathrate. Clathrate based
on magnesium nitrate hexahydrate shows linear increase in specific heat as the salt
mass fraction increases due to its higher specific heat. The figure also shows that
R32-based clathrates have the highest specific heat, followed by R141b and then
R134a. This is simply due to the difference in their individual specific heats. It can be
seen from the graph that using magnesium nitrate hexahydrate with the refrigerant
clathrate yields significantly high specific heat at high salt mass fraction.
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Fig. 17.2 R32 clathrate with salts at different refrigerant proportions

Figure 17.2 shows the change in specific heat of the PCM based on R32 refrig-
erant and salts. The variation is shown with respect to the change in salt and
refrigerant mass fractions. The specific heat of the PCM increases with the increase
in magnesium nitrate hexahydrate mass fraction and decreases with the increase in
sodium chloride mass fraction. The increase in specific heat is due to the higher
specific heat of magnesium nitrate hexahydrate whereas the decrease is due to the
lower specific heat of sodium chloride, compared to the R32-based clathrate.
The specific heat decreases with the increase in refrigerant mass fraction since the
refrigerant has lower specific heat compared to water. Using sodium chloride as
additive lowers the specific heat of the clathrate. As a TES material during sensible
temperature period, sodium chloride would be a bad choice. Using magnesium
nitrate hexahydrate would turn out to be a feasible choice as a sensible TES material.
Adding salts in clathrate can improve the latent heat and vary the phase change
temperature. These changes can only be observed by conducting the experiments.

Figure 17.3 shows the change in specific heat of the PCM based on R134a
refrigerant and salts. The variation is shown with respect to the change in salt and
refrigerant mass fractions. Similar to the other refrigerant-based PCMs, the specific
heat increases with the increase in magnesium nitrate hexahydrate mass fraction
and decreases with the increase in sodium chloride mass fraction. The specific heat
decreases with the increase in refrigerant mass fraction since the refrigerant R134a
has lower specific heat compared to water. Even for R134a-based PCMs, using
magnesium nitrate hexahydrate would produce the PCM with better specific heat
property as compared to sodium chloride.

Figure 17.4 shows the change in specific heat of the PCM based on R141b refrigerant
and salts. The variation is shown with respect to the change in salt and refrigerant mass
fractions. The specific heat trend is found to be the same as with the PCMs based
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Fig. 17.3 R134a clathrate with salts at different refrigerant proportion

3700

3200

¥~ Cp-PCM (30 % R141b and
Mg(NO3)2.6H20)

—8— Cp-PCM (25 % R141b and

2700

2200

Spacific Heat J/kg K

1700

Mg(NO3)2.6H20)

w=t== Cp-PCM (35 % R141b and
Mg(NO3)2.6H20)

—— Cp-PCM (40 % R141b and
Mg(NO3)2.6H20)

—4— Cp-PCM (30 % R141b and
NacCl)

~f— Cp-PCM (25 % R141b and
Nacl)

1200

=== Cp-PCM (35 % R141b and
NacCl)

0 0.1 0.2 0.3 0.4

Salt Mass Fraction

Fig. 17.4 R141b with salts at different refrigerant proportions
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on R134a and R32. The specific heat increases with the increase in magnesium
nitrate hexahydrate mass fraction and decreases with the increase in sodium
chloride mass fraction. Once again, using magnesium nitrate hexahydrate would pro-
duce the PCM with better specific heat property as compared to sodium chloride.
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Fig. 17.5 Refrigerants at 30 % mass ratio clathrate with nanoparticles

17.3.1.2 Effect of Nanoparticles on Specific Heat

The effect of nanoparticles on the specific heat capacity of the refrigerant clathrates
is also studied. This section presents the impact of each nanoparticle material on the
refrigerant clathrate’s specific heat. It also shows how much of an improvement can
be achieved by using nanoparticles over salts.

Figure 17.5 shows the change in specific heat of the PCM based on studied
refrigerants and nanoparticles. The variation is shown with respect to the change in
water and nanoparticle mass fraction with 30 % refrigerant by mass. For PCM with
graphene and copper nanoparticles, the specific heat decreases with the increase in
nanoparticles’ mass fraction. This trend is due to low specific heat of graphene and
copper, compared to any of the studied refrigerant-based clathrates. For copper-
based PCM, the decrease is not as steep as for graphene. PCM with aluminum
nanoparticles, however, shows an increase in specific heat with the increase in mass
fraction of aluminum. Among the refrigerants, R32 has the highest specific heat,
followed by R141b and then R134a. The graph shows that PCM based on R32 with
aluminum nanoparticles would serve effectively as a heat storage medium during
sensible temperature region.

Figure 17.6 shows the change in specific heat of the PCM based on R32 and
nanoparticles. The variation is shown with respect to the change in refrigerant
percent mass fraction and nanoparticle mass fraction. As the nanoparticle mass
fraction increases, the specific heat decreases for graphene and copper. For alumi-
num, the specific heat linearly increases. The specific heat is found to be higher
when the refrigerant mass fraction is low. This is due to higher specific heat of water
compared to R32. It can be seen from the graph presented in Fig. 17.6 that at low
mass fraction of nanoparticles, refrigerant mass fraction has greater effect on the
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Fig. 17.6 R32 with nanoparticles at different refrigerant proportions
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Fig. 17.7 R134a with nanoparticles at different refrigerant proportions

specific heat as compared to the nanoparticles’ mass fraction. Figure 17.6 shows
that aluminum with low R32 mass fraction appears to have the highest specific heat
which increases with increase in nanoparticle mass fraction.

Figure 17.7 shows the change in specific heat of the PCM based on R134a and
nanoparticles. The variation is shown with respect to the change in refrigerant
percent mass fraction and nanoparticle mass fraction. As the nanoparticle mass
fraction increases, the specific heat decreases for graphene and copper. For alumi-
num, the specific heat linearly increases with the increase in its mass fraction. The
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Fig. 17.8 R141b with nanoparticles at different refrigerant proportions

specific heat is again found to be higher when the refrigerant mass fraction is low
due to higher specific heat of water compared to R134a. For low mass fraction of
nanoparticles, the refrigerant mass fraction has greater effect on the specific heat as
compared to the nanoparticles’ mass fraction. Figure 17.7 shows that aluminum
with low R134a mass fraction appears to have the highest specific heat which
increases with increase in the nanoparticle mass fraction.

Figure 17.8 shows the change in specific heat of the PCM based on R141b and
nanoparticles. The variation is shown with respect to the change in refrigerant
percent mass fraction and nanoparticle mass fraction. The trend is found to be
similar as with the R32- and R134a-based PCMs. As the nanoparticle mass fraction
increases, the specific heat decreases for graphene and copper while for aluminum,
the specific heat linearly increases. The specific heat is again found to be higher
when the refrigerant mass fraction is low due to higher specific heat of water
compared to R141b. Aluminum with low R141b mass fraction appears to have the
highest specific heat which increases with increase in nanoparticle mass fraction.

17.3.2 Thermal Conductivity

Using Eq. (17.10), the thermal conductivity of the refrigerant clathrates is calculated.
The solubility of the refrigerant in water changes with operating temperature; hence
the thermal conductivity is determined for a variety of mass fractions over a range of
operating temperatures. Properties used to calculate the thermal conductivity of the
clathrate as taken from the literature sources [25-27] are listed in Table 17.2.
Figure 17.9 shows the change in thermal conductivity as the refrigerant mass
fraction changes for R134a, R32, and R141b refrigerants. The thermal conductivity
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Table 17.2 Parameters used to calculate the thermal conductivity of the refrigerant clathrates

Water R134a R141b R32
Critical temperature, 647 374 477 351
T. (K)
Thermal conductivity, |0.58 0.092 0.093 0.155
k (W/m K)
Dipole moment, D 62E-30Cm |485E-30Cm |6.66E-30Cm |28E-30Cm
Molar mass, M (mol/g) |18 102 117 52
0.7
x 0.65
£
B
> 0.6
2
S o055 ® R134a
°
s M R141b
’;_’5 0.5
g R32
£ 045
(=
0.4
0 5 10 15 20 25 30 35 40

Percent Mass Fraction of Refrigerants %

Fig. 17.9 Clathrate thermal conductivity with different refrigerants against change in refrigerant
mass fraction

trend shown in Fig. 17.9 is for pure clathrate without any additive or nanoparticles.
At low refrigerant mass fraction, the thermal conductivity does not vary much for
the studied refrigerants. However, for high refrigerant mass fractions, distinct
thermal conductivity starts to appear. Thermal conductivity for R141b-based clath-
rate is the lowest, followed by R134a. R32-based clathrate is found to have the
highest thermal conductivity. This trend matches with the pure thermal conductiv-
ity of the discussed refrigerants. Graph in Fig. 17.9 also shows that the thermal
conductivity linearly decreases as the mass fraction of R141b increases. Thermal
conductivity for R134a-based clathrate also decreases as the mass fraction of
R141b increases but the values are higher than R141b. For R32-based clathrate,
the thermal conductivity increases and appears to stabilize near 30 % mass fraction
of refrigerant. The parameters used to determine the thermal conductivities of the
PCM are listed in Table 17.3.
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Table 17.3 Parameters and their corresponding values used to calculate the thermal conductiv-
ities of the PCM

Parameter Value

Thermal interface resistance—Ry, 98 E—10K m2/W
Nanoparticle diameter—d,, 10 nm

Reynolds’ number—Re 0.029

Nusselt number 1

Thermal conductivity—aluminum 210 W/m K
Thermal conductivity—copper 410 W/m K
Thermal conductivity—graphene 3,000 W/m K
Thermal conductivity—sodium chloride 6.5 W/m K
Thermal conductivity—magnesium nitrate hexahydrate 0.7 WmK

17.3.2.1 Effect of Nanoparticles on Thermal Conductivity

The effect of nanoparticles, as additives, on thermal conductivity of the refrigerant
clathrate is to be evaluated. The thermal conductivity improvement is important to
establish as it helps select the most appropriate additive. The improvement in
thermal conductivity results in reduced charging time and greater heat transfer
rate during discharge. Using Eq. (17.13), the thermal conductivity of the PCM
containing refrigerant clathrate with nanoparticles is calculated.

Figure 17.10 shows the variation in thermal conductivity of the PCM with
different refrigerants and aluminum nanoparticles. The thermal conductivity is
studied over a range of nanoparticle volume fraction. The figure shows the expo-
nentially increasing trend in thermal conductivity of the PCM containing aluminum
nanoparticles. The graph also shows that R32-based PCM produces the highest
thermal conductivity due to the high thermal conductivity of the refrigerant. R141b-
based PCM yields the lowest thermal conductivity.

Figure 17.11 shows the variation in thermal conductivity of the PCM with
copper nanoparticles and different refrigerants. The thermal conductivity is studied
over a range of nanoparticle volume fraction. It also shows the exponentially
increasing trend in thermal conductivity of the PCM containing copper
nanoparticles. The graph also shows that R32-based PCM produces the highest
thermal conductivity due to the high thermal conductivity of the refrigerant. R141b-
based PCM yields the lowest thermal conductivity.

Figure 17.12 shows the variation in thermal conductivity of the PCM with
copper nanoparticles and different refrigerants. The thermal conductivity is studied
over a range of nanoparticle volume fraction. The graph shows the exponentially
increasing trend in thermal conductivity of the PCM containing copper
nanoparticles. The graph also shows that R32-based PCM produces the highest
thermal conductivity due to the high thermal conductivity of the refrigerant. R141b-
based PCM yields the lowest thermal conductivity.

Figure 17.13 shows the improvement in thermal conductivity after using the
selected nanoparticles for different refrigerant mass fractions. The graph also shows
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Fig. 17.10 Thermal conductivity of refrigerant clathrate with aluminum nanoparticles
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Fig. 17.11 Thermal conductivity of refrigerant clathrate with copper nanoparticles

the baseline thermal conductivity of R141b-based clathrate. The graph shows that the
inclusion of nanoparticles improves the thermal conductivity of the PCM. Graphene
improves the thermal conductivity the most, followed by copper and then aluminum.
Although the thermal conductivity difference in pure species of nanoparticle is
significant, their use as additives in refrigerant clathrate does not yield a significant
increase in the thermal conductivity. For R141b clathrates, the difference in thermal
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Fig. 17.12 Thermal conductivity of refrigerant clathrate with graphene nanoparticles
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Fig. 17.13 Thermal conductivity comparison for different nanoparticles in R141b-based clathrate

conductivities is not large for different refrigerant mass fractions while low refrigerant
mass fraction yields slightly higher thermal conductivity. The reason for improved
thermal conductivity with small refrigerant fraction is the low thermal conductivity of
R141b refrigerant.

Figure 17.14 shows the variation in thermal conductivity for PCM with alumi-
num, copper, and graphene nanoparticles for different refrigerant mass fractions.
The graph also shows the baseline thermal conductivity of R32-based clathrate. The
graph shows that the inclusion of nanoparticles improves the thermal conductivity
of the PCM in which graphene improves the thermal conductivity the most,
followed by copper and then aluminum. Although the thermal conductivity differ-
ence in pure species of nanoparticle is significant, their use as additives in refrig-
erant clathrate does not yield a significant increase in the thermal conductivity. For
R32 clathrates, high refrigerant mass fraction yields slightly higher thermal con-
ductivity for the PCM due to high thermal conductivity of R32 refrigerant.
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Fig. 17.14 Thermal conductivity comparison for different nanoparticles in R32-based clathrate
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Fig. 17.15 Thermal conductivity comparison for different nanoparticles in R134a-based clathrate

Figure 17.15 shows the improvement in thermal conductivity after using the
selected nanoparticles for different refrigerant mass fractions. The graph also shows
the baseline thermal conductivity of R134a-based clathrate. The graph shows that
the inclusion of nanoparticles in R134a-based clathrate improves the thermal
conductivity of the PCM. Graphene improves the thermal conductivity the most,
followed by copper and then aluminum. For R134a-based PCM, low refrigerant
mass fraction yields slightly higher thermal conductivity. The reason for improved
thermal conductivity with small refrigerant fraction is the low thermal conductivity
of R134a refrigerant.

17.3.2.2 Effect of Salts on Thermal Conductivity

The effect of salts, as additives, on thermal conductivity is to be determined. The
prediction of thermal conductivity for clathrates with salts is slightly different. For
salt particles, the Brownian thermal conductivity part does not exist; hence the
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Fig. 17.16 Thermal conductivity of R134a clathrates with salts

equation does not incorporate that component. Using Eq. (17.16), the thermal
conductivity of the PCM containing refrigerant clathrate with salts is calculated.

Figure 17.16 shows the thermal conductivity of R134a clathrate with salt
additives against a wide range of salt volume fractions. The salts studied are sodium
chloride and magnesium nitrate hexahydrate. Thermal conductivity of both the
studied salts is higher; hence they both improved the thermal conductivity of the
formed PCM. However, sodium chloride improved the thermal conductivity sig-
nificantly more than magnesium nitrate hexahydrate. The thermal conductivity
increases with the increase in volume fraction of salts.

Figure 17.17 shows the thermal conductivity of R141b clathrate with salt
additives against a wide range of salt volume fractions. The salts studied are sodium
chloride and magnesium nitrate hexahydrate. Thermal conductivity of both the
studied salts is higher; hence they both improved the thermal conductivity of the
formed PCM. However, sodium chloride improved the thermal conductivity sig-
nificantly more than magnesium nitrate hexahydrate. The thermal conductivity rises
with an increase in volume fraction of salts.

Figure 17.18 shows the thermal conductivity of R32 clathrate with salt additives
against a wide range of salt volume fractions. The salts studied are sodium chloride
and magnesium nitrate hexahydrate. Thermal conductivity of both the studied salts
is higher; hence they both improved the thermal conductivity of the formed PCM.
However, sodium chloride improved the thermal conductivity significantly more
than magnesium nitrate hexahydrate. The thermal conductivity increases with the
increase in volume fraction of salts.

Figure 17.19 shows the change in thermal conductivity with respect to the
change in salt volume fraction. It shows that sodium chloride with R32 refrigerant
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Fig. 17.18 Thermal conductivity of R32 clathrates with salts

has the highest thermal conductivity. The lowest thermal conductivity is with
R141b and magnesium nitrate hexahydrate. Thermal conductivity with sodium
chloride linearly increases with the increase in salt volume fraction. For magnesium
nitrate hexahydrate, the thermal conductivity remains almost constant.
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17.4 Conclusions

This chapter looks at the possible candidates to be used as additives to improve the
thermal properties of refrigerant-based clathrates. It also presents a model study to
predict the thermal conductivities and specific heat capacities of the refrigerant
clathrates with the possible additives. A theoretical model is presented in the
chapter to determine the thermal conductivity and specific heat capacity. Thermal
conductivity prediction is found to be based on empirical equations which vary for
salts and nanoparticles. A parametric study is conducted to investigate the effect of
mass fraction of refrigerant, salts, and nanoparticles on the specific heat capacity of
the PCM. The parametric study for thermal conductivity is also conducted to see the
impact of change in volume fraction of additives and mass fraction of refrigerants.

Among the refrigerant clathrates at 25 % refrigerant by mass, R32-based clath-
rates have been found to have the highest thermal conductivity which is 0.675 W/
m K, followed by R134a at 0.59 W/m K and then R141b at 0.51 W/m K. With the
addition of nanoparticles, the thermal conductivities of R32 clathrate improved to
2.14, 2.13, and 2.12 W/m K for graphene, copper and aluminum respectively. A
similar trend is found with R134a- and R141b-based clathrates when nanoparticles
are added but the thermal conductivities are lower than that of R32-based PCM.
Although the difference in thermal conductivities of pure species of nanoparticles is
significant, the predicted model does not show the same difference when used as
additive. For salt additives, sodium chloride yielded a thermal conductivity of
1.35 W/m K while magnesium nitrate hexahydrate yielded 0.68 W/m K. The
other thermal property that is analyzed is the specific heat capacity. R32 again
has the best specific heat capacity followed by R141b and then R134a. Among salts,
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sodium chloride improved the specific heat capacity while magnesium nitrate
hexahydrate lowered the specific heat of the PCM. Among nanoparticles, aluminum
has the best specific heat followed by graphene and then copper. It can be safely
concluded that adding metal refrigerants improve the thermal conductivity of
refrigerant clathrates. The improvement in specific heat, however, depends solely
on the specific heat capacity of the pure species.
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Chapter 18

Refrigeration System Optimization

for Drinking Water Production Through
Atmospheric Air Dehumidification

Marco Bortolini, Mauro Gamberi, Alessandro Graziani,
and Francesco Pilati

Abstract Drinking water availability is one of the emerging challenges of the
twenty-first century. Different technologies are investigated as possible sources of
water for the arid regions. Atmospheric water vapor processing is a developing
approach whose aim is to cool air to condensate the water present in the atmo-
spheric moisture. Air dehumidification allows obtaining pure drinking water for
geographical regions far from sea, rivers, and lakes.

This chapter presents the optimization of a refrigeration system for drinking
water production through atmospheric air dehumidification. The system uses a fan
to force the air through a heat exchanger, in which it is cooled. The water vapor
condensates on the cooled heat exchanger surfaces and it is collected by gravity in
a tank.

The system’s aim is to condensate the maximum water quantity achievable for
every atmospheric air condition, represented by temperature, humidity, and pres-
sure. Thus, a mathematical model is defined to determine the optimal atmospheric
air flow that maximizes the condensed water production for every atmospheric air
condition. Furthermore, to consider the atmospheric condition hourly profiles of the
refrigeration system installation site, three air flow control strategies are proposed:
hourly, monthly, and yearly. An experimental campaign is set up to validate the
model. Experimental test results show that it accurately predicts the drinking water
production (gap between —5.6 and +4.1 %). Finally, the case study of a refriger-
ation system installed in Dubai, United Arab Emirates, is presented to assess and
compare the proposed three air flow control strategies.
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Nomenclature

Latin Letters

Inflow pipe section, m*
Specific heat, J/kg°C
Conversion factor

Bypass factor

Mass, g

Molar mass, g/mol

Moles number, mol

Pressure, mbar

Heat, W

Condensed water flow, L/h
Universal gas constant, J/K mol
Evaporation latent heat, kJ/kg
Refrigeration power, W

Air flow speed, m/s
Temperature, °C

Air and water vapor mixture volume
Volumetric air flow, m>/h

%»Q.Qwsggmj\m%

=
~

<. <N u

Greek Letters

p  Density, kg/m3
@  Absolute humidity, gy,0/KZdry air

Subscripts

a Atmospheric state

air Air

c Post-evaporator state

e Heat exchanger exit state
H,O Water

1 Latent

S Sensible
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Superscripts

Hour
Month
Best value achievable

min  Minimum value admitted

Total value
Year
Increment
Initial value

18.1 Introduction and Literature Review

The United Nations define the improvement of drinking water access as one of the
Millennium Development Goals. Nowadays, about 768 million people around the
world have no access to any source of drinking water [1], and by 2025 the number

of

people that will live in water-stressed countries is expected to rise up to three

billion [2]. North Africa and the Middle East, in particular, have to face with severe
water shortage. Fifteen percent of their population has no access to any source of
clean and fresh safe water [3].

Several technologies, decentralized small-scale plants, are designed to produce

drinking water in arid regions [4] as presented in the following list:

Rainwater harvesting is the technique adopted to collect rainwater from rooftops
or land surfaces and store it in natural or artificial reservoirs [5].

Desalination removes salt and other minerals from saline water to produce
drinking water [6]. Two are the processes traditionally exploited. Evaporation
distils seawater using a heat source, whereas membrane process separates the
drinking water from a saline concentrate [7].

Atmospheric water vapor processing (AWVP) is the technique to extract water
molecules from the atmospheric moisture, exploiting the water phase change
from vapor to liquid [8]. Compared to the aforementioned technologies, AW VP
represents a significant opportunity to produce drinking water even in regions far
from natural water basins or affected by sporadic rainfalls [9]. The water
contained in the earth atmospheric moisture is over 12.9 billion cubic meter
[10, 11].

Considering AWVP, three are the processes traditionally adopted to produce

drinking water from the atmospheric moisture:

Atmospheric vapor concentration uses desiccants to extract water from air by
means of vapor pressure reduction that determines a flow of water molecules
toward the desiccant surface [12]. The desiccants are classified in absorbents and
adsorbents [13]. The former change chemically or physically during the water
molecule absorption, and the latter do not [14].
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» Atmospheric controlled convection purpose is to induce air currents in tall tower
structures from high altitude where the condensation occurs [15].

¢ Atmospheric moisture condensation forces an air flow to pass through surfaces
cooled by a refrigeration system. The air temperature reduction below the dew
point determines the atmospheric moisture condensation. Thus, the produced
water is collected in tanks, and it is sterilized using ultraviolet irradiation to kill
the microorganisms. Finally, the required minerals are added to obtain drinking
water.

Several authors investigate the relation between the water production and the
atmospheric air conditions, namely, temperature, pressure, and relative or absolute
humidity, for atmospheric moisture condensation processes. Milani et al. [16]
propose a relation between the atmospheric air conditions at the entrance of their
thermoelectric cooler and the amount of condensable water. Scrivani and Bardi [17]
evaluate the quantity of drinking water that can be obtained by a solar-powered
system in Morocco, Jordan, and Lebanon. Nevertheless, both these authors do not
investigate how the refrigeration system operating parameters affect the water
production. Carrington and Liu [18] and Khalil [19] suggest that the air flow
value significantly affects the condensed water quantity. Jradi et al. [20] investigate
the relation between the air flow and the water production for a thermoelectric
system installed in Lebanon. Habeebullah [21] estimates the condensed water
quantity for different air flows for a refrigeration system installed in Saudi Arabia.
However, the optimal air flow value suggested by both the authors is constant
during the operating period. Thus, it does not consider the atmospheric air condition
variations during the daily hours and the months.

This chapter proposes a mathematical model to determine the optimal air flow
feeding a refrigeration system for AWVP that maximizes the condensed water
production considering the atmospheric air conditions, namely, temperature, pres-
sure, and relative or absolute humidity. Furthermore, to consider the atmospheric
condition hourly profiles of the refrigeration system installation site, three air flow
control strategies are presented: hourly, monthly, and yearly. The mathematical
model is validated through an experimental campaign adopting a refrigeration
system to produce drinking water and able to simulate different atmospheric air
conditions. The validated model is used by the proposed control strategies to
evaluate the water production of a refrigeration system installed in Dubai, United
Arab Emirates. The three control strategies are compared to determine the most
effective one.

According to the introduced topic and purposes, the remainder of this chapter is
organized as follows: Sect. 18.2 proposes the AWVP mathematical model. Sec-
tion 18.3 introduces the atmospheric air flow control strategies, while Sect. 18.4
presents the experimental campaign to validate the mathematical model, together
with the refrigeration system and the test procedure. Section 18.5 illustrates the
experimental campaign results and the optimal air flows determined by the AWVP
model. Section 18.6 evaluates and compares the proposed air flow control strategies
through the introduced case study. Finally, Sect. 18.7 presents the chapter conclu-
sions and suggests further research opportunities.
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18.2 AWYVP Mathematical Model

The process to produce drinking water by means of atmospheric moisture conden-
sation is described in this section, together with its mathematical formulation.

A volumetric flow v, of air at atmospheric conditions defined by temperature, T,;
pressure, P,; and absolute humidity, w, (or relative humidity, ¢,), is forced by a fan
to pass through a cooled heat exchanger. The system refrigeration power, RP, is
used to remove the sensible, O, and the latent, Q,, heat from the air flow Eq. (18.1).

RP =0, + 0, (18.1)

O, represents the refrigeration power component required to lower the air temper-
ature from atmospheric conditions T, to post-condensation one T, Eq. (18.2),
whereas Q, accounts for the refrigeration power necessary for air dehumidification
from w, to @, absolute humidity Eq. (18.3) and the related condensed water
production ¢, Eq. (18.4).

Oy = Va Pair * Cair * (Ta — 1) (18.2)
Ql:‘.}a'/)air'ero' (wa_wc) (183)
q'c :‘}a'pair' (a)a_wC) (184)

The air at post-condensation state is in saturation condition. The relation between
the temperature T, and the absolute humidity w, of air in post-condensation state is
determined exploiting Buck experimental equation [22]. Buck experimental
Eq. (18.5), water vapor and dry air equation of state Eqs. (18.6) and (18.7), and
Dalton’s law Eq. (18.8) are necessary to determine the aforementioned relation:

yTec yTe

Puo=x-(1+A+B-P,) e =D - elc (18.5)

Pio -V = nmo R Te = niwo ZEZZ ‘R-T. JZ:;S ‘R Tk (18.6)
Pac-V = e - R-Te = nyge - 5. R - T, :Zaf’-R-TC (18.7)

Py = Py,0 + Pair (18.8)

Equations (18.6) and (18.7) are used to determine w, as a function of P, and T,
Eq. (18.9). Combining Eq. (18.9) with Eq. (18.5) T, is expressed as a function of @,
and P, Eq. (18.10). Furthermore, Eqs. (18.5)—(18.8) enable to determine the
atmospheric air flow density p,;, as a function of the atmospheric air conditions
Eq. (18.11).
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Combining Eqs. (18.1)—(18.4) and (18.10), (18.12) represents the relation between
the air flow v, and the post-condensation absolute humidity @, considering the
system refrigeration power and the atmospheric air conditions. Equation 18.4 is
rearranged to define w, as a function of v,, ¢., and the atmospheric air conditions
Eq. (18.13). Equation (18.14) is defined using Eq. (18.13) to substitute w. in
Eq. (18.12). It represents the relation between the air flow v, and the condensed
water quantity ¢, for a refrigeration system of refrigeration power RP operating at
atmospheric air conditions T,, P,, and w, (or ¢,). Equation 18.15, similarly, relates
the post-condensation air temperature T, to the atmospheric air inflow v,.

o Mair |
m
| (rsepms) 0 |
RP =vy- payr* Cair - § Ta — + 0 - 4. (18.12)
oc, Mair
y—1In
(rrae)o
f ”’H 0
q.
a)C:a)a——('. (1813)
Pair * Va
NX
z-In 2
1+ | w, . Mair .D
. /’au" a ) Tmy,o .
RP =v, - Pair * Cair * T, - _ + rH,0 " 4
g m,
/ (wﬂ* nai'ﬁ'»a) Tongo s
y—1in
1+ | wa— Lo ) Laic | .p
Pair¥a | H,0

(18.14)

e
. mg,o D-ee
RP =v, * Pair |ﬁair : (Ta - Tc) + ru,0 - (a)a - = e f)]
Majr Pa — D . e e

(18.15)
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Fig. 18.2 Air flow v,—condensed water ¢, relation Eq. (18.14) for T, = 32 °C, P, = 1,013 mbar,
@, =40 % and RP = 1 kW

Equation (18.14) enables to determine the optimal air flow that maximizes the
condensed water production for every atmospheric air condition and system refrig-
eration power. Equation (18.15) estimates the air temperature at post-condensation
state for the optimal air flow. Both Eqs. (18.14) and (18.15) are nonlinear; thus, an
iterative procedure is required to solve them.

Figures 18.1 and 18.2 represent the trend of Eq. (18.14) for two sets of refrig-
eration power and atmospheric conditions distinguished by different humidity
values, only. Equation (18.14) trend is distinguished by three areas: overcooling,
insufficient refrigeration, and feasible system configuration. Low v, do not represent
a feasible refrigeration system configuration. As determined by Eq. (18.15), the
overcooling refrigeration condensates the atmospheric moisture, but it determines
frost formation at the heat exchanger due to T, almost equal or lower than 0 °C.
High v, are distinguished by insufficient refrigeration. RP is not enough to start the
dehumidification process. The heat removed by the air flow does not reduce the
atmospheric air temperature below the dew point. Thus, Q) is equal to 0 and no
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water is produced. Finally, the optimal v, distinguished by the maximum g, is
selected among the feasible system configurations. For high relative humidity
values, as shown in Fig. 18.1, the optimal v, is not limited by the overcooling
constraint. On the contrary, for low relative humidity, as shown in Fig. 18.2, v,
lower than the optimal value would increase the water production, but it does not
represent a feasible system configuration.

Section 18.3 uses Egs. (18.14) and (18.15) to define three air flow control
strategies considering the atmospheric condition hourly profiles of a generic refrig-
eration system installation site. The definitions of the variables and the parameters
of the equations proposed in this section are presented in the Nomenclature,
whereas the values of the parameters are listed in the Appendix.

18.3 Air Flow Control Strategies

The refrigeration system installation site’s most relevant features are the tempera-
ture, pressure, and absolute (or relative) humidity hourly profiles. Each month (7) is
distinguished by the average temperature 7%, pressure P, and humidity o/
(or gai”i ) hourly (h) values. The refrigeration system processes the atmospheric air
continuously, 24 h/day. This section proposes three air flow control strategies:
hourly, monthly, and yearly.

The hourly control strategy determines the hourly optimal air flow \ig’i’Op‘ for
each hour and month considering the corresponding values of temperature, pres-
sure, and humidity to determine the best hourly water production qlc“* To
determine v',’;’f"’f" Eqgs. (18.14) and (18.15) are used. The calculation of the optimal
air flow for each hour and month ensures the maximum drinking water production
achievable. However, this strategy requires a real-time acquisition of the atmo-
spheric air conditions and an accurate control for the air flow fine regulation.

To overcome such disadvantages, the algorithm proposed in Fig. 18.3 presents
the air flow optimization for the monthly control strategy. The purpose of this

- i, 0pt

strategy is to determine the optimal air flow v;>°" for each month i, constant over the

daily hours, that determines the best monthly water production q’c* Thus, no real-
time atmospheric condition acquisition is required, and the air flow can be manually
set once a month. Considering the month 7, the aforementioned algorithm initializes

the air flow value f/; with \'/2 and uses Eqgs. (18.14) and (18.15) to calculate the

condensed water production c}lc”i and the post-condensation temperature 7% for each

daily hour 4. If the minimum post-condensation temperature constraint is satisfied

for each hour, the monthly water production qg“" is determined. This is compared to

the maximum one achieved by the previous algorithm iterations q’c* It qg‘O‘ is

- i, 0pt

[ A A . . . O PR
greater thang; ', v, is considered the new air flow optimal value v; °™'. v, is increased

by Av, and the algorithm iterates the aforementioned steps, while q'f;tm is greater

than zero. Monthly control strategy requires to evaluate each feasible v; value from
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Fig. 18.3 Air flow optimization algorithm for monthly control strategy

v? to the one distinguished by no water production to determine the monthly

a
optimal air flow v::°P" and the related monthly best water production ¢~
The third air flow control strategy is the yearly one. It defines the yearly optimal

air flow v)° °P'constant over the daily hours and the months, that determines the best
yearly water production qé‘* Compared to the previous control strategies, the yearly
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Table 18.1 Air flow control strategy features
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Hourly

Monthly

Yearly

Air flow value

Hourly optimal

Monthly optimal

Yearly optimal

Post-condensation

For the considered

For each hour of the

For each hour and

temperature hour month month of the year
constraint
Purpose Determine the best Determine the best Determine the best
hourly water monthly water yearly water
production production production
Advantages Maximum water pro- |+ No real-time atmo- * No real-time atmo-
duction achievable spheric condition spheric condition
acquisition acquisition
« Air flow manually set |« Air flow set at sys-
once a month tem installation
Disadvantages * Real-time atmo- Small water produc- Huge water produc-

spheric condition
acquisition

 Air flow accurate
regulation

tion reduction

tion reduction

one does not require any atmospheric air condition acquisition and air flow control
over the hours and the months. The air flow is univocally set at the refrigeration
system installation. The algorithm presented in Fig. 18.3 can be used to determine the
yearly optimal air flow v)>°" and the yearly best water production qé‘*

Equations (18.14) and (18.15) have to calculate the condensed water production
c}i”i and the post-condensation temperature 7% for each daily hour / and month i.
Thus, the minimum post-condensation temperature constraint has to be satisfied for
each hour and month, to determine the yearly water production ¢2***'. This is equal
to the sum over i of the monthly water production qg“"
do not require any correction. Thus, the yearly optimal air flow v}"

. The further algorithm steps
°P' and the yearly
best water production qc”* are determined.

Table 18.1 summarizes the three air flow control strategy features.

Section 18.4 presents the experimental campaign used to validate the AWVP
mathematical model, together with the refrigeration system and the test procedure
adopted.

18.4 Experimental Campaign

This section presents the experimental campaign focused on the validation of the
AWVP mathematical model. Three are the experimental campaign-relevant fea-
tures: the refrigeration system used for water condensation, the control system for
input and output signal processing, and the test procedure. They are presented in the
following.
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18.4.1 Refrigeration System

A thermoelectric refrigeration system is designed and crafted for the experimental
campaign. A centrifugal fan forces the air flow to pass through a plastic pipe of
section AP where the air temperature and relative humidity are set to the simulated
atmospheric conditions using a heater and a humidifier. Thus, the air flow passes
through a vertical heat exchanger cooled by 20 thermoelectric packs mounted on
two opposite sides of the heat exchanger. A thermoelectric pack is made of a couple
of thermoelectric cells connected to a fan-cooled heat sink. The heat exchanger is
thermally insulated through polyurethane films. The condensed water is collected
by a funnel and stored in a bottle to avoid water evaporation. Figure 18.4a repre-
sents the refrigeration system diagram, while Fig. 18.4b is a picture of it. The
refrigeration system component characteristics are listed in Table 18.2.

a b

Humidifier
Centrifugal fan Heater

Air flow

|

[

| ‘I | S Input/Output
| TH~Heat exchanger signal processing
|

|

Te e o4
‘
Condensed water
[ |

4
i ; Digital scale

Fig. 18.4 (a) Refrigeration system diagram. (b) Refrigeration system picture

Table 18.2 Refrigeration system component characteristics

Component Characteristics

Inflow pipe Length 154 cm, circular section of 298.6 cm?

Heater Resistor, maximum thermal load 700 W

Humidifier Ultrasonic humidifier, maximum vaporization capacity 1.2 L/h

Centrifugal fan | Power requirement 105 W, maximum air flow 320 m*/h

Heat exchanger | Height 146 cm, section 160 x 160 mm

Thermoelectric | Area 40 x 40 mm. Specifications for 25 °C hot face temperature: maximum
cell absorbable heat 72.0 W, maximum input current 8.5 A, maximum voltage
15.4 V, maximum temperature difference 65 °C
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18.4.2 Control System

The validation of the AW VP mathematical model presented in Sect. 18.2 requires
to simulate a particular set of atmospheric air conditions at the heat exchanger
entrance. The air temperature T, is measured by means of a PT100 resistance
temperature detector with +0.3 °C accuracy, while the relative humidity ¢, is
measured using a capacitive humidity sensor with £2 % accuracy. A real-time
proportional-integral (PI) closed-loop controller uses these data to regulate the
heater and the humidifier to set the temperature and humidity values. The air
temperature T, and relative humidity ¢, at the exit of the heat exchanger are
measured by means of identical resistance temperature detector and capacitive
humidity sensors. The air flow is regulated by the centrifugal fan, and its speed
S is measured using an anemometer with +0.1 m/s accuracy, while the condensed
water quantity is weighted by a digital scale with =1 g accuracy. The acquisition of
the sensor signals, the data processing, and the PI controller are provided with a
customized and easy-use real-time interface developed in the LabVIEW™
integrated development environment. Figure 18.5 shows the front panel of the
monitoring and control tool.

18.4.3 Test Procedure

The aim of the experimental campaign is to measure the condensed water quantity
and the post-condensation air temperature for several air flow values simulating a
particular set of atmospheric air conditions. The following test procedures are used
for this purpose:

» Air flow speed regulation to the required value

» Setup of the simulation atmospheric air conditions

» Condensed water quantity measurement at interval of 10 min

¢ Measurement of air conditions at heat exchanger exit

« Evaluation of air conditions in post-condensation state and bypass factor

Air conditions at the heat exchanger exit (T,, ¢.) differ with the post-
condensation values (T, ¢.). Part of the air flow is not affected by the heat
exchange. Thus, its temperature and humidity do not vary. This percentage is
defined bypass factor F. Most of the air flow (1 — F) is distinguished by post-
condensation conditions equal to T, @.. The air conditions measured at the heat
exchanger exit T., ¢, are determined by the aforementioned air flow mix.
Considering that ¢, = 100%, T, can be evaluated through the measurement of
Ta @as Te, @o. The temperature and humidity values of air at atmospheric, heat
exchanger exit, and post-condensation conditions enable the bypass factor
F evaluation:
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