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Preface

This volume contains the selected papers and two invited papers presented at the
Seventh International Workshop on Information Fusion and Geographic
Information Systems: Deep Virtualization for Mobile GIS (IF&GIS’ 2015) held
during May 18–20, 2015 in Grenoble, France. IF&GIS is a biannual international
workshop that brings together academics and industrials from a wide range of
disciplines including computer science, geography, environmental and urban sci-
ences, applied mathematics and social science at large. It continues a series of
successful workshops held regularly since 2003 in St. Petersburg, in Brest in 2011,
and 2013 back to the St. Petersburg. It has been continuously organized by
“SPIIRAS Hi Tech Research and Development Office Ltd” and the French Naval
Academy Research Institute. In 2015 IF&GIS was organized together with the
University Grenoble Alpes in co-location with the W2GIS International
Symposium. This year IF&GIS was specifically oriented towards virtualization
issues related to mobile GIS.

Virtualization is nowadays an accepted standard IT practice and concept whose
objective is to provide a set of software technologies that separate the device
environment and the associated application software from the physical client
device. When applied to the GIS domain, virtualization supports the development
of self-contained, centrally managed and user-oriented GIS software on-demand. It
allows users to be productive anywhere with virtual GIS-applications that work as if
they are locally installed, extending the benefits of virtualization to satisfy a full
range of the GIS user requirements.

The objective of this workshop was to present recent scientific and technological
innovations related to the development of GIS that can be considered as part of this
virtualization effort. The submission process attracted 23 full paper submissions
from ten countries, amongst which ten were selected for full paper presentation and
eight as abstract presentations at the workshop. The presented papers cover a large
set of themes and have been scheduled in three sessions: Web-Based and Location-
Based GIS Applications, Geospatial Crowdsourcing, Modeling and Computing,
Applying GIS Technologies to Various Application Domains. The scope of the
seventh IF&GIS workshop also covers multidisciplinary issues and applications
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such as environmental and disaster management, ethnography and historical stud-
ies. The program also features two invited papers by Dr. James D. Carswell from
the Digital Media Centre of the Dublin Institute of Technology and Professor
Leonid I. Borodkin from Lomonosov Moscow State University.

The success of the workshop was assured by the team efforts of sponsors,
organizers, reviewers and participants. We would like to recognize the contribution
of the Program Committee members and thank all reviewers for their support and
hard work. Our sincere gratitude goes to all participants and all authors of the
submitted papers. Finally, we also would like to acknowledge the support and
collaboration of Springer’s LNGC team, managed by Editorial Director Dieter
Merkle, Publishing Editor Dr. Christian Witschel, Publishing Editorial Assistant
Agata Oelschlaeger and Project Coordinator Suresh Rettagunta.

May 2015 Vasily Popovich
Christophe Claramunt

Manfred Schrenk
Kyrill Korolenko

Jérôme Gensel
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Design and Development of Personal
GeoServices for Universities

Andrea Ballatore, Thoa Pham, Junjun Yin, Linh Truong-Hong
and James D. Carswell

Abstract Personal GeoServices are emerging as an interaction paradigm linking
users to information rich environments like a university campus or to Big Data
sources like the Internet of Things by delivering spatially intelligent web-services.
OpenStreetMap (OSM) constitutes a valuable source of spatial base-data that can be
extracted, integrated, and utilised with such heterogeneous data sources for free. In
this paper, we present a Personal GeoServices application built on OSM spatial data
and university-specific business data for staff, faculty, and students. While generic
products such as Google Maps and Google Earth enable basic forms of spatial
exploration, the domain of a university campus presents specific business infor-
mation needs, such as “What classes are scheduled in that room over there?” and
“How can I get to Prof. Murray’s office from here?” Within the framework of the
StratAG project (www.StratAG.ie), an eCampus Demonstrator was developed for
the National University of Ireland Maynooth (NUIM) to assist university users in
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exploring and analysing their surroundings within a detailed data environment. This
work describes this system in detail, discussing the usage of OSM vector data, and
providing insights for developers of spatial information systems for personalised
visual exploration of an area.

Keywords Personalised maps � Geoservices � Spatial-business data linking � OSM

1 Introduction

As today’s spatially aware users are becoming more sophisticated and interested in
retrieving more personalised information,1 they will increasingly require more
detailed two dimensional (2D) and three dimensional (3D) cityscapes linked to
relevant non-spatial attribute data. In this work, Personal GeoServices are devel-
oped that employ mobile devices (spatially aware smartphones) to provide con-
textual search and visualisation utilities over 2D OpenStreetMap (OSM) building
footprint data and detailed 3D building model data. At smaller map scales, Google
Maps/Earth with satellite/street views can assist users searching for general infor-
mation at specific locations. Users can search a street address on the map, then
explore the location in street view mode, or find how to reach a certain address or
location given options like pedestrian or driving constraints. However, generic
query tools available in these familiar products are usually limited to keyword-
based search. At larger local scales, where detailed 2D and 3D geometries and
associated business data are needed, there is a recognised lack of advanced spatial
search functionality and linked attribute information available in these products for
domain-specific, task-oriented, and personalised visual exploration of an area [1].

For instance, the following types of questions (queries/searches) cannot be
answered when interacting with Google Maps/Earth on a typical university campus:
“What classes are scheduled in that room over there?”; “Whose office window is
that up there?”; “What computer labs can I actually see around me from this
location on campus?”; “What are their opening times?”. In order to answer these
types of task specific queries, Location Based Services (LBS) need the ability to
search and link spatial map data together with non-spatial business data.

Spatial data includes detailed topology and geometry of objects while business
data can describe the attributes or semantic aspect of related objects in some
business domain. Conventional business data is often produced and managed by
traditional enterprise information systems, often ignoring the spatial dimension
altogether. However, business data can often be indirectly or virtually associated to
spatial data via its location given by a generic address, room number, building
name, or sometimes even geographic (lat/long) coordinates [1]. Linking spatial data

1http://googleblog.blogspot.ie/2013/01/mapping-creates-jobs-and-drives-global.html.
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and business data together in one application can help to fulfil more task specific
user needs. In particular, decision-making applications need access to detailed
local-scale data typically found in museums, hospitals, shopping malls, retail/office
park settings, or a university campus. Business data specific to a university campus
may be in the form of class schedules for a specific classroom, lists of equipment
installed in a lab, office hours or contact details for a lecturer, today’s special meal
deal in the cafeteria, etc.

Typically, 2D vector “footprint” data provides just boundary geometry repre-
sentation of physical objects (e.g. buildings, roads, rivers, etc.) in the horizontal
plane. However, in our eCampus application, we link spatial and non-spatial
attribute details in the vertical dimension as well for more advanced 3D information
search operations. For instance, 3D model data of a building can include detailed
digital representations of physical and functional characteristics for its different
floors, rooms, windows and doors, where all objects are potentially available for
interrogation.

In this paper, we describe our prototype eCampus information system in which
the ideas above are implemented. Within the framework of the StratAG project
(www.StratAG.ie), the eCampus Demonstrator was developed for the National
University of Ireland Maynooth (NUIM), in collaboration with Dublin Institute of
Technology (DIT), and University College Dublin (UCD). This Personal
GeoServices application aims to assist users in exploring and analyzing their sur-
roundings to answer more task specific user queries within a detailed data envi-
ronment. The Demonstrator addresses two types of users: public users (e.g.
visitors) and local users (e.g. students, faculty, and staff). Access privileges and
query levels depend on user type. For example, visitors are presented with a campus
map for general information querying about campus buildings and rooms. Visitors
are also provided with general campus news, events, and utilities for navigation to
various buildings or rooms, or any other locations on campus using different routing
options. In addition to these general functions, staff and students are able to overlay
on the map their individual class schedules together with personalised news feeds
and events tailored to their academic and social interests.

Each project partner in the StratAG cluster is responsible for developing different
functionality in the eCampus Demonstrator, such as; utilities for 2D/3D directional
and visibility-based querying (DIT), path navigation assistance (NUIM), persona-
lised news and events according to user interests (UCD), or for detailed mapping
and modelling of the campus infrastructure itself (NUIM/DIT). RESTful web-
services [2–4] were chosen as the deployment technology for these distributed
components due to its simplicity when applied to the geospatial domain [5].
Regarding 3D maps, there are several commercial and free mapping products
available that allow users to incorporate 3D building models for such visualization
and interaction type applications. Of these, Google Earth (GE) was selected for
displaying the 3D building models in this work because it is both free and
increasingly familiar to web and wireless GeoService users, although currently GE
does have voluminous data processing limitations that must be addressed to
accommodate real-time display.

Design and Development of Personal GeoServices for Universities 5
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In the remainder of the paper, we first discuss some related work before
introducing our approach to integrating 2D OSM and 3D model data within the
application. The 2D/3D building information is then imported into a spatial data-
base and converted to GE readable format in the case of 3D map display. Then we
present the system architecture of the eCampus Demonstrator based on a Resource
Oriented Architecture (ROA) model. Some unique search functionalities of
eCampus are described in detail together with its graphical user interfaces. Finally
we draw conclusions and give some possible direction for future work.

2 Related eCampus Applications

Assisting people with exploring an area, such as a university campus, with a
mapping interface is very useful, and is not a new idea in itself. Some existing
projects provide this type of GeoService, as listed below.

Kent State University Campus Maps [6] is a web-based application providing an
interactive 2D map with detailed information and images of each building in the
campus. It also highlights specific locations on the campus such as computer labs,
parking, sculpture walk, and residence halls. The Get Direction functionality allows
finding pedestrian/driving/cycling routes between two locations, e.g. using building
names. However, this application provides very basic query/search functionality
overall, has no 3D maps, or any form of personalisation.

The Interactive Map developed in University of California, Berkeley [7]
provides an isometric campus map with clickable buildings to provide detailed
information and an image of each building. There is also a list of building names
placed outside the map window from where users can choose a name, then the
corresponding building object on the map is highlighted. However, this application
has no search facility, no routing service, and provides limited spatial support.

The University College Dublin Mobile services [8], released natively on
Android and iOS, has the following functionalities: Campus maps, details about
places, and tours; Campus directory; Access to Library; Access to e-learning facility
(Blackboard); Schedule of general events (lectures, concerts, etc.); Campus news;
Image search on university archives; and Emergency numbers. The application has
two main versions, one for staff and one for students, with different permissions.
Although this application provides many useful services, particularly in relation to
campus events, its spatial support is still very limited. It has only a simple, non-
interactive 2D map, with no dynamic routing functionality.

In [9], the early stages of a web-based campus information system was developed
for the University of Karabuk, Turkey, allowing users to explore the university
campus in 3D. It provides information at the building level and points of interests,
but room level details have not been fully incorporated, and the implementation does
not provide utilities to further query the area beyond its physical, spatial nature.

The Youngstown State University developed interactive 2D and 3D campus
maps [10] which allows the retrieval of building information when clicking on a

6 A. Ballatore et al.



building or to download a KMZ file (zipped KML archive file) of an area to interact
with in Google Earth. However, the attribute information provided is also limited to
building level only.

A clear trend is evident in the above GeoService applications in that more
advanced functionality for exploring non-spatial business data of sub-objects like
rooms, external windows and doors to retrieve the content, schedule, or purpose of
a specific room in a building is still obviously lacking. This is largely due to
insufficient levels of geometric granularity of building models available in today’s
online mapping platforms like Google Earth, and importantly a subsequent lack of
any spatially linked business data.

3 OSM and Volunteered Geographical Information (VGI)

The availability of detailed geographic data is critical for delivering comprehensive
GeoService applications. Most geospatial data in Europe is collected and controlled
by either national mapping agencies (e.g. OSi in Ireland) or private companies, such
as Google Maps, Yahoo! Maps, and Bing Maps. However, data coverage over
many areas can still be of considerably poor quality and extent—especially in less
populated areas.

Some initial research to address this shortcoming looked at imaging and
geo-referencing public displays of “You Are Here” type maps to fill the coverage gap
for local navigation purposes [11]. However, a rapid growth in volunteered geo-
graphic information (VGI) has also started to fill this gap with OSM being a suc-
cessful example of this. In relation to VGI, this “citizen-as-sensor” paradigm
contributes to OSM by creating, assembling and disseminating geospatial features
including streets, highways, buildings, etc. and gradually this collective geospatial
information shows surprising coverage all over the world [12, 13]. Another vitally
important feature of using OSM data is that “you are free to copy, distribute, transmit
and adapt our maps and data, as long as you credit OpenStreetMap and its con-
tributors”,2 which affords developers to build value-added applications on top of it.

Considering this increasing trend of free VGI sourced data, our project is built
upon base geospatial data from OSM covering the National University of Ireland,
Maynooth (NUIM) and its surrounding areas. A screenshot of the OSM map cov-
erage for this area at the time of project implementation is shown in Fig. 1a, while the
corresponding map coverage over the same time/area from Google Maps is shown in
Fig. 1b. The considerably more detailed OSM data is mainly created by students
from NUIM and is freely available for inclusion in all value-added projects, a clear
example of how OSM grows research and business opportunities through volunteers
contributing data [14].

In this project, 2D footprints of NUIM campus buildings were downloaded
directly from the OSM map interface (www.openstreetmap.org) and/or from its data

2http://www.openstreetmap.org.
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repository (e.g. Planet OSM3 and Metro Extracts4). For NUIM campus data, which
covers a relatively small area, the entire campus can be exported by drawing a
bounding box over the campus region to specify the area of interest. The down-
loaded OSM data contains several layers of geometry types (features), such as
polygons (e.g. building footprints), polylines (e.g. roads), and points (e.g. points-of-
interest). In our case, a layer of building polygons was extracted and inserted into an
Oracle Spatial database via the Feature Manipulation Engine (FME) Workbench
utility [15], which is a toolset that converts and transfers data between different data
formats. The inserted polygon data in Oracle Spatial is shown in Fig. 2.

4 Preparing 3D Models for Google Earth Integration

Google Earth (GE) allows developers to upload 3D building models for direct
visualization in the GE environment or for inclusion in a webpage using their
application programming interface (API). When retrieving data for visualization, a
client (desktop or mobile) queries for data either from temporary cache memory or

Fig. 1 a 2012 OSM map coverage of NUIM, Ireland b Map coverage of the same place and time
from Google Maps

3http://planet.openstreetmap.org/.
4http://metro.teczno.com/.
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from GE databases. However, due to real- time display requirements and other
issues, GE can only process very simple 3D block models if display speed is a
priority. Therefore, in order to include our detailed 3D campus building models in
GE, we first needed to develop a modelling workflow to transform raw LiDAR
point cloud data to Google Earth KML format using various mapping tools like
CloudWorx [16] and the FME Workbench utility. The KML format supports both
solid and polygon data types, and both are needed to address real-time GE display
issues as discussed below.

Raw data used to construct detailed building models for 3D city maps can be
obtained from various sources through a wide range of techniques. With recent
developments in photogrammetry and remote sensing, building models can be
automatically reconstructed given the geometric resolution of satellite imagery and
Light Detection and Ranging (LiDAR) point cloud data [17]. The geometric and
semantic properties of 3D models are typically stored in five consecutive levels-of-
detail (LoD), in which LoD0 defines a coarse regional scale model while LoD4
denotes architectural building models with detailed walls, roof structures, balconies,
interior structures, and detailed vegetation and transportation objects [18]. An
advantage of the LoD approach is the coherent modelling of semantics and geo-
metric/topological properties together at each level, where geometric objects get
assigned to semantic objects. In order to meet our eCampus objectives, 3D building
models have to be constructed at least to LoD3 level.

Fig. 2 2D footprints (polygons) of NUIM buildings inserted into Oracle Spatial

Design and Development of Personal GeoServices for Universities 9



To achieve this LoD, a modelling workflow (Fig. 3) was developed to recon-
struct building models suitable for real-time GE display from LiDAR point clouds.
LiDAR point clouds of campus buildings were first acquired using a Leica
ScanStation C10 controlled by Cyclone-3D Point Cloud Processing Software
installed on a laptop linked to the scanner. Subsequently, the point clouds were
registered and geo-referenced within the Cyclone environment [19] and the 3D
building models manually created using AutoDesk and a CloudWorx plug-in [16].
Leica CloudWorx for AutoCad offers many manipulation and editing tools to assist
users to trace or auto fit lines, arcs and polylines to 3D point cloud data. Finally, by
employing FME Workbench, a 3D building model’s underlying CAD geometry is
transformed to KML format to allow for online display by web-based mapping
applications in Google Earth. A more detailed description of each step in this
modelling workflow can be found in [20].

This modelling methodology was applied to the north campus of the NUIM study
area. This area was selected because it contains a mixture of simple and complex
buildings with various architectural styles (e.g. historic and modern buildings),
which can be most problematic when reconstructing 3D building models. The tallest
building is 20 m. Due to GE constraints with how it processes (accesses/displays) 3D
solids, the AutoCAD DWG format solid models created in Step 4 (above) have some
limitations after converting to 3D solid KML format concerning access to their
object/sub-object semantic attributes (such as building/room name).

In Google Earth, linked attribute information cannot be accessed by simply
clicking (pointing/selecting) just anywhere on the solid building shape. To over-
come this limitation, the solid building shape must be converted to 3D polygon
data, which can be accessed in GE by clicking anywhere inside the polygon.
However, by transforming all 3D solids to KML polygons, a map scene can contain
a huge number of polygons because numerous polygons are required to represent
all the external doors/windows, which can make the KML file so large that it
exceeds the limit that GE can support for real-time display. Therefore, the KML 3D
polygon file has to be thinned to show important detail of attribute-bearing objects
only. So, an overlay layer of empty 3D polygons around each window/door was
added and the DWG solids of the doors/windows were transformed to KML solids
for visualisation purposes, otherwise users would only see (un-selectable) holes in a
wall rather than (clickable) doors or windows.

Fig. 3 LiDAR workflow for 3D BIM modelling

10 A. Ballatore et al.



In summary, 3D solids and 3D polygons together represent the campus building
models in KML format with their associated rooms linked to any available metadata
information. While polygons are applied to all objects, 3D solids are also used for
visualising geometries of window/door frame details. This allows us to assign a
different appearance to each building sub-component by filling with either a colour
or texture and importantly the ability to click anywhere inside a polygon shape (e.g.
window/door/wall) to select/query the object directly.

5 eCampus Architecture

The eCampus Demonstrator is a browser-based application based on 2D OSM data
and 3D GE data and is accessible to both desktop and mobile devices. It aims to
help users explore in more detail the campus by providing them maps and utilities
for both 2D and 3D querying and visualisation. Different search functionality is
provided so that users can ask questions by interacting with the map itself. For
instance, they can ask: “What is that building over there?” by pointing at it with
their mobile device; “What is the class schedule of this room?” by clicking on its
window in the mobile/desktop display or by choosing a room ID from a list; “What
can I actually see around me?” when standing at a particular location on campus;
they can also ask to visualise a route together with directional images (i.e. con-
taining superimposed arrows pointing the way) between two buildings/rooms or
any location by choosing a building/room from a list or by clicking locations
directly on the map. Query results are visualised on the 2D/3D map overlaid with
further university specific business data where available. The application archi-
tecture includes 3 layers: interface layer, web-services, and database layer (Fig. 4).

5.1 Database Layer

The 2D building footprint and detailed 3D models of NUIM campus that serve the
spatial data web-services are physically hosted at DIT in Oracle Spatial 11g dat-
abases. Other data related to pathways, roads and building images are hosted at
NUIM in PostGIS databases. Many 2D campus footprints were first downloaded
from OSM and then uploaded to the Oracle Spatial DBMS where geometry data is
stored in a single column data type of SDO_GEOMETRY to define the geometry
type (e.g. points, lines, polygons, solids, etc.), the dimension, and an array of x,y
(and z for 3D) coordinates comprising points or vertices of campus objects.

In Sect. 4, the workflow for 3D BIM modelling and export to KML format for
displaying in GE was discussed. In fact, 3D building detail is also needed and
stored in Oracle Spatial for visibility calculations and other advanced search
operations. In this case, the FME workbench utility was also used to export the 3D
models to the spatial database—a similar process as when exporting to KML. After
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reaching Step 4 (3D BIM in AutoCAD) in the modelling workflow, there are two
groups of layers stored in the AutoCAD database: (i) stored solid components
involving exterior walls, window/door frames, roofs, and balconies and (ii) stored
polygons of window/door extents. These two layers are then exported to Oracle
Spatial. As mentioned previously, the reason for this type of data management is
because of “clicking” restrictions inherent to Google Earth regarding pointing/
selecting solid building objects/sub-object attributes directly from the map.

5.2 Web-Services Layer

At the logical level, the spatial data retrieval web-services and business data
retrieval web-services are installed in this layer.

5.2.1 Spatial Data Retrieval Web-Services

Spatial data retrieval web-services include routing navigation, image retrieval for
directional visualisation of routes, and 2D and 3D visibility based directional

Fig. 4 Three Tier eCampus Demonstrator System Architecture
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querying; 2D Isovist, point-to-select, and field-of-view queries; plus 3D Isovist,
point-to-select, and frustum spatial searches. These web-services were developed
by various project partners on different platforms, but have the same deployment
methods in the form of RESTful web-services [2, 3]. More specifically, an IIS
(Internet Information Services) server is appointed to host the web-services, and
query requests are constructed using standard HTTP calls containing a valid URL
filled with the required query parameters.

The routing navigation web-service needs query parameters such as transport
mode (e.g. pedestrian, driving, wheelchair, or directional images), and a starting
and destination location in terms of longitude and latitude coordinates taken from
clicking on the map. The navigation web-service then returns a list of points (i.e.
OSM object vertices along the route) in KML format. The eCampus applications
then uses OpenLayers API to read this list and connect the KML points to display
the route as a line drawn on the map. Users can also provide a building or room
name for the start/end location. The corresponding coordinates of the building/room
are retrieved from 2D and 3D spatial databases and passed to the web-service in this
case.

The directional images web-service provides a list of images (thumbnails) along
the route augmented with superimposed arrows pointing the way. The parameters
for this web-service are the same as for normal routing. The web-service returns in
JSON format a list of image URLs, their location, and the view angle of each image
with respect to the direction (path) needed to follow. Figure 5 shows how the
directional image web service result displays on the OSM basemap.

2D and 3D visibility-based directional query web-services correspond to dif-
ferent search options in relation to different spatial data types in the database. These
web-services are divided into two sub-groups, one applied to 2D OSM building
footprints and the other applied to the 3D GE (KML) building models. 2D Isovist
view, 2D Field-of-View, 2D/3D Line-of-Sight (Point-to-Select), 3D Frustum and

Fig. 5 The directional image web-service result overlaid on the OSM base map. Clicking on each
thumbnail opens a larger image showing an arrow pointing the direction to travel
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3D Threat Dome are the different types of 2D and 3D spatial queries available.
More detail on these spatial search algorithms and the web-services developed for
each can be found in [21, 22] (Fig. 6).

5.2.2 The Business Data Retrieval Web-Services

Useful university business data attributes for student/staff users mainly relates to
classroom schedules and facilities. RESTful web-services were developed to
retrieve this information by querying an external NUIM database containing uni-
versity business data associated to room numbers. The web service returns the
classroom schedule in html format.

5.3 Interface Layer

The interface layer consists of html pages displayed to users (client side) in a
standard web browser. At this level, spatial data returned from 2D queries is vis-
ualised on 2D OSM maps as additional layers using OpenLayers API. For 3D
queries, the results are returned in JSON format and drawn as placemarks added to
a GE view. The integration of spatial data and business data is performed at the
client side when attribute information about buildings and associated rooms/objects
is found.

Fig. 6 The 2D Isovist web service result overlaid on the OSM basemap. Only objects that a user
can actually see out to a specified distance (e.g. 100 m) in 2D get returned by the query
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6 Advanced GeoService Functionality

The eCampus Demonstrator is developed for both web and wireless devices.
However, there are some differences in the look and feel of the interfaces and user
interactions between the desktop version and the smartphone version. This is
mainly due to additional limitations of the Google Earth API for mobile devices. In
addition, on mobile devices information like user location, tilt, and compass
readings can be captured automatically, while users need to input them when
interacting with the desktop interface. The eCampus Demonstrator GeoService
functionality and its organisation is depicted in Fig. 7.

6.1 Exploring eCampus Information

This search functionality is available from the home page of the desktop application
(Fig. 8). It shows a 2D OSM basemap of the campus where users can selectively
click on each building (polygon) on the map to explore more detailed information
visualised on the right side of the interface. The available business data includes
information on rooms within the building, faculties/departments in each building,
opening hours of the building, car park information, building images and detailed
architectural plans (Figs. 8 and 11).

6.1.1 Personalised Information

This functionality provides information specifically targeted to user interests.
Campus users manage their interests by adding or removing them from their profile.

Building and room
information

parking information

campus news

Staff search

2D Query 3D Query Route
Navigation

Personalization

Campus Information
(Home page)

IsoVist Query
Field of View Point to select 360 Degree Frusturm on 2D Map on 3D MapQuery Query View

Fig. 7 eCampus search functionality. There are 5 main search functions in the eCampus
Demonstrator. Each function provides a further subset of query utilities (dashed boxes)
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An auto complete list of keywords is provided to help users in selecting and adding
interest keywords. After logging into the system with a student/staff ID, campus
information such as school/course calendar and news/events are personalized based
on these chosen interests (e.g. History, Sports, Societies, Restaurants, etc.) (Fig. 9).

6.2 2D Queries on the Desktop

2D search functionality allows us to perform Isovist, Field-of-View and Point-to-
Select queries. On the desktop interface, a user first chooses a query type and then
clicks a location and drags the mouse to indicate the search radius directly on the
OSM map. Depending on the query type, the user may optionally enter a field-of-
view angle and search direction. The query result is displayed as blue shaded

Fig. 8 Selected building information displayed on right side of desktop interface

Fig. 9 Personalised news and events overlaid on OSM basemap
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buildings with the field-of-view (viewshed) shaded in red (Fig. 5). As opposed to a
simple range query where all objects out to a certain distance are retrieved, a 2D
Isovist is a 360° line-of-sight query around a user’s location that is clipped by OSM
building footprints. This allows for more task specific queries such as “retrieve all
objects around me that I can actually see within 50 meters”.

By further constricting the 360° Isovist search, the Field-of-View query allows
users to indicate a viewshed angle, direction, and distance from their chosen
location. The application then retrieves all visible objects that fall within that
angular Field-of-View, in that particular direction, and within that specified distance
(Fig. 10).

The Point-to-Select query intends to mimic a user pointing their smartphone at
actual objects in the real-world, but is invoked on the desktop by clicking 2 (or
more) locations on the map and retrieving all objects that intersect the line (Fig. 11).

Fig. 10 Results of 2D Field-of-View query looking northwards out to 160 m

Fig. 11 2D Point-to-Select query with 4 points indicating the chosen “line-of-sight”
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6.3 2D Queries on the Mobile

Mobile interfaces for exploring the campus on a smartphone are depicted in Fig. 12.
Building information gets retrieved by simply tapping on any building in the OSM
map.

The mobile interface takes into account the current user location from the device
GPS, tilt of the device from accelerometer, and azimuth of the pointing direction
from the digital compass. The search radius is indicated by dragging the distance
slider left or right with the resulting red viewshed changing dynamically to indicate
scale. The final viewshed query shape gets clipped by the OSM building footprints
before being sent to the spatial database to retrieve any intersected objects (Fig. 13).

Regarding the mobile version of route navigation, users can ask to find a route
from their current location (based on their GPS location) to any building/room or
between any two campus buildings selected from a list (Fig. 14).

6.4 3D Queries on Desktop and Mobile

The 3D eCampus search functionality displays NUIM maps in KML format using
Google Earth (3D map). At this stage, users can query the campus by clicking
directly on any building or external door/window (i.e. room). The corresponding
building/room information gets overlaid on the 3D map (Fig. 8). The eCampus
Demonstrator provides two 3D search options: 360° Isovist query (Threat Dome)
and a directional Frustum query. The 360° Isovist query is a 3D version of the 2D
Isovist query, which means it returns objects that users can actually see around them
in all directions horizontal and vertical out to a specified distance (Fig. 15). The

Fig. 12 Mobile eCampus interface on smartphone. a Main menu. b Building query
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final dome shape (i.e. search space) is determined by first calculating all intersec-
tions between a sphere centred on the user’s location and the 3D building models
stored in the spatial database. Next, the intersection points are joined into a 3D
polygon shape that is then used as the query “window” into the database to retrieve
all visible objects (e.g. rooms/buildings) it contains.

The Frustum view query is the 3D version of 2D Field-of-View query. It con-
strains the shape of the search space to a location having vertical and horizontal
angular visibility (and tilt) in a particular direction, out to a specified distance and
clipped to the 3D building models stored in the spatial database. The intersection of
the resulting frustum query “window” with other database objects represents what
users can actually see in a given 3D direction, constrained, for example, to their
actual field-of-view (Fig. 16).

Currently, due to API limitations with mobile GE, e.g. in drawing/inserting user
defined 3D objects, the mobile 360° Isovist and Frustum query interfaces look the
same as in 2D. However, the query results do take into account the true 3D nature
of the search space. In this case, the search results provide a list of buildings and
rooms intersected by the 3D query but displayed on a 2D OSM map view (Fig. 17)
(i.e., the objects intersected by the yellow Threat Dome shape in Fig. 15 or by the
green frustum shape in Fig. 16).

Fig. 13 Mobile 2D Isovist viewshed (in red) set to search out to 320 m. Only objects that can
actually be seen (in blue) from current location get returned
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Fig. 14 Mobile route navigation with directional images between selected buildings/rooms.
a Pedestrian walk. b Routing with directional images

Fig. 15 3D 360° Isovist (Threat Dome) view query. Only visible objects (e.g. buildings/rooms)
that fall within the dome shape get returned by the query
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Fig. 16 3D Frustum query. The final frustum shape is clipped by any building objects in its path
before getting utilised as a 3D query window in the spatial database

Fig. 17 3D Isovist search and result. Note query result is shown overlaid in 2D OSM as GE API
does not yet allow functionality for user-defined customised 3D objects overlaid on their mobile
3D maps
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7 Discussion

During the development phase of this application, some important limiting factors
emerged regarding the technology employed. After first analyzing the capabilities
of the chosen technologies for implementation, the following discussion presents
some advantages and disadvantages of our approach.

7.1 3D Modelling and Visualisation

When creating 3D virtual cities for Personal GeoService applications and for gen-
eral mobile spatial interaction in the Internet of Things, the most important task is to
generate detailed and geometrically accurate building models. In contrast to tradi-
tional methods (e.g. on-site surveying), terrestrial laser scanning is an attractive
alternative for collecting building coordinate data in terms of field time and accu-
racy [23–25]. However, the process of building detailed 3D models from point
cloud data is still quite a manual process. In our application, it takes around 6–8 h
for each building. This implies automatic or semi- automatic processes must be
developed to reconstruct building models with LoD3 to reduce post-processing
bottlenecks for city-wide 3D modelling workflows used in this type of application.

As the GE platform currently only displays 3D objects above the earth’s surface,
this restricts visualisation of any underground detail below ground elevation level.
To display and interact with entire building models above and below ground, an
alternate web mapping platform should be considered. Also, mobile device
browsers do not currently (2013) support the Google Earth API, therefore there are
limitations when visualising 3D models and other customised vector objects on
smartphones.

7.2 Integration Level of Spatial Data and Business Data

As mentioned previously, the integration of spatial data and business data is per-
formed at the client side, i.e. at the visualisation level. We considered three options
to provide spatial data and related business data to users as shown in Fig. 18.

(a) Early-integration: In this approach, retrieving business data is performed from
inside the spatial data retrieving WS. The final results sent back to GUI
include spatial data and business data.

(b) Aggregated web-service: A newweb-service is developed to compose the results
returned by the spatial data web-service and the business data web-service.

(c) Integration at the visualisation level: The results of the spatial data web-service
and business data web-service are overlaid at the visualisation level. We have
chosen the third approach: integration at the visualisation level, as this approach
provides some advantages compared to the other two approaches (Table 1).
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7.3 OGC Services

The Open Geospatial Consortium (OGC) has developed some standards for geo-
spatial processing technologies to enable applications from different commercial
vendors to interoperate. However, the locationing services developed within OGC
focus mainly on tracking and location-based applications for mobile devices [26].
These services are far from what we require in this application, where all RESTful
web-services for location-dependent directional and visibility space querying have
been developed in our own algorithms.

Fig. 18 Different spatial data and business data integration approaches. The red (X) represents the
integration point. The arrow describes the calling direction. WS Web-Service; SD spatial data WS;
BD business data WS; GUI Graphical User Interface

Table 1 Spatial data and business data integration options

(a) Early-integration There is a dependency of SD retrieving WS and a specific BD
retrieving WS. That means SD WS cannot be reused for other
purposes

(b) Aggregated web-
service

SD and BD WS are independent. It depends on the user needs that
the aggregated WS (AggWS) will integrate suitably SD and BD
WS. Suppose fA(WS) is the cost of analyzing the result of a WS, fC
(WS) is the cost of calling a web-service, then the cost of this
approach to display the result is: fC(AggWS) + fA(Agg WS) + fC
(SD) + fA(SD) + fC(BD)
Note that the results of AggWS needs to be analyzed to draw the
geometry shapes and the business data is then added to the feature
data of the geometry object. In case the results of AggWS is in
KML format, there is no need of analysing AggWS (so no cost), all
spatial data and business data can be visualized. However, in that
case the visualisation is fixed according to the API provided

(c) Integration at
visualisation level

SD and BD WS are independent. It depends on user needs that
suitable SD and BD WS are consumed at the visualisation (client
side code source). The cost to display the result to the users is:
fC(SD) + fA(SD) + fC(BD)
Visualisation of the results is flexible according to the users’ needs
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7.4 ROA Instead of SOA

For the last decade, Service Oriented Architectures (SOA) have been widely used
for distributed applications, particularly on the Web. In Geographic Information
Systems (GIS), there is no exception here. For instance in [27], a GIS web-service
architecture was proposed based on SOA technology. However, while SOA is a
proven approach, in some cases it can be overly complicated and processor heavy.
For example, when handling a SOAP message, the client (desktop or mobile) needs
to send a request with parameters constructed and wrapped in XML format with
special headers and other elements. It also has to parse any response from the server
in the same effusive XML format [28].

In the case where the client is a mobile device, this approach contains far too
much processing overhead in terms of the volume of data, most of it quite
unnecessary, that must be sent/received on mobile devices having relatively limited
wireless connection speeds and often a data transmission cost [29]. In this respect,
JSON is a much lighter data format in terms of processing and transmitting wire-
lessly. Furthermore, we agree with the general statement that the REST architecture
provides a “scalable and simple deployment of web-services and particularly
appealing for Earth and Space Science” [30] as RESTful web-services have been
much used in geo-information sharing.

7.5 Dependency of 3D Query Performance and 3D Data
Details

In our application, users carry out spatial queries from outside of buildings.
Therefore only the geometries of exterior structural components of the building
(e.g. facades, roofs, windows, doors, balcony, canopy, etc.) associated with room
level attribution (e.g. room name and function) were loaded into the database. In
this way, it helps to reduce the complexity of the 3D models and thus improve 3D
spatial query performance.

8 Conclusions

Providing users with business context data in location dependent queries helps to
fulfil more task specific user needs within detailed data environments. In order to
meet that objective, there is a need for 3D building modelling to achieve at least
LoD3. The workflow employed in this paper was successful in reconstructing
geometrically accurate building models with LoD3 detail. However, the procedure is
time consuming for larger project areas where numerous building models need to be
reconstructed; therefore, automation of this approach is still an open problem. The
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flexibility, interoperability and heterogeneity of this kind of GeoService application
demands a suitable software architecture. In particular to this geospatial application,
a Resource Oriented Architecture (ROA) was chosen for the implementation.

At time of writing, the eCampus Demonstrator presented in this paper is among
the first GeoService applications to explore an area in detail on both desktop and
mobile 2D and 3D maps. It provides users with more personalised search utilities,
like directional/visibility query functionality, than contemporary eCampus
type information systems currently allow. However, there are still some significant
3D data processing limitations that need solving by GE if their mapping platform is
to be widely adopted for similar detailed data geo-application development in
future. In the meantime, alternative platforms to consider could be 3D games
engines such as Unity.5 We also need more testing with student/staff users to get
their feedback on overall functionality as well as the general performance of our
application. Semantic Web technologies might also be employed to facilitate the
integration of heterogeneous data [31]. In summary, this detailed data eCampus
implementation can be considered as a starting point for developers and researchers
when developing for similar application domains, such as business parks, hospitals,
airports, and shopping districts.
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Spatial Analysis of Peasants’ Migrations
in Russia/USSR in the First Quarter
of the 20th Century

Leonid Borodkin

Abstract The role of migrations in Russian history is immense and cannot be
underestimated. This paper is the first one attempting to analyze (using specialized
aggregation statistical method and GIS) the macrostructure of the migration flows of
Russia’s rural population since the end of the 19th century and to the first quarter of
the 20th century to create an integral spatial distribution of Russia’s rural population
inter-regional movement. For such enormous country as Russia it’s necessary to use
macro-analysis of the migration data. The second section of the paper gives short
overview of the peasants’ migrations in Russia and reveals the “bottlenecks” in the
relevant research literature. The third section shows that these “bottlenecks” can be
overcome using the materials of the 1926 All-Union Population Census. The method
is applied for the aggregation of the migration flows network according to the data on
all the 29 regions of the country (the fourth section); our NetAgg program permits to
construct a macrostructure of the inter-regional migration, to reveal the groups of the
main regions—the “consumers” and “suppliers” of rural migrants, to determine the
intensities of the migration flows between the revealed homogeneous groups of
regions. The fifth section gives interpretation of the obtained macro-structure of
peasants’ migration flows and the last one contains GIS maps to visualize the results
of spatial structure of the migration flows.

Keywords Historical GIS � Thematic mapping � Historical texts �Migration flows

1 Introduction

Tendencies of development of modern science are determined, mainly, by profound
interdisciplinary processes and informatization of scientific researches. Such pro-
cesses have affected both technical sciences and humanities.
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Development of branches of research at the junction of informatics and other
sciences, including historical, has led to origination of new scientific domain called
“digital humanities” [1, 3, 4, 11, 12 and 15]. This domain allows to adapt modern
informatics methods and algorithms, automatized data processing methods, for
peculiarities of humanities.

Currently, new informatics field for humanities, particularly for historical sciences,
is being actively created. It is connected, firstly, with wide access to new digital sources
of historical data. Secondly, approaches,methods and technologies of solving historical
tasks are changing. New methods of processing complex initial data are arising.

We can observe a trend of convergence of historical and geographical studies, and
geographical information system (GIS) is one of the best apparatus for such integration.
GIS allows to graphically represent geo-spatial information, retrieve related data, add
andmanage attribute data, execute analysis of given data and etc. For historical science
GIS can become an integrated apparatus for simultaneous processing of heterogeneous
types of information: attribute data, spatial data, time series of data and etc. GIS is also
able to manage large sets of data, allows executing integrated spatial analysis methods
andmethods of processing quantitative and qualitative types of data.Application ofGIS
allows historians to solve problems, associated with analysis of spatial-temporal
alterations of territory, based on various historical statistic data. Also it can give spatial
representation for given initial information and research results as well. As data sources
for GIS historical texts and cartographic materials can be used.

GIS, by no means does not apply to replace classical methods of historical study
of history. Nevertheless, GIS can give enough of advantage to scientists by more
efficiently managing all sorts of historical data available along with providing data
graphic representation.

However, despite the advantages GIS can give to a scientist, its application in
historical field of study is currently underdeveloped. This predicament can be
solved by several approaches. Firstly, specific algorithms and automatized methods
of data processing for historic researches should be developed. Secondly, scientists
should respond more actively to emergence of innovative technologies and program
products in geoinformation field and should adapt them for application in historical
science.

2 Peasants’ Migrations in Russia and Their Studies

The active work on the problem dates back to the 19th century. Nowadays an
important place in this field belongs to the works dealing with (exclusively, or
inclusively) the analysis of directions and values of the particular migration flows,
to reveal their general regularities. The most stable of the regularities is the one
dealing with the conception of A.A. Kaufmann, according to which the vagrant
“instinct”, one of the characteristic traits for the Russian peasant’s character in all
the times, displayed itself “one-sidedly”: the main directions of the peasants’
migrations went finally from the Russia’s center to its outskirts.
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The breakup in Russia’s peasants’ migration started just after the Great reform of
1861 abolishing serfdom. Beginning from the post-reform time a wave of migra-
tions within the country’s limits was continuously growing. A special explosion
registered in the 1880s–1890s was related to the beginning of the active peasants’
colonization of some regions of Siberia and Far East. The other impetus, even more
powerful, was given by agrarian reform prepared by P.A. Stolypin at the beginning
of the 20th century. During 20 years (1885–1904) 1.491 million peasants left the
European part provinces, however in the next 10 years the number of such migrants
reached 3.139 million (Sklyarov 1962).

On the whole, a wave-like pattern is peculiar to the spatial migration of Russia’s
population. The causes of its variation include the startup of the Trans-Siberian
railroad, the cyclical pattern of the economic evolution, the explosions of social
conflicts, the regional specifics of the agrarian relations, rumors, bad crops, wars, etc.
And last, but not least, is the State’s position in the migration problem; this position
changed many times. The practice of the administrative suppression of peasants’
migration to the “free border regions” was substituted by the policy directed at
restraint, when possible, of these processes, that didn’t, anyway, exclude the good old
“well tested”methods in solving of these problems: even in this period the use of the
police and even of the army was common in suppressing the migration movement.

The transition from restriction to stimulation of the migration of large strata of
population to the far off borders dates back to the 6th of July 1904. That was the day
when the new direction of the migration policy was legalized at a declared level.
This improved the opportunities of anyone who desired to take part in the stimu-
lated and even publicized by the Government migration process. The special
Migration Department has been established under the Agriculture Ministry in that
year. This body remained under the Soviet power, too; it became one of the
departments of the People’s Commissariat of Agriculture.

2.1 “Bottlenecks” in Historiography

Though there is a number of studies on the history of migrations both in the Czarist
and the Soviet period there are practically no works dealing with the peasants’
migrations within the USSR borders not “cut” (from below or from above) by the
1917 frontier. In other words, a tradition has formed to analyze the domestic
migrations in Russia before and after 1917 as two different, completely independent
processes. This is the first “bottleneck”. As we have revealed, there exists a clearly
expressed succession in the essence and the character of the main migration processes
between Russia’s pre-revolutionary epoch and the first post-revolutionary decade.

The traditionally centrifugal main directions of migrations remained in the early
Soviet Russia as well. Legalizing de facto the existing realities the special edict of
the USSR All-Union Central Executive Committee and Council of People’s
Commissars of July 6, 1925 declared the start of the planned migration to the Volga
region, Siberia and Far East. The other decree completed this list with the Northern
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Caucasus and Urals. The character of the State participation in the migration pro-
cesses, up to the second half of 1920s stayed in principal unchanged. The Soviets,
in accordance with the critics of the autocracy’s colonial policy willing to correct
the errors of their predecessors, returned in the first years of their rule to the policy
of constraining the pressure of the migration wave. But this pressure turned out to
be so high (though it never reached the former values) and the problems it raised so
acute that the end of 1924—beginning of 1925 gave start to the transition to the
“planned migration”. The authors of this term were exclusively Soviet theoreticians
and organizers of the migration policy, but its sense was quite different in the ’20s
and the ’30s, when migrations within the USSR borders really lost their former
sense under the highest level of regulation of the social life.

Analyzing the literature on the evolution of migration processes in Russia one has
to state that the picture in a whole seems fragmentary. Characterizing the second
“bottleneck” of the analytical historiography, it must be noted that the most wide-
spread is the approach according to which any author chooses as the object of research
some particular migration flow ending in a specific region or vice versa the flow
originating from a specific region. There’s no sense in negating the usefulness of these
works. But the value of a particular subject can be fully seen only in the context of a
whole background, the integrated structure of all the migration processes in Russia.

Finally, the third “bottleneck” is associated with the fact that very seldom an
attempt to match “inputs” and “outputs” of migration flows is being made in works
investigating the regions with the most intense out-migration or settlement of
migrants from other regions. When “supplier” regions are matched with “consumer”
regions, there is still a lack of proper differentiation of the migration flows structure
that prevents us from “conjugating” the two corresponding regions [6]. On the other
hand, it should be noted that the Soviet/Russian historiography has undertaken to
construct migration “supplier-consumer” chains of regions to describe migration
movements of Russia’s rural population at the turn of the 20th century. However, all
these attempts have not gone beyond the limits of specific regions to elucidate only
particular fragments of a complicated network of migration routes, and reflected one
or another researcher’s concern with migration links of a particular region. In this
respect of keen interest is the research field working out a concept of landscape
similarities between the old and new homeland of settlers [17].

Thus, to sum up what was said above about the bottlenecks of the historiogra-
phy, the following should be mentioned.

Despite a great number of works that analyze the various aspects of migrations in
Russia over the period under consideration there is still no general picture of the
migration flows structure giving a systematic presentation of the processes? The main
causes are associated, to our mind, with the following historiographic traditions:

• isolated studies of migration processes in the period of the pre-revolutionary
development and the first post-revolutionary decade;

• the dominance of local studies limited to the migration processes of a particular
region;
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• lack of the match between “inputs” and “outputs” of migration flows in the
works that surpass the limits of local analysis.

To analyze the migration flows structure as a system and to produce an integral
spatial distribution of Russia’s rural population migration at the end of the 19th
century and the first quarter of the 20th century it is essential to eliminate these
bottlenecks and to use the relevant sources and analytic techniques.

What are the requirements that a source should meet to cope with this task?
It appears necessary for a source contain data on the migration flows intensities

in every match of the country’s regions. The data should be differentiated by
principal social categories of migrants (including peasants as a separate category)
and reflect the settlement-out-migration dynamics for each region over the period
under consideration. The number of regions should be large enough and run into
several dozens to represent the regional specificity in detail. The source of that kind
is presented in the next section.

3 The All-Union Census of 1926: Potentialities
and Limitations

Out of all the sources that describe the country’s rural population migration flows
from the end of the 19th century to the first quarter of the 20th century, the All-
Union 1926 Population Census data satisfy the above-stated requirements to a great
extent. The final results of the Census were published in 56 volumes which were
divided into seven sections. Section III (“Marital Status. Birth-place and length of
residence”. Vol. 35–51) is of the most interest for the purpose of our study. The
migration flows intensities data were obtained by summing up the answers to the
questions 6 and 7 of the census personal questionnaire (“Where were you born: here
or not? If not, specify your birth-place and how long you are domiciled in here”).
Table VI of the Census Section III (“Natives of other regions by birth-places. The
results by social groups”) summarizes the data as a matrix that comprises the
number of migrants for every match of regions. The number of regions totals 29,
they correspond to the USSR regional division for the year 1927. The census
recorded 3,605,314 peasant that were natives of regions other than they lived in.

Relevant information about migration flows is also offered by Table IV of the
Census (“Population by length of residence, nationality, occupation and employment
in branches of economy”) and V (“Natives of regions, other that they are domiciled in
birth-places and residence”).

In fact, the Census data cover the territory of the whole country allowing us to
overcome the limits of local research with “inputs” and “outputs” of each migration
flow defined clearly by a corresponding match of regions. These data permit us to
study particular migration flows for rural migrants without cutting flows at the time
cross-section of October, 1917.
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Every value aij in these matrices shows how many natives of a region specified
in line i live in another region specified in column j. In the foreword to Section III of
the Census the main objectives of the tables’ data are described as follows: “(a) to
study the directions of migration flows inside the country; (b) to reveal centers that
attract population, and (c) to reveal the regions which population is drawn towards
in these centers”.

To what extent do the final data of the first All-Union Census meet the above-
said requirements for a source on a rural population migration structure? This
source, to our mind, enables us to eliminate the bottlenecks of historiography. In
fact, the data of Table IV of the Census cover the territory of the whole country,
allowing to overcome the limits of local research with “inputs” and “outputs” of
each migration flow defined clearly by a corresponding match of regions. These
data permit us to study peasant migration flows without cutting the flows at the time
cross-section of October 1917. The data of Table IV of the Census also make it
possible to study dynamics of the migration flows intensities for every “consumer”
region. In this table the summary flow of settlers in each region is apportioned by
nine time spans, five rather short spans fall in the period of 1917–1926, four
lengthier ones cover the pre-revolutionary period.

4 Processing the Census Data

Let us proceed to a preliminary stage of the census data analysis, associated with
calculations of most general parameters of inter-regional migration activity.

In this section we will consider indices, characterizing various aspects of the
peasants’ migration activity for each of 29 regions:

I—coefficient of migrants increase,
D—coefficient of migrants decrease,
B—coefficient of migration balance,

where

I ¼ Vi=Vð Þ � 100% ð1Þ

D ¼ Vd=Vð Þ � 100% ð2Þ

B ¼ Vi � Vdð Þ= Vi þ Vdð Þ � 100% ð3Þ

where Vi (or Vd) is a number of migrants that settled in a given region (or left it)
over the time span under consideration, V is the total number of peasants at the
moment of census.

While I and D describe the population migration mobility of a particular region,
the coefficient B represents relative predominance of a settlement flow over an out-
migration flow. Its value varies from −100 % to +100 %, with plus and minis
indicating which of two flows dominates.
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Table 1 offers I, D, and B values of rural migrants for all the 29 regions of the
country.

Highest values of the increase coefficient (I) indicate a substantial share of
newcomers among the farmers in Siberia (I ¼ 32:7%), the Far East (23.3),
Kazakhstan (15.5), Crimea (10.6) and Northern Caucasus (8.4). Whereas in central
regions, as well as most regions of Ukraine and Byelorussia, this index has low
values. Instead, it is precisely in Byelorussia and Ukraine where the decrease
coefficient (D) is highest (11.7 % in Dnepropetrovsk region, 11.2 in the Left-bank
Ukraine, 9.5 in Polessie, 8.9 in Byelorussia, 8.7 in Mining Industrial region).

Table 1 The principle parameters of the regional peasants’ migration activities

Regions V Vi Vd I
(%)

D
(%)

B
(%)

1. Northern 1,323,877 20,212 26,957 1.5 2.0 −14.3

2. Leningrad-Karelian 2,617,849 24,598 136,558 0.9 5.2 −69.5

3. Western 2,242,619 51,806 180,434 2.3 8.0 −55.4

4. Central Industrial 8,363,813 121,074 255,273 1.4 3.1 −35.7

5. Central Blaclcsoil 6,287,234 80,967 499,192 1.3 7.9 −72.1

6. Vyatka 2,048,876 21,137 128,959 1.0 6.3 −71.8

7. Ural 3,187,729 137,593 111,639 4.3 3.5 10.4

8. Bashkiria 1,436,148 94,076 43,367 6.6 1.0 36.9

9. Middle Volga 5,828,751 126,267 321,920 2.2 5.5 −43.6

10. Lower Volga 2,542,530 76,499 107,570 3.0 4.2 −16.9

11. Crimea 191,167 20,365 11,389 10.6 5.9 28.3

12. Northern Caucasus 3,825,108 322,046 98,148 8.4 2.6 53.3

13. Dagestan 311,609 13,015 4957 4.2 1.6 44.8

14. Kazakhstan 3,011,978 466,070 46,023 15.5 1.5 82.0

15. Kirghizia 465,409 36,261 10,114 7.8 2.2 56.4

16. Siberia 4,258,495 1,359,215 55,784 32.7 1.3 92.1

17. Buryat-Mongolia 255,855 17,706 6864 6.9 2.7 44.1

18. Yakutia 166,439 1346 662 0.8 0.4 34.1

19. Far East 676,302 157,290 12,297 23.3 1.8 85,5

20. Byelorussia 2,706,481 32,283 242,229 1.2 8.9 −76.5

21. Polessie 1,642,794 28,821 156,153 1.8 9.5 −68.8

22. Right-bank Ukraine 4,930,372 50,990 282,547 1.0 5.7 −69.4

23. Left-bank Ukraine 3,714,564 69,057 415,899 1.9 11.2 −71.5

24. Steppe 2,860,976 147,650 222,653 5.2 7.8 −20.3

25. Dnepropetrovsk 1,175,354 65,159 137,621 5.5 11.7 −35.7

26. Mining Industrial 606,427 40,371 52,666 6.6 8.7 −13.2

27. Transcaucasus 1,755,038 6767 25,015 0.4 1.4 −57,4

28. Uzbekistan 1,796,042 12,823 9535 0.7 0.5 14.7

29. Turkmenia 403,400 3853 2889 0.9 0.7 14.3

Source Tables IV, V All-Union Census of Population (1926) Vol. 35–51
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Table 1 contains quantitative assessments of migration activity of the regions
known in historiography as “consumers” and “suppliers” of rural migrants. The
migration balance coefficient values confirm that maximum prevalence of settle-
ment over out-migration of peasants was typical of the outlying regions of the
country: Siberia (B ¼ 92:1%), the Far East (85.5), Kazakhstan (82.0), Kirghizia
(56.4) and Northern Caucasus (53.3). On the contrary, maximum predominance of
out-migration over settlement of farmers was recorded in Byelorussia
(B ¼ �76:5%), Central Blacksoil region (�72:1%), Vyatka region (�71:8%),
Left-bank Ukraine (�71:5%), and Leningrad-Karelian region (�69:5%).

Table 1, however, gives no evidence of the migration “mainstreams” structure.
To make it possible we calculated the matrix S which contains values of a structural
migration coefficient. Sij is the number of peasants—natives of ith region who
settled in jth region divided by the total number of peasants emigrated from ith
region. This matrix provides data to construct the optimal migration typology of the
country’s territory.

The network structure grouping method is used here for the aggregation of the
migration flows structure according to the data on all the 29 regions of the country.
That permits us to construct a macrostructure of the interregional migration net-
work; to reveal the groups of the main regions which are “consumers” and “sup-
pliers” of migrants; to determine the intensities of the migration flows between the
homogeneous groups of regions.

The aim of the method is to single out subsystems in the network system under
consideration and to disclose the structure of links between the subsystems. Such a
classification of migration flows permits us to proceed from hundred (if not thou-
sands) of minor relations to a small number of major relations between the revealed
subsystems. It is essential that the concise description of the migration flows structure
is provided not by the selection of strongest links, but by its aggregation of the whole
multitude of relationships. This approximation method of the weighed graphs
aggregation (AMA), taking into account all the migration flows and discovering
groups of homogeneous units, is realized both in a fuzzy and “hard” versions [5]. The
properties of the quasi-optimal solution of the aggregation problem were proved, and
an algorithm to minimize the value of the functional proposed to estimate the quality
of approximation was constructed. The program NetAgg [16] created to realize
AMA approach contains the procedure of a discrete optimization as a principle block.

5 Macrostructure of the Interregional Peasant Migration
Flows

Analysis of the migration network aggregated structure revealed the optimal
number of homogeneous groups (macro-regions) to be equal to eight. Aggregation
of the S matrix realized on the basis of AMA method resulted in the following
composition of the homogeneous macro-regions:
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I Siberia;
II Kazakhstan;
III Northern Caucasus;
IV Central Blacksoil, Crimea, Dnepropetrovsk, Mining Industrial, Right-bank

Ukraine, Left-bank Ukraine, Byelorussia, Polessie, Steppe;
V Kirghizia, Turkmenia, Uzbekistan;
VI Dagestan, Transcaucasia;
VII Buryat-Mongolia, Far East, Yakutia;
VIII Central Industrial, Northern, Leningrad-Karelia, Western, Vyatka, Ural,

Bashkiria, Middle Volga, Lower Volga.

One can notice that each of these eight groups consists of adjacent territorial
units. It is the reason to use the term ‘macro-region’ in this case. The first three
regions have very special position in this aggregated structure, taking into con-
sideration their composition (each of these three groups consists of one territorial
unit) and their extremely important role in the peasant migration flow: 59.6 % of all
migrants settled just in these three regions. This role is reflected in Table 2, which
shows the structure of migration flows between the eight groups.1

Each figure in Table 2 is a value of the out-migration structural coefficient Sij
calculated for the corresponding pair of aggregated macro-regions. The graphic
representation of this aggregated structure is given by Fig. 1, constructed from

Table 2 Aggregated structure of interregional peasants’ migration flows: Matrix S of the
outmigration structural coefficients (%)

Region number

I II III IV V VI VII VIII

I – 31.8 5.2 1.5 0.5 0.1 9.5 2.1

II 19.0 – 8.9 1.6 7.3 0.1 0.8 3.6

III 10.6 27.5 – 2.7 1.3 5.1 1.8 2.0

IV 27.5 14.3 12.3 3.5 0.3 0.3 1.7 1.3

V 1.5 42.4 3.0 0.8 14.0 1.3 0.2 1.7

VI 1.2 1.6 62.1 1.1 0.4 11.4 0.1 1.3

VII 40.9 2.4 2.5 0.8 0.1 0.0 16.6 1.5

VIII 45.4 9.0 4.1 0.7 0.2 0.1 0.8 4.0

1 Each figure in table is a value of the outmigration structural coefficient Sij calculated for the
corresponding pair of aggregated macro-regions. For example, Fig. 62.1 in the 6th line and in the
3rd column indicates the average proportion of peasants-natives of Dagestan and Transcaucasia,
settled in the North Caucasus, which was equal to 62.1 % from the total number of peasants
emigrated from Dagestan and Transcaucasia.
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Table 2. Each edge of the graph coordinates to significant migration flow (the
threshold value of the matrix element in Table 2 is 10 %).

Figure 1 gives the evidence of the ‘attractors’ in the peasant migration structure.
These are Siberia, Kazakhstan and Northern Caucasus. It is worth to notice that
significant out-migration flows from these three regions were also directed to one
(or two) of that regions. Figure 1 shows the migration flows between other five
macro-regions, which were basically ‘suppliers’ of peasant migrants.

NetAgg software made it possible to construct the aggregated spatial picture of
the peasant migration in Russia/USSR in the first quarter of the 20th century.

Fig. 1 Macrostructure of peasants’ migration flows (the end of 19th—the first quarter of 20th
centuries). Numbers have the same meaning as those in Table 2
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6 The Spatial Structure of Migrations: Using GIS

Historical cartography is based nowadays mainly on application of GIS technology.
Since 1990 a number of works were published in this area (see for instance [7–9, 13
and14]).

In this study, we used GIS MapInfo PRO. The creation of digital cartographic
ground was carried out on the basis of the map of Soviet economic regions pro-
duced by the USSR Central Statistical Agency on 23/08/1927. We formed GIS
layers and linked them with statistical data on interregional migration flows. These
layers include the boundaries of 29 economic regions of the country, eight macro-
regions (obtained by statistical aggregation of the interregional migrations matrix),
cities, migration flows, islands, grid, frame. Creation of this GIS map implies
application of both mathematical basis (coordinate system—SC, map projection,
scale) and vector conversion according to the various sources.

Our GIS maps show net migration coefficients for each of 29 economic regions
of the USSR (Fig. 2), as well as the directions and intensities of the main migration
flows between eight macro-regions (Fig. 4). Figures 3 and 5 represent the same
spatial distributions for migration flows of hired agricultural workers.

Fig. 2 Spatial distribution of peasants migrations in the end of 19th—beginning of 20th centuries.
based on net migration coefficient B (see formula (1)
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Fig. 3 Spatial distribution of hired agricultural workers’ migrations in the end of 19th—beginning
of 20th centuries based on the net migration coefficient B (see formula (1))

Fig. 4 Spatial distribution of peasants migration flows in the end of 19th—beginning of 20th
centuries based on the structural migration coefficient Sij
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7 Conclusion

Currently, main trend of application of geoinformation in historical researches is
application of digital cartography. Involvement of new sources of data in the
process of historical research allows to achieve new knowledge about the process
under consideration.

Methodology of peasants’ migration flows analysis, executed with standard
program products as NetAgg and MapInfo, is described in this paper. Application
of computing aids allowed to process larger set of original sources, containing
information about peasants’ migration processes, in the course of research.

However, we should note a certain disbalance between arising of new
methods and technologies of processing large sets of data and their application
in practice. Thus, there is a need for development of complex method of geo-
information integration of geoinformation in historical science. It is evident that
to solve this task, close collaboration between scientists of both scientific
domais is required.

Fig. 5 Spatial distribution of hired agricultural workers’ migration flows in the end of
19th–beginning of 20th centuries based on the structural migration coefficient Sij
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RRM—A Referenced Routing Model
to Generate a Semantic Service
of Navigation in Mobile Devices
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Abstract With the inclusion of the Global Positioning System (GPS) on mobile
devices, users have a new option to obtain routes and travel information. Most of
the routing systems advances are focused on time improvements; actually, the
problem with commercial routing services is the way in which they give their route
instructions, since they do not include support features that could be useful as
landmarks or points of interest. By analyzing these issues, this paper proposes the
Referenced Routing Model (RRM), which provides to the users semantic instruc-
tions to go from one place to another, by using geospatial analysis tools, semantic
processing and mobile technologies. The obtained routes begin at the mobile
position and show to the user the points of interest and visual references located on
the road in order to aid him during his trip. An ontological model has been designed
in order to provide the references related to the routes.
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1 Introduction

The advances in GPS technologies are focused on the routing service. In spite of
having increased the user possibilities to obtain good results for route searches, GPS
technologies are interested on time and processing improvements, do not into
having a better communication with people [12].

Thus, go to a specific place in a city could be a difficult situation, especially if
either the area or precise ending point is unknown; sometimes the routes instruc-
tions are not clear. For example, imagine a person who wants to go from his office
to the nearest mall center; when he asks to his GPS navigator for instructions, the
result could be: “walk 250 m to the left, walk straight ahead 100 m, turn to the right,
walk straight ahead 85 m, turn to the west 20 m, walk straight ahead 100 m”.
Sometimes for a pedestrian, it is difficult to have a good orientation and a real
perception of distances; that is the reason why some users feel unsatisfied with the
instructions given by the routing services. The main goal of our model is to provide
semantic instructions that users can cognitively understand in such a way as human
beings perceive real world.

According to above, we propose the Referenced Routing Model (RRM), which
is based on routing with Points-of-Interest (POIs). It combines geospatial analysis
tools and an application ontology in order to semantically describe places such as
shops, schools, hospitals, etc., like instances of the ontological model. In addition,
web and mobile technologies are used to compute a route with nearby sites of
interest. The instructions describe the direction changes and the POIs located on the
route; such POIs were previously obtained from the ontology. The RRM is com-
pound by four stages, recognition, routing, semantic processing and filtering. The
Recognition stage determines the beginning and the ending of the route by using a
mobile application implemented in Android. The data are used in the Routing stage
in order to generate the path by the usage of the A star Pgrouting algorithm, taking
into account the study area’s roadways. The Semantic processing stage is respon-
sible for searching landmarks semantically from the application ontology designed
for the RRM. The Filtering stage consists on selecting some business according to
the user’s interest in order to show them on the route.

As case of study, we have analyzed a fragment of Gustavo A. Madero District, at
Mexico City. The proposed project generates a descriptive route that shows the
nearby business to the segments that are part of the path, by searching into the
ontology the name of the streets, the business located on them and their classifi-
cation. The data used to generate the routes belong to the Gustavo A. Madero
District, and the information about business and POIs was taken from the Mexican
National Statistical Directory of Economical Units (DENUE).

The paper is organized as follows: Sect. 2 describes the related work studied for
this investigation. Section 3 describes the component stages of the RRM method-
ology. Section 4 depicts the results obtained by applying the RRM methodology as
well as the comparison between the RRM data processing and some other com-
mercial routing services. Finally, Sect. 5 outlines the conclusion and future work.
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2 Related Work

The GPS routers on mobile devices have been improved by the implementation of
GIS tools, which increases their quality and functionalities; furthermore, production
and acquisition costs have decreased due to people demand [3, 9]. The problem
with the GPS routers is that sometimes they are used at places where the accuracy
on data is not good, as consequence, the information to build routes does not have
good quality in order to produce meticulous results as in some other areas. Other
case to consider is the kind of words used by GPS routers to notify changes of
direction, since they are longitudinal measures and orientation terms; all the men-
tioned facts derive in problems for the user to understand the instructions [15],
furthermore a GPS accuracy depends on the routing algorithm that applies, and the
way that it obtains and processes data [10, 14]; this algorithm should be adaptable
to the communication network, taking into account a wide background of infor-
mation. The algorithm proposed by Jianhe Du and Lisa Aultman [7] accomplishes
with those characteristics. This algorithm is one of the most specialized on the
routing analysis because it studies the routes used by a group of users, considering
each person activities and the time spent on them, the routes used by individual
subjects, and routes used by people that share a vehicle. In [7] an algorithm that
helps people to improve their routes, and notify them if there is a mistake in their
route is proposed. It considers the applied changes to the route by the users or if
they have spent more time than usual.

Up-to-date, the implementation of routing algorithms on mobile devices as
smartphones is a challenge, because it is necessary to consider the operating system
for each device. In despite of the portability and accessibility of smartphones, their
battery holds its charge for few hours and they have an expected time of data
acquisition of 10 s, they are slower and less accurate than dedicated GPS devices
[16]. On the other hand, most of the advances on routing are focused on improving
time and path’s length.

In order to define an object as POI, it is needed to consider the relevance of the
place represented by the object, if it can be easily identified, and its visual, structural
and semantic properties [15]. Ontologies are very useful to describe real informa-
tion in order to employ it into specific systems; its use on routing systems makes
easier to relate geographic features with their attributes, in order to handle and
understand them. Furthermore, ontologies can be used to rank concepts by their
importance and to establish relations between them [2]. Due to their capability to
simulate a real environment and create relations between concepts, ontologies have
grown-up in many areas, such as economy, medical services, routing, among others
[11]. Particularly on routing projects, the ontology provides to the system, infor-
mation about geographical features, and aids them to automatize the decisions
making by stablishing relations between the domain and the concepts. The ontol-
ogies usage by routing systems has its origins on Kulik work [6].

There are some commercial routing services for mobile devices, one of them is
Google Maps for Android [4], this service shows users their actual position and the
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route to arrive to a specific place selected by the user. The instructions to follow the
route can be directed by voice or text; it shows the remaining time to reach the
objective and real-time traffic. Google Maps for Android allows users to share their
opinion about a place, and photos in its social network, users can visualize three
dimensions maps, street views and interior building maps. The problem with this
service is that user needs to be connected all time; otherwise he could not request
information or visualize its route.

Nokia Maps, known commercially as Here Maps, is a service for Nokia cell
phones and mobile devices; it provides cartography to devices with Symbian PS,
Windows Phone 7, Firefox, among others. Nokia Maps has an application to give
voice instructions to pedestrians or drivers. Nokia Maps lets user know the traffic
situation in some cities, and share their coordinates by using social networks [5].
Waze is one of the most used services to obtain information about traffic and routes
with less vehicular problems. Waze has built a user community in order to compile
information, where each user is able to notify vehicular problems and show his
position by the continuous sensing of the mobile device. It obtains real-time data
and alternative routing [13].

3 The RRM Methodology

As a new implementation for GPS routing systems, we have designed a method to
include POI references on the route and semantic instructions; these references are
buildings or business located nearby the route. Such trades are chosen to aid to the
user during his trip and they are obtained by a semantic process applied to the
ontological model. In addition, we improve a new feature to the methodology that
allows user to decide if he wants or not to visualize a specific kind of business
neighboring to his route. The methodology is compound of four stages: recognition,
routing, semantic searching, and filtering. The expected outputs for this work are: a
route that connects the user with the ending place of his interest, a map with the
business and landmarks located on the route that are used as references on the given
semantic instructions, and the extra business, which commercial activity has been
selected by the user. In Fig. 1, the general framework of the RMM methodology is
described.

In the Recognition stage, the system obtains the coordinates of the GPS device
(beginning point), and the name of the place where user wants to arrive (ending
point), by using the RRM application that was implemented on Android [1]; such
application consist mainly of two interfaces: the first one designed to obtain user
information, and the second one, that presents the obtained results. On Routing
stage, the system computes the shortest route between the beginning and ending
points, by using the A star algorithm directly from Pgrouting [9]; some spatial
functions, and the road network of the study area are considered in the calculus. To
process the network road and the user coordinates, a spatial database has been
created, it contains the roads of the area and it has been imported to the database on
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PostgreSQL by using its spatial extension PostGIS. Once the table has been created,
RRM works with its data, applying queries and spatial functions by using a SQL
editor of PostgreSQL. Figure 2 shows a diagram that relates the network road with
its table representation.

The Semantic processing stage uses the application ontology to obtain the
representative buildings and business located on the route segments. In order to
build the ontology a Methontology approach was used [11]. By considering the
classification of roads in Mexico, we have identified four main classes: primary,
secondary, tertiary and pedestrian roads. Each class is divided into entities that

Fig. 1 The general framework of the RRM methodology
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describe a real road object with its individual properties, presented in Table 1. To
retrieve information about a certain street or road, it is necessary to apply queries on
the table generated by Post-GIS. With this information the system obtains the name
of the streets that are part of the route, and the name of the business located on
them, in order to give references to the user.

The semantic search is related to the last process, named filtering stage, where
the application ontology is used to consider the user preferences, extra features such
as shops or bus stations are added to the map. The SPARQL query applied to the
ontology is executed on the mobile device. The ontology has been implemented in
OWL and edited in Protégé [12]. The query requests to the ontology as well as the
business located on the defined road are retrieved using the ontology’s semantic
reasoner. In this case, the name of the street that is part of the route calculated by
Pgrouting is received, once the street has been found, the ontology returns to the
mobile application, the instance related to the name of the road requested, its
classification, the business located on it and the coordinates of each building. The
structure of the data sent to the ontology is shown in Eq. 1.

Fig. 2 Relation between road
table data and road network
diagram

Table 1 Properties of the
ontological entities

Ontology element Properties Sub-properties

Entity Name

Traffic

Cost

Business Name of business

Commercial activity

Business coordinates
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FðPÞ ¼ ðroute ðsegment1; segment2; segment3; . . .; segmentNÞÞ ð1Þ

Each route segment is searched in the ontology by comparing the segment’s
name with the names of the roads saved into the ontology that belong to the same
class.

When a matching is found, the ontology sends the street attributes to the
application. Figure 3 depicts the query process to obtain information from the
ontology model.

The code to access to the ontological model on the mobile device has been
implemented in Android with the Jena framework. When the system has obtained
information about the streets of the route, business, points of reference, and the
route is represented on the map. Furthermore at each point that represents a
direction change, a special icon that joins the point and the given instructions
written on the top of the screen, has been drawn as a reference for users.

3.1 Instructions to the User

To notify user the instructions of direction change, the Android application has a
text box on the top of the screen. Instructions just mention the direction that must be

Fig. 3 Query procedure to obtain information from the ontology
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taken and the business or important buildings located at that point, in order to avoid
user misunderstandings.

The segments that compose a route are not totally linear, there are angles
between them. To decide if it is needed to notify a direction change on the
instructions, the angles between segments are computed trigonometrically, by
identifying the beginning and ending of each segment, and the point where they are
attached. According to the diagram on Fig. 4, the point labeled with the black A is
the beginning of the first segment, the point labeled C is the final point of the
second segment, and the point labeled with the black B, is the common point
between segments.

To compute angles, it is necessary to deduct A latitude coordinates from B
latitude coordinates, and take A longitude coordinates from B longitude coordi-
nates. Subtractions are shown in Eqs. 2 and 3.

Ry ¼ coordBx � coordAx ð2Þ

Rx ¼ coordBy � coordAy ð3Þ

The angle between A and B points results by applying Eq. 4.

Angel 1 ¼ atðRy=RxÞ ¼ tan�1ðRy=RxÞ ð4Þ

To obtain the angle between the C and A points, the arctangent of A coordinates
from C coordinates deduction is done, applying the Eqs. 2–4. To obtain the final
angle, it is necessary to subtract the angle formed between A and C, from the angle
between A and B.

Once the angle between segments one and two has been computed, the reference
points A, B and C are recalculated, now the point of joint between segment one and
two is considered as the beginning point of segment two. The point C of the
previous array is considered as the joining point between segments two and three;
after the renaming of points, the equations are applied, until the algorithm has
reached to the last segment of the route. The angle between the segments is
compared with a defined interval [−14, 14] for determining if the change direction
must be taken to the right or to the left. This interval has been computed by a
probabilistic study applied on the road network. By comparing routes generated
without a restriction against real routes; we noticed that in the road network design
some segments should be straight. However, they have a little variation of 14 grades

Fig. 4 Assignation of identifiers to calculate angles
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or less. So, in order to be sure that a change of direction must be taken, the interval
to identify a real change was defined. It is clear that, if the system is applied to some
other area with a different cartography it could be necessary to determine the
minimum angle measure that represents a real change of direction.

In Fig. 5, directions and its relation with angles are depicted.
When a change of direction has been identified, the coordinates of the point B of

that angle are stored, and a new query is done to the ontology in order to know the
buildings on the street that have the same coordinates as the point stored, or those
that are located near to it, with the objective to draw a yellow balloon to represent
that point on the map and write the name of the business or building on the
instructions text box.

In cases where the route includes a roundabout, RRM indicates to the user the
output in which he has to change his direction, considering as “first output” to the
output nearest the street where the user is walking. This is possible due to the
geospatial process applied to the road network, in which all the road segments have
a unique id. The sentence used by RRM to denote a change of direction in a
roundabout is similarly to the next: “On the roundabout take the first output”.

4 RRM Results and Comparison

4.1 The Mobile Application

The mobile application has been implemented on Android [1]; it can be used in any
device with this operating system and GPS service. It allows the system to send data
between user and server. It is composed of two interfaces: the first one was pro-
grammed for data acquisition and the second for visualizing results (see Fig. 6).

Fig. 5 Assignment of
direction according to the
angle measure

RRM—A Referenced Routing Model … 51



In the acquisition interface, the system calls the GPS device to obtain the user
actual position and the name of the place that he wants to visit. In the routing stage
the name of the place is matched with its coordinates stored on the server; after that,
the coordinates are transformed into points to be displayed on the final map. The
coordinates and its previous transformation into a point are developed on the
PostgreSQL database. If the GPS device is not working, the coordinates of the user
are obtained by an Internet connection. In the results interface, a map is displayed
on the mobile device; the cartography used belongs to Open Street Maps [8]. On the
map, the route is represented by a dashed line, the points of interest are represented
by green and blue circles, the instructions of direction change are written on the top
of the screen, and the references described on the instructions are symbolized on the
map with a yellow balloon icon. The Android application receives from the
ontology, the coordinates of the route segments and the coordinates of the business,
by a json data structure that is sent from the server, these coordinates are converted
into screen coordinates in order to draw the points on the map. If the connection is
lost, the system does not lose the route and its elements, so user can visualize the
final map and the results generated for the last query successfully made.

4.2 Experimental Results

To test the RRM methodology, it is necessary to install the RRM application on the
device and store the ontology model on its memory. Let suppose a user that wants
to visualize the route for going from his actual position to a church; when user
initializes the RRM and writes the word “church” on the field “Place”, the appli-
cation shows to him the name of the nearest church to his position. After that, user
has to decide the kind of business that is interesting for him. Green circles on the
route will represent these features. When user accepts the ending place suggested by
the RRM, the data are sent to the server by touching the button “Send”. In Fig. 7,
the acquisition interface and user’s data are shown. In this case, the user has
decided to visualize business and shops, whose commercial activity has a relation

Fig. 6 Interfaces of the
mobile application

52 A.M.M. Saldaña-Pérez et al.



with “medicine”. When data are sent to the server, a table for this request is
generated. The coordinates of the device are transformed into a geometric point,
while the coordinates of the place that has been selected are searched on the server,
and transformed into a point too. With this information RRM intersects the
beginning and ending points obtained with the road network, in order to apply the A
star algorithm and obtain the route for joining the points.

Once the routing is finished, the angles between segments of the route are
computed, and the business and buildings are retrieved from the ontology. In order
to obtain the trades, whose commercial activity is related to the user interest, a new
SPARQL query is applied to the ontology, it returns those commercial features to
be drawn by green circles on the map.

Finally, the instructions are written on the top of the screen, describing the
direction changes needed to arrive to the place, and the names of business and POIs
located at each change. As it is shown in Fig. 8, the points of reference are
represented by blue circles, the points that represent business, shops and places
whose commercial activity was selected by the user on the filter are represented by
green circles. For this example, the green circles represent pharmacies and clinics,
because user selected “medicine” as business filter. The route is indicated by a
dashed red line, and the yellow balloon represents the buildings and business
located on the direction change. If user needs to recalculate his route or he has
decided to make a new request to the RRM system, it is necessary to touch the
green arrow located on the bottom of the screen, this action will reinitialize the
completely process.

All the time, the system is monitoring the user coordinates, in order to give the
instructions one by one to the user while he is walking. In case of GPS bad

Fig. 7 Acquisition interface
with user information
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performance, user can touch the icon of wireless Internet located on the bottom of
the screen; by this way the system obtains the user coordinates through an
approach. If the user is walking on the route but he wants to visualize on the map
the location of a grocery store near to his path, it is only necessary to touch the
green arrow, and select the word “grocery stores” on the “business filter” option;
thus, these kind of features are drawn on the map as green circles, (see Fig. 9).

4.3 Results Comparison

In this paper we have studied the problem of users to understand GPS routes. The
RRM methodology to provide routing instructions with POIs to users is described.
With the purpose of test the RRM accuracy, we have compared the RRM routing
results with some GPS mobile services. When we request to Google Maps for
Android, a route to go from one place to another in our case of study area, we
noticed that Google Maps gives us the shortest path for driving persons. However,
if we ask for a pedestrian route, it gives us a different route, but sometimes it is not
the shortest one for a walking person; the service of Google does not show to the
user some reference points, in order to assure him to be in the correct road. The
instructions of Google Maps are not very clear, because it uses an arrow on the top
of the screen to show the way that the person should be walking (straight ahead or
turn to a direction symbolized by the arrow), and the meters to arrive to the next
direction change; so, if the person has not computed the real distance, he could
commit a mistake and change his route. The advantage of Google Maps is that all
the time, the application is receiving information from the server, so the route can

Fig. 8 Results obtained by
the RRM methodology
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be recalculated when user changes his trip, and this monitoring makes possible to
compute the remaining time to arrive to the ending point. The main problem of
Google Maps for Android, is that in case of connection lost, it is not possible to
visualize the map and the route, that is the reason why the device must be connected
all the time. Another comparison was applied with Nokia Maps, this service is
available for web and mobile Nokia devices, as any GPS service, it computes the
route to go from one place to another, and shows the result on a map. The problem
with Nokia Maps, is that the route only shows the beginning and ending points of
the route and the name of the streets on the map, without any point of reference to
help to the user. The instructions are accurate but unpractical for a walking person,
because he cannot compute the long distances given by Nokia, and the service uses
cardinal orientation terms resulting misunderstood for a non-familiarized person.

Finally, our system always shows the shortest path for a pedestrian user, the
points of reference such as schools, hospitals, shops, restaurants and some other
business and important buildings are depicted in order to aid the user interpretation
of instructions, and avoid mistakes during the trip. The instructions do not describe
measures of distance and cardinal orientation terms, they indicate the direction
change to be taken and the name of a reference located there. By this way, the user
can see the point of reference and change his direction with security. An extra
component of our methodology is the “Business filter”; it is a tool for selecting the
business that are interesting to visualize on the map, the RRM shows those elements
located on the route or near to it, in order to satisfy a user specific requirement. This
tool combines the ontology model with spatial information to provide more ref-
erences to the user, and to know the position of some interesting places for him. In
case of lost connection, the map continues available on the application with the last
result generated by the system, so user can exploit this information in a critical

Fig. 9 Results considering
the “grocery stores” selection
filter
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situation. The system could be improved in order to work at any city once the road
network has been obtained.

Figure 10 presents the map and some requested routes in the three different GPS
routing services analyzed, the time of response required by each routing service was
measured on a device LG Optimus L5, and the same route was required to them.
Google Maps was the fastest one with a response time of 12 s, Nokia Maps took
18 s, and RRM service had 17 s as response time. The RRM needs a little more time
due to the SPARQL query, because it extracts POIs with a specific commercial
activity, the request to the ontology for obtaining references, and its later repre-
sentation on map. By taking into account the extra elements processing, RRM has a
quick performance.

5 Conclusion and Future Work

Nowadays mobile devices are used in a lot of human activities; one of those is the
displacement of people from one place to other, giving them instructions and routes.
Most of the services for GPS routing compute routes for driving persons and give
them instructions by using measure distances and cardinal orientation terms. Both
features are very difficult to compute and understand for a person that is walking or
driving; the new advances on this kind of routing services have improved the time
and memory consuming, they are focused on technological issues.

We analyzed the user requirements in GPS routing services and formulate a
solution for missing references and clear instructions proposed on the RRM
methodology, a combination of geospatial processes and an ontological model to
produce routes with POIs and references, to facilitate the instructions interpretation

Fig. 10 Comparison between
different routing services and
RRM
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and avoid user mistakes during the trip. To model the application ontology, we used
the road information given by the Mexican government; the ontology contains
information about roads and POIs.

After the RRM process has finished, the user obtains a map with a variety of
features for helping him to understand the given instructions and to let him know
the position of places such as taxi stations, medicine shops, parks and commercial
malls. In addition, the RRM system monitors the user position to recalculate the
route if it is necessary. The RRM has been designed for pedestrian people, in case
of lost connection the map and information are visualized without problems. The
features shown on the route interact like auxiliary features in order to avoid user
mistakes through his trip, and the study area can be updated or increased for
covering other areas. The system is easy to use and works in any mobile device
with GPS integrated and Android operating system, but it can be reprogrammed to
work with other operating systems.
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Semantic Trajectories: A Survey
from Modeling to Application

Basma H. Albanna, Ibrahim F. Moawad, Sherin M. Moussa
and Mahmoud A. Sakr

Abstract Trajectory data analysis has recently become an active research area.
This is due to the large availability of mobile tracking sensors, such as GPS-enabled
smart phones. However, those GPS trackers only provide raw trajectories (x, y, t),
ignoring information about the activity, transportation mode, etc. This information
can contribute in producing significant knowledge about movements, which
transforms raw trajectories into semantic trajectories. Therefore, research lately has
focused on semantic trajectories; their representation, construction, and applica-
tions. This paper investigates the current studies on semantic trajectories so far. We
propose a new classification schema for the research efforts in semantic trajectory
construction and applications. The proposed classification schema includes three
main classes: semantic trajectory modeling, computation, and applications. Besides,
we discuss the current research gaps found in this research area.

Keywords Semantic trajectories � Activity recognition � Data modeling � Data
segmentation � Semantic applications � Sensor data

1 Introduction

Around 80 % of all the available data have either an explicit or an implicit geo-
graphical reference [1]. Explicit references are the actual geometries e.g., city
boundaries, lakes, whereas implicit references are textual references to geographical
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objects e.g., street names, city names, etc. There are objects that change their spatial
reference with time, or so-called spatiotemporal objects. With the advancement of
the current GPS technologies, large-scale capture of motion of those moving spa-
tiotemporal objects became attainable. Typical examples of moving objects include
cars and persons equipped with a GPS device, or animals wearing a transmitter
whose signals are captured by satellites [2]. Understanding why and how people
and animals move, which places they visit and for which purposes, what are their
activities, and which resources they use, is of great importance for decision making
in a variety of applications. Case in point, applications like road traffic monitoring,
mobile health and animal data ecology, call for methods enabling rich and
expressive representation of moving objects.

There have been works providing efficient mobile data management and mining
techniques, but they focus on raw trajectories (i.e., a sequence of spatiotemporal
observations (x, y, t) using geodetic coordinates). Thus, they ignore the background
contextual information (e.g., transportation means and geographical objects) that
can contribute in creating significant semantic knowledge about movements.
Semantics refer to the contextual information available about the moving object,
apart from its mere position data. Semantic is contained both in the geometric
properties of the spatiotemporal stream (e.g., when the user stops/moves) as well as
in the geographic space on which the object moves (e.g., shops, roads). An example
of semantically enriched trajectory could be the following:

(Begin, home, 9 am) → (move, road, 9–10 am, on-bus) → (stop, office, 10 am–5 pm,
work) → (move, road, 5–5:30 pm, on-metro) → (stop, market, 5:30–6 pm, shop-
ping) → (move, road, 6–6:20 pm, walking) → (End, home, 6:20 pm)

Semantic trajectory is a growing trend that has recently emerged in geographic
information science and spatiotemporal knowledge discovery. It is mainly con-
cerned with understanding the motion of the moving object with respect to the
application of interest. Adding semantics enhances the analysis of data and facili-
tates the discovery of semantically implicit patterns and behaviors. The community
created within the FP6 GeoPKDD [3] has initiated most of the research on semantic
trajectories with a special focus on privacy and security issues. Following the
GeoPKDD, MODAP [4] and SEEK [5] continued the exploitation of knowledge
about moving object data.

In this paper, we investigate the existing literature on semantic trajectories and
propose a new classification schema for the research efforts done in semantic tra-
jectory construction and applications till now. The proposed classification schema
includes three main classes: semantic trajectory modeling, semantic trajectory
computation, and semantic trajectory applications. Several similar survey efforts
were presented in [6–8], but their main focus was defining the basic concepts and
issues about mobility data and surveying techniques for semantic trajectory con-
struction, annotation and knowledge extraction through mining. Our survey extends
their work by covering the existing data models supporting semantic trajectory
construction besides investigating the activity recognition means and modes (online
and offline) for capturing spatiotemporal data. Furthermore, we present an in-depth
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survey of trajectory segmentation criteria and demonstrate several applications of
semantic trajectories rather than the data mining. Last not least, a major contribution
of this paper is the classification schema developed, which maps the existing works
in the semantic trajectory research area, discussing each area separately, and
identifying the challenges and the potential opportunities within them.

The rest of the paper is organized as follows: Sect. 2 presents the proposed
classification schema for the semantic trajectory research work whereas Sect. 3, 4,
and 5 surveys the research efforts for semantic trajectory modeling, computation,
and applications respectively. Section 6 analyzes the main gaps found in the current
research works. Finally, Sect. 7 concludes our conducted study.

2 Classification Schema of Studies on Semantic
Trajectories

We present a comprehensive study and analysis for the current research on semantic
trajectories. There are three main areas of work that exist in the relevant literature:
modeling semantic trajectories, their computation, and application. The modeling
area studies which part of the trajectory data will be stored, how it will be accessed,
and what kind of semantics will be annotated to it. The computational area dis-
cusses the extraction of raw data, its cleaning, compression, segmentation, and
annotation.

While the application area proposes different uses of the semantic trajectory data
in a variety of applications. Figure 1 presents the proposed classification schema of
research studies on semantic trajectories.

Fig. 1 A new classification schema of studies on semantic trajectories
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3 Semantic Trajectories Modeling

The semantic trajectory data modeling is the main task of the semantic trajectory
construction. It is the process of defining and analyzing data requirements to sup-
port the application of trajectories. There are three main levels of data models that
evolve as we progress from the initial requirements to the actual database. The
conceptual model maps the initial requirements as technology independent speci-
fications. Following it is the logical data model that defines the document structures
that will be used in the database. And finally, the logical data model is transformed
into the physical data model, organizing data physically in the database for storage
and access. In this paper we classified the semantic trajectory models, regardless of
their level of abstraction, into four classes: (1) data type-based, (2) design pattern-
based, (3) ontology-based and (4) hybrid data models.

3.1 Data Type-Based Modeling

The research presented in [9] introduced an algebraic model that represents a spa-
tiotemporal trajectory (STT) as an abstract data type (ADT), encapsulating dynamic
and semantic features. The ADT was designed in a way that if it got integrated in any
database management system, it acquires the same status as built-in data structures.
It is also supported with operations covering its spatiotemporal and semantic
properties. The STT data type requires different data types varying from integer,
boolean, string, enumeration, and constants to represent time, location and activities
of spatiotemporal trajectories. A value of type STT is a pair (A, D) of temporally
ordered sets, where a, an element in A is defined as a = (l, ts, te, purpose) where l ∈
Point represents the location of the moving object, ts and te ∈ Time and purpose ∈
Enum is the activity description. While d, an element in D, is a trip defined as d = (ls,
le, ts, te, mode, path) where ls and le ∈ Point, ts and te ∈ Time, mode ∈ Enum which is
the movement mean and the attribute path represents the geometric semantic of the
path taken. Along with the data structure proposed, they also introduced a manip-
ulation language composed of operations on the STT data type to formulate semantic
operations e.g., Activity_Before_Activity, spatial operations (e.g.,
STT_EndsBy_Point), temporal operations (e.g., Time_Begins_STT) and set-based
operations (e.g., Union, Intersect.) A major drawback in this work is that the way the
STT data type was designed made it application-dependent, as it represents the
concept of space-time trajectories by a series of connected trips and activities. Yet, it
provided useful data manipulation operations.

A conceptual model supporting the various requirements of the applications of
semantic trajectories was still needed; a model that covers the characterization of
trajectories with attributes, semantic and topological constrains and links to appli-
cation objects. To fill this gap, the authors in [10] introduced dedicated data types.
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In this research, they brought the minimal information common to all trajectories
like the begin, end, moves, stops, as well as their sample points and interpolation
functions, and encapsulated them in a generic data type. Whereas the application-
specific information that cannot be encapsulated in the generic data type was
modeled explicitly using dedicated data types. Those data types contain attributes
representing the travelling object or its trajectories and have relationships linking
them to the application objects.

To summarize, the ADT modeling approach is best used when the movement
track is represented as a set of trips and activities. Whereas the dedicated data type
modeling approach is preferable when dealing with trajectories having minimal
stops, and where moves are on network-constrained paths that need basic
semantics.

3.2 Design Pattern-Based Modeling

Data type modeling approaches alone are not sufficient to support the semantic
trajectories application requirements. This is due to the inefficiency of using a
generic data type for all application domains. In [11], the authors introduced an
extensible model (i.e. trajectory design pattern) relying on the Model Analysis and
Decision Support (MADS) model [12] to minimize the effort. MADS supports
spatial and temporal objects and relationships (i.e. objects and relationships that
have a geometry attribute describing their spatial extent and have a lifecycle
attribute describing their temporal extent (the lifespan), and their activity status;
active-suspended-disabled.

The trajectory design pattern aims at the explicit representation of trajectories
and their components (stops, moves, begin and end) as object types in the database
schema and linking those components with application objects. This model requires
from the designer to add the semantic information specific to the application. The
model provides the designer with a predefined sub-schema that supports the basic
data structures for data modeling. Therefore, the trajectory design patterns act as a
half-baked schema containing the basic objects and components of the trajectory,
and show the relationships between those objects and the application objects. It is
considered as half-baked, since it needs from the designer to adjust it and connect it
to the rest of the application components.

3.3 Ontology-Based Modeling

Ontology is the conceptualization of a specific domain showing relationships
between concepts in the form of a hierarchy. Spatial ontologies became a major
research issue for most semantic-aware GIS (Geographic Information Systems)
studies.
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In [13], a case study was presented on the use of an ontological-based approach
for modeling seal semantic trajectories. The modeling approach is based on two
main components: domain ontology and time ontology. Those ontologies are a
transformation of the semantic seal trajectory after developing it from the World
Wide Web consortium. The ontologies represent basic domain and time concepts
for the application and show the relationships between them. Along with the
ontologies, rules were defined. Some are declarative (ex: travelling is an activity),
and others are imperative requiring implementation using Oracle database sup-
porting semantic technologies (ex: travelling is when maximum depth length is
larger than 3 m). After that, a semantic integration between the domain and time
ontologies is done using queries to understand temporal relationships.

While in [6, 14], the authors presented an ontological approach for modeling
semantic trajectories, which integrated domain ontologies with spatial ontologies. It
is similar to the approach mentioned earlier integrating domain ontologies with time
ontologies. However, it integrates domain ontologies with spatial ontologies to
answer queries based on spatial instead of temporal relationships (ex: the activity
happened at which area instead of answering a query asking what activities hap-
pened during a specific time interval).

A good example of a model based on multiple ontologies is represented in [8],
where the authors analyzed modeling requirements for trajectory modeling and
proposed a multi-layered trajectory model. First, the raw movement data is trans-
formed into a cleaner version called raw trajectories. These raw trajectories are then
transformed into structured trajectories to get a more informative view, where
segments correspond to more meaningful steps. Finally, those trajectories experi-
ence ontology mapping to add semantics. In this approach, they used three ontol-
ogies: (1) Geometric ontology, where the trajectory is perceived as the evolution of
geometric location of a moving object during a given time interval, usually captured
by mobile devices, (2) geographical ontology, turning the geometric polylines into
something with more semantics, and (3) application domain ontology linking
application domain knowledge. Figure 2 is an abstract representation we developed
to illustrate the model’s framework.

Fig. 2 Modeling using multiple ontologies
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3.4 Hybrid Modeling

The proposed hybrid model in [3] encapsulated both the geometry and semantics of
mobility data, supporting several levels of abstraction. It contained three models to
represent the different levels of abstraction of spatiotemporal trajectories: (1) Raw
data model, where raw GPS trajectories are cleaned from uncertainties and outliers
to be represented as a stream of spatiotemporal tuples, (2) conceptual model, which
abstracts tuples with a certain correlation (like velocity, acceleration, angle of
movement, density, time interval, etc.) to become a series of non-overlapping
episodes, (3) semantic model, where structured trajectories from the conceptual
model are enriched with knowledge from third party sources. This research also
introduced a computational platform for the progressive construction and evolution
of those three models. An important contribution of this approach was that it offered
a consistent framework that aimed at covering the requirements of a variety of
applications, starting from those that are only interested in the raw data, to those
looking for high-level of application semantic enrichments.

To summarize, choosing the right modeling approach for semantic trajectories
depends on several factors. Among them is the application used, the availability of
the domain’s ontology, the level of trajectory abstraction required and the extent of
intervention required by the database designers. Data type-based models are gen-
eric models that fit into a wide range of applications. They can be made persistent
by extending a database model, and can be queried by extending SQL (Structured
Query Language). Design pattern-based models are even more generic than the
data type-based models, as they don’t restrict to a specific data type. Instead, a
dedicated type relevant to the application in hand can be added to the generic data
types but will need the help of a database designer.

On the other hand, ontology-based models are application specific, as the
ontology needs to reflect the application domain. They can represent richer
semantic, and involve any kind of semantic annotations (e.g., multimedia object). In
contrast to data type models, ontological models are naturally extensible because
ontologies are designed to extend. Whereas the hybrid model is the only model that
supports applications requiring several levels of abstraction, i.e., performs opera-
tions throughout the process of semantic trajectory evolution, going through the raw
and structured trajectories. It also fits a wide range of applications, enabling
semantic enrichment from several third party sources.

4 Computation

Semantic trajectory computation is the process of extracting and constructing
spatiotemporal instances from large-scale GPS feeds, followed by semantic
enrichment to comply with a predefined data. We overviewed the various stages of
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semantic trajectory computation, going through the activity recognition to the
segmentation and annotation. Besides investigating the different modes of com-
putation (i.e., online and offline).

4.1 Activity Recognition

This section illustrates the extraction component of the semantic trajectory com-
putation by showcasing the activity recognition studies conducted from GPS,
accelerometers, and mobile sensing device data.

4.1.1 Activity Recognition from GPS Trajectories

Many studies focus on activity recognition using GPS-based trajectory data, where
the movement history of the individual is extracted in conjunction with the semantics
of the location (typically from geographic or application data repositories).

To identify the important locations from GPS trajectories, studies like [15, 16]
proposed methods of joining the GPS trajectory data with predefined points of
interest (POI), having specific time constrains for inferring activities. For example,
given a set of trajectories, a set of POIs, and an activity mapping set show possible
activities that might take place and their corresponding durations; find the sequence
of activities that might be performed during those set of trajectories. The rationale
behind it is that if a user stays at a POI for long enough time, then some activity
might take place. So, it answers questions like which POI’s did the user stay in?
And what activities were performed in it?

When there are no predefined POI’s, a clustering method can be used as sug-
gested by [11, 17] to automatically discover hotspots in the trajectory data. In [17],
the authors discovered stops or interesting places using speed-based methods,
where the distance between points is calculated along the trajectory instead of the
traditional Euclidean distance. They considered the notion of minimal time instead
of minimal number of points for a region to be considered dense. The minimum time
duration indicates the minimum time necessary to generate a cluster. It is calculated
by subtracting the timestamp of the first point in the cluster from the last point’s
timestamp in the same cluster. While in [11], the POIs were detected using the DJ-
Cluster algorithm, where for each point, a neighborhood is calculated. The neigh-
borhood consists of points within distanceEps, under the condition that there are at
least MinPts of them. If no such neighborhood is found, the point is labeled noise.
The DJ-Cluster algorithm has several important technical advantages: it allows
clusters of arbitrary shape; ignores outliers, noise, and unusual points; has more
easily chosen parameters; and has deterministic results.

The previous activity recognition studies are about the location part of trajectory
data, stating, “What they move for”. Another very interesting study in the literature
was the recognition of the transportation modes to understand “how they move”.
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For example, researchers in [18] designed a methodology for detecting the trans-
portation mode using a set of variables like acceleration, velocity, median speed,
etc. Following this direction, the authors in [19] provided a more solid approach for
identifying the transportation mode through a three-step framework to recognize
means of transportation; first, by the segmentation of change points, second is the
mode detection through a predefined decision tree and the third stage is to apply
graph-based post-processing to refine the results.

4.1.2 Activity Recognition from Accelerometer Data

“A tri-axial accelerometer is a sensor that can collect a real valued estimate of
acceleration along three axes, i.e., x, y and z” [6]. It has been largely used in activity
recognition specifically in activities like running, walking, climbing steps, gym
instruments, etc.

The most cited study in this regard was conducted in [2], where the authors were
the first to use multiple accelerometer sensors worn in different parts of the body to
detect common activities. The problem with this approach was that it required
certain laboratory conditions, i.e. not easily applicable in normal circumstances.
Further research has been developed in [20], making this approach more user
friendly and enhancing its mobility by only using one accelerometer.

4.1.3 Activity Recognition from Mobile Phone Sensors

Mobile phone sensors activity recognition is done through the use of wireless
devices like smart phones to understand what people do, where they go, and how
they interact with each other. Combining accelerometer data with mobile phone
audio data through a microphone to better detect the activity is an example. Several
studies have been conducted in this field [1, 21, 22], where they used smart phone
embedded sensors and data records, like GPS, GSM cell tower, call and SMS logs,
Wi-Fi, Bluetooth, accelerometer, and audio features for mining people’s activities.

4.2 Trajectory Construction

The semantic trajectory construction is the process of integrating the spatiotemporal
movement characteristics with useful information regarding objects movement
patterns and social activities. There are two modes for semantic trajectory con-
struction: (a) Offline mode, where all trajectory construction processes are done
offline, and (b) online mode, where parts of the trajectory construction processes are
done in real time.
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4.2.1 Online Mode

In the current literature, timely trajectory computation to serve real-time queries for
today’s trajectory applications (ex: traffic monitoring) is not sufficient. To fill this
gap, the authors in [23] proposed SeTraStream, a platform for online semantic
trajectory construction. The main contributions of SeTraStream can be summarized
as follows:

1. Online trajectory preprocessing: trajectory preprocessing was redesigned to
include online cleaning using the kernel smoothing method, and online com-
pression using the synchronized Euclidian distance and correlation coefficient.

2. Online trajectory Construction, where they designed techniques for episode
identification during the online trajectory segmentation. Some of the above
offline works can adapt to an online context. Yet, none of them support the
exploitation of the profound semantics that exist in the computed trajectories in
real-time.

3. Platform implementation and evaluation: an online framework that enables
semantic trajectory construction over streaming movement data tackling real
time streaming environments.

The flow is as follows: The server receives from the mobile object device a batch
of GPS data with a predefined window size and stream complementary features,
like acceleration, speed, displacement, etc. Consequently, cleaning, smoothing and
compression techniques are applied. Finally, feature vectors are extracted, and a
corresponding matrix is formed and the batch is buffered until segmentation takes
place. During the segmentation, previously buffered batches are de-queued and
matched with dissimilar batches (based on RV-coefficient) to form an episode.
Having detected an episode, SeTraStream defines the triplet (semantic tagging)
describing its start and end time bounded to a specific geometry. With this mode of
computation, new challenges to the conventional methods came to existence. As in
the offline mode algorithms, threshold tuning is common. While in the online
context, parameter tuning is prohibitive. In Fig. 3, we represented the flow of the
online trajectory construction.

4.2.2 Offline Mode

In this mode, the movement data in the form of large-scale GPS datasets is collected
in advance. The processing undergoes several stages starting from data refinement,
tuning, map matching and compression to trajectory identification, and eventually
trajectory segmentation and annotation. The offline trajectory-computing frame-
work used for a specific application should reflect its semantic trajectory modeling
requirements. For example, the authors in [3] designed an offline trajectory com-
putational framework matching the requirements of the hybrid spatiotemporal
model they proposed. The framework is composed of three layers:
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1. The data preprocessing layer, where the outlier removal, kernel smoothing and
compression stages occur. Several works have been conducted in this specific
area as in [10, 24–27].

2. The trajectory identification layer, which is responsible for dividing the pro-
cessed GPS raw data into trajectories using different policies (ex: GPS gap,
predefined time interval, predefined space extent) [3, 8 28].

3. The trajectory structure layer that works on the identified trajectories. It further
divides them into episodes i.e., meaningful stop and moves ready for semantic
tagging/annotation using geographic artifacts, speed, velocity and direction
based methods [3, 15, 29, 30].

In [8], a similar computational model was used, adding the semantic enrichment
stage to the trajectory structure layer. It was customized for the multi-layered model
mentioned earlier by linking the spatiotemporal units with semantic knowledge
from the geographic data and application domain data.

Research is still needed to substantially reduce the amount of raw data, while not
missing valuable information. On the fly analysis techniques are also required for
data processing. This is because it is unaffordable to store first then reduce after-
wards with the data’s exponential inflation nature. Existing work also assumes well-
recognized constraints on valid data or well-understood error models; but for many
emerging big data domains, these do not exist.

4.3 Segmentation

The authors in [31] proposed the first data model looking at the trajectories from a
conceptual point of view, where they divided the trajectory into a set of stops and

Fig. 3 Flow of online trajectory construction
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moves. From this starting point, different works have been proposed to instantiate
the model of stops [30, 32]. A stop can be defined as “the important places where a
trajectory has passed and stayed for a reasonable time duration” [6]. For this kind of
segmentation, different approaches have been proposed as follows.

4.3.1 Velocity-Based

The velocity-based approach [6] focused on stops and moves, where it determines if
a GPS point belongs to a stop or to a move episode by using a speed threshold.
Hence, if the instant speed of p is lower than the threshold, it is a part of a stop;
otherwise it belongs to a move.

4.3.2 Density-Based

Using only velocity for identifying stops is not enough for some scenarios.
Therefore, the authors in [6] designed a density-based stop discovery approach. It
considered not only the speed but also the maximum diameter that the moving
object has traveled during a given time duration.

4.3.3 Geographic Artifacts

Trajectories and geographic data overlap in space. In [15], the authors integrated
geographic data with sub-trajectories overlapping in geometry. This is done in a
user-dependent way, where the user identifies which places are of interest to his
specific application to disregard any geographic places out of the application’s
interest. They devised the algorithm SMoT (Stop and Moves of Trajectories) that
verifies for each point of the trajectory if it intersects the geometry of a candidate
stop (i.e. a geographical place related to the application) and that the duration of the
intersection is at least equal to a specific predefined threshold.

4.3.4 Clustering-based

An extension to SMoT [15] was developed in [30] using the method CB-SMoT,
which stands for Clustering Based—SMoT. It used a clustering technique in order
to identify stops according to Spaccapietra’s stop definition. In [22], instead of
comparing each and every point with the geometry of the geographic place, clusters
of trajectories were identified beforehand according to their speeds and then they
were mapped to geographic places to add semantics to those clusters.

70 B.H. Albanna et al.



4.4 Annotation Approach

This is the stage where trajectories are transformed into semantic trajectories in the
computation stage. It is the task following the trajectory segmentation where
meaningful information is assigned to specific intervals and sections of the moving
object’s movement track.

4.4.1 Annotating Moves

The annotation techniques mentioned above were mainly concerned with anno-
tating the stops defined in [31] or annotating trajectory episodes introduced earlier
in [33]. They defined an episode as “a discreet time period for which the user’s
spatiotemporal behavior was relatively homogeneous”. Very few research works
[5, 23] had their focus mainly on annotating moves. Annotating moves is necessary
because not every stop in the physical trajectory possesses (application dependent)
interpretation. The semantic stops can happen without appearing in the data.

4.4.2 Stop Annotations

Stopping in a trip means that there is something of interest to do. So stop annotation
is about mapping stops to places of interest, which can be geographical regions,
roads in the form of lines, or POIs in the form of points.

a. Regions: Annotating trajectories with regions of interest from geographical or
application domain sources. It does so by computing topological correlations
between trajectories and 3rd party data sources containing semantic places of
regions [3, 6, 15].

b. Lines: It is the annotation of trajectories with lines of interest like road net-
works. Given data sources of different forms of road networks, the purpose is to
identify correct road segments, as well as, infer transportation modes such as
walking, cycling, and public transportation like metro e.g., [19, 34].

c. Points: It is the annotation of stop episodes of a trajectory with information about
a suitable point of interest. Examples are shown in [4, 5, 32]. However, densely
populated urban areas bring several candidate POIs for a stop. In addition, low
GPS sampling rate (due to battery outage and GPS signal losses) makes the
problem more intricate. Therefore, the authors in proposed the Hidden Markov
Model (HMM)-based technique for semantic annotation of stops, which was able
to overcome those problems. In the Hidden Markov Model, the state is not
directly visible, but the output, dependent on the state, is visible. Each state has a
probability distribution over the possible output tokens. Thus, the sequence of
tokens generated by an HMM gives some information about the sequence of
states. It can be presented as the simplest dynamic bayesian network.
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5 Semantic Trajectory Applications

Adding meaning to the movement track of moving objects opened new perspectives
for a large number of applications built on the semantic of movements of objects.
This section classifies the state of the art applications into trajectory prediction,
visualization and knowledge discovery applications.

5.1 Prediction

Many applications, such as location-based advertisement, navigational planning
services and traffic management, have been developed for the location-based ser-
vices market. Those applications require accurately predicting the next move of the
moving object. The first to predict destinations from partial trajectories where the
authors in [35] described a method called predestination that uses the history of a
driver’s destinations to predict how his trip will progress later on. Another example
of prediction was a model developed in [36] where prediction was based on social
spatial approximation, which utilizes current GPS coordinates of user friends to
estimate GPS coordinate of the user. The authors in [37] proposed a novel approach
named GTS-LP for mining and prediction of mobile user’s movement behavior.
They defined a new pattern, called the GTS-Pattern, to represent frequent moves,
which based on it they proposed the location prediction strategy.

5.2 Visualization

An effective way for semantic trajectories analysis is to visualize the movement
track. In [38], the main plot area used to visualize the trajectories was a 3D cube
with three axes, the x-y geographical location and the time axis, where trajectory
data and domain ontology were mapped into 3D cubes. Another research was
conducted using Weka-STPM [39], with new pre-processing methods and a
graphical GUI to visualize in a map the spatial entities and the generated stops and
moves. Another example of a system enabling trajectory visualization is MoveMine
[40], which provides a user friendly interface where users can select a data set and
the corresponding raw data is plotted on the Google Map. Furthermore, a user can
plot the results in Google Earth for 3-D visualization of the results.

5.3 Knowledge Discovery

There are approaches that exploit semantic trajectories for knowledge discovery, in
particular movement patterns. Among them is [41], which proposed a novel
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methodology for recognizing the behavior of moving objects within stops. This was
done by further dividing a stop into sub-stops using velocity/direction based rules.

While in [34], the authors developed a pattern mining framework which detected
moving patterns between two stops considering background geographical infor-
mation, e.g., pattern of movement of tourists between touristic places. Several other
works [15, 30] developed similar pattern and knowledge mining techniques for a
pool of applications, ranging from identifying tourists’ POIs to understanding
moving object behaviors and trajectory goals.

Furthermore, a scalable reference framework for the semantic management of
moving objects called SemanticMOVE was proposed in [42], which supports better
mining, analysis and reasoning of semantic mobility data. It’s a generic architecture
with an infrastructure of distributed nature where each object collects, stores,
processes and analyzes the semantics of its own data.

6 Research Gaps

During our extensive study of semantic trajectories, several research gaps have been
deduced throughout the previous studies and literature concerned with semantic
trajectory construction and application. These gaps include:

• The data type-based models need to be less application-dependent and more
generic to include the wide range of scientific domains, besides the advancement
in manipulation languages for querying and knowledge discovery.

• In ontology-based modeling, research on applying more domain conditions on
rules is becoming a necessity to reduce time and space storage inference
complexity.

• In semantic trajectory extraction and activity recognition, more research is
needed to address their use, and how they can be integrated with online com-
putational platforms and geographical maps.

• There is a huge research opportunity in the area of trajectory segmentation using
means rather than the episodes and stop and moves identification models.

• More research is required to focus on annotating moves, because a huge part of
the semantics of moving objects lies in the movement activity rather than
activities done at stops, besides adding to the logic behind the semantics at
stops. Also, better stop analyses can be made via careful tuning (e.g., tuning stop
identification and interpretation to make it work even for short stops).

• To the best of our knowledge, online mode algorithms for semantic trajectory
construction are significantly missing. In current online mode research, the
tagging needs to be customized according to different application contexts by
modifying the feature vector (with features like segment distance, duration …
etc.), besides using the corresponding suitable tagging technique including
decision trees, neural, and bayesian methods.

• We are living in the era of ‘Big Data’. Spatiotemporal trajectories, whether
captured through remote sensors or large-scale simulations, has always been
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‘Big’. However, recent advances in instrumentation and computation made
spatiotemporal data even bigger, putting several constraints on data analytics
capabilities. Spatial computation needs to be transformed to meet the challenges
posed by the big spatiotemporal trajectories.

• For semantic trajectory application, more innovative research is also expected
through integrating traditional knowledge extraction techniques with visualiza-
tion approaches, and with knowledge extracted from social network interactions.

7 Conclusion

In this paper, we discussed themain components of the semantic trajectory processing
by analyzing the state of the art and past research contributions in this field. The
relative novelty of the domain leaves many challenges, opportunities and extended
studies open for future work, which we addressed most of them in our deduced
research gaps. We were able to conclude the analysis and insights of our study as
follows: (1) Starting with the trajectory extraction component, most of the literature
focused on the conventional GPS tracking devices disregarding the wide penetration
of smart phones that can be used for a broader range of applications in real time
context, (2) from a data modeling perspective, several spatiotemporal models have
been developed to include the semantic dimension. The hybrid models are the only
variant that support different levels of data abstraction by representing trajectories in
terms of both spatial and semanticmobility characteristics, (3) an essential component
of semantic trajectory construction is the segmentation. The most commonmethod of
segmentation is the stop and move, which was the basis of many studies focusing on
stop discovery techniques relying on speed, velocity, acceleration, direction, geo-
graphic artifacts and clustering algorithms, (4) research in semantic annotation of
trajectories is either in annotating moves or in stop annotation, where stops are
characterized as regions, lines, or points, (5) semantic trajectory applications fall in
three main categories; knowledge discovery, visualization and prediction. There is a
need to develop applications targeting large and deforming objects (e.g., oil spills,
diseases… etc.), network-constrainedmovements, relative movement, and collective
movement for any kind of collections of objects, and finally (6) we have given an
extensive survey of works done on the aspects of semantic trajectories. We have also
highlighted research gaps in those areas to call for future work.
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Semantic Recommender System
for Touristic Context Based
on Linked Data

Luis Cabrera Rivera, Luis M. Vilches-Blázquez, Miguel Torres-Ruiz
and Marco Antonio Moreno Ibarra

Abstract The lack of personalization presented in touristic itineraries that are
offered by travel agencies involve a little flexibility. Basically, they are designed
with the points of interest (POIs) that have more relevance in the area. On the other
hand, there are POIs that have agreements with the agencies, which originate a
excluding POIs that could be interesting for the tourist. In this work, a method
capable to use the user preferences, like POIs and activities that user wants to
realize during their vacations is proposed. Moreover, some weighted features such
as the max distance that user wants to walk between POIs, and opinions of other
users, coming from the web 2.0 by means of social media are taken into account. As
result, a personalized route, which is composed of recommended POIs for the user
and satisfied the user profile is provided.

1 Introduction

Nowadays, there are several travel agencies around the world that design tours
according to the most relevance Point of Interests (POIs), in a certain order and with
estimated time. The itineraries do not take into consideration the available time of
users for visiting, because the tour is pre-designed with the best-known POIs such
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as museums, restaurants and archaeological places, among others. However, there
are users who want to know other interesting POIs, and not just a specific place. For
example, a person wants to know some museums in the city, and he is only
interested in “baroque art museums”, or another person wants to have dinner in a
restaurant, but he is only interested in “Japanese food”, and he wants the closest
one. After that, he wants to visit the most popular dancing place.

In order to take into account the user preferences, a user profile should be used,
which is a representation of essential information about the user [1], where the
compiled information depends directly on the application domain that will be used.
In this case, the retrieved POIs and activities are the particular characteristics that
user wants to consider according to their interest.

Regarding the requirements for personalization, there are an increasing number
of systems that can suggest things to users for e-commerce, web pages, or rec-
ommended contents based on their profile; this kind of systems are called recom-
mender systems [2]. These systems allow us to make an analysis based on user
preferences in order to provide suggestions. Thus, they design filters for improving
the accuracy in the recommendations. There are different types of filters that are
implemented in the systems and granted best results depending on each one. In the
case of taking into account other user opinions a collaborative filters are defined [3].
These filters allow systems use evaluations performed for other users and so be able
to generate a recommendation with more accuracy for the user about some objects
according the preferences of similar users.

Recommender systems are related to Location-Based Services (LBS), which can
help to set the position of a user and then be used with the external information for
providing personalized application and services [4]. In the tourism context, the
location-based services aid to retrieve the current position of a user as well as the
position of recommended POIs. Up-to-date, there are several applications that
provide location-based services as well as brief descriptions of the POIs, such as
SMARTMUSEUM [5], SPETA [6], SigTur/E-Destination [7], DBpedia Mobile [8],
and applications focused on social media like Foursquare [9], which allows seeing
users who visit a POI, with opinions that may be good or bad about the service or
aspect of the visited POI. In addition, this social media allows us to add new POIs
or search a specific kind of POI.

There are also works like [10, 7], in which the use of semantic analysis for
giving a formal and semantic description about a certain object are proposed. That
description is recommend to the users and the analysis disambiguates recommen-
dations to a single recommendation that can proceed from different recommenda-
tion systems.

For that purpose, an ontology defined as an explicit specification of a concep-
tualization [11] is proposed. The ontology development focused on modeling the
user profile is described in [12, 13, 7]. An ontology provides an enriched
description about objects that are recommended [14], because the ontology contains
properties to the object, like “name”, “price”, “category”, etc. They give to the
description a meaning in the real world.
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In this work, a recommender system that exploits semantic information based on
to Linked Data principles is proposed. This ongoing application consists of a
semantic approach for recommending POIs in a tourism context. This approach
considers different opinions retrieved from users within several social media (like
Foursquare), semantics aspects (like the concept to which it belongs) and geo-
graphic aspects. We also include a user profile in order to retrieve the user pref-
erences and process them for retrieving a list of activities and POIs that represent
everything that user wants to do.

As case study the first square of the historic Center of Mexico City was taken.
This area offers a great diversity of POIs such as restaurants, malls, bars, museums,
pictorial files, and historical monuments. These POIs were considered by their
scores, which were obtained from the social media. Thus, each POI has been
described into ontology.

This paper is structured as follows. Section 2 presents the state of the art related
to the work in this field. Section 3 presents the proposed approach to recommend
POIs and semantically generate tourist itinerary. Section 4 depicts the experimental
results obtained by applying our approach. Finally the conclusion and future works
are outlined in Sect. 5.

2 Related Work

Recommender systems have been developed to make suggestions about certain
objects of interest to the user, for example: movies, magazines, video games, web
pages, among others. It retrieves information about the user preferences as a set of
objects (books, types of food, applications, etc.) [2]. This information can be
retrieved explicitly when the user fills a form with preferences, and implicitly when
the system has to mining information about the user from social media, as visiting
web pages, listening to music, etc. [12, 15].

This kind of systems usually are employed in e-commerce [16], because the
systems provides a great accuracy in their recommendations about things that may
be of interest to the user among millions of objects, which are offered in a web page
(i.e. Amazon [17]). Recommender systems employ filter algorithms for analyzing
the user preferences. According to [18–20], the filters are classified as follows: (1)
Content-based, which uses the recommendations based on previously decisions
taken by the user. It uses a similarity measure to determine which other objects can
be recommended to the user. (2) Demographic-based uses certain characteristics
such as gender, age or country to determine preferences in common with other
users, who share similar characteristics. (3) Collaboration-based uses the opinions
of users to a set of objects (movies, attractions, video games, etc.), for storing and
collecting the amount of information needed to generate better recommendations
for the users, which are based on the assessments by other users with similar
preferences.
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On the other hand, geographic ontology can be defined as a double perspective
[21], first like a general and technical vision that emerges from the scope of ISO/TC
211, and second with a more specific perspective linked to the geospatial domain.
ISO/TC 211 asserts that geographic domain ontology refers to the formal repre-
sentation of a phenomenon with an underlying vocabulary. This representation
includes definitions and axioms that make explicit the intended meaning and used
to describe the phenomenon, and those relationships that can be used by software
applications to support sharing, reuse and integration of geographic information
with any other source of information within knowledge of a domain and across
domains of knowledge.

From a perspective related to the domain, in [22] the concept of geo-ontology
has two basic types of definition. The first one corresponding to physical phe-
nomena in the real world and the second one corresponds to real world phenomena
that have been created to represent institutional and social structures. Thus, the
concepts in a geo-ontology are directed towards spatial objects in the world. In [23],
a study on relevant ontologies for using in qualitative reasoning and interoperability
in geospatial intelligence community is presented.

On the other hand, touristic ontologies are classified within geospatial ontolo-
gies, which are composed of geographic objects in tourism context. These ontol-
ogies are ideal for an interpretation of sites and activities that can be performed in a
specific area. Currently, there are several ontologies in this domain, which consists
of global standards and thesaurus of the World Tourism Organization and
Gazetteers that serve as vocabularies for building these ontologies that are used in
recommender systems. Examples of these ontologies are Harmonise Ontology [24],
Mondeca Tourism Ontology,1 Hi-Touch (see footnote 1), and OnTour Ontology.2

SMARTMUSEUM [5] is an application implemented on mobile devices and
web. This system suggests cultural and artistic places, and gives a description of the
landmark as well as videos and images. The system uses a content filter and
languages of Semantic Web for performing ubiquitous computing to represent data.
An ontology for heterogeneous content descriptions of POIs is used to retrieve
position using GPS for exterior and RFID for interior. It considers using a user
profile for preferences, and a framework for retrieving information on the contex-
tual data.

In SPETA [6] a hybrid filter is implemented. A touristic ontology for giving a
semantic context to the recommendations is defined. It also uses some social media
to retrieve implicit information of user profiles for their analysis, specifically to visit
places and preferences, including interactions with other users. The hybrid filter
employed consists of three stages: (1) Take the contextual data like weather, time
and current location of the user in order to determine all the services, which can be
offered. (2) It uses a knowledge base to use the tourist ontology; it will model the
user preferences and services that could be offered. This technique employs a

1http://www.mondeca.com.
2http://e-tourism.deri.at/ont/index.html.
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similarity measure based on features for retrieving user preferences and services. (3)
It retrieves preferences from social media to know the things that user and his
friends prefer and take into consideration for the recommendation.

SigTur/E-Destination system [7] employs for its recommendations a collabora-
tive filter and similarity measures that collect assessments from other users. This
coupled with various methods that help to determine which activities the user
considers. DBpedia Mobile [8] is composed of a DBpedia client of centric locating
for mobile devices, which consists of a base map and Linked Data browser based
on Fresnel. The system allows the user access to information about DBpedia
resources in its proximity, from which they can access to other resources on the
Semantic Web by means of links. The map that shows the information is built by
RDF triples, obtained from the current area, language and weights for filtering to
the server.

3 An Overview of the Semantic Recommender System

In this section, the process for generating a semantic touristic route is described. In
Fig. 1, we present the core of our semantic recommender system.

According to Fig. 1, the first block is focused on the analysis and processing of
the original data. In this block, we transform the original data into a RDF file. The
second block is the user profile characterization that is in charged of analyzing the
request form, making for the client and decomposing into three sections. The first
one the activities that the client wants to make, the second one the position where is
the client and the third is the weighted parameter (distance and ranking). These
parameters are used to produce a weighted vector, which has all the variables and it
is sent to the server for the implemented spatial operations.

The third block is focused on the geoprocessing analysis and routing service. In
this block, the weighted vector is taken and a spatial operation is performed,

Fig. 1 General framework of the methodology
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depending on the request made by the user. The spatial operations that were
implemented are the follows: buffer, intersection and containment. The result of the
spatial operations is a set of the recommended POIs with theirs geographic com-
ponent. The last block is in charged of visualizing the selected POIs that will be
displayed into the map for user visualization.

There are some proposals focused on using Bayesian networks to model the
possible activities [25]. It is based on characteristics such as age, occupation and
personality; according to the behavior in order to determine the type of travelers,
their motivation for computing the prefer activities.

On the other hand, this work uses the analytic hierarchy process to establish the
ranking of the tourist attractions. This approach consists of four steps: (1) Build a
decision matrix with the values of each criterion; (2) The construction of a matrix of
pairwise comparison of criteria; (3) Obtain the relative weight of the criteria of the
pairwise comparison matrix; and (4) Compute the range of each alternative based
on the relative weight derived. Finally, information of attraction along with the time
spent at each attraction; besides using an external spatial web service for computing
routes between attractions is displayed in a web page.

3.1 Data and Modeling

The assumption in this work consists of the information sources that are located
from different repositories and diverse formats. Taking into account this scenario,
data require a previous transformation of them in order to harmonize them.

The first information source comes from a spatial database that stores all geo-
graphic object contained in the shapefiles, which contains the streets of the area,
represented by linestrings, where each line has a street name, an ID, its geometric
and attributive components. These files also contain POIs of the area, and they were
retrieved from the Mexican government web page. POIs are represented by points
and also have a description, address, schedule and its geometric component.

The second information source comes from the web 2.0 (Foursquare) and web
3.0. Thus, we collected from web 2.0 the ranking and ID assigned to each POI
registered in Foursquare for later ranking updates.

For modeling aforementioned data, we have developed an ontology network.
According to [26], an ontology network is defined by the collection of ontologies
related among a variety of different relations such as mapping, modularization and
versioning. In our case, the ontology network is described in RDF format in order to
be stored in a triple-store. The ontologies only contain concepts, relations and type
of data without instances. In Fig. 2 the ontologies that compose the ontology
network are depicted.

According to Fig. 2, the ontology network has been developed using the NeOn
methodology [27] and is composed by three modules. The tourism module is based
on the thesaurus created from the World Tourism Organization with the cooperation
of the French government. This ontology was adapted according to the existing
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concepts for the case study. So, the ontology has been designed according to the
METHONTOLOGY methodology. On the other hand, WGS84 is a basic RDF
vocabulary that provides the Semantic Web community with a namespace for
representing lat(itude), long(itude) and other information about spatially-located
things, using WGS84 as a reference datum. Finally, the POIs module collects
multiple points of interest, as well as activities and events associated with touristic
activities. This ontology network is stored in a SPARQL Endpoint, and this end-
point will be populated by the transformation process of the original data of the first
source to RDF file.

3.2 Generating Tourism Linked Data

The first process to generate Linked Data information is to transform the first
information source to RDF files, and then when we have both the street map and
points of interest, a transformation process of these files to RDF format is per-
formed. The shapefile information is stored in a spatial database using the QGIS
framework, once it is stored; a plug-in was developed in Java. This plug-in reads
the table tuples of the spatial database through spatial queries, the retrieved infor-
mation from queries are name, ID and some existing description. In the case of
POIs, the latitude and longitude are extracted in conjunction with its name, address,
schedule, ID and concept that belongs for each POI. In the case of the streets, the
initial and ending point of the segment, the street name and the ID are extracted.

Later, a URI for each instance is defined, thus, the retrieved fields in the query
are coupled to form each entry in the resultant RDF file. Finally, there are two RDF
files, one for the street map and other for POIs. Both files will be stored in a

Fig. 2 The ontology network
of this study case
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SPARQL Endpoint that was implemented in a Parliament3 triple store. For the POIs
RDF file, a union with the structure of the tourism ontology is produced. Next, we
can see an instance of POI that has a concept URI:

In the last code, the URL “http://datos.itinerariosTuristicos.mx/ontologia/Hotel”
is proposed to act like unique URI that links the “Hotel Azores” to its concept. So, a
population task can be made in a semi-automatic way. The definition of its
geometry is performed too.

3.3 User Profile Characterization

To process the user preferences (POIs, activities, distance and other users opinions),
is needed a feature extraction process. Such process begins when the user performs
a certain request from the application; this generates a text with XML format, which
encapsulates the desired POIs and activities to be visited. By taking into account the
user position and the weighted features (distances and ranking) the XML text is
used to generate and send a SOAP request to the server. Once the server received
the request, it proceeds to extract the preferences and performs a vectorization
according to the vector prototype called preference vector. The preferences vector is
formed with the parameters required to filter information (see Fig. 3).

3.4 Exploiting and Displaying Geospatial Characteristics

Once the preferences vector is generated, we proceed to extract from the SOAP
request which function will be performed in the server. In our case, we will develop
six possible processes that will be described in detail in the next sections, they are
divided into “Simple searches” and “Spatial operations”.

3http://parliament.semwebcentral.org/.
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3.4.1 Simple Searches

In this kind of searches, we use two spatial queries for performing each process
when the queries are performed. So, the map displays the POI with its corre-
sponding landmark and a detail button. The button performs another query, which
extracts from other repositories detail information and place images. The types of
queries that are developed in our methodology are described as follows.

• Search by name. This search retrieves all labels (names) that exist in our
ontology network. The second query is performed, considering the selection.
The obtained result is the name of the POI, its geographic position, and its
category.

• Search by categories. It retrieves all the categories defined as concepts in our
ontology network. The second query is based on the selection, and the obtained
result is all the POIs that belong to the category, its geographic position and its
category are retrieved too.

• Search by activity. The first one is for retrieving all the activities defined in our
ontology network. The second query is based on the selection, and the result is
all the POIs where the user can perform the selected activity, its geographic
position and category.

3.4.2 Spatial Operations

Operations performed in the server use defined functions that were implemented,
and some spatial operations for retrieving POIs are developed too.

• Search of POIs by distance ratio. For this function, we implement a buffer
operation to retrieve the POIs inside the defined ratio; the required parameter is
the geographic position. Now with all data the server proceeds to execute a

Fig. 3 General process to generate the preference vector
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query to SPARQL Endpoint where the ontology network is stored, as result the
server retrieve all the POIs found inside the buffer area by their name (rdf:label),
its geographical position.

• Search of POIs on streets. We use two spatial functions (Intersect and Buffer),
the only necessary parameter is a geographic position. This may be the current
location of the user, POI position or an arbitrary position. These queries use the
street map and POIs RDF representation. The first query asks for the nearest
street from the given position, once the street name are retrieved, we proceed to
make another query, asking for all segments that comprise the street, which all
the segment define a distance ratio for a buffer that will be implemented on each
segment for retrieving all nearly POIs.

4 Experimental Results

4.1 Simple Searches

For these operations, the system retrieves all the name of instances (search by
name) or category (search by category) or activity (search by category) in the
ontology network. For the search by the name, the results fill out an array that is
used to perform an autofill control. When user types a name, the system displays a
list with all the POIs that were combined according to the typed letters. In our case,
we select “Liverpool” from the list; this POI will be displayed in the map as a
landmark (see Fig. 4a). This POI has a disclosure button, which displays the details
of the POI from our information and retrieved data from repositories. If it exists,
then a link between is performed (see Fig. 4b). In the case of categories, they show
all the categories (see Fig. 4c) and when they are selected for displaying, the query
for all instances that belong to the selected categories are visualized in the map (see
Fig. 4d).

Fig. 4 Simple search cases a selected POI displayed on the map, b POI description, c existing
categories of POIs, d POIs are displayed by their Category
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4.2 Spatial Operations

For the spatial operations, we use the user current location for performing them.
First for searching by distance ratio, the system displays a bar for the user, in which
the value is set to meters. This query returns all POIs inside the search ratio (see
Fig. 5a). For searching by street, it is necessary to choose the intersect button to
perform this operation. In this case, we ask for all the POIs on the “Francisco I.
Madero” street (see Fig. 5b).

5 Conclusions and Further Work

In this work, we propose an approach that is capable to generate personalized
touristic itineraries using a user profile and weighted features for performing rec-
ommendations about POIs. The approach is also capable to retrieve information
from web, using SPARQL queries to endpoints from external data sources by
implementing the Linked Data principles.

On the other hand, according to the POI information, we transform the original
data (shapefiles) into RDF files in order to share and integrate information. So, it
can populate our ontology network. This allows us to store the ontology network
into a triple store, creating a SPARQL endpoint for querying and performing spatial
operations. The process removes the use of traditional spatial databases. When the
Linked Data principles are implemented, all POIs could be enriched by information
from repositories where the POI exists with different information, which is com-
plement of the POI detail.

Fig. 5 Spatial operations cases a set of POIs into a search buffer, b set of POIs on a selected street
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Future work we will implement the OGC standard GeoSPARQL, this for give to
system the capability of perform spatial operations on a SPARQL Endpoint instead
use a spatial extension of a DataBase Management System (DBMS), also we will
develop a mobile application, in this case for Apple devices, with the purpose to
proof these methods in a real environment with real users, besides we will generate
a personalized itineraries for each user using all the described methods in this paper.
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Detecting Clustering Scales
with the Incremental K-Function:
Comparison Tests on Actual
and Simulated Geospatial Datasets

Ran Tao, Jean-Claude Thill and Ikuho Yamada

Abstract The detection of so-called hot-spots in point datasets is important to
generalize the spatial structures and properties in geospatial datasets. This is all the
more important when spatial big data analytics is concerned. The K-function is
regarded as one of the most effective methods to detect departures from random-
ness, high concentrations of point events and to examine the scale properties of a
spatial point pattern. However, when applied to a pattern exhibiting local clusters, it
can hardly determine the true scales of an observed pattern. We use a variant of the
K-function that examines the number of events within a particular distance incre-
ment rather than the total number of events within a distance range. We compare
the Incremental K-function to the standard K-function in terms of its fundamental
properties and demonstrate the differences using several simulated point processes,
which allow us to explore the range of conditions under which differences are
obtained, as well as on a real-world geospatial dataset.
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1 Introduction

The analysis of spatial point patterns has a long tradition in various scientific
disciplines including geography, economics, demography, ecology, forestry,
criminology, epidemiology, planning, and business [1, 2]. By detecting and ana-
lyzing the spatial point patterns, something interesting and informative about the
underlying process that would have generated the events can be unveiled. For
example, studies of animal behavior suggest that agglomerative or clustering point
patterns are helpful to verify theories of territoriality and social organization; also, a
diffusion point process in both spatial and temporal dimensions can provide evi-
dence for various theories about information transmission or disease spreading [3].
A spatial concentration of cell phone users with certain attributes within a narrow
time window may present a business opportunity or a risk to public safety.

Spatial point pattern analysis has recently regained popularity in spatial sciences
and affiliated disciplines as an increasingly large volume of thematically diverse
geospatial data is available as point data, with their own x-y coordinates, often with
a time stamp. Developments in spatial technologies such as location-aware and
remote sensing, advancements in information and communication technologies,
along with data sharing inclination by public organizations and individuals in the
form of social networking services and other public participation initiatives have
created a data rich environment for social sciences that has no precedent in human
history. Volunteered Geographic Information (VGI) has become a legitimate
complement of existing data sets, which are still often published only at a spatially
aggregated level for confidentiality reasons. The importance of this so-called “big
data” defined with V criteria [4] has been well recognized by scientists across
disciplines. In this “data avalanche” revolution [5], spatial sciences have a unique
and vital role to play as most of the big data are georeferenced.

This paper is a contribution to the body of literature aimed at determining the
existence of patterns in geospatial point datasets, particularly clumping or clustering
structures. We propose a variant on the statistics based on the well-known
K-function that would avoid overstating the spatial scope of clusters that may be
detected in the empirical datasets. The so-called Incremental K-function is pre-
sented and evidence of its efficacy on real data and multiple simulated data sets are
presented.

The rest of this paper is organized as follows. In the second part, we summarize
the literature on spatial point pattern analysis. Next, we present the Incremental
K-function method and its important properties. Then we conduct the comparison
experiments with the conventional K-function on both real-world datasets and
simulated ones and analyze the results. In the final part, we conclude on the
characteristics and practical usefulness of the Incremental K-function.
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2 Spatial Point Pattern Analysis

As one of the most common spatial patterns due to the general tendency of spatial
phenomena (i.e. events) to co-occur spatially as encapsulated by Tobler’s First Law
of Geography [6], spatial clustering represents a general tendency of events
occurring closer to each other than one might expect and it always draws great
attentions in academics [7]. Clusters or clumps of events in the geographic space are
commonly called hot spots. The detection of hot spots in one-dimensional spatial
big data sets is of significance because it serves to generalize data and their spatial
properties, which is critical for inferential purposes. A significant body of research
has contributed to developing methodologies and tool sets for detecting spatial
clustering. In the context of point pattern analysis, this family of methods is named
second-order analysis of point processes [8, 9], or hot spots detection.

Early studies were primarily concerned with the overall pattern embedded in the
spatial events. Therefore, a number of single-index spatial statistics, sometimes
labeled as “global” statistics, were designed to depict the nature of events within the
entire study area. Well-known examples include Moran’s I, Geary’s C, Quadrat
Analysis, Nearest Neighbor Index, G statistic, and Ripley’s K-function. Later on,
scholars found that one of the fundamental assumptions of the global statistics,
namely the spatial stationarity, is difficult to be held in many real situations. In
addition, with only a single statistic to describe the entire study area, it is inadequate
to further investigate more detailed aspects such as how the distribution of one
variable would affect another in a localized fashion, or where departures from a
random spatial distribution can be found [10]. To address these issues, along with the
fast development of GIS in the 1990s, the study trend shifted to developing local
statistics of detecting spatial clusters, i.e. ‘hot spots’. Noticeable approaches include
the geographical analysis machine (GAM) [11] and its derivative methods [1, 12],
the local version of Ripley’s K-function [9], local indicators of spatial association
(LISA) especially the local Moran’s I statistic, local Geary’s C [13], and local
G statistic [14, 15]. In contrast with their global counterparts, the local techniques are
aimed at finding anomalies and interesting collections of spatial events within the
study area that appear to be inconsistent with the background conceptual model of
how events arise or at pinpointing the specific locations that serve as foci for clus-
tering that repeats itself over the study area [7, 12]. Sometimes local methods with
predetermined locations are given a special name “focused tests” to differentiate
them with the ones based on randomly-chosen event locations [12]. More recently,
related studies are aimed at handling emerging large point datasets with accurate
locational information, sometimes with a time stamp. Techniques of Exploratory
Spatial Data Analysis (ESDA), GeoComputation, and GeoVisualization are fre-
quently incorporated for this purpose [16–18].

Among various methods of point pattern analysis, Ripley’s K-function is regarded
as one of the most effective methods at detecting whether a spatial process signifi-
cantly departs from randomness, or whether it is more dispersed or more concentrated
than random. The K-function is routinely used as a technique for hot spots detection,
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that is for the discovery of high concentrations of point events. It has been enhanced
through the decades since it was originally proposed by Ripley in 1976 [8, 19]. The
fundamental idea of the K-function is to count the number of events within a certain
distance to randomly selected event locations. The number is then used to calculate
K-function value by dividing the density of events. To obtain statistical conclusions,
the K-function value is compared with the expected value according to the null
hypothesis, for example Complete Spatial Randomness (CSR). If the observed value
is higher than expected, the study events have the tendency of clustering; or dis-
persed, if it is lower than expected. Monte Carlo simulation is frequently applied to
assess the statistical significance of the results [11]. Several meaningful extensions
and applications of the K-function have been conducted through the years. Of note is
work by Getis and Franklin [9], where spatially local clusters are detected within the
range of K-function, which is subsequently known as local K-function analysis.
Boots and Okabe [20] discussed applying the Cross K-function as a focused test to
identify clusters of events around specific locations for example crime cases sur-
rounding rail stations. Yamada and Thill [2] adjusted both the global and local
K-function to network-constrained space to study transportation-related cases. Tang
et al. [18] incorporated Graphics Processing Units (GPU) technique to accelerate the
computing process of Ripley’s K Function for massive spatial point datasets.

Compared with other hot spot detection techniques, the K-function holds a unique
advantage that spatial dependence is examined over a range of distances and spatial
scales. For instance to analyze the spatial pattern of crime events within the city, with
the K-function we can set the detecting radius from 0.1 to 10 miles so that clusters of
the size within this range can all be discovered. This advantage enables the
K-function to compare point patterns across scales and easily pick the most inter-
esting ones without the painful process of choosing appropriate spatial weight matrix
for LISA or deciding proper size and shape for quadrats. This is the reason the
K-function is also called ‘Multi-Distance Spatial Cluster Analysis’ in the literature.

However, determining the exact scale of an observed pattern from the multiple
scales examined by K-function remains problematic. In fact, most of the existing
application studies simply choose an “optimal” scale to show the results without
further explanation. Moreover, when applied to a pattern exhibiting local clusters,
the observed K-function tends to exceed the upper significance envelope even at
scales beyond the process’s true scale [2]. As a result, the point patterns detected by
K-function would be untrue at certain scales and further inferential conclusions built
on this would be misleading as well. In order to remedy this issue, we use a variant of
the K-function namely the Incremental K-function in this paper. Instead of counting
the total number of events within a distance range, the Incremental K-function
examines the number of events within a particular increment of distance. We will
further discuss the fundamental properties of the Incremental K-function in the next
section, compare them to those of the standard K-function and demonstrate the
differences on several real-world geospatial datasets as well as simulated point
processes. The purpose is to explore the capability of the Incremental K-function that
complements the K-function methodology family for detecting point patterns at the
spatial process’s true scale.
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3 Incremental K-Function

The Incremental K-function is a variant of the standard K-function. To differentiate
with their local versions, the standard K-function and the Incremental K-function is
also referred to as the global K-function and the global Incremental K-function in
this paper. Let us consider a point process including n events P = {p1, p2, …, pn} in
a study region, the global K-function is defined as

K rð Þ ¼ 1
q
E number of event in P within distance r of an arbitrary event of Pð Þ

ð1Þ

here ρ is the density of events within the study region. It can be further written as:

K rð Þ ¼ A
n n� 1ð Þ

Xn

i¼1

Xn

j¼1;j6¼i

Ii;j ð2Þ

where r is the detection window radius or scale; A represents the total area of the
study region; n is the total number of events in the study region; Ii,j equals to one if
the distance between event i and event j is less than r, and zero otherwise.

By decomposing the global K-function down to an individual event location i we
can obtain the local K-function [9] as:

LocKi rð Þ ¼ E number of events in P within distance r of event ið Þ ð3Þ

Or it can be formulized as:

LocKi rð Þ ¼
Xn

i¼1

Ii;j ð4Þ

In contrast, the Incremental K-function counts the number of events within a
particular increment of distance, i.e. the “donut” area from the smaller scale rt−1 to
the current scale rt. The only exception is when rt is the smallest scale r1 the
Incremental K-function is then the same as the K-function. The formula of the
global Incremental K-function is defined as:

IncK rtð Þ ¼ K rtð Þ � K rt�1ð Þ; t ¼ 2; 3; . . .;

K rtð Þ; t ¼ 1

(
ð5Þ

And the local version of the Incremental K-function is defined by the same logic:

LocIncKi rtð Þ ¼ LocKi rtð Þ � LocKi rt�1ð Þ; t ¼ 2; 3; . . .;

LocKi rtð Þ; t ¼ 1

(
ð6Þ
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Taking the example shown in Fig. 1, and assuming a unit density of events, the
local K-function value for event location i equals 3 at the scale of r1; 7 at the scale
of r2; and 12 at the scale of r3, while the local Incremental K-function value equals
to 3, 4, and 5 at scale of r1, r2, and r3 respectively. The global K-function and the
global Incremental K-function will also result differently as they are comprised of
their local counterparts. As illustrated by Yamada and Thill [2], a false positive
error may be associated with the observed K-function of a pattern exhibiting a local
clustering tendency at certain scales where the Incremental K-function will truth-
fully fail to detect such tendency. Because the K-function averages densities over
the entire distance range, it may overshoot the true cluster size.

4 Comparison Experiments

In this section we implement a series of comparison experiments with both data
simulated to represent known spatial processes and real-world geospatial data. The
global and local K-function as well as the global and local Incremental K-function
values are calculated according to the equations given in the previous section.
Statistical inference is determined by 1,000-time Monte-Carlo simulation based on
the assumption of Complete Spatial Randomness (CSR) of the point process. We
adopt the significance level of 5 % for global results and 0.1 % for local results to
account for test simultaneity. Edge effects are corrected through shrinking the size
of the analysis area by a distance equal to the largest distance band to be used in the
analysis. Only the points within the shrunk area are used to calculate K-function
and Incremental K-function values, while the background point process and the
simulated points remain within the original area. The implementation program is

Fig. 1 Example of
(incremental) K-function
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coded in C/C++ and computed with a 64 bit PC with 4 CPUs and 16 GB RAM. The
parallel computing technique OpenMP is applied to accelerate the computation
process, which is particularly beneficial for the Monte Carlo simulation task.

We first conduct tests with simulated datasets. In a square region of 10,000 by
10,000 units, we simulate a series of point patterns generated according to different
known processes. The total number of points is 2,500 for every point pattern. We set
our detection scale from 100 units to as many as 2,500 units in order to scan the full
extent of point patterns. In order to verify our approach, we start by simulating a
random point pattern based on the null hypothesis namely Complete Spatial
Randomness, which is used as a benchmark (as shown in Fig. 2). On the right-hand
side of Fig. 2, we show the global K-function results on top and the global
Incremental K-function results at the bottom. The blue line represents the value of
either K-function or Incremental K-function, while the red and green lines stand for
statistical significance envelopes numerically simulated through Monte Carlo pro-
cess. Not surprisingly, in both charts of Fig. 2 the three lines closely overlap with
each other. It indicates that neither the K-function nor the Incremental K-function of
this random point pattern has escaped the expected range generated by CSR. In other
words the two functions both have successfully verified the random point pattern.

We are more interested in the capabilities of these two functions to deal with
clustered point patterns. Figure 3 shows a simulated clustered point patterns in
which 25 independent point clusters are generated. Each of the point clusters
consists of 100 points distributed according to a Bivariate Normal Distribution with
standard deviation of 100, while the centers of these clusters are located on a square

Fig. 2 Random point pattern results
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grid within the square study area with a distance of 2,000 units. This means that
there is a 68 % probability that a point is within 100 units of its local cluster center;
this probability becomes 95, 99, and 100 % for distances of 200, 300, and 400 units
respectively. The results of the K-function and the Incremental K-function are quite
different this time. As we can see from the two charts in Fig. 3, the observed global
K-function is above the upper envelope, and thus detects a significant clustering
pattern, at most scales. On the contrary, the global Incremental K-function detects a
significant clustering pattern only at the first four scales and a significantly regular
(or dispersed) pattern at all larger scales. The global incremental K-function has
captured the properties of the point process accurately. In the bottom chart of Fig. 3,
the two largest increments of ‘IncK-value’ are at the zero to 100 scale and the
100–200 scale, which correspond to the probability increasing from 0 to 68 % and
then to 95 %. Beyond the 200-unit scale, the increment of the function value starts
dropping as there only remains less than 5 % probability to include more points into
a local cluster. Beyond the 400-unit scale, the probability drops down to zero.
Correspondingly, we observe the ‘IncK-value’ in the figure drops below the lower
significance envelope. In short, the incremental K-function varies consistently with
the underlying point process. At the small scales the ‘IncK-value’ stays beyond the
upper significance envelope indicating the local clusters dominate the global point
pattern of the whole study area. With the scale increasing beyond a threshold
between 400 and 500 units, the local clusters become more like single points and
their grid-like centers have swayed the global point pattern to a regular one.
Evidence can also be found in the results of the Incremental K-function at larger

Fig. 3 Clustered point pattern (standard deviation = 100)
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scales. Overall, the K-function has failed to detect this changing point process. The
clustered point pattern at almost all the scales indicated by the K-function is defi-
nitely inconsistent with our simulated point process. We also conduct a similar test
in which only the size of local clusters has changed (to a standard deviation of 300).
Figure 4 illustrates this point pattern and its two comparison results. Again the
Incremental K-function has captured the nature of the point process across scales. It
indicates a clustered pattern at small scales and a regular one at larger scales. The
only difference with the results in Fig. 3 is the peak is shifted toward larger scales,
which corresponds well to the enlarged local clusters. In contrast, the K-function
result shows a clustered pattern across all scales, which would clearly be misleading
at large scales.

To fully unveil the capability and characteristics of the Incremental K-function,
we also experiment on more complex datasets. Figure 5 shows a group test on a
two-stage clustered point dataset. The basic features of this data remain the same as
the one in Fig. 4 in terms of the number of clusters as well as the size of each cluster
(standard deviation of bi-normal distribution is still 300). However the center of
several clusters is relocated so as to have four larger clusters in the four corners,
each one being former of smaller clusters (there is still a total of 25 small clusters).
Comparing the results of the two global functions, we find extreme differences
again. The K-function once again results in clustered patterns regardless of the scale
that is varied from 100 to 2,500 units, from which we can hardly extract any more
useful information. By contrast, the results of Incremental K-function coincide with
the underlying two-stage clustered point process. It indicates two and only two

Fig. 4 Clustered point pattern (standard deviation = 300)
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separate peaks of significant clustering. The first peak shows up at the same scale
(500 units) as Fig. 4 because the size of local clusters remains the same. The second
peak manifests itself at the scale of 2000 and demonstrates that the Incremental
K-function is capable to detect those larger clusters formed of local clusters.
Therefore it does neither overestimate nor underestimate the point patterns. The
conclusion from this group of experiments is that the Incremental K-function can
not only detect out at which scale it shows clustering, but is also able to capture the
variation of cluster size across scales.

Furthermore, we carry out experiments on even more complex datasets with
various sizes of clusters at random locations. The geospatial dataset depicted in
Fig. 6 includes 25 local clusters, of which 10, 8, and 7 clusters are generated based
on a bi-normal distribution with standard deviation of 100, 300, and 500, respec-
tively. The results are consistent with the previous experiment. On the one hand, the
K-function detects significant clustering at all scales ranging from 100 to 2000, thus
committing patent false positive error. On the other hand, three separate peaks of
clustering pattern corresponding to the three scales used to generate the point
distributions are picked out by the Incremental K-function in spite of the random
location of cluster centers. It provides further evidence of the Incremental
K-function’s sensitivity and accuracy with respect to point patterns across scales.

As a matter of fact, real-world situations are usually more complex than simulated
ones. Therefore we have also implemented comparison studies with real-world
geospatial data to backup and supplement the conclusions obtained from simulated
data. The data we use in this study are the records of vehicle theft and recovery
locations in Charlotte, North Carolina. Given the extremely heterogeneous

Fig. 5 Two-stage clustered point pattern (standard deviation = 300)
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distribution of these records, the study area is narrowed down to an eight-mile by
eight-mile square region surrounding the city center. According to the crime report
database maintained by the Charlotte-Mecklenburg Police Department (CMPD),
there were 1,832 vehicles stolen within this region from January 1st, 2012 to
December 31st, 2013, of which 995 have been recovered somewhere else in the city.
Recovery locations show a more varied point pattern across scales than the theft
locations. Therefore we use these 995 vehicle recovery locations to illustrate the
properties of the Incremental K-function and explore its practical usefulness as well.

Figure 7 shows the study region and the auto recovery locations for the stated
period of analysis. The right-hand side panels present the global K-function and the
global Incremental K-function charts. The smallest detection scale is set at 0.05 mile,
i.e. 80 m, and 20 times that much as the largest possible scale. The K-function shows
significant clustering over the entire range of scales as the ‘K-value’ stays well above
the upper significance envelope and smoothly departs from it to indicate an even
more significantly clustered pattern for larger scales. On the other hand, the ‘IncK-
value’ in the bottom chart is quite uneven across scales, although it stays above the
upper envelope at all scales. Its several up-and-down periods are believed to reflect
the heterogeneous nature of this real-world dataset. A first peak shows up at the
smallest possible scale and also exhibits the greatest departure from the significance
envelopes. From this, we can conclude that there exist a number of auto recovery
location clusters across the study region and that these clusters have very compact
sizes as their radii are 80 m or less. Through further investigation we found these
small clusters match specific geographical features such as car dismantlers or
deserted parking lots where cars would be abandoned. Besides the global maximum

Fig. 6 Clustered point pattern with random seeds and various cluster scales
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at the 0.05 scale, other local maxima in the Incremental K-function are found at 0.35
and 0.8 mile, as well as several less prominent ones. These could be explained as
thieves’ favorite car dumping areas, for example unsupervised neighborhoods or the
vicinity of the airport.

Beside the analysis of the global spatial pattern in the car recovery locations, we
also apply the local version of two K-functions to investigate clusters locally. We
implement the local functions following the same process as the global ones, but
change the significance level to 0.1 %. While the local analysis can be conducted at
any and all discrete location in the study region, for the sake of the illustration we
pick out one specific record located to the Northeast of the city center. Figure 8
includes a map of this localized area and the plots of two local K-functions. This
time the local Incremental K-function returns two significant peaks with one at the
0.05 mile scale and the other at 0.75 mile. On the map at left-hand side, the scales of
0.05, 0.1, 0.7, and 0.75 mile are highlighted using red circles. The smallest circle
encompasses 17 events, while the second one includes no additional one.
Comparing the results of two local K-functions, the ‘Local IncK-value’ has cap-
tured this situation rather crisply as it indicates clustering only at the first scale.
Conversely, the ‘Local K-value’ shows clustering at both of the first two scales and
even beyond (although at a decreasingly level of significance), which is a clear case
of false positive error and gives a misleading message that the local cluster keeps
enlarging. The ring-like area between 0.7 and 0.75 mile scale includes 13 neigh-
boring events and it results in another significant peak in the ‘local IncK-value’.
Examination of the map of events around the selected focal point suggests that no
clustering tendency is detectable between these two scales; this is corroborated by

Fig. 7 Global results of Charlotte auto-recovery data
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the local Incremental K-function, while the local K-function overdetects a clus-
tering tendency. By looking at the global and local results side by side, it is clear
that local point patterns have contribution to the global pattern. Both the global and
local Incremental K-functions are capable to reflect the heterogeneous point process
and their results can certainly give more meaningful guidance than the original
K-functions.

5 Conclusions

The K-function is regarded as one of the most effective methods to detect non-
random tendencies in a geospatial distribution of points and particularly high
concentrations of point events. Although it is designed as a ‘Multi-Distance Spatial
Cluster Analysis’, we argue that it cannot reflect the cross-scale changes of point
pattern very well. Instead, we bring up again one of its variant, namely the
Incremental K-function, as a solution to this problem. In this paper, we presented
the results of a series of comparison studies on both simulated datasets and a real-
world dataset. The results from simulated datasets indicate that the Incremental
K-function can pick out the scales at which it shows most significantly clustering
patterns without the false positive errors that can be so pervasive with the
K-function. These peak scales coincide with the true scales designed in our data
simulation processes. In addition, the Incremental K-function is also capable to deal
with more complex situations such as two-stage clusters and random located

Fig. 8 Local results of Charlotte auto-recovery data
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clusters of various scales. Meaningful information about how the point pattern
varying across scales can be extracted. In contrast, the standard K-function can only
offer us a coarse clustering pattern from scale to scale. Given the controlled con-
ditions of the experiments done on simulated point patterns with known properties,
it has been demonstrated that the K-function is afflicted by false positive error flaws
and incapable of capturing the true scale of point processes.

Moreover, the results from the Charlotte vehicle recovery dataset provide real-
world evidence that the Incremental K-function can accurately reflect the under-
lying heterogeneous point process, and that it does so more reliably that the
K-function. Practical usefulness can also be obtained. For instance, the very
compact cluster size (80 m) directs that there exist some individual facilities or
locations hat concentrate a significant number of stolen vehicles. The local
Incremental K-function can serve to pinpoint these locations on the city map for
further investigation. To conclude, we hope this work can bring the Incremental
K-function to scholars’ attention as an effective hot-spot detection method espe-
cially dealing with complex spatial point processes.
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Crowd Computing Framework
for Geoinformation Tasks

Alexander Smirnov and Andrew Ponomarev

Abstract In the paper a general purpose crowd computing framework architecture
is discussed. The proposed framework can be used to compose crowd computing
workflows of different complexity. Its prominent features include ontological
description of crowd members’ competencies profiles; automatic assignment of
tasks to crowd members; the support of both human and non-human computing
units (hybrid crowd); and spatial features of crowd members which make way for
employing the proposed framework for a variety of crowdsourced geoinformation
tasks.

Keywords Crowd computing � Crowdsourcing � Ontology � Profiling

1 Introduction

Geoinformation technologies include a wide spectrum of tasks, related to collection,
processing and presentation of geospatial information. Most of these tasks permit
automation and, therefore, are solved mostly in automated way in modern geoin-
formation systems. However, some problems are hard to deal with solely by
automated computer environments. The reasons for that may be of different nature.
Probably, the most frequently discussed one is connected with the difficulty that
typical information processing techniques have dealing with problems involving
heavy usage of common sense knowledge and incomplete definitions. Another
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reason, less important but still valid, is physical absence of autonomous sensing/
computing devices in places where they are needed to be.

This results in a new kind geoinformation technologies, where classical GIS
approaches are amalgamated with social computing practices. Examples of these
new kind of technologies are community sense and response systems (e.g., [5]) and
crowdsourcing of GIS data. Crowdsourcing becomes more and more widely used
source of geospatial information. Examples range from general collaborative
mapping (e.g., OpenStreetMap, Google Map Maker, WikiMapia) to thematic
projects dedicated to crisis mapping (e.g., [18, 26]), natural resources management
[28], e-government [9] and other application areas. Active involvement of non-
expert humans into geoinformation processing tasks resulted into emergence of
several specific terms, such as crowd sensing and neogeography.

All these developments are closely related to even bigger research direction
aimed on the creation of hybrid human-computer systems, where human does not
always consumes the results that are provided by computer devices, but can also be
a provider of some information or service that is consumed by other humans or
computer devices. From the point of this research direction the classical dichotomy
represented by a human that provides some aims and inputs and a machine that
performs routine computations to achieve these goals is transformed into a more
general perspective of a network of interconnected humans and machines, per-
forming different functions that together achieve the predefined goal.

The special kind of services relying heavily on human-specific abilities are cur-
rently discussed under a set of names and in several closely related research areas.
The most prominent are crowdsourcing, human computations and crowd computing.
All these areas have much in common. The interconnection between them is dis-
cussed, for example, in [8]. In this paper, crowd computing is understood as a
spectrum of methods and technologies to solve problems with the help of undefined
and generally large group of people, communicated through the internet (crowd).
This practical definition used by the authors matches well with the specific charac-
teristics of crowd computing that were enumerated in [21] after literature analysis.

The contribution of this paper is twofold. First, it presents a general purpose
crowd computing framework that can be used for variety of problems. Second, it
shows how this framework can be used to employ crowd computing for problems
involving the processing of spatially enabled data.

One of the tasks performed by the authors of this work is the decomposition of
currently established practice of programming for hybrid computer-human envi-
ronments to identify the set of primitive operations that can be used to construct any
type of the information processing workflow. In some sense, this task is similar to
designing a set of machine instructions, a composition of which allows building any
computer program (for hardware computer).

This paper is organized as follows. Section 2 presents current developments in
the area of crowd computing framework development. Section 3 discusses the
specific features of crowd computing and describes the idea of crowd computing
patterns, aimed to form tried-and-tested solutions for typical problems of crowd
computing systems. Based on the literature review and specific features analysis, in
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Sect. 4 essential requirements are presented that drive the design of the proposed
framework. Section 5 presents the overall design of the framework. Section 6
describes how this framework can be used for problems, involving processing of
spatially enabled data. Results achieved are summarized in the conclusion.

2 Related Work

This section contains the review of existing multipurpose crowd programming
frameworks. The literature analysis has shown that currently there are three major
approaches to programming crowd effort: MapReduce-based, workflow-based,
database-based.

MapReduce [4] is a programming model for processing and generating large
datasets. The primary intent of this model is to allow for programming data pro-
cessing algorithms easily parallelizable to multiple machines of a cluster. Since its
creation in 2004 this programming model has received a lot of attention and has
become very popular in the world of distributed data processing.

There were proposed several crowd computing frameworks [1, 10], somehow
based on (or inspired by) MapReduce model.

The Jabberwocky programming environment [1] is a set of technologies,
including a human and machine resource management system, a parallel pro-
gramming framework for human and machine computation and a high-level pro-
gramming language. The programming framework is an adaptation of MapReduce,
in which the execution of Map and Reduce functions may require some human
actions and the whole process is suspended until these actions are performed. The
problem-setter can also impose constraints on characteristics of people who will be
asked to perform a task.

CrowdForge [10] is a general-purpose framework for accomplishing complex
and interdependent tasks using microtask markets. As a computation model, authors
of Crowdforge also adopted MapReduce model augmented by a Partition stage,
which purpose is to refine the problem itself and its decomposition into subtasks
during the solution process. On the Map stage the problem is decomposed into
subtasks which are executed, and on the Reduce stage all the results are merged in a
problem-specific way.

Another approach for crowd computing originated in workflow modeling/
management systems. The analogy between workflow modeling/management and
crowd computing is also quite noticeable: both kinds of systems deal with some
process, which can include humans as executive elements. There are several
techniques in “pure” business process workflow modeling where human operations
are explicitly modeled (BPEL4People, WS-HumanTask). These techniques were
generalized and elaborated to achieve a crowd computing programming model.

An example of workflow-based approach to crowd computing is presented, for
example, in [11]. The authors propose a three-layered model to crowd computing
process. The topmost process/program layer, showing the process context of
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particular crowd computing task. Crowdsourcing tactic layer, where crowd com-
puting specific operations (such as task parallelizing, quality control) are described.
And, the lower-most crowdsourcing operations layer where API calls to some
crowdsourcing marketplace are programmed. As a formal scheme for the top two
layers the authors use a Business Process Model and Notation 2.0 (BPMN 2.0),
proposing an extension to it indicating that some part of the process must be
crowdsourced.

In CrowdLang [19, 20] crowd computations are also described in a graphical
workflow-based way. The authors propose a set of typical workflow patterns and a
graphical notation to specify the computation process. This approach is verified by
creating several crowd computing applications for translation from German to
English. Another idea that plays an important role in that paper is the focus on
reusable crowd programming patterns (represented in the form of workflows).

In papers [6, 16] a database metaphor is developed in the context of crowd
programming.

Markus et al. proposed Quirk [16] system and Quirk UDF language. The data
model of Quirk is close to relational model supplemented with user defined func-
tions (UDF) for posting tasks and resolving the situation of multiple answers for the
same question that can be produced by different crowd members. A whole “pro-
gram” for crowd in Quirk is represented by a declarative statement very similar to
an SQL statement.

Franklin et al. [6] designed a crowd computing system (CrowdDB) in a way
inspired by RDBMS. They proposed CrowdSQL, an SQL extension that supports
crowd computing. Crowd computing in CrowdSQL is supported both by data def-
inition language (DDL) and data manipulation language (DML) syntaxes. In
CrowdSQL DDL, it is possible to define a column or a whole table as crowdsourced,
while in CrowdSQL DML a special value similar to SQL NULL value is proposed,
meaning that the value should be crowdsourced when it is first used. Beside
CrowdSQL language, the authors proposed a user interface generation facility and
special query processing techniques for queries involving crowdsourced values.

There are also several sui generis crowd computing approaches, that do not fall
into one of the categories above.

One of the first multipurpose frameworks for crowd computing is TurKit [13, 15].
It is based on Javascript language with additional library for posting tasks to Amazon
Mechanical Turk platform and receiving answers. TurKit uses a “crash-and-rerun”
(the name proposed by its authors) programming and execution model designed to
suit to long running processes where local computation is cheap, and remote work is
costly, which is the case for crowd computing. TurKit suite also includes a generic
GUI for running and managing TurKit scripts.

In Turkomatic [12] one of the design goals is to obviate the need for requesters
to plan thoroughly through the task decomposition and workflow design. The idea
is to crowdsource this information either, i.e. crowd workers are asked to recur-
sively divide complex tasks into simpler ones until they are appropriately short,
then to solve them. The requester can also participate and manage the decompo-
sition process and the authors have shown by a case study that requesters
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involvement usually results in more robust workflows and sane decompositions.
Experiments with this approach applied to unstructured tasks (writing an article,
vacations planning, composing of simple Java programs) showed that it is effective
with respect to certain kinds of tasks.

AutoMan [2] is a domain-specific language and runtime for crowd computing
programming. With the use of AutoMan, all the details of crowdsourcing are hidden
from the programmer. The AutoMan runtime manages interfacing with the
crowdsourcing platform, schedules and determines budgets (both cost and time),
and automatically ensures the desired confidence level of the final result. The
distinctive feature of this language and runtime is its approach to quality control,
based not on the worker features, but on a statistical processing of the results,
received from different workers—the system checks whether the results are con-
sistent with the required confidence level and if not, reissues tasks.

3 Human Factors and Crowd Workflow Patterns

One of the most important issues that makes crowd programming significantly
special compared with conventional programming for machines is presence of
human in the information processing loop. Differences between human and
machine in this regard are being analysed on philosophical and technological layers
for many decades, but in the context of crowd computing these differences were
summarized by Bernstein et al. [3] to the following list:

• Motivational diversity. People, unlike computational systems, require appro-
priate incentives.

• Cognitive diversity. Characteristics of computer systems—memory, speed,
input/output throughput—vary in rather limited range. People, by contrast, vary
across many dimensions this implies that we must match tasks to humans based
on some expected human characteristics.

• Error diversity. People, unlike computers, are prone to make errors of different
nature.

Each of the listed items represents not a particular problem of crowd computing
system development, but rather a fundamental issue that results in a bunch of design
obstacles and decisions to overcome those obstacles. For example, [2] identifies
following challenges for human-based computation:

• Determination of pay and time for tasks. Employers must decide in advance the
time allotted to a task and the payment for successful completion.

• Scheduling complexities. Employers must manage the trade-off between latency
(humans are relatively slow) and cost (more workers means more money).

• Low quality responses. Human-based computations always need to be checked:
worker skills and accuracy vary widely, and they have a financial incentive to
minimize their effort. Manual checking does not scale, and simple majority
voting is insufficient since workers might agree by random chance.
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It is easy to see, that this challenges (addressed in the AutoMan system [2]) are
the results of fundamental differences, namely, motivational and error diversity. By
the way, cognitive diversity is not addressed in the design of AutoMan.

The first point, taken by the authors of this paper as the basis of our research in
the area of crowd computing, is that every crowd computing framework should
account for each of these fundamental differences. Moreover, these fundamental
differences together provide a basis to describe crowd computing frameworks
pointing out the methods and techniques employed to overcome each of these
differences. Later, in the respective section the authors will show how the proposed
framework addresses all of these differences.

In the rest of this section, the concept of crowd computing patterns is introduced
and justified as one of the important concepts in the domain, aimed on dealing with
the differences highlighted above.

Like in other branches of computer science and artificial intelligence [7, 24],
crowd computing pattern represents a reusable solution to a commonly occurring
problem. In crowd computing context this term was first used (to the best of
authors’ knowledge) by [27] to name various techniques for dealing with unreli-
ability of human responses. Many of these techniques were analyzed and used
before that (e.g., [14]), but in [27] there was an attempt performed to describe them
as reusable patterns. Later, the concept of crowd computing patterns were inves-
tigated in [20] resulting in their own set of reusable workflow constructs. It was also
paid some attention in [11], but under the name of “templates” and, moreover, it
was stressed there, that crowd computing platform should support reusable process
skeletons. The reasons why the idea of crowd computing patterns seems fruitful is
twofold. First, these patterns provide tested and effective solutions to error man-
agement in human responses. As it was mentioned, error management in this kind
of systems is a complex issue, and it does not have an all-fits-one solution: for
different kinds of problems different techniques turn out to be most effective.
Patterns in this regard help structuring research space of error management and
form a body of knowledge about what pattern is favorable in which situations. With
this information at hand, a programmer can pick a readily available pattern that
shows good results for the concrete problem, or, there is even an opportunity for
crowd programming automation. Second, the analysis of this patterns and their
building blocks can help to determine the—following an analogy between hardware
and crowd computers—instruction set of a crowd computer. A minimal and suffi-
cient set of operations to form any program for a crowd computer.

In [27] three basic patterns were identified:
Divide-and-Conquer. A complex task can be too large for an individual crowd

member and, therefore, should require contribution of multiple crowd members.
Divide-and-conquer pattern means decomposition of a complex task to several
subtasks assigned to different crowd members and followed by composition of
subtask solutions received from crowd members into the solution of the initial task.

Redundancy-based quality control. This pattern directly deals with error man-
agement in crowd computing. To alleviate the impact of erroneous answers pro-
vided by an individual crowd member, one task is assigned to several members and
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then some quality control mechanism is applied to the answers received to select the
most likely correct one. There are several quality control mechanisms developed:
averaging, simple voting, weighted voting to name a few. The pattern itself doesn’t
answer to the question how much redundancy is enough for particular task or what
quality control is the best for a certain application, it just forms a scheme of a
typical workflow.

Iterative improvement. In this design pattern one task is also assigned to several
crowd members, but they work on this task in a sequential manner, and each
member is able to see the solution provided by the previous worker. Iterative
improvement pattern was successfully applied, for example, for text transcription
(e.g., [14]).

An application (for one problem) may be composed of several patterns, for
example, the whole problem can be decomposed into several subtask, and each
subtask can be distributed to several crowd members with majority voting as the
employed quality control mechanism.

4 Requirements

The literature analysis lets to identify a set of requirements for crowd computing
framework. This section discusses most important of these requirements, as it is
seen by the authors. Hereafter in this section, crowd computing framework will be
referred to as “framework” for simplicity.

Framework should provide support of various incentives. The most widely
employed in crowd computing incentive schemas are money and reputation,
however there are more rare and exotic ones [22].

Framework should provide explicit treatment of cognitive diversity in and
between human actors (crowd members). This requirement is a response to one of
the fundamental differences between purely machine programming and program-
ming of human-machine systems. In practice, it means that there should be a
possibility to describe a crowd member with a set of characteristics corresponding
to performance of this member in some type of tasks. The word “possibility” in
clarification above should be stressed, because it is an application-specific
requirement, and in some applications cognitive diversity can be neglected, but
anyway, a multipurpose framework should provide support of it.

Framework should provide abstractions for complex coordination patterns such
as quality control or group decision procedures. The advantages of pattern-oriented
crowd programming were already enumerated in the respective section of the paper.
It is also worth noting, that the list of abstractions provided by the framework
should be extensible; in this regard, this requirement is connected to the require-
ment of providing an abstraction mechanism.

Framework should provide adaptive workflows. Several researchers (e.g.,
[2, 10, 27]) argue that entire specification of crowd computing in advance is not
always the best option. The work specification itself might be adjusted during the
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time of execution either by human coordinators or by some algorithm and it
sometimes leads to better results. This argument is supported by the evidence, so
the proposed framework should also support editable/transformable on the fly
workflows. However, workflow adaptation requires not only the possibility to
change workflow specification in run-time, but also the presence of some entity in
the system that implements this adaptation based on the calculation process [27].
Perceived as a part of crowd computing framework, this entity imparts elements
of self-organization to it.

Framework should maintain user identities, rich user profiles, and social rela-
tionships. All this user information should allow problem setter to select crowd
members that should address a task.

Framework should provide an abstraction mechanism, so that users with dif-
ferent skills and with different programming background could organize crowd
computing workflow. By no means this prefers simplistic solutions to more
advanced, it only requires that there should be several ways to organize workflow
ranging from coarse construction from predefined blocks, to fine programming of
particular quality control procedures.

Framework should support flexible scheduling. Scheduling in crowd computing
is related to the search of balance between time required to solve a problem, dealing
with substantial human latency, and cost of using more actors. As it is pinpointed in
[2], scheduling in programming systems involving humans represents a very
important and difficult task, so the proposed framework should be flexible enough
to adopt different scheduling policies. It would allow to experiment with different
scheduling models pertaining other components of the systems and code developed
for it.

There should be a possibility to add software services to the crowd, resulting in a
hybrid crowd. Hybrid crowd [25] is a relatively new research area, which is also
developing under different names (e.g., human-machine cloud [17, 23]). The idea
behind hybrid crowd reveals conceptual similarity between cloud services and
crowd computing, both of which are based on a kind of resource virtualization and
pay-per-use basis. Convergence of this two technologies leads to creation of new
generation computing environments constituted from humans and machines.

Framework should provide logging and offline analysis facilities. One of the
specific features of crowd computing system employing monetary-based incentiv-
ization is that execution of some operations cost money. Therefore, it is rather
straightforward to try to save as many intermediate results as possible to avoid
rerunning expensive operations. On the other hand, the extensive logging of all the
intermediate results can provide a basis for applying alternative methods of analysis
and to compare different processing methods of one collected dataset.

Framework should be able to use existing crowdsourcing platforms (e.g.,
Amazon Mechanical Turk), as there these platforms provide not only low-level
tools to post task and receive answers, but—the most valuable—these platforms
have huge database of users, i.e. provide the access to crowd itself.
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5 Framework Design

To meet the requirements identified during the analysis phase, the authors propose a
crowd computing framework. Conceptually, the proposed framework consists of
three layers:

• The upper layer is self-organization layer, which contains components, methods
and algorithms for adjusting workflows based on execution process.

• The middle layer (workflow layer) performs coordination of crowd computing
process based on various patterns of human information workflow. These pat-
terns were identified as a result of literature review: task splitting, different
techniques of matching results provided by crowd members, etc.

• The bottom layer (crowd layer) contains primitive operations of crowd com-
puter, such as addressing a particular task to a particular crowd member, posting
a task into a common task pool, receiving answer from a crowd member.

The two latter layers can be used to easily build various crowd programming
workflows, the self-organization layer is in some sense optional, but facilities of this
layer can be used to adjust predefined workflow design of a particular application.

Beside three enumerated layers of programmable process, the proposed frame-
work defines metamodels for crowd member and tasks description. These meta-
models have very general nature and are equivalent to OWL ontology metamodel.

Runtime infrastructure, provided by the framework, is shown in Fig. 1. Central
component of this infrastructure is the program interpreter that takes declarative
workflow specification, posts human task requests according to this workflow
specification and processes the results.

Self-organization 
layer Adaptation engine 

Workflow 
layer 

Workflow 
pattern library 

Logging 
machine

Program
interpreter

Crowd 
scheduler 

Intermediate
results storage 

Crowd layer 
Crowd platform adapter 

Amazon Mechanical Turk Crowd platform 

Fig. 1 General view of the framework
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Human task requests are then processed by the crowd scheduler, which is
responsible for assigning tasks to crowd members. Usually, this assignment
depends on task attributes, underlying crowd platform features, crowd member
declared skills and actual performance. When crowd scheduler finds appropriate
members for task requests it posts human tasks to the crowd platform.

Crowd platform is the component of the framework responsible to actual
communication with crowd members, i.e. sending tasks and receiving answers. One
of the goals of this framework design was to adapt to existing crowdsourcing
platforms (e.g., Amazon Mechanical Turk), so there is an adapter layer that
implements crowd platform interface from one side and uses existing platforms’
application programming interfaces from the other side.

Results received from crowd members are documented by the logging machine,
and then stored in the intermediate results storage that holds the global state of all
the crowdsourcing process.

The adaptation engine analyses the process of computation and transforms
running program in order to optimize performance.

The framework is oriented on “top-to-bottom” rewarding calculation for abstract
“cost” rewards, excluding other types of incentivization. Initially, a task is assigned
some cost limit that the problem-setter can spend on this task. Crowd computing
algorithm starts from the whole task and assigns it one unit of resource (corre-
sponding to fund limit). On each task decomposition, resource is divided between
subtasks by this algorithm in an application specific way, so that each particular
human task is assigned certain cost based on resource value that was obtained after
all separations. However, the proposed algorithm fails in situations of dynamic
workflows, so there is some room for improvement.

The framework also includes client module that is able to communicate with
crowd platform. This client module is deployed on crowd member’s device and is
used to deliver human task to people’s devices and collect output. It should be
stressed, that client module is able to communicate with original crowd platform
only, in case some other crowd platforms are used (e.g. Amazon Mechanical Turk),
tasks are assigned by client interfaces of the respective platforms.

Following distinction should be made. The proposed framework presents an
infrastructure and generic components for crowd computing applications. An
application is created for some particular purpose (collecting the data about traffic
jams, prices in supermarkets etc.) with the help of the presented framework’s
infrastructure. On the other hand, application is to be deployed in a physical
machine that also has to have some components (runtime) of the proposed
framework, that enable the process of application execution.

An application developed in terms of the proposed framework is defined by the
following set of components:

• user model, containing a set of application-specific skills and competencies,
represented as an OWL ontology;

• task model, also represented as an OWL ontology;
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• declarative code that defines crowd computing algorithm, including user-task
matching and reward distribution;

• (optional) quality measures associated with different parts of the algorithm
accompanied with signals that respective parts of the algorithm are subject to
automatic improvement according to specified quality measure.

User model is defined for a particular application, so in the proposed approach
there is no concept of an overall user model with all his/her characteristics. Instead,
there is a set of application specific profiles expressed with a help of OWL
ontologies. There is an interesting possibility to (partially) fill user model for a new
application, based on user model from the applications the user already took part, it
can potentially be done in the phase of application deployment and crowd forming,
but this is a subject to further research.

Task model describes task attributes and task structure, if it is relevant. In
geospatial context, task model usually contains attributes holding physical location
of the place task refers to.

The whole computation workflow is defined in a declarative way, using attri-
butes defined by the task and user ontologies.

The framework already contains a number of typical workflow patterns that can
be easily reused either in their default form, or specialized in a way, supported by
the pattern. For example, pattern Divide-And-Conquer should be specialized by
providing specific procedures for task decomposition and subtask answers
composition.

6 Examples of Geoinformation Tasks

The proposed framework can be used for geospatial information processing. In this
section, it is shown how to build a crowd sensing application with the help of this
framework.

The application described in this section used mostly for the demonstration
purpose. Its main feature is to address a free-form request to people that are located in
specific spatial area. An application like that can be used in variety of scenarios, for
example, to query for a price (or availability) of some product in a shop, that doesn’t
expose its product listings to the internet, to find out traffic situation, etc. For the sake
of simplicity, the expected answer should be in the form of one real number.

As it was discussed in Sect. 5, an application for the proposed framework
consists of a user model, a task model and a workflow code (the forth component is
optional, and is not covered in this example). The user model includes all the user
features relevant for the application. In this particular case, no special competency
modeling should be done, the only user property that is relevant is the user’s ability
to understand written language of the free-form question. Therefore, the user model
in this case consists of the set of languages, which the user is able to understand,
and the user’s geographical coordinates.
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The task model for this particular application is also simplistic, it is represented
by three attributes—the text of the question, its language and the spatial area the
request refers to.

To organize the application workflow it is convenient to use the redundancy-
based quality control pattern. This pattern requires specialization by the redundancy
number and the procedure of answers reconciliation. For example, it is possible to
set the redundancy number to three and the reconciliation procedure as finding a
mean value of answers, provided in redundancy branches of execution (remember,
that answers for this question should be real values). Application workflow also
specifies condition of crowd member selection for tasks, which is crowd member
coordinates must be inside spatial area the question refers to and crowd member’s
list of languages must contain the language of the question.

Crowd members must join to this application to avail themselves as request
answerers. When the problem setter wants to send a request, he/she provides input
to the application, that is request text, its language, and reward. All this input values
form a task instance. This instance is then processed by program interpreter and
transformed into three human tasks. The task is sent through the crowd platform to
crowd members satisfying the selection conditions, the answers are received,
averaged according to workflow definition and presented to the problem setter
(Fig. 2).

Problem setter  
Program

interpreter
Crowd scheduler Crowd member

Send a spatial request 

Make the list of 
human tasks 

Cycle

[for each
human task] 

Schedule task 

Pick crowd member 

Send task 

Task result Member's estimation 

Average
estimations 

Workflow layer Crowd layer 

Fig. 2 Sequence diagram for request answering scenario
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The provided example illustrates design of a simplified crowd computing
application, but the flexibility of the proposed framework allows to define more
complex workflows and models.

For instance, the provided example can be easily transformed into a crowd-
sourced generation of a thematic map (relating to a free-form request). For this
purpose, user model and task model remain unchanged, but the workflow
description includes the step of task separation (Divide-and-conquer pattern)
according to some level of spatial discretization. After that separation a bunch of
subtask with the same structure but smaller spatial extent is generated. So, the area,
that was provided by the problem-setter, is split into smaller areas. For each of this
subtasks a redundancy-based quality control pattern is applied as in the original
example. Resulting dataset will contain a set of human “measurements” that can be
overlaid onto a geographic map forming a thematic layer related to the nature of the
question explored by the problem-setter.

Another practical example of crowd computing with geospatial information can
be assignment of physical area of competence to each member (e.g., ethnography,
economics experts) and addressing questions to experts that have knowledge of
particular area.

7 Conclusions

In the paper, a problem of crowd computing process organization was discussed
with an application to geospatial information processing. The analysis of current
developments revealed the set of specific issues that must be addressed in any
crowd computing framework design and the set of crowd workflow patterns that are
tried-and-tested ways to effectively address these issues. A set of universal
requirements for a crowd programming environment was provided to generalize the
work that has been performed so far in the area. Then, the original crowd com-
puting framework design was described.

Although most of the stated requirements are addressed by the proposed crowd
computing framework, the model to account for rewarding and incentivization still
needs to be clarified and developed, especially for the case, when problem-setter
and underlying crowd platform are using different rewarding mechanisms.

Another direction for further work is experimentation with different approaches
and algorithms of self-organization and self-adjustment of the geoinformation
crowd computing workflow.
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Dynamic Resources Management
in Agile IGIS

Nataly Zhukova and Alexander Vodyaho

Abstract The paper is focused on the problem of resources management in
environment of the intelligent geo information systems (IGIS) for solving com-
plicated operational tasks in conditions of limited resources. Support of agile fea-
tures in IGIS requires considerable amount of additional resources for building,
modifying and executing context sensitive processes in dynamics. The proposed
solution assumes management of the system processes using a set of business rules
and policies that allow make comprehensive estimations of processes priorities
based on their complexity and importance; reduce amount of calculations using
revealed information and knowledge from historical data; distribute loading of the
technical means due to preliminary data processing and analyses made according to
expected behavior of end users. The dynamic resource management is implemented
using means and tools of artificial intelligence that are a part of IGIS and ready
program components of the middleware level provided by Globus Toolkit.

Keywords Agile GIS � Resource management � Measurements processing

1 Introduction

Modern state of the art of information systems (IS) is characterized by permanent
expansion of the scope of geo information systems (GIS) usage. The systems are
highly appreciated by end users as they support a convenient environment for their
operation. Permanent expansion of the sphere of GIS usage, increase of complexity
of the tasks to be solved, increase of functional and non-functional requirements
imposed to the systems have led to appearance of a new class of IS—intelligent geo
information systems (IGIS) [1, 2]. IGIS are knowledge based systems that contain a
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wide range of means and tools of artificial intelligence. Modern IGIS are capable to
support decision making, solve the tasks of situation recognition, classification,
assessment and awareness, they can solve a wide range of applied mathematical
problems, including radio location and hydro acoustics problems. To provide the
enumerated services to end users many internal services that implement mathe-
matical and imitation models, mathematical and empirical methods and algorithms,
support interaction with external systems, represent results in 2D and 3D formats
and a number of other specialized services [1, 3] such as logic inference machine
are required. Traditionally solutions of the problems formed in IGIS are based on
usage actual and historical data, cartographic and hydro meteorological informa-
tion, information and knowledge of subject domains. Commonly IGIS include a set
of business services to process data, information and knowledge [4] and a set of
infrastructure services, which are used for tuning algorithms and business processes
to context of the solved problems.

The list of the enumerated services shows the high level of complexity of IGIS
though the list contains only a part of services implemented in real systems. The
total number of services in IGIS can vary from several dozens to several hundreds.
The majority of the services require considerable computational resources.

Recently an agile concept1 was implemented in IGIS. Agile means “smart and
clever; having a quick resourceful and adaptable character”.2 Four points of agility
are considered for IGIS: application of agile methods and algorithms, support of
agile business logic, agile systems architecture and agile approach to systems
development [5, 6]. Support of agility features requires additional computational
resources, because it is necessary to support complementary models and execute
specialized algorithms to estimate system state; several iterations can be required to
solve end users problems. For effective operation of IGIS dozen and hundreds of
processes that refer to the tasks defined by different users are to be executed
simultaneously. It is not a trivial task to manage processes in IGIS, because pro-
cesses can have different priorities which depend upon context. The most part of the
native schedulers refer to the level of operating systems (OS), for example, the
schedulers of Linux (UNIX) systems. They are not able to support resource
scheduling sensitive to the currently observed conditions that is required by IGIS.
In IGIS it is necessary to use sophisticated knowledge based algorithms for
resources management that allow distribute and continuously manage the resources
at the level of tasks or business processes.

In the paper an approach to resources management of modern and perspective
IGIS is suggested. The approach is based on application of extended capabilities of
artificial intelligence supported in IGIS and a set of technological and program
solutions recently developed in the sphere of IT. Due to usage of ready solutions the
development and the implementation of the suggested approach doesn’t require
additional financial resources.

1http://agilemanifesto.org/.
2http://www.merriam-webster.com/dictionary/.
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2 Common Approaches to Resources Management

Resources include all types of available technical means and information. Technical
means that provide computational resources are commonly organized in the form of
clusters or grids. Resource management provides efficient distribution of resources
among processes created to solve end users problems. The main tasks of the
resource management are planning the resources provisioning and tracking actual
states of the resources. Three approaches to resource management are now com-
monly used in IS.

(a) Resource management based on using capabilities of the OS.
(b) Resources management based on using middleware developed by third-party

organizations.
(c) Development of specialized new solutions.

OS provide program interfaces that give information about the processes and
allow manage processes states and course of performance. For example, in Linux
OS commands “top” and “ps” can be used to get the list of processes and detailed
information about each of the processes. All processes in Linux have priorities that
can be dynamically changed using the “nice[-adnice] command [args]” command.
Processes can also be defined as background or active processes and can be
terminated.

To support cluster and grid technologies specialized middleware can be used. It
plays the role of a mediator between the subtasks that are executed on a set of
remote computers. Middleware provides a number of program tools for exchanging
messages in networks, call of remote procedures, management access to resources
and other utilities. The leaders of the software for distributed computing are Globus
Toolkit,3 UNICORE4 and gLite.5 They all allow solve successfully the task of
resources management, but they have different implementation. Globus Toolkit is a
tool for development grid-based applications using service-oriented approach.
UNICORE is focused on provisioning uniform access to computers. gLite provides
a basis for distributed systems development. gLite is mostly used for scientific
purposes.

Specialized middleware solutions are mostly developed by large-scale enter-
prises to meet all internal requirements. Specialized systems have been developed,
for example, by SAS Institute Inc.6 that is now one of the leaders in business
analytics sphere. SAS has developed a comprehensive grid solution called “SAS
Grid Computing” that runs on the grid nodes on Red Hat Enterprise Linux and Intel
Xeon processor 5500 series. Experimental researchers made by SAS showed that

3http://toolkit.globus.org/toolkit/.
4https://www.unicore.eu/.
5http://grid-deployment.web.cern.ch/grid-deployment/glite-web/.
6http://www.sas.com/en_us/home.html.
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SAS Grid Computing enables automatically leverage a centrally managed grid
infrastructure and provides high availability for critical services and business
processes.

Usage of capabilities provided by OS is sufficient to develop solutions for
management separate servers. Development of complex resources management
systems that support grid computing is highly expensive and can be fulfilled only
by large-scale enterprises and corporations. In addition, effectiveness of the spe-
cialized solutions strongly depends on the OS and the hardware. Application of
external program tools is cost effective but rarely meets all the requirements to
resources management systems.

3 Resources Management in IGIS

IGIS systems are designed, developed and supported using agile approach. It allows
create systems that have different architecture and can be deployed on one or
several servers in one network, on multiple servers in a number of networks or can
be executed using virtual technologies, for example, cloud technologies.

The main peculiar features of the IGIS from the point of view of resource
management are the following:

(a) types and the structure of business processes and the timeline of their exe-
cution can be hardly defined a priori due to variety of the solved problems and
wide sphere of IGIS application;

(b) the tasks solved in IGIS, in particular, decision making support, operating
monitoring have high level of complexity. They require application of com-
putational and imitation models, mathematical and empirical methods and
algorithms, means and tools of artificial intelligence;

(c) the end users of IGIS have different levels of qualification and different skills
in the sphere of IT. The majority of the users are not ready to consider the
loading of the technical means and wait for the desired solutions;

(d) the backend technical resources used for IGIS deployment are commonly
heterogeneous. The set of the used frontend technical means are defined by
end users and can be of any type.

The main features of IGIS define the following requirements to the resources
management:

(a) static adjustment of the systems to the available resources at the design stage;
(b) dynamic resources scheduling at the stage of system operation;
(c) dynamic adaptation of the used models, methods and algorithms to amount of

available resources;
(d) possibility to extend and to modify logic used for resources management.
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Resource scheduling is the key mechanism of resource management that must
allow:

(a) define the priorities of the processes that relate to one task or a group of tasks;
(b) define the policies or business rules for resource management;
(c) estimate amount of resources required to solve the task with the defined

quality indicators.

The problem of the resource management in IGIS can be considerably simplified
due to:

(a) usage of information and knowledge about the solved problems and the
subject domains provided by experts or mined from historical data. Data
Mining techniques7 are commonly used to reveal knowledge from historical
data;

(b) loading of the technical means can be distributed in time using information
and knowledge about the end users expected behavior. Behavior of the users
can be described manually or on the base of the results of the analyses of the
information about user’s sessions.

For example, logic rules are used for solving tasks of protection of ships and
vessels sailing under constrained conditions and in navigation dangerous areas;
solving tasks of tactical maneuvering. Alternative ways to solve the tasks assume
performance of large scale numerical calculations. Thus, vessels sailing near ports
and in port entrances at small depth and low speed requires precise estimation of the
influence of surface winds, underwater currents, sea bottom contour.

One of the most complicated tasks from the computational point of view is the
task of atmosphere and ocean actual parameters estimation. Separate observations
of atmospheric pressure, wind speed, temperature and salinity of water are used to
generate horizontal gridded fields. The fields for the areas that are expected to be
demanded by the users are calculated and/or improved as soon as operative mea-
surements are received and free computational means are available. Most often
operators request gridded fields for responsibility zones.

Resource management in IGIS can be implemented using approach based on
capabilities provided by OS or a new service adapted to needs of IGIS can be
developed.

Application of the first approach assumes provision of maximum possible
resources to all processes. Due to diversity of the processes and technical means it
leads to irrational usage of the resources and in separate cases does not allow solve
the problems with the desired quality.

The second approach is more preferable, but it is more complicated. It assumes
implementation of an interface for interaction with OS, means and tools for busi-
ness rules and policies management.

7http://www.kdnuggets.com/.
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In order to reduce resources required for design, development and support, the
new service can be developed using ready middleware solutions, in particular
Globus Toolkit, and the internal capabilities of IGIS. Globus Toolkit can provide
interaction with OS. Means and tools of artificial intelligence (AI) provided by IGIS
allow efficiently support resources scheduling.

4 Resources Management System Architecture

Agile IGIS for end users are designed and developed using an IGIS framework [6].
The framework allows create knowledge based architectural descriptions and
implement end systems using ready technological and program solutions. The
resource management system is considered to be a part of the framework.

Architecture of the resource management system is shown in Fig. 1. Its key
components are: user stations, IGIS components for resource management,
including resource manager, scheduler and dispatcher, middleware services, in
particular, Globus Toolkit services, OS and hardware.

Operators can set tasks to the system and monitor system state. Experienced
operators have access to information about available resources, their state and

Users stations

Administrators stations 
Experienced operators

stations

Non-experienced
operators stations

IGIS

Resource manager Scheduler Dispatcher IGIS basic components

Middleware services 
(Global Toolkit)

Operating systems

Unix (Linux) XSOMicrosoft Windows OS

Technical resources

Servers
(internal)

Servers
(external) 

Clusters and grids Global computational
resources

Fig. 1 Resources management system architecture
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performance. Administrators have rights to schedule all tasks. It is possible to run
multiple instances of one client at different locations.

Resource manager is the central component from where the resources are
managed. It is responsible for creating and maintaining processes, interacting with
clients, the scheduler and the dispatcher. The engine of the manager ensures that the
states of the processes are recorded in persistent storage and restores the states in
case the system goes down. Priorities of the process are calculated by the scheduler.
The scheduler discovers and selects resources, assigns resources to processes. The
dispatcher initiates the execution of the processes on the selected resources
according to the defined priorities.

IGIS basic components include modeling and mathematical models services,
inference machine [3]. The components are used by the scheduler to determine and
update the priorities of the processes according to the changes of the contexts of the
tasks execution.

Access to data, information and knowledge in IGIS are assigned to the services
of data bases, knowledge bases and ontologies. The dynamic information model [2,
4] of the whole system that is sustained by the objects’ server provides subject
domain universal description. It supports inheritance mechanism, separation of the
object’s stationary and transient data, universal mechanism of relations and gives
access to history of the objects properties’ states and etc.

Globus Toolkit that forms the base of the middleware services is an open source
toolkit for grid computing developed and provided by the Globus Alliance. It
contains a set of tools for constructing grids, covering security measures, com-
munications, resources location, resources management and etc. The protocols and
functions defined by the Globus Toolkit are similar to those in networking and
storage, but have been optimized for grid-specific deployments. Different OS,
including Linux, Windows, OS X are supported by the toolkit.

5 Resources Scheduling

Logic of resource scheduling is based on the attempts to find multiple ways for
solving each of the problems and select the best solutions according to the currently
observed conditions. The state diagram of the resources scheduler is given in Fig. 2.

The tasks and their initial descriptions are passed to the scheduler by the resource
manager. The scheduler gathers additional information required for processes
building and executing, including all types of requirements and restrictions.
Information is mostly provided by IGIS components. Using the detailed description
of the tasks one or several alternative processes are preliminary defined. To build
processes in dynamics agile techniques proposed in [7] are used. The parameters of
the processes and the expected results are estimated. About each process a decision
about its compliance with the requirements of the solved tasks is made. None, a
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single or a set of processes can be selected from the set of preliminary processes.
It’s admissible to modify processes and estimate them iteratively. For the selected
processes their priorities are defined. The algorithms for priorities estimation are
considered below. The description of the resources required for processes execution
are represented in a form of a request for the resources. In case availability of the
resources is approved by the resource manager, the description of the processes is
passed to the manager for further execution.

Fig. 2 State diagram of the resources scheduler
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6 Algorithms for Priorities Estimation

Priorities of the tasks and the corresponding processes are defined for all new tasks
at the moment of their creation. Different processes defined for the same task may
have different priorities. Due to constantly changing conditions of the processes
execution priorities of the processes have to be continuously updated.

The key factors that influence priority of a process are the following:

• estimation of process priority given by the owner of the process;
• priority of the group of users to which the owner of the process refers;
• conditions in which the solved problem was stated;
• capabilities of the end users to aware the results;
• conditions in which the formed results will be used;
• period of time during which the task is actual and after which the formed results

are useless.

Algorithm for priorities estimation using information about priorities of the tasks
and priorities of the tasks owners (Algorithm 1). The algorithm includes three steps:

(a) preliminary priorities of all tasks that can be solved by the system and the
priorities of the groups of users are defined;

(b) at the start of the system work the queue of the tasks is formed. The tasks in
the queue are ranged according to the preliminary defined priorities;

(c) during system usage when new tasks appear, the queue is rearranged taking
into account the priorities of the new tasks and the priorities of the users that
have set the tasks.

The priorities of the tasks and the groups of users can be defined in a table or
represented in a form of functional dependencies. The table view of the priorities is
given in Table 1.

In the table following notation is used: T ¼ Tif gmi¼1—the set of the tasks that can
be solved by the system; K ¼ Kif gni¼1—the set of the groups of users; m—total
number of the tasks; n—total number of the groups of users; Q ¼ Qij

� �
;

i ¼ 1. . .m; j ¼ 1. . .n—the priorities of the tasks for different groups of users.
Description of the Algorithm 1 is given in Fig. 3.

Table 1 Table view of priorities of the tasks and the groups of users

Tasks Groups of users

K1 K2 K3 … Ki … Kn-1 Kn

T1 Q11 Q12 Q13 … … … Qn1

T2 Q21 … …

T3 … …

…

Tk Qki … …

…

Tm … … Qmn
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Algorithm for priorities estimation based on analyses of the factors that influ-
ence the priorities and the factors weights (Algorithm 2). According to the con-
sidered list of factors that influence priorities a set of groups of priorities indicators
can be defined (Table 2).

The approach to the priorities estimations based on analyses of the influence
factors can be efficiently used, for example, to build dynamic map of sea situation.
The map represents time, tactical and technical characteristics of ships and vessels
and can be used to identify the potential dangers for the Naval Base responsibility
zones. The main information sources are: radar stations, automatic identification

Fig. 3 Algorithm for priorities estimation based on information about priorities of the tasks and
their owners (Algorithm 1)
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systems, external interacting systems, information portals such as Marine Traffic8

and Ship Finder.9 The total number of ships and vessels is more than half a million.
Each of them are characterized with a set of parameters including coordinates,

Table 2 Groups of priorities indicators

Group of
indicators

Indicator Indicator description Indicator
weight

The group that
reflects the
features of the
tasks

I11 A priori defined priority of the solved task V1
1

I12 Difference between required time and estimated time
of completion

V1
2

I13 Amount of the mismatches and their severity
between the estimations of the solutions
characteristics and requirements to the solutions

V1
3

I14 Conditions in which the user has set the task; the
indicator can consider different conditions depending
on the applied subject domain

V1
4

I15 Level of decomposition of the task to the subtasks
and the process formed to solve the task to a set of
sub processes

V1
5

The group that
reflects the
features of the
users

I21 A priori defined priority of the group of users to
which the owner of the task belongs

V2
1

I22 Number of the consumers of the formed results not
including the owner of the task

V2
2

I23 The ratio of the number of the consumers of the
formed results that are able/are not able to solve their
tasks without the solution of the considered task

V2
3

The group that
reflects the
features of the
alternative
solutions of the
task

I31 Number of the alternative solutions of the task V3
1

I32 Amount of the additional resources required by
alternative solutions

V3
2

I33 The minimal amount of resources required to solve
the task

V3
3

I34 Amount of information required to solve the task that
can be provided by the dynamic information model

V3
4

I35 Probability of successful gathering all information
that is necessary to solve the task

V3
5

I36 Cost of gathering information that is necessary to
solve the task

V3
6

The group that
reflects risks
that can realize
at the stage of
the processes
execution

I41 Possibility of change of the amount of required
resources at the stage of the processes execution

V4
1

I42 Cost of processes suspending and recovery V4
2

8http://www.marinetraffic.com.
9http://www.shipfinder.com/.
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trajectory, destination, name, type, status, speed, course. The information about the
vessels is continuously updated.

It’s obvious that the characteristics and behavior of all ships and vessels can’t be
analyzed. The priority of the vessels are defined according to

i. their distance to the responsibility zone and maximal speed of the vessels
taking into account strength of wind and wind direction;

ii. amount of available information. The vessels that are detected by radar sta-
tions and are not identified have the highest priority;

iii. the type of the vessels. A vessel can be of the type of a passenger vessel, cargo
vessel, tanker, high speed craft, tug, piloted vessel, yacht, fishing vessel.
Operators have to pay special attention to high speed crafts and yachts.

Indicator I11 is defined according to the priority of the vessels. I12 depends on the
total number of vessels and the time period during which the results of the analyses
must be updated. The severity of the mismatches between the characteristics of the
solutions and the requirements to the solutions (I13 ) depend on the location and
technical characteristics of the vessels. Indicator I14 is set taking into account:

• the correspondence of the task to the sphere of the operator responsibilities;
• the operational situation in the region of the ships and vessels location;
• the position and the rank of the operator.

The level of the decomposition of the task of the vessels characteristics analyses
I15 is equal to all vessels.

Description of the Algorithm 2 for priorities estimation using indicators and their
weights is given in Fig. 4. Priorities can be defined using (i) functions for priorities
calculation; (ii) iterative ranging of the tasks according to the indicators weights and
values based on application of radix sort algorithm [8].

Algorithm for dynamic estimation of priorities (Algorithm 3). The algorithm is
based on finding solution that is close to the optimal solution in the conditions of
defined restrictions. The target function identifies the set of tasks that can be solved
without violating requirements to the formed results.

To formalize the problem let’s consider n users. Each user sets a single task.
s resources are available to solve the tasks.The states of the solved tasks at the time t can
be described with the vector �x tð Þ ¼ col xv tð Þ; v ¼ 1; n

� �
, n—the number of tasks set

by the users. Each component of the vector xv tð Þ; v ¼ 1; n defines the state of the task
of the v-th user. Let’s consider a matrix of the controlling parameters that has n� s

dimension U tð Þ ¼ uvl tð Þ : uvl 2 0; 1f g; v ¼ 1; n; l
� ¼ 1; sÞ ¼ uv; v ¼ 1; n

� � ¼
ul; l ¼ 1; s
� �T

Solution of the problem can be described using non-stationary vector-
matrix linearCauchyconfluent equation.Theequation is non- stationary vector-matrix
linear equation: �x tð Þ ¼ B tð Þ � U tð Þ; B tð Þ ¼ bvl tð Þ : bvl ¼ evl tð Þ � -vl; v ¼ 1; n;

�
l ¼ 1; sÞ—n × s dimension control matrix that defines the capability and the intensity
-vl of solving the v-th task using the s-th resource in the conditions E tð Þ ¼
evl tð Þ : evl 2 0; 1f g; v ¼ 1; n; l ¼ 1; s
� �

considered for the defined time interval.
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Acomponentbvl tð Þof thematrixB tð Þ equals-vl in case at defined time t the resourceμ
can be used to solve the v -th task with intensity -vl. The operation ½� � ½� is the
operation ofmatrixmultiplication:B tð Þ � U tð Þ ¼ P

bvl tð Þuvl tð Þ; v ¼ 1; n:The set of
the considered restrictions contains: (i) technical, technological and informational
restrictions imposed by the system; (ii) time restrictions defined by the time intervals
during which the tasks are actual; (iii) edge conditions. Technical restrictions are
restrictions of communication channels; restrictions caused by nonoperable state of
technical means or usage the means for solving different tasks. Availability of data,
information andknowledge required for solving the tasks defines the set of information
restrictions. The restrictions determined by lack ofmethods, algorithms or procedures
for solving the tasks refer to technological restrictions. Technical, technological and
informational restrictions reduce the set of admissible alternative solutions:

UD ¼ uvl : uvl 2 0; 1f g; u�T
v ��e\s[ � 1; u�T

l ��e\n[ � 1
n o

. Boolean restrictions

of the controlling parameters assume that one resource unit is able to solve a single task
at one moment of time: u�T

l ��e\;n[ � 1; 8l ¼ 1; s. In case a resource can be used to
solvemore than one task simultaneously it is considered as a number of resource units.
It is also supposed that at one time point a task can be solved only using one resource
unit: u�T

v ��e\s[ � 1; v ¼ 1; n. If execution of a task can be parallelized the tasks is
considered as a number of tasks. The vector �ul ¼ col uvl; v ¼ 1; n

� �
; l ¼ 1; s con-

tains the elements of the matrix U (t) columns and the vector
�ul ¼ col uvl; v = 1; s

� �
; l ¼ 1; n—the elements of the transposed rows of thematrix.

�e\s[ and�e\n[ are single vectors of the dimensions s and n correspondingly.

Fig. 4 Algorithm for priorities estimation using indicators and the indicators weights (Algorithm 2)
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Fig. 4 (continued)
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The time restrictions limit the time periods during which the tasks are supposed
to be actual for the users: t 2 T ¼ to; tf

� �
; to and tf are the beginning and the end

time of the time periods.
Edge conditions define the possible changes of the resources state at the time of

the task execution: �x t0ð Þ ¼ �x0 2 X; �x tf
� � 2 X; X ¼ �x0;�xdf

h i
; �xdf —required com-

plete solution.
The requirements to the set of the solved tasks can be described using Mayer

function: J ¼ �x tf
� �� �xdf

� 	T
�K � �x tf

� �
;�xdf

� 	T
. The function defines proximity of

the formed solution �x tf
� �

to the required solution �xdf � K ¼ diag av; v ¼ 1; n
� �

—

the diagonal matrix of the a priori defined priorities of the tasks. The criteria for the
selection of the optimal Uopt sequence of the tasks execution can be formulated as:

Uopt ¼ argmin
U2UD

J �x tf
� �

; �xdf
� 	

:

The optimization task can be solved using maximum principle of L. Pontryagin.
It allows represent the control task defined on the continuous set of alternatives in
the form of an edge task that can be solved with a limited number of iterations. The
complexity of using the Pontryagin’s principle and admissibility of nonoptimal
solution makes it reasonable to use the branch and bound method [9].

To use the branch and bound method it is necessary to choose (i) the approach
for estimating target functions for separate nodes; (ii) the approach for branching
that defines the algorithms for choosing nodes for branching and branching
parameters. In order to choose the nodes the nonlinear conjugate gradient method
can be used. At the initial step of the method application the matrix of controlling
parameters U sð Þr at the time τ is considered. The index r 2 1; 2; 3; . . .½ � defines the
number of the node.

The condition of the integer type of the values of the matrix elements is lifted. The
elements of the vector of the controlling parameters are calculated using the equation:

u sð Þr kð Þ
vl ¼ u sð Þr k�1ð Þ

vl þDu sð Þk; k ¼ 1; 2; . . .. For each k-th element of the vector the

value u sð Þr kð Þ
vl is calculated. It is compared to the current record u sð Þr �ð Þ

vl . In the case

u sð Þr kð Þ
vl [ u sð Þr �ð Þ

vl the value u sð Þr kð Þ
vl is considered to be the record u sð Þr �ð Þ

vl ¼ u sð Þr kð Þ
vl .

The elements of the vector are iteratively calculated until the difference between the
values obtained on neighboring iterations exceeds the predefined positive threshold:

u sð Þkvl�u sð Þr �ð Þ
vl � du; du 	 1. The threshold defines the precision of the calcula-

tions. For the parameter Du sð Þ kð Þ that identifies the size of the step and the direction a
fixed value is used: Du sð Þ kð Þ\1. The direction of the gradient is calculated using the

equation: Du sð Þk�1¼ �Du kð Þ; in case F u sð Þr kð Þ
vlð �F u sð Þr �ð Þ

vlð
Du kð Þ; in case F u sð Þr kð Þ

vlð [F u sð Þr �ð Þ
vlð



; F u sð Þr �ð Þ

vl

� 	
—current record

value of the target function.
To build branches one-sided branching method is applied [9]. The method

assumes that the roots for branching are defined a priori. One-sided branching with
the defined roots is based on consecutive fixing of parameters. Positive values are
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assigned to the parameters and the estimation task is solved. The method is selected
as it requires minimum amount of calculations.

The description of the Algorithm 3 is given in Fig. 5. The algorithm doesn’t
allow take into account priorities of the groups of users. The tasks of each group of
the users have to be analyzed separately in decreasing order of the groups’
priorities.

The considered algorithms have different complexity and flexibility. The first
algorithm does not require any additional resources. The third algorithm is flexible,
but it requires resources for solving the optimization task.

7 Implementation of the Resources Management System

The middle layer of the resources management system contains GRAM (Globus
Resource Allocation Manager), GSI (Grid Security Infrastructure), MDS
(Monitoring and Discovery Service), GRIS (Grid Resource Information Service),
GIIS (Grid Index Information Service) and GridFTP (Grid File Transfer Protocol)
components provided by Globus Toolkit.

Knowledge based components of the logic layer, in particular, the resource
manager and the scheduler use means and tools of AI. Information about the subject
domain of resources management and information about the applied subject
domains are stored in the system of IGIS ontologies. Rules used for resource
scheduling form a separate part of the knowledge base. Logical inference is realized
by the inference machine based on the Rete algorithm. IGIS modeling and math-
ematic models server executes algorithms for processes priorities estimation. All

Fig. 5 Algorithm for dynamic estimation of priorities (Algorithm 3)
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process for solving end users tasks are described in the form of scenarios [10].
Scenarios can be executed and managed using IGIS graphical tools. The dis-
patching of the processes according to the schedule is organized by the dispatcher
component that interacts with IGIS management server.

Information about the processes, means for their monitoring, management,
modification, analyses of the intermediate and the final results are available to the
users through GIS interface.

Interconnections between the resources management system components and
IGIS components at the backend are given in Fig. 6, where IGIS components are
dashed.

The implementation of the scheduler supports a four step workflow (Fig. 7):

(a) estimating the complexity of the task, required and available resources;
(b) defining a set of alternative business processes for solving the tasks;
(c) estimating the priority of the processes;
(d) describing the required resources.

Estimation of the required and available resources is based on the computational
complexity of the algorithms and planned utilization of the capacity of the technical
means.

Resource manager 

Scheduler

Objects’ server

Modeling and mathematic 
models server

Inference machine 

Dispatcher Management server 

Resources management
system components 

IGIS components

Fig. 6 Interconnections between the resource management system components and IGIS
components

Fig. 7 Workflow of the scheduler
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To estimate processes priorities in the scheduler three approaches are imple-
mented. Approaches correspond to the considered algorithms for the priorities
estimation.

(a) The priorities for separate tasks and/or groups of users are defined apriori in
configuration files, for example, XML files. This approach is the simplest one
and can be implemented using finite-state machine.

(b) The priorities are estimated by the system using a set of business rules or
policies defined on the base of business rules.

(c) The business rules or policies are defined dynamically by the system using
information and knowledge about the solved tasks and available resources
provided by the dynamic information model.

To define alternative business processes for solving input tasks a set of basic
rules is suggested (Table 3).

The set of the rules can be extended and the rules can be modified.
List of practical recommendations for building processes and defining their

priorities include four main recommendations that are given in the Table 4.

Table 4 Practical recommendations for building processes

Rec.
№

Recommendation description

Rec 1 Ensure that the system doesn’t have ready solutions that can be provided by the
dynamic information model. The processes that have been executed to solve different
tasks could acquire desired data or information. The solution could have been formed
in advance in case the solved task is expectable

Rec 2 Ensure that that the external systems with which the system is able to communicate
don’t have ready solutions

Rec 3 Decompose the processes into a set of separate sub processes as it is much more
convenient to execute structured processes

Rec 4 Avoid using complicated internal structures for data and information representation
in the processes as it requires much resources for processes suspending and recovery

Table 3 Business rules for building alternative processes

Rule
№

Rule description

Rule 1 Precedents must be found and taken into account. If similar tasks in the same
conditions have already been solved formed results can be used

Rule 2 Available knowledge can significantly help to solve the tasks. All knowledge that
directly or indirectly refers to the tasks must be used

Rule 3 Possible ways to simplify the processes must be analyzed. In case of lack of the
resources execution of some steps of the processes can be skipped or delayed

Rule 4 The steps of the processes that have been delayed must be executed as soon as
possible

Rule 5 Some of the processes can be executed in advance. The behavior of the end users can
be predicted and the expectable tasks can be solved
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8 Case Study

On thebase of IGIS a software complex for information support andautomationof staff
personnel functional activity at naval bases’ has been developed (Ontomap-V1).10

The complex is intended for staff personnel practical training aimed at making well
substantiated decisions and planning operations of Naval forces at running the combat
missions. A number of graphical forms implemented in Ontomap-V1 are given in
Fig. 8. In the processes of operations planning a number of command centers are
involved. The centers refer to operational-strategic, operational, operational- tactical
and tactical levels.

Operation planning assumes solving tasks of sea situations data acquisition and
processing, evaluation of the situations, operational computations and analysis of
action variants, concepts formation and decision making, actions planning, coop-
eration organization and maintenance. To estimate the planed actions of naval
forces imitational modeling subsystem is used.

To manage all processes required for solving tasks of the operations planning a
resources management system is required. The queue of the tasks is organized
according to

(a) (b) 

(d)(c)

Fig. 8 GUI of Ontomap-V1

10http://oogis.ru/.
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(i) operational information about surface, underwater, hydrometeorologic,
mine, chemical, bacteriologic, and radiation situation provided by detecting
facilities, maritime observation systems and interacting systems;

(ii) the timeline of the command centers activities;
(iii) dependencies of the command centers activities.

Sequential execution of the processes according to the time of their creation can
lead to lack of the computational resources.

9 Conclusions

In the paper the approach to dynamic resources management is proposed. It allows
improve performance of the computational resources, thus, reduce amount of
required resources, fasten the decision making support processes and provide better
solutions to IGIS users. The main advantages of the approach are the following:

• scalability. The scale of the system is defined by amount of available knowledge
about resources scheduling. New information and knowledge can be added to
the system using standard editors;

• low cost of the development and support. Ready solutions are used for imple-
mentation of the middleware. The logic level of the system is based on IGIS
components. Only few new components are required;

• easy to use. The resource management system uses convenient IGIS environ-
ment to represent data and information to the users;

• high level of integration with IGIS. The system is implemented as a separate
service and is included into the set of IGIS internal services. The service sup-
ports the protocol used for services interaction in IGIS;

• flexibility. Interaction with the components provided by external developers is
organized using unified program interfaces and protocols. The set of the used
components can be easily replaced by any other components that provide similar
functionality.

The future work is oriented on expansion of the knowledge base and develop-
ment of new algorithms for dynamic defining of the policies used to estimate the
processes priorities.
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Application of GIS Technologies
in Historic and Ethnographic Research

Yan Ivakin and Vladislav Ivakin

Abstract Integration of the two greatly different directions in the modern science
like history and geoinformation systems allows for developing and implementing a
number of qualitatively new information systems applicable to the historical and
ethnical research. The here presented paper is aimed at considering basic potential
and perculiarities of the above information technologies.

Keywords Geographic information system � GIS technologies � Historic
reconstruction � Earth remote sensing � GIS-based representation of knowledge �
Data about historical � Geographic process

1 Introduction

Geographic information systems (GIS) have been widely applied in a capacity of
the software tools accessible to a range of professionals; they also are a subject of a
thorough attention of natural and humanitarian scientists The above attention to a
certain degree has stimulated a rapid growth of the GIS technologies. Currently the
software producers develop either their own GIS or a sort of intermediate software
meant for a design of the systems that realize various innovative information
technologies. Traditionally Geoinformation systems used to be developed as means
aimed at a visual representation of the geographic (space coordinated) information.
(General meaning content of the Geoinformation system assumes an information
system that implements acquisition, storing, processing, access to, mapping and
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dissemination of space-coordinated data [1, 5]) Most out of the well-known and
widely used GISs are first and foremost the software tools that visualize the digital
data sets of the geographic information. However, an analysis of the modern
requirements to these systems that are considered as a research toolkit in the his-
torical science, anthropology, and ethnography reveals a growing necessity to use
GIS along with its conventional application to visualization and historic and geo-
graphic processes modeling as a platform integrating the heterogeneous information
that underlies the above processes study. Just this possibility allows for considering
GIS as a prognostic tool intended for a substantiation of research decisions, newly
discovered facts, knowledge. Namely the properties generally perceived by a
researcher as a basically new quality are necessary and specific for the geoinfor-
mation systems that allow for integrating data and knowledge about space processes
of a disparate (including historic, anthropologic, ethnographic and other) nature.

Particular trend in the GIS technologies development assumes an implementa-
tion of the techniques and tools at the heterogeneous information integration and
fusion intended for an extension of their functional scope. The here presented paper
proposes to use in a capacity of geoinformation system oriented to the historic and
ethnographic research area the totality composed of GIS-interface, system of space
and time modeling, expert system and ontology editor. At that, the expert system
plays a role of a structural component that assures a new quality at integration of the
multi-faceted and heterogeneous information and includes [2, 7, 8]:

• software full functional inference machine; inference machines of modern
artificial intelligent interactive environments like CLIPS, Jess and other can be
used in a requested capacity;

• ordered collections of knowledge bases for various scenarios in the course of
historic and geographic processes.

It should be noted that in the considered case the expert system is used as a
conventional tool that intellectually supports the researcher as well as the modeling
control system that operates in accordance with some “scenarios”.

Use of the given architecture GIS aimed at information integration and fusion in
a course of historic and ethnographic research resulted in an emergence of quite a
number of new information technologies namely:

• Technology representing the Earth remote sensing data about the space extended
historic objects;

• Technology for rendering (refinement) boundaries of the areas having ethno-
graphic, political, economic and other values;

• Technology for modeling the retrospective dynamics of various historic as well
as historic and geographic processes;

• Technology for identification and refinement of the facts in the development of
historic and geographic processes based upon visualization of their textual
descriptions;

• and other.
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The above technologies of computer science are widely applied in various
research areas such as history, ethnographic and Digital Humanities. Detailing of
the composition and content of the indicated information technologies allows for
describing the specifics of GIS methods’ application as well as of the relevant
information integration tools oriented to the use in the historic and ethnographic
research sphere in whole.

2 Technology Representing the Earth Remote Sensing
Data About the Space Extended Historic Objects

Technology representing the Earth remote sensing data (ERS) about the space
extended historic objects supports the retrospective study of the state and dynamic
changes in those objects and phenomena whose geographic dimensions allow for
observing them in the large exclusively from the near-earth orbit. The following
objects and phenomena can serve as examples, namely the Great Wall, artificial
islands at the coast of the United Arab Emirates, changes of the objects’ infra-
structure within the areas of extensive natural cataclysms, etc.

The following sequence of stages is separated in an aggregate of the given
technology:

Realizing an orientation of the source digital set for ERS snapshot within the
GIS coordinate system and its binding to the electronic map with an allowance for
the used Earth model (Krasovsky Ellipsoid (SK-42, SК-95), WGS-84 and other.)
and cartographic projection (autogonal (Mercator), lateral and cylindrical (Gauss-
Krueger), tapered and other). The essence of this stage’s research is shown in Fig. 1.

Fig. 1 Orientation and ERS snapshot binding in GIS
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At that, each ERS snapshot is considered as a specialized set of space data that
possess necessary attributes allowing for the positioning on the electronic map
(Location and altitude of the satellite the snapshot is taken from, coordinates of the
reference binding points, exact snapshot time, etc.). To describe such attributive
data the specialized well-known text format (WKT) is used.

Separation of a digital set matching a definite area of the historic or ethnographic
object under study. on the earth surface source snapshot (if resolution permits).
Figure 2 depicts a snap of the Great Wall fragment that passes through a mountain
terrain as an example of such a set of the source ERS data.

Tuning out (filtration) of the imagery for the object under study of spectral and
atmospheric disturbances, visual and contrasting imagery refining. The idea of this
stage is given in Fig. 3;

Recognition of the historic or ethnographic object under study and its seman-
tically important elements on the process snap by the images’ sequential segmen-
tation, forming the features’ set for the object separation (elements) and
classification based on these features. As a rule this stage is the most complex one
and labor consuming in ERS data representation on the electronic map. With due
perfection of the modern technologies of pattern recognition and appropriate soft-
ware readiness this stage assumes a direct human involvement at the final decision
on attributing this or that image to the pattern of the being studied object (Fig. 4);

Subject and substantive analysis of the studied object’s state (its separate ele-
ments) and its semantically significant properties and features followed by the
mapping in a toponymy of a symbolic representation or an attributive information
on the electronic map;

Fig. 2 Space snapshot of the
Great Wall fragment prior to
filtration
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Fig. 4 Direct object’s recognition and its recording on the electronic map

Fig. 3 Improvement of the Great Wall imagery’s quality due to filtering out the spectral and
atmospheric disturbances
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Conditional and graphic mapping of the being studied object (its elements) on
the integrating electronic map pertaining to an appropriate geographic area and
accounting for the used format for the above electronic map (SXF, VPF, S-57 and
other.). For the historic object used here as an example, the generalized represen-
tation can look like the one in Fig. 5.

At the final stage of the described program and technological process an inte-
gration of the attributive and subject data is performed via composing a valid script
and testing the joint use of the matching GIS- applications and ERS data base by
means of playing the separate actions that regard display of the conditional and
graphic and photographic observations (data), partial research problems solving.

Technology intended for modeling retrospective dynamics of various historic as
well as historic and geographic processes in many respects is similar to the above
technology. This technology assumes a possibility of a sequential accumulation of
snapshots’ “time samples” for the space extended historic object and data of its
mapping, at that, proving for a further space and time modeling of such images
“playing’ in a time sequential mode. The above gives a possibility to observe the
time dynamics in the object’s and its environment states, to evaluate a general
tendency as well as its volatility in the object’s variation.

In whole an integration of the cartographic geo-information and ERS data opens
up qualitatively new possibilities in historic research, new technologic stratum for
the historic information.

Fig. 5 Conditional and graphic mapping of the Great Chinese Wall on the generalized map in GIS
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3 Technology for Rendering (Refinement) Boundaries
of the Areas Having Ethnographic, Political
and Economic Value

Conventionally the historic works use geographic maps for visual representation of
the physical landscape underlying the progress in historic, ethnographic, political,
economic and other processes as well as for reflecting their subject’s sense and
geographic interpretation. This point idea could practically be explained by any
map of the historic and ethnographic nature. Figure 6 gives an example of such a
map.

It should be stated that, as a rule, the regions’ (areas) boundaries interpreting
certain historic and ethnographic, historic and economic as well as other data are
quite conditional.

Advanced GIS technologies expand significantly the possibilities of geo-inter-
pretation for historic and ethnographic as well as for other data and serve as the
toolkit in the correct formation (refinement) of the mentioned regions’ boundaries.
In particular a technology of so called “temperature maps” has found its appropriate
application at the correct formation (refinement) of the regions’ and areas’
boundaries. The given title has been assigned to the used technology as a result of
its certain similarity with a methodology defining the atmospheric fronts’ zones
based on the measures temperatures’ maps. The idea of this technology consists in:

Some parameter of historic, ethnographic or other value with a given areal spacing
at the representation (measurement) is mapped as an intensity of a definite color.

Fig. 6 The USSR map depicting the country regions matching the national composition of the
population
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Say, density of the Russian population may serve as an example of such a parameter
with regard to Fig. 6;

The being interpreted parameter’s values are defined by mathematic extrapola-
tion techniques for the subareas that do not possess any measured data;

The being interpreted parameter’s threshold value is defined with an allowance
for the confidence probability, and its excess allows to refer the given geographic
point (areal spacing, area) to the being detected region. For instance, if the Russian
population density across the area exceeds 50 people per km2 the area could be
referred to the region of the Russian population primary settlement;

Software performs a colligation of all areas (i.e. of initial areal spacing) referred
to the being detected region in accordance with the threshold decision rule.

Thus, the regions’ (areas’) boundaries interpreting historic and ethnographic as
well as historic and economic and other data are derived based upon a unified quasi-
objective procedure and their confidence level can be evaluated by the confidence
probability value taken on at forming the threshold decision rule.

It should be noted that the given technology can play a role of a powerful
research instrument for the advanced historians and ethnographers. Analysis of the
modern research literature of historic and ethnographic nature, e.g., [3, 4], shows
that a thorough retrospective study of a territorial dynamics in a course of the
nations (people) ontogenesis is one of the most productive method in research
history and ethnography. Consequently, the described technology is a technology of
a well-grounded informatization and automation of this technique, and implies its
wide application to the historic and ethnographic research.

4 Technology for Identification and Refinement of the Facts
in the Development of Historic and Geographic Processes
Based upon Visualization of Their Textual Descriptions

Geographically strong identification of various historic objects’ locations, locations
of some acts commitment, etc. performed based on two main location’s coordinates,
i.e., the latitude and the longitude does not match at all the object conditioned
character of the geographic information transfer in the historic sources. This ten-
dency is observed in the textual descriptions of the early stages’ events when the
geographic coordinates’ notion had not existed. Also the strong geographic iden-
tification of locations is not pertinent for somewhat later historic textual and
descriptive sources. The latest is caused by the fact that in practice people not
involved in precise measurements of certain locations on the Earth surface broadly
use so call qualitative notions in order to identify an object’s location quickly and
approximately (e.g., “In the area of Borodino village”, “At the Cape of Good
Hope”…). Such a representation of geographic information that is very natural for a
human being allows for the quickest possible analysis of the object situation while
solving real tasks in everyday practice. Naturally, this approach is specific enough
for the historic sources.
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Obviously, the method’s inaccuracy at the locations’ identification for various
historic events and acts induces a possibility of errors in the process of stating these
or those facts, as well as of incorrect historic interpretations, of intended or unin-
tended adulterations.

General transition from a conventional “paper representation” of geographic
maps to geoinformation systems and a steady intellectualization of GIS applications
allow for furnishing the research historians with the coordinate information aimed
at an object’s location identification, as well as at interpreting the historic facts’
textual descriptions in object-active form (i.e., in conventional qualitative categories
of the activity’s subject area) as an information intended for the location’s
identification.

The idea of such an identification for a historic event or object location consists in
establishing a conformity of the object and natural denominations within the territorial
and geographic polygons under certain discrecity. Then the identification is reduced to
a trivial GIS task of the described location geographic point (point neighborhood)
ingress into a matching polygon or the imbedded polygons system. So, for a “rough”
positioning these polygons will be described by the categories like: “The Southern
part of the Crimea Peninsula”, “The Eastern part of the Gulf of Finland”, etc. For the
Earth surface areas described almost in detail the following nominative categories will
be applicable: “To the North of the Msta bend”, “To the North of Kotlin Island”,
“Koporye Bay”, etc. For the definite geographic locations that are identified uniquely
in accordance with the historic and documentary sources the categories will be: “Top
of Sapun Mountain”, “Stones to the South of Mostchny Island’, etc. Obviously, the
sizes of polygons’, that match the sea areas described almost in detail and the definite
geographic locations, are being determined through an expertise based upon an
integrated generalization of geographic-terminological documentary sources of the
considered historic period (i.e., configuration and denomination of the proposed
polygons might be cardinally different on the same map when intended for the
interpretation of different historic periods). As an example of practical realization of
the proposed gradation Fig. 7 shows the map layout for the Gulf of Finland Eastern
part. This layout consists in the polygons of two dimensional classes: the larger ones
(thick border lines) and embedded small polygons (thin red border lines).

So, the subsystem of the intelligent support embedded in GIS allows to interpret
a phrase taken from the historic archive source and adapted to the modern termi-
nological spoken language (e.g., borrowed from [6]): “Two rowing galleys of the
Russian Fleet took an engagement with the Swedish barque to the North of Seskar
Island, having had put out the island and got it lost in the morning fog they faced
the Swedish barque, that had been sailing from the Trabezon raid to the South.
During the naval clash the barque had been put on fire, got burning and thrown to
the Demanstay shoal by the Eastern wind” as some geographic square with rather
narrow geographic coordinates: “ Latitude 60 10.2 S; Longitude 28 43.5 W”.

The described software technology for identifying the object and activity location
envisages in cases of specific activities a possibility to aggregate a nomenclature of
polygons’ types, to alter approach to an analysis of historic facts within various
polygons.
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The above specification of location and geographic conditions in a course of
these or those historic events allows to refine many “subtleties” in their descrip-
tions, to state new or to refute doubtful facts. The best effectiveness such a
refinement procures at a composition of the described technology and advantages of
the modern geospatial-time systems for the processes course simulation.

Evidently, this technology does not bear an exhaustive capability for the tech-
nique being realized in historic studies and much depends upon the historic and
geographic processes’ description completeness, on the other hand it can be useful
as an additional tool at the analysis of historic information under terms of its
incompleteness, fuzziness and discrepancy.

5 Conclusions

Application of the intellectualized GIS in composition with advanced tools for
information integration and fusion gives a possibility to enhance the scientific
research efficiency in various spheres, including those related to humanitarian
knowledge that definitely encompasses history, ethnography, anthropology and
other.

Fig. 7 Example of a territorial layout for the Gulf of Finland map (eastern part) aimed at location
identification and facts of historic and geographic processes course
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While summarizing the features of new possibilities offered by an integration of
methods and tools suggested by artificial intellectualization, information fusion and
geoinformation technologies quite a number of the qualitatively new distinctions in
intellectualized GIS oriented to historic studies.

The advanced intelligent geoinformation systems assume the following
provisions:

• possibility to develop thematic maps of the subject area under study, that would
be accompanied by the relevant visualization tools, specialized notations of the
graphic symbols, matching editing aids, specialized ontologies and data types;

• visual development of the courses’ models (courses’ scenarios) for historic and
geographic space processes aimed at performing GIS simulation;

• playing (simulation) of the courses’ scenarios for historic and geographic space
processes in real and arbitrary time scales accompanied by visual displaying of
the symbols on the electronic map background;

• generation of instructions for the individuals making research decisions in cases
when the course of scenarios’ playing reveals obvious discords in the facts
accountable at the research modeling, simulation games, and situations’
analysis;

• user-friendly representation of geographic (space coordinated) data in the con-
ventional qualitative categories of the activities’ subject-area;

• intelligent analysis of the objects’ activity in time and space, and other.

The proposed by the paper approach to the implementation of the intellectual-
ized GIS technologies in historic and ethnographic research contemplates a possi-
bility for various users’ categories to arrange for parameterization and accretion of
the courses’ models (courses’ scenarios) nomenclature in the area of historic and
geographic space processes; for changing the discipline at analyzing positions on
the electronic map, and, thus, allows to speak about the universality and broad
scientific and research applicability.
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Geoinformation Systems for Maritime
Radar Visibility Zone Modelling

Oksana Smirnova and Vasily Svetlichny

Abstract Today the problem of the radar visibility zone modelling under hydro-
meteorological conditions is essential. Using such modelling we can predict radar
maximum capabilities for detection of various objects within the required envi-
ronment in specific hydrometeorological conditions. Obtained information allows
not only to provide the high efficiency of radar operation but to improve its work,
save material and energy resources. With the active development of GIS and
environmental monitoring systems (including space system) accounting more fully
for hydrometeorological conditions such as atmospheric precipitates, heaving of the
sea and other becomes realizable. However it is required to improving the math-
ematical methods of the operational creation of the radar visibility zone with
hydrometeorological conditions.

Keywords Geo-modelling � Radar visibility zone � Attenuation function

1 Introduction

At present time different types of radars are used as means of detecting various
objects at sea. They are designed for observation of dynamically changing above-
water and air situation in given area, as well as for solving problems of short term
and long term prediction of visibility zones with consideration of hydro-meteoro-
logical conditions. Main complications of operational evaluation of radiolocation
visibility are associated mostly with calculation of radar attenuation function in
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diffraction zone, adjacent to the sea surface. Methods of calculating radiolocation
signal distribution developed as of today allow to solve partial radiolocation
problems, such as calculation of single or group radar range, situated on ships or on
shore, creation of radio range circle diagram, building of detection zones on car-
tographic under-layer and other [1].

Undoubtedly, most convenient platform for solving operational prediction
problems of radiolocation visibility and visualisation of results is geoinformation
systems (GIS). They provide effective processing of large sets of initial data that
have geospatial association and also operative visual representation of obtained
results on cartographic under-layer.

Thus, development of new mathematical methods of operational prediction of
maritime objects’ radiolocation visibility with consideration of hydrometeorological
conditions in location region, radio signal propagation environment, noise, and
above-water and air situation is needed.

These methods and their realisation in complex of radiolocation calculations will
allow to considerably elevate the efficiency of solving target detection problems,
their coordinates and motion parameters, air-to-air defence problems of the ship,
using unmanned aerial vehicles, helicopters and airplanes of deck-based deploy-
ment etc.

2 Problem Statement

Different ships, airplanes, helicopters are the main objects under observation in the
radar calculation system. Generally radars are combined into systems that allow to
keep under control large areas. The upside of using the radar groups is the
improvement of characteristics of the object observing system due to the reciprocal
exchange of information between radars. Therefore the radar calculations system
must allow to receive information both from single and group radars.

Important part of the radar system is the external environment subsystem.
External environment of the radar functioning is above-water, under-water and air
spaces that contain objects and where radio waves are propagated, providing the
location of objects. Besides, external environment includes noise sources: passive
noise (non-homogeneity propagation environment), radar clutter, and also objects,
which negatively effect elements of the radar, not only of natural but also of
synthetic origin.

External environment description includes:

• individual characteristics of objects’ location and noise sources;
• description of the predicted above-water, under-water, air and noise conditions;
• description of the radio wave propagation environment for single or group

radars.

Each radar is characterized by its operating conditions, such as radar observ-
ability, weather conditions, bottoming surface type, active noise. The following
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information is distinctive for objects under observation: radar cross-section, speed,
statistical model for the return signal (Marcum model, Sverling model).

Under the radar clutter we imply the reflection from objects not targeted by
radar. Radar clutter sources are earth surface, hydrometeors, state of the sea, syn-
thetic metal clutter (from hull of the ship), dust clouds, big birds and others.

Effect of the wave propagation environment on radar manifests in the form of
radio attenuation and bend of its propagation path (radio refraction).

All this information is closely related to spatial data, therefore it is expedient to
apply GIS-technologies, in particular the principles of the geoinformation model-
ling, for efficiency and clearness of the visibility zone representation.

On the basis of the mathematical methods and associated calculations of the
radar visibility characteristics we need to make single radar or group radar visibility
zone modelling in given location region in accordance with hydro-meteorological
and noise situation. By a radar visibility zone we here mean a part of the sea or air
surface within which it is possible to observe location of objects with specified
reflective properties and with specified probability of detection.

Also we have developed algorithms for solving this problem and applied them to
the radar calculations system.

3 Generalized Method of the Radar Visibility Zone
Building

According to the polar duality principle [2], in the generalized conic coordinate
system, field of any given currents in some stratified medium can be described
using two single-component vector Hertz’s potentials of electric (TM) and magnetic
(TE) type, sources received from total current in antenna using special procedure.
Derivation of the integral equations for attenuation function of TM- and TE-fields
are carried out for planar stratified troposphere in Descartes coordinate system
considering earth curvature in parabolic approximation. TM- and TE- Hertz’s
potentials satisfy simple heterogeneous Helmholtz equations (complex values are
marked by prime):

ð1Þ

Here e0 zð Þ ¼ 1þ 2N zð Þ þ 2 z
a and N zð Þ—are relative dielectric permeability and

vertical refraction index profile (a—Earth radius); (Q0 r*; z
� �

and M0 r*; z
� �

—are

potential functions of sources that are defined as solution of the equations:
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Electric and magnetic field vectors of TM- and TE- type are expressed as Hertz’s
potentials in the usual way [2].

Applying to Eqs. (1) and (2) Fourier transformation on horizontal coordinates x,
y, excluding source functions and carrying items with N(z) to the right part of
equations, we reduce them to integral equations for Fourier image of potentials.
Then, performing inverse Fourier transformation, we achieve integral equations for
Hertz’s potentials. Finally, we introduce attenuation functions for TM- and TE-

field, P0
e;m r*; z

� �
¼ exp ik0rð Þ

r Ve;m ~x; ~y;~y0ð Þ; instead Hertz’s potentials. And after some

transformations we obtain single-type integral equations for attenuation functions:
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Here

M0 ¼
ffiffi
i
p

q
k0r3
2

� �2=3
N0 � 10�6—amplitude factor, N0 = N(0);

~y ¼ k0z=m;~y0 ¼ k0z0=m—scaled height of the observe point and antenna point
above sea level;

~x ¼ r
a m—scaled horizontal distance to observe point;

FN ~yð Þ ¼ N zð Þ=N0 function is expressed in terms of the variable ~y;
~F0
e;m ~x;~yð Þ—functions in the right part of Eq. (1) is expressed in term of the

currents in antenna;
V 0ð Þ
e;m ~x; ~y;~y0ð Þ—functions in the right part of Eq. (1) is expressed in terms of the

currents in antenna.
We assume that all troposphere irregularities, described by N(z) function and

effecting the radio waves propagation, are focused in height interval [0, H). In this
height interval inequality (3) is integral equation, and for ~y[~yH there is a com-
putational formula allowing to calculate attenuation function if it has already been
found by solving this equation in given area.

We need to know the distribution of antenna currents in order to gain extract
formulas for attenuation field functions V 0ð Þ

e;m ~x; ~y;~y0ð Þ, but the problem of measuring
them is beyond the scope of practical possibilities of a radar. It is possible to

measure vector complex antenna directivity characteristics F
*

#;uð Þ in spherical
coordinate system r; #;u centred on antenna and polar axis z, that is vertically up-
directed. The influence of bottoming surface on the current distribution for highly
raised radar antennas is negligible and we can use the relationship between Fourier
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images of sources in Eq. (1) on all three coordinates x, y, z and vector directional
characteristics:

ð4Þ

where R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ z2

p
. The constant in (4) is defined by the radar power. As these

formulas demonstrate, the vector complex directional characteristics do not allow to
find sources in Eq. (1), since it defines Fourier images of these sources only on the
surface of the sphere with radius k0 in three-dimensional wave vector space.
However, on rather long distance from radar (including semi-shadow and shadow
zone) attenuation field functions V 0ð Þ

e;m ~x; ~y;~y0ð Þ are linearly dependent on Fourier
images of the source functions, the latter are taken for special angle value # ¼ p=2.
Thus, if we know the complex vector directional characteristics, we can find
complex weight coefficients that determine contribution to TM- and TE-field in
total field in these zones. Azimuthal parts of the antenna pattern in the attenuation
functions V 0ð Þ

e;m ~x; ~y;~y0ð Þ, Ve;m ~x; ~y;~y0ð Þ for each (e, m) types act as weight coefficients
and further will be omitted. As a result we turn to easier integral equations for
attenuation functions:

Ve;m ~x; ~y;~y0ð Þ ¼V 0ð Þ
e;m ~x; ~y;~y0ð Þ þM0

Z~x

0

d~x0
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ð5Þ

It should be noted, however, that relations (4) are valid in the far region of
antenna and thus are approximate: they do not contain small diffraction refinements
to account for which we need to know the currents in the radar antenna. Special
calculations are made for the source in shape of horizontal electric dipole (currents
there are known). Potential functions’ apparatus Q0 ~r; zð Þ, and M0 ~r; zð Þ leads to
correct formulas for field in diffraction zone that for given source includes both TE-
and TM-contribution [4].

If neither the weight coefficient of the attenuation function of TM- and TE-field
in the homogeneous troposphere are included in integral equation (3) this functions
have usual representation [4]:

V ð0Þ
e;m ex;ey; ey0ð Þ ¼ 2

ffiffiffiffiffiffiffi
ipexp X1

n¼1

exp iextnð Þ
tn � q2e;m

w1 tn � eyð Þ
w1 tnð Þ

w1 tn � ey0ð Þ
w1 tnð Þ ð6Þ
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In the illuminated zone in integral equation (5) we can go from reduced coor-
dinates ~x;~y;~y0 to usual x; z; z0, Eq. (5) will appear as:

Ve;m x; z; z0ð Þ ¼ V 0ð Þ
e;m x; z; z0ð Þ þ

ffiffiffiffiffiffi
ik30
2p

r Zx

0

dx0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x
x0 x� x0ð Þ

r

ZH

0

dz0V 0ð Þ
e;m x� x0; z; z0ð ÞN z0ð ÞV 0ð Þ

e;m x0; z0; z0ð Þ
ð7Þ

Considering the typical heights of the radar antenna location and their operating
wavelengths the attenuation function V 0ð Þ

e;m x; z; z0ð Þ in the illuminated zone (but in far
region in relation to radar antenna) is represented by simple equation:

V 0ð Þ
e;m x; z; z0ð Þ ¼D x; z� z0ð Þ exp ik0 z� z0ð Þ2

2x

" #

þ zþ z0ð Þ � dMx
zþ z0ð Þ þ dMx

D� x; zþ z0ð Þ exp ik0 zþ z0ð Þ2
2x

" # ð8Þ

where D x; z� z0ð Þ and D� x; zþ z0ð Þ—are coefficients of the radiation pattern
antenna and its mirror view in the bottoming sea surface.

Using formula (8), we can get approximate analytical solution for integral
equation (7) at the initial section of radio wave propagation path. For this we write

solution of this equation in the form of Neumann series: Ve;m x; z; z0ð Þ ¼
P1
n¼0

V nð Þ
e;m x; z; z0ð Þ and take into account recurrence relation between successive terms

of this series:

V nð Þ
e;m x; z; z0ð Þ ¼

ffiffiffiffiffiffi
ik30
2p

r Zx

0

dx0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x
x0 x� x0ð Þ

r ZH

0

dz0V 0ð Þ
e;m x� x0; z; z0ð ÞN z0ð ÞV n�1ð Þ

e;m x0; z0; z0ð Þ

Integral with respect to z′ we calculate successively in terms of the Neumann
series with the first items calculated by method of stationary phase. Function N
(z) and preexponential factors in the formula (8) are considered slowly varying
functions. Using majorant evaluation method we can prove that obtained Neumann
series converge at all x, z. More than, in the consequence of some transformation we
can find analytical formula for the found series sum:
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Obtained result has simple physical interpretation. The second items in expo-
nents (9) are additives to phase of the direct and indirect rays from bottoming
surface, radiated by antenna in observer point, caused by inhomogeneity of
troposphere.

Integral equation with respect to x or attenuation function relates to Volterra
equation class, therefore for finding solutions we use numerical next-step method
on the basis of the quadrature formulas for integrals. These formulas take into
account root particularity on both ends of interval of integration. Consequently,
numerical next-step solution algorithm of integral equation (5) is described by the
next formula:

Ve;m ~x; ~yk;~y0ð Þ ¼ pM0
ffiffiffi
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where ~xnf g; p=N1—are nodes and weights of the quadrature formula for calculation
of outer integral in (5), ~ykf g; wkf g—the same for inner integral, N1;N2—orders of
the quadrature formulas. On the initial section of propagation path we apply
function (9) as integral equation solution, and as V 0ð Þ

e;m x; z; z0ð Þ—(8), which are
replaced by function (6) in semi-shadow zone.

4 Method Realization Based on GIS

Based on introduced mathematical apparatus, complex of radar calculations with
the use of GIS technologies was developed.

Suggested complex of radar calculations includes the following:

• GIS-interface;
• geo-information modelling subsystem;
• library of mathematical functions that includes means of mathematical model-

ling of radar visibility zones and calculating of radar observation characteristics;

Traditional part of GIS—is GIS interface, intended for visual representation of
special data in different geographical numerical formats and objects, and adapted to
depicture data from radar calculations.
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Modelling subsystem is designed to fulfil geo-information modelling and pre-
diction (short term and long term) of radar visibility zones in specific radar func-
tioning conditions with consideration of hydrometeorological situation in location
region.

It should be noted that the radar field, obtained based on formula (10), depends
on location of radar source, since values of the attenuation function in each point of
signal propagation are unique. The various phenomena, caused by influence of
meteorological conditions, influence radar field configuration. Such phenomena are:

• radio-wave refraction in troposphere;
• radio-wave attenuation and scattering by hydrometeors. Effects of refraction are

taken into account as:
• attenuation factor calculation while radio-wave passes through the troposphere;
• intensity of masking layer created by back-reflections from various hydrome-

teors (snow, rain, fog) contained in troposphere. Moreover, the known vertical
profiles of index refraction along the propagation path of radio waves are taken
into consideration.

Proximity and curvature effects of earth appear in the interference and diffraction
of radio-waves and they are taken into account by means of radar attenuation
function.

The modeling subsystem includes:

• module for calculating range of detection air and above-water objects for
individual radar. Range of first sighting of the target is calculated with given
probabilities of correct detection and false alarm, also the means and root- mean-
square deviations of detecting air and above-water objects are obtained;

• module for calculating radio-locating stations’ visibility zones, joined into the
unified system, with information exchange on target level. Visibility zone can be
built both for individual radar and for a group of separated radars. Limit of
visibility zone is a range of detection air and above-water targets, calculated
with given probability of correct detection with consideration of active and
passive noise;

• module for calculating the density distribution of electromagnetic field power
flow, created by emitting radar, with consideration of radio attenuation while
passing the troposphere [3, 4]. For solving problems of this class, given dis-
tribution of vertical radio wave refraction index is taken into account. Also the
proximity and sphericity of earth surface, leading to interferential and diffraction
radio wave distribution, is taken into consideration.

To considerably ease the complexity of calculating process, we use mathematical
functions library for development of individual radio-location problems. It includes
special mathematical apparatus for solving problems of modelling radar visibility
zones and calculating radar visibility characteristics. Also library of mathematical
functions encloses a set of functions of particular form (e.g., Airy functions, Bessel
functions etc.).
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Thus, GIS may be represented as some platform for the radar calculation and
solution of following tasks:

• input of the initial modeling data including geographical binding of the radar
source to the given spatial region;

• providing access to geospatial databases of troposphere parameters that define
the parameters of the radar field;

• support of control interface simulation;
• output of simulation results in a user friendly form.

Figure 1 demonstrates the example of the GIS-interface which provides per-
formance of various radar calculations. Using GIS-interface, user can choose the
observation region, observation objects and observation means for these objects.
Observation objects and means can be mapped both manually by the user with
associated tool bars or automatically using united object ontology.

Objects, necessary for radar calculations, are applied to radar plot according to
their bearings and distances. Radar plot interface allows to correct location of the
carried objects.

The form shown in Fig. 2 allows users to set necessary characteristics: the active
and passive noise and their characteristics, the radar characteristics of the condition
of the radio wave propagation over wave-covered water, radar specification (Fig. 3).

The results of tasks solution are the following:

• target range of detection with specified probability of correct detection and
missed detection and also the mean range and root- mean-square deviation from
range of detection (Fig. 4);

Fig. 1 GIS-interface of the radar calculation system
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• detection zone for initial conditions for each variant. Zone borders are range of
detection with installed probability of correct detection;

• graph of the probability of correct detection for several radar scans depending on
range of detection according to selected bearing;

• distribution of the attenuation function in vertical plane and density power from
emitting radar in illuminated and diffraction zones in term of color chart (Fig. 5).
The user can obtain the cross- section of the radar field value in any point of
presented zone.

Fig. 3 Radar specification

Fig. 2 Initial conditions for radar calculations
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Fig. 4 Task solution results with according of the active and passive noise

Fig. 5 Calculation radar field (radio attenuation factor)

Geoinformation Systems for Maritime Radar … 171



5 Conclusion

The introduced method of calculating characteristics of radio signal distribution,
based on integral equation for attenuation function for every given parameters of
radio antenna, allows to solve problems operational predicting radio visibility.
Derived mathematical results are used in the complex of radio-locating calculations
and are displayed with the use of GIS-interface.

Complex of radio-locating calculations can be implemented in tactical situation
control systems, stationary systems and for mobile carriers that include radars.

In the future, we intend to pay close attention to development of methods of
calculating characteristics of radio signals distribution with consideration of
hydrometeor influence based on intelligent geoinformation technologies.
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