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35. Wave, Current and Wind Loads

R. Cengiz Ertekin, George Rodenbusch

This chapter describes wave, current, and wind
loads on fixed or floating offshore platforms. Both
linear and nonlinear waves are discussed in de-
terministic and irregular seas. Linear waves are
written as a subset of the more general wave the-
ory based on the perturbation method. Nonlinear
waves include Stokes waves in deep waters and
cnoidal and solitary waves in shallow waters.
Wave loads on both large and slender struc-
tures are formulated, and solution methods, such
as the Green function method, are introduced.
For large structures, linear potential theory is
formulated in the frequency domain. However,
time-domain methods and drift loads are also dis-
cussed. For slender structures, Morison’s equation
and the associated drag and inertia coefficients
are introduced.

These are followed by wave–current inter-
action, many types of uniform and nonuniform
currents, wave–current kinematics, and current-
induced forces, as well as vortex-induced vibra-
tions. A number of important quantities, such as
the Doppler shift, velocity estimation through the
power law, lift and drag coefficients are also in-
troduced.

Wind forces on offshore structures are discussed
through both the steady and unsteady wind pro-
files and forces, and through spectral analysis.
Other considerations include sections on model
tests and similarity laws and how various phys-
ical quantities can be scaled to prototype, both
commercial and open-source computational fluid
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dynamics (CFD) tools, and extreme response
estimation.

35.1 Wave Loads

35.1.1 Linear Waves

Linear waves are characterized by the ratio of the wave
amplitude to its wavelength as a small quantity. The
fluid is assumed to be incompressible and inviscid, and
the flow is irrotational, so that the particle velocity vec-

tor is given by

u D r� ; (35.1)

where � is the velocity potential. Because of the incom-
pressible fluid assumption, the continuity (or the con-
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servation of mass) equation is given by ru D 0. And
as a result, the continuity equation becomes Laplace’s
equation

�� D 0 : (35.2)

We also have Euler’s integral given by

@�

@t
C 1

2
k r� k2 Cp

�
C gx2 D pA

�
; (35.3)

where pA is the atmospheric pressure, � is the mass den-
sity of the fluid, g is the gravitational acceleration, and
x2 is the vertical coordinate (Fig. 35.1). Equation (35.3)
is to be used in the determination of the pressure; it
is called unsteady Bernoulli’s equation by some. This
equation is a result of the conservation of momentum
equation which need not be simultaneously solved with
the conservation of mass equation since that equation
only involves a single unknown, the velocity potential.

On any material surface, whether free or not, we
have the general kinematic boundary condition

u � n D @�

@n
D q � n ; (35.4)

where u is the fluid particle velocity vector, q is the solid
boundary velocity vector, and n is the unit normal vec-
tor on the boundary, pointing out of the fluid. Clearly,
(35.4) is also the body-boundary condition and the sea-
floor boundary condition since it represents no flux
through the surface. By defining the boundary surface
by the equation, F.x1; x2; x3; t/ D x2 � �.x1; x3; t/ D 0,
where � is the free-surface elevation, and requiring that
the material derivative of F vanishes, we obtain the
kinematic free-surface condition

@�

@x2
� @�

@t
� @�

@x1

@�

@x1
� @�

@x3

@�

@x3
D 0

on x2 D � : (35.5)

The dynamic condition on the free surface is that the
pressure is continuous, that is, p D pA Š 0 on x2 D �,

SWL

x2

η(x1, x3, t)

x1

λ
x3

Fig. 35.1 Free surface of a wave of length 


where we have taken the atmospheric pressure equal to
zero without loss in generality. The surface tension is
ignored, which means that the water waves we deal with
here exclude the capillary waves (whose lengths are less
than about 1:5 cm). Therefore, from Euler’s integral,
(35.3), we obtain the dynamic free-surface condition

@�

@t
C 1

2
kr�k2 C g� D 0 on x2 D � : (35.6)

The two difficulties associated with these boundary
conditions are: (i) they must be imposed on a bound-
ary which is unknown, and (ii) they are nonlinear. Note,
however, that the governing equation (35.2) is linear.

Perturbation Expansion
To overcome the difficulties associated with solving the
nonlinear free-surface boundary conditions, one gener-
ally resorts to the use of the perturbation expansion of
the quantities involved, and then linearizing the prob-
lem. To do this, one usually assumes that the wave
motion is small and, therefore, the nonlinear terms can
be discarded as a result of the argument that their mag-
nitudes will be smaller than those of the linear terms.
In this respect, one can assume that the velocity poten-
tial, as well as the surface elevation, can be expanded in
a perturbation series for which a perturbation parame-
ter � is taken to be equal to, for example, Ak, where A
is the wave amplitude and k is the wave number, that is,
k D 2�=
, where 
 is the wavelength. In shallow-water
wave problems, however, one would rather deal with
two small parameters, one representing the nonlinearity
and the other representing the dispersion of long waves.

A perturbation series is a series expansion of an
unknown function about a known function, provided
that the deviation of the unknown function from the
known function is small (say the known function is
the potential which can, for example, be taken as con-
stant everywhere; this corresponds to a quiescent fluid).
Then, we can write

� D ��.1/ C �2�.2/ C �3�.3/ C � � � ;
� D ��.1/ C �2�.2/ C �3�.3/ C � � � ;
� D Ak ; (35.7)

where �.1/ is called the first-order potential, �.2/ is the
second-order potential, etc., and similarly for �, that is,
�.1/ is called the first-order surface elevation, �.2/ is
called the second-order surface elevation, etc. The ex-
pansion in (35.7) is such that when � D 0, there is no
fluid motion; therefore, � and � vanish.

Now, if the wave motion is small, meaning � � 1,
we may, without giving any necessary justification, dis-
card all the higher order terms after we substitute these
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expansions in the boundary conditions. Moreover, we
can expand each of the terms of the boundary conditions
in a Taylor series about the still-water surface, x2 D 0.
For example, the time derivative of the potential is writ-
ten as

@�

@t
.x1; x2 D �; x3; t/ D
@�

@t
.x1; 0; x3; t/C �

@2�.x1; 0; x3; t/

@t@x2
C � � � :

(35.8)

Since � and � are small, the higher order terms can
sometimes be ignored. This means that only the lin-
ear terms involving � and � have to be evaluated on
the still-water level .x2 D 0/ instead of on the exact
boundary surface, x2 D �.x1; x3; t/: This is required to
be consistent with the perturbation expansion. There-
fore, we have the linearized versions of the boundary
conditions, given by (35.5) and (35.6), as follows

@�.1/

@t
.x1; x3; t/ D @�.1/

@x2
.x1; 0; x3; t/ (kinematic) ;

(35.9)

�.1/.x1; x3; t/ D �1

g

@�.1/

@t
.x1; 0; x3; t/ (dynamic) :

(35.10)

In summary, the first-order problem, O.�/ problem,
becomes

��.1/.x1; x2; x3; t/ D 0 ;

�.1/
x2 .x1;�h; x3; t/ D 0 ;

�.1/
x2 .x1; 0; x3; t/� �.1/t .x1; x3; t/ D 0 ;

�.1/
t .x1; 0; x3; t/C g�.1/.x1; x3; t/ D 0 ; (35.11)

where subscripts indicate differentiation with respect to
the indicated variable. And for this O.�/ problem, the
dynamic pressure is given by the linearized Euler’s in-
tegral

p.1/.x1; x2; x3; t/ D ���.1/
t .x1; x2; x3; t/; x2 < 0 ;

(35.12)

anywhere in the fluid.
We can now assume that we have two-dimensional

or long-crested, linear water waves so that the associ-
ated functions do not depend on the x3-coordinate. Of
course, in the case of short-crested waves, which repre-
sents the real situation in the oceans, we cannot rule out
the x3-dependence.

Let us now assume that a monochromatic wave,
propagating in the positive x1-direction, is given by

�.x1; t/ D A cos.kx1 �!t/ : (35.13)

Here, A is the wave amplitude. Equation (35.13) does
not depend on time in a moving coordinate system,
whose constant (phase) speed is given by c D !

k . In
other words, the motion is steady in the moving coordi-
nates. In a fixed coordinate system, � is a time-harmonic
function. Because � is periodic, � must also be periodic,
so that we can write

�.x1; x2; t/ D Re
n
Y.x2/e

iŒkx1�!t�
o
: (35.14)

Equation (35.14) is a result of the separation-of-
variables technique used in solving linear partial differ-
ential equations.

By enforcing the dynamic free-surface boundary
condition and the no-flux sea-floor condition, the linear
solution for the velocity potential can be obtained

�.x1; x2; t/ D gA

!

coshŒk.x2 C h/�

cosh.kh/
sin.kx1 �!t/ :

(35.15)

However, we have not yet used the kinematic free-
surface condition given by the third equation in (35.11).
When we enforce this condition by using (35.15), we
obtain the dispersion relation

!2 D gk tanh.kh/ ; (35.16)

where h is the water depth and k is the wave number. In
deep water, kh ! 1, so that we have !2 D gk, and in
shallow water, kh � 1, so that !2 D ghk2.

In the deep-water case, the real part of the velocity
potential of the incoming wave (or incident wave poten-
tial) becomes

�.x1; x2; t/ D gA

!
ekx2 sin.kx1 �!t/ : (35.17)

It is useful to give particle velocity components (lin-
ear) for finite water depth by using (35.15)

u1 D @�

@x1
D gAk

!

coshŒk.x2 C h/�

cosh.kh/
cos.kx1 �!t/ ;

u2 D @�

@x2
D gAk

!

sinhŒk.x2 C h/�

cosh.kh/
sin.kx1 �!t/ :

(35.18)
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Table 35.1 Some physical quantities resulting from linear
theory

Vertical particle
displacement

% D A
sinhŒk.x2 C h/�

sinh.kh/
cos.kx1 �!t/

Horizontal particle
displacement

� D A
coshŒk.x2 C h/�

sinh.kh/
sin.kx1 �!t/

Group velocity cg D 1

2

�
1C 2kh

sinh.2kh/

�
c

Mean energy density Em D 1

2
�gA2

Energy flux P D Emcg

The total pressure (linear) can then be obtained from
Euler’s integral as

p.x1; x2; t/ D
�gA

cosh k.x2 C h/

cosh.kh/
cos.kx1 �!t/� �gx2 ;

(35.19)

where the first term on the right-hand side represents the
dynamic and the second term represents the hydrostatic
pressure.

Water particle accelerations (linear) are given by

Du1
Dt

Š @u1
@t

D gAk
coshŒk.x2 C h/�

cosh.kh/
sin.kx1 �!t/ ; (35.20)

Du2
Dt

Š @u2
@t

D �gAk
sinhŒk.x2 C h/�

cosh.kh/
cos.kx1 �!t/ ;

(35.21)

where D=Dt is the material derivative, approximated
here as the local time derivative only, due to the linear-
ity of the problem. Some other physical quantities for
linear water waves are listed in Table 35.1.

35.1.2 Nonlinear Waves

To obtain the linear wave solution, the perturbation ex-
pansion introduced in the last section was truncated
at O.�/. Clearly, this expansion can be carried out to
higher orders, and this is generally done in offshore en-
gineering and in deep-water applications, up to the fifth
order. The higher order infinitesimal wave theory based
on the systematic power series expansion in � D Ak is
due to [35.1]. The proof of convergence can be found
in [35.2]. Schwartz [35.3] obtained the infinite-depth

expansion up toO.�117/ by using a computer algorithm.
However, because of the complexity of algebra and the
rapid convergence of the asymptotic series, it is mostly
unnecessary to consider problems of O.�6/ and higher,
unless, perhaps, if the water depth is very shallow. But
then the Stokes expansion in shallow water gives inac-
curate results in general, and thus should not be used
if the water depth is shallow. Instead, a cnoidal wave
theory can be used in shallow waters [35.4, 5]. The
fifth-order Stokes waves, commonly used in offshore
engineering, were calculated by [35.6].

After using the Taylor series expansion of the func-
tions and its derivatives, and substituting them in the
boundary conditions for each of the perturbation terms
seen in (35.7), one can obtain, for example, the kine-
matic free-surface boundary condition at the first and
second orders in two dimensions

O.�/ W �.1/
x2 � �.1/t D 0 ;

O.�2/ W �.2/
x2 � �.2/t D �.1/

x1 �.1/x1 ��.1/
x2x2�

.1/ : (35.22)

Note that once the first-order problem is solved, the
right-hand side of the second-order boundary condition
in (35.22) is known, and thus it can be treated as an
applied or external pressure on the free surface located
on the still-water level.

Let us consider the dynamic free-surface boundary
condition given by (35.6) in two dimensions. Following
the same procedure, that is, by using the Taylor series
expansion of the functions in each term of the perturba-
tion expansion, one can obtain

�t D ��.1/
t C �2.�.2/

t C �.1/
x2t �

.1//

C �3.�.3/
t C�.1/

x2t �
.2/ C � � � /CO.�4/ ;

1

2
f�2

x1 C�2
x2g D

1

2
fŒ��.1/

x1 C �2.�.1/
x2x1�

.1/ C�.2/
x1 /C � � � �2

C Œ��.1/
x2 C �2.�.1/

x2x2�
.1/ C�.2/

x2 /C � � � �2g
CO.�5/ :

(35.23)

Then, we have

O.�/ W �.1/
t C g�.1/ D 0 ;

O.�2/ W �.2/
t C g�.2/ D
��.1/

x2t �
.1/ � 1

2
.�.1/2

x1 C�.1/2
x2 / : (35.24)

The dynamic and kinematic free-surface conditions can
be combined into one equation for each O.�/ and O.�2/
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as follows

O.�/ W �.1/
tt .x1; 0; t/C g�.1/

x2 .x1; 0; t/ D 0 ;

O.�2/ W �.2/
tt .x1; 0; t/C g�.2/

x2 .x1; 0; t/ D
� �.1/

h
�.1/
ttx2 C g�.1/

x2x2

i

� 2.�.1/
x1 �.1/

tx1 C�.1/
x2 �.1/

tx2 / : (35.25)

The first equation in (35.25) is the combined form of
the third and fourth equations, respectively, in (35.11).

It is important to note that the first-order potential,
which will be given explicitly later, also satisfies the
second-order problem if the water depth is infinite. In
other words,

�.x1; x2; t/ D gA

!
ekx2 sin.kx1 �!t/CO.�3/ :

(35.26)

However, the second-order surface elevation, that is,

� D ��.1/ C �2�.2/ CO.�3/ (35.27)

is not the same as the first-order surface elevation given
by (35.13) [35.4]. The second- and fifth-order solutions
of Stokes waves are given, for example, in [35.5, Tables
4.3–4.4].

Next, we briefly discuss another type of nonlinear
waves that occur when the water depth is relatively shal-
low.

35.1.3 Shallow-Water Waves

In relatively shallow waters, when the wavelength is
greater than about eight water depths, the Stokes expan-
sion no longer works, and an alternative wave theory
must be used. One such theory is called the cnoidal
wave theory as established by [35.7]. Subsequently,
other cnoidal wave theories were developed by [35.4,
8–10].

The infinite length limit of cnoidal waves is known
as solitary waves. These waves are generally used to
model tsunami propagation and arrival times in the
oceans. A number of solitary wave solution are avail-
able [35.8, 11, 12]. In more recent years, solitary waves
based on the Green–Naghdi theory were also devel-
oped [35.13, 14].

Some of the equations that can be used in engineer-
ing calculations of cnoidal and solitary waves are listed
in [35.5].

35.1.4 Random Waves

Irregular sea waves can be thought of as the sum of
an infinite number of sinusoidal waves (each of which

has a different amplitude and frequency) whose phase
angles are random. In general then, the amplitude of
each component wave may be represented by A.!; �/,
which is a random variable itself. Here, ! is the an-
gular wave frequency and � is the heading angle of
incoming waves. Because of this randomness of waves,
a probabilistic approach is necessary to describe var-
ious parameters associated with a confused sea. First,
Denis and Pierson [35.15] introduced the probabilistic
description of confused seas in marine hydrodynamics
involving ship motions. As an example of the superpo-
sition of regular waves of different (however, infinitesi-
mal) heights and frequencies, consider Fig. 35.2. Even
this limited number of regular waves gives an irregular
wave pattern when they are superposed. Furthermore,
the resulting irregular shape is totally random, that is,
a slight change in wave amplitude, frequency, or phase
of the waves will result in a different pattern for ir-
regular waves (Fig. 35.3, which also shows how the
frequency domain and time domain representations of
waves are related to each other in long-crested seas).
Therefore, irregular waves cannot be identified by their
shapes (surface elevation).

Because we cannot characterize an irregular sea by
its shape, we need another criterion to base our ap-
proach on. This criterion is that the total (potential and
kinetic) energy E of an irregular wave train is the sum
of the energies of all components of individual waves,
that is,

E D �g

2
fA2

1 CA2
2 C � � � g D 1

2
�g

NX
nD1

A2
n : (35.28)

This concept leads us to the energy spectrum in which
waves of many frequencies are present. In the limit,

1

2

3

4

Combined

Fig. 35.2 Superposition of four regular waves with dif-
ferent amplitudes and lengths, shifted randomly (af-
ter [35.16])
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Time

S (ω)

ω

Frequency domain
wave spectrum

Time domain
random wave elevation

          Regular wave
      components with
   random phase
angles

Sum Sum Sum

Fig. 35.3 The relation between the frequency-domain and time-
domain representations of waves in long-crested seas (after [35.17])

the number of individual wave components N tends to
infinity, and the summations become integrals, for ex-
ample

�.x1; x3; t/ D

Re

8<
:

1Z
0

2�Z
0

A.!; �/ exp fik.!/.x1 cos.�/

Cx3 sin.�//� i!tg d� d!

9=
; ;

(35.29)

where the wave amplitude A.!; �/ is a random quanti-
tiy. Equation (35.29) admits all possible wave directions
and frequencies.

The wave spectrum can also be calculated by con-
sidering the auto-correlation function (of the surface
elevation) defined by

RT.	/ D 1

T

T
2Z

�
T
2

�T.t/ �T.tC 	/ dt : (35.30)

The one-sided wave spectrum for a long-crested irregu-
lar wave system (unidirectional) is then given by

S.!/ D 1

2�

1Z
0

RT.	/ cos.!	/d	 : (35.31)

The total mean energy of the wave system is

NE D 1

2
�g

1Z
0

2�Z
0

S.!; �/d�d! : (35.32)

Since the mean square value of a monochromatic
wave is A2=2, we can represent a random process by

�.t/ D lim
�!!0

(
NX

nD1

p
2S.!n/�! cos.!ntC �n/

)
;

N ! 1 ;

(35.33)

where �n is a random phase angle uniformly distributed
in the interval 0–2� , and !n D n�!. Even though
different choices of �n would produce different time his-
tories, the resulting wave spectrum would be the same.
The mean square value of �.t/ is the area under the
spectral density versus the frequency curve.

Let us consider the mean value of �.t/

h�.t/i D 1

T

TZ
0

�.t/dt ; (35.34)

and the standard deviation �

� D

vuuut 1

T

TZ
0

.�.t/� h�.t/i/2 dt : (35.35)

The standard deviation � is a measure of how � devi-
ates from the mean. Water-surface elevation is assumed
to have a Gaussian probability distribution, with zero
mean. Thus, the variance �2 becomes

�2 D h�2.t/i D 1

T

TZ
0

�.t/2dt D
1Z
0

S.!/d! D m0 ;

(35.36)

that is, the area under the spectral density function is the
variance of �.t/ and m0 is known as the zeroth-moment
of the spectrum. In other words, the root mean square
(RMS) of �.t/ is equal to the standard deviation given
by (35.35) if the probability distribution is Gaussian,
that is

RMS D
p

h�2.t/i D p
m0 D � : (35.37)
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The spectrum of any quantity of interest, such as
the motion of a platform or forces acting on it, can be
obtained in a random seaway by

Sy.!/ D jH.!/j2Sx.!/ ; (35.38)

where the modulus (or magnitude) of H.!/ is indicated
since the transfer function,H.!/, can also be a complex
function of the frequency. In other words, the output
spectrum is linearly proportional to the square of the
transfer function. A typical transfer function could be
equal to the force divided by the wave amplitude. The
force clearly varies with the angular frequency!.rad=s/
(the cyclic frequency, f D !=2� is used sometimes).

The transfer function,H.!/, can represent the wave
force, wave run-up, surface-elevation amplitude, etc., as
long as the system is linear. In other words, LŒ � is an
operator such that for the input x.t/ and the output y.t/,
and the relation y.t/ D LŒx.t/� between them, we must
have LŒx1.t/Cx2.t/� D LŒx1.t/�CLŒx2.t/�. Also, for any
constant ˛, LŒ˛x.t/� D ˛LŒx.t/� needs to be satisfied.
This is just the definition of a linear operator. Here, x1.t/
and x2.t/ are the two inputs corresponding to the two
outputs y1.t/ and y2.t/, respectively.

For a narrow-banded spectrum (most of the energy
present in waves is concentrated around a rather small
interval of wave frequencies), it can be shown for any
physical quantity of interest by using the Rayleigh prob-
ability distribution that

Ny1=3 Š 4:0
p
m0 D 4:0 � ; (35.39)

where m0 is the area under the spectrum curve and � is
the root mean square (RMS) as given by (35.37). If, for
instance, y.t/ is equal to the wave height, H.t/, we have

H1=3 D 4:0
p
m0 D 4:0

vuuut
1Z
0

S.!/d! ; (35.40)

where H1=3 is called the significant wave height and
S.!/ is the wave spectrum. Note that if m0 is taken as
the area under the response spectrum, y1=3 would give
the significant height (double amplitude) of the force,
moment, motion, etc., whatever the response (output)
corresponds to.

If one is interested in the significant amplitude re-
sponse, then, for example

F1=3 D 2:0
p
mR D 2:0

vuuut
1Z
0

SR.!/ d!

D 2:0RMS (Force) (35.41)

will be the significant force amplitude, while SR.!/ is
the force amplitude response spectrum,

SR.!/ D jH.!/j2 SW.!/ ; (35.42)

where H.!/ is the force amplitude transfer function,
F.!/=A, and SW.!/ is the wave amplitude spectrum.

Once the significant response is known, it is possi-
ble to predict (if the Rayleigh distribution is valid) the
short-term design extreme by the following formula (for
a derivation of this equation, see for example [35.18,
p. 319]),

yextreme D y1=3

�
1

2
log

N

0:01

�1=2

; (35.43)

where N is the number of waves expected to be encoun-
tered during a storm. For example, if the storm lasts
for 3 hours and the average wave period is 15 s, then
N D 3� 60� 60=15 D 720, and, therefore, yextreme D
1:5584 y1=3.

Sometimes we may know the spectrum given as
a function of one quantity, say cyclic wave frequency
or period or encounter frequency, and we may need
to convert it to a wave spectrum as a function of an-
other quantity. To do this, one has to keep in mind
that the energy content of the waves must remain the
same no matter what coordinate system is used (this
is called Galilean Invariance), including the steadily
moving one. It is common, for example, to see that
the cyclic wave frequency, f D 1=T (Hz), is used in
calculations. In such cases, one can convert the angular-
frequency spectrum into the cyclic-frequency spectrum
by writing

S.f /df D S.!/d!; ! D 2� f ) S.f / D 2�S.!/ :

(35.44)

So far, we have concentrated on the long-crested
wave spectrum. The waves in the ocean are, in fact,
short crested, meaning that they move in different di-
rections in general. If waves are multidirectional, and,
therefore, are short crested, with a dominant wave
heading angle � , the directional wave-energy spectral
density can be written as

NSW.!; �/ D SW.!/G.�/ ;

G.�/ D 2

�
cos2 � ;

� �

2
	 � 	 �

2
; (35.45)

where � , the heading angle of each component wave, is
measured from the axis of the dominant wave heading,
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and G.�/ is called the spreading function, which, by
assumption, is set to zero if j� j > �=2. Note that there
exist spreading functions that are different from (35.45).
This is because of a better fit of a particular spreading
function to observational data at a specific ocean site.

The wave spectrum for a given location is, in gen-
eral, not available from observational data. As a result,
we must use one or more of a number of formulas de-
veloped for estimating the wave spectrum. Here, we
summarize some of them, and the reader is referred to
other works for more detailed analysis of and references
on the subject [35.5] or [35.19].

The Bretschneider spectrum is based on the signifi-
cant wave heightHs and peak wave (angular) frequency,
!p D 2�=Tp, where Tp is the peak period of the wave
spectrum, that is, it is a two-parameter spectrum. For
fully developed seas, the wave spectrum is

S.!/ D 5H2
s

16!p

1

.!=!p/5
exp

(
�5

4

�
!

!p

�
�4
)
:

(35.46)

The dimension of the wave spectrum is L2T . An exam-
ple of a Bretschneider spectrum is shown in Fig. 35.4.

The Pierson–Moskowitz (P–M) spectrum is based
on the wind speed Uw.m=s/ alone, it is a one-parameter
spectrum, and is given by

S.!/ D ˛g2

!5
exp

�
� B

!4

�
; (35.47)

where ˛ D 8:1�10�3 is Phillips’ constant, B D
0:74.g=Uw/

4, and g is the gravitational acceleration. It

Hs = 15.25 m, Tp = 20 s

0 0.2 0.4 0.6 0.8 1 1.2 1.4

S (ω) (m2s)

Angular frequency (rad/s)

80

70

60

50

40

30

20

10

0

Fig. 35.4 Bretschneider spectrum for significant wave
height of 15:25 m and peak period of 20 s

is possible to express the P–M spectrum in terms of the
significant wave height, Hs, that is the average height
of the highest one-third of the waves. Recall that Hs is
given by (35.40)

Hs D 4:0
p
m0 D 4:0

vuuut
1Z
0

S.!/d!

D 2Uw
2

g

r
˛

0:74
or Uw

�4 D 0:044

g2.Hs/
2
;

(35.48)

where we used (35.47). Therefore, we can now write
the one-parameter P–M spectrum in terms of Hs

S.!/ D 8:1� 3g2

!5
exp

�
�0:032

g2

!4.Hs/
2

�
:

(35.49)

35.1.5 Large Bodies

When an offshore structure is large (generally the di-
mensions of the structure and perhaps even of each
member is not small compared with the wavelength),
one would assume that the viscous effects are much
smaller than the inertial effects as far as the wave loads
are concerned. In this section, we discuss wave loads
on large structures by using linear potential theory valid
for rather small wave slopes and under the assumptions
of inviscid and incompressible fluid and irrotational
flow.

Potential Theory
Since we have a linear system, meaning that the gov-
erning equation (Laplace’s equation) and the boundary
conditions do not contain any nonlinear terms, all phys-
ical quantities related to the response should be linearly
proportional to wave amplitude. As a result, the com-
plicated problem of a freely floating structure impacted
by linear waves can be decomposed into multiple prob-
lems, each of which are easier to solve. The sum of all
the solutions will then be the solution of the compli-
cated problem, as long as the linearity assumptionmade
holds true, that is, that the wave slope is small.

Consider a freely floating body in the absence of
forward motion. We assume that the body makes small
motions in six degrees of freedom, and that they can be
written as

xj D x0j e
�i!t ; i D p�1; j D 1; 2; : : : ; 6 :

(35.50)
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Each xj, j D 1; 2; 3, refers to the translational displace-
ments of surge, heave, and sway, respectively, and each
xj, j D 4; 5; 6, refers to the angular displacements (or
rotations) of roll, yaw, and pitch, respectively, and x0j
denotes the complex amplitude of the motion.

The complex total potential due to the interaction of
waves with the body can be written in a compact form
as

˚T D
7X

jD0

�j.x1; x2; x3/e�i!t ; (35.51)

where �0 � �I is the incoming wave potential, �j, j D
1; 2; : : : ; 6, are the radiation potentials, and �7 � �D
is the diffraction potential, all being complex func-
tions of the independent spatial variables. The incoming
wave potential is only due to the periodic linear waves
propagating in the absence of the body, the diffrac-
tion potential is due to a fixed body impacted by the
incoming waves, and the radiation potentials are due
to a body oscillating in a prescribed mode of motion,
one at a time, and in the absence of any incoming
waves.

Each potential in (35.51) must satisfy

r2�j.xk/ D 0; xk 2 D ;

@�j.xk/

@x2
� !2

g
�j.xk/ D 0; xk 2 Sf ;

@�j.xk/

@x2
D 0; xk 2 Ss ; (35.52)

for j D 0; 1; 2; : : : ; 7 and xk � .x1; x2; x3/ (Fig. 35.5).
The sea-floor condition (as used here) implies that the
water depth is constant (although this is not a necessary
assumption in general).

x2

SWL

s∞ s∞

ss

sm

sf

x1x3

Fig. 35.5 A control volume in the fluid, bounded by the
body, still-water surface, sea floor, and a large control
cylinder of radius R

In addition, we must have the following body-
boundary conditions to be satisfied

@�j.xk/

@n
D nj ; j D 1; 2; : : : ; 6; xk 2 SmI

@�7.xk/

@n
D �@�0.xk/

@n
; xk 2 Sm : (35.53)

And all �j, j D 1; 2; 3; : : : ; 7, except the incident wave-
potential, must also satisfy the Sommerfeld radiation
condition:

lim
r!1

�p
r

�
@

@r
� ik

�
�D

�
D 0 : (35.54)

This equation basically states that the particle veloci-
ties ! 0 as r ! 1 and that the waves are outgoing.
Equation (35.54) is called the radiation condition (or the
Sommerfeld condition) for a three-dimensional (3-D)
body of bounded extent in a fluid (with a free surface)
of unbounded extent on the horizontal plane. Note that

r D
q
x21 C x23

on the horizontal plane. This equation must be satisfied
by the diffraction and radiation potentials, but not by
the incoming potential.

The total pressure can be obtained from linearized
Euler’s integral

pT D ��gx2 � �
@˚T

@t
I (35.55)

and the total force .j D 1; 2; 3/ and moment .j D 4; 5; 6/
are obtained from

FTj D �
Z
Sm

pTnj dS ; j D 1; 2; : : : ; 6 : (35.56)

The hydrostatic forces and moments due to the first
term on the right hand side of (35.55) can be written
as

FSi D �k.S/ij xj ; i; j D 1; 2; : : : ; 6 ; (35.57)

where k.S/ij are the hydrostatic stiffness (or restoring) co-

efficients, k.s/22 D �gAWP is the restoring coefficient in
heave, where AWP denotes the water-plane area of the
body. Because there is no restoration in the horizontal
plane, it is clear that k.s/ij D 0 if i; j D 1; 3; 5. Also, note

that, in a linear system and for a rigid body, k.S/ij D k.S/ji ,
that is, the hydrostatic stiffness matrix (or tensor) is
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symmetric. For elastic (or deformable) bodies, this can
also be shown [35.20].

The total forces and moments given by (35.56)
includes the hydrostatic, wave-exciting and radiation
forces, and moments. The wave-exciting forces can be
written as

FWj D ��e�i!t
Z
Sm

�
@�0

@t
C @�7

@t

�
njdS

D AEje�i!t ; j D 1; 2; : : : ; 6 ; (35.58)

where Ej is the complex amplitude of the exciting force
divided by the wave amplitude A. Note that (35.58) in-
cludes both the Froude–Krylov force .@�0=@t term) and
the scattering force .@�7=@t term).

The hydrodynamic (or radiation) forces due to the
motion of the body in each mode can be determined,
once the radiation potentials are solved for. They are
given by

FRi D �
ij Rxj �
ij Pxj ; i; j D 1;2; : : : ; 6 ; (35.59)

where


ij D �

Z
Sm

�
.R/
j

@�
.R/
i

@n
dS ;


ij D �!

Z
Sm

�
.I/
j

@�
.R/
i

@n
dS ; (35.60)

where �.R/
j is the real and �

.I/
j is the imaginary part of

j-th radiation potential. The components of the second-
order tensor 
ij are called the added-mass coefficients,
and 
ij are called the wave-damping or, simply, damp-
ing coefficients. Note that, in the unbounded-fluid case,
there is no free surface and, as a result, there is no wave
generation. And, therefore, the damping coefficients do
not exist since no energy is carried by waves toward in-
finity. See, for example, [35.21] for some added-mass
and damping coefficients for a floating structure of
a semisubmersible type.

By considering a control volume enclosed by the
free surface, the body surface, sea floor, and an imag-
inary cylinder at r D 1, one can show that 
ij D 
ji

and 
ij D 
ji by using Green’s second identity. Note that
these results are valid if there is no forward motion. It
can also be shown that the average rate at which work
is done by the body upon the fluid is directly propor-
tional to 
ij, and, therefore, that the matrix 
ij must be
positive definite for all !. In particular, 
ii > 0 for all
i D 1; 2; : : : ; 6 and !, but in some cases 
ij; i ¤ j may
be negative [35.22].

There may be mooring lines which are attached to
the body to keep it in location. These mooring lines
tend to restore the motion of the body, and, thus, can
be treated as restoring coefficients

FMi D �k.M/
ij xj ; i; j D 1; 2; : : : ; 6 : (35.61)

And they can provide restoring (however small) in all
modes of motion unlike the hydrostatic restoring.

We can now assemble the forces and moments to
obtain

FTi D �.k.S/ij C k.M/
ij /xj �
ij Rxj �
ij Pxj CAEie

�i!t ;

(35.62)

where we have also included the mooring line loads in
(35.62) (they were not included in (35.56)).

We are now ready to consider Newton’s equations
which govern the motions of a body. These equations
can be written as

FTi D mij Rxj ; i; j D 1; 2; : : : ; 6 ; (35.63)

where

m11 D m22 D m33 D m ; m44 D I1 ; m55 D I2 ;

m66 D I3 ; m54 D m45 D �I12 ; m46 D m64 D �I13 ;

m56 D m65 D �I23 ;

Ijk D
Z
V

Nxj Nxk�B dV ; I1 D I22 C I33 ; I2 D I11 C I33 ;

I3 D I11 C I22 ;

(35.64)

where any unspecified mass or mass moment, mij, is
zero, provided that FTj refers to a coordinate system
which is fixed in the mean position, Sm, of the body,
and whose origin coincides with the center of gravity of
the body. Here, �B is the mass density of the body and Iij
are called the moment of inertia coefficients when i D j,
and products of inertia when i ¤ j [35.23].

We can now set (35.62) equal to (35.63) and arrange
the equation by moving some terms around to obtain

.mij C
ij/Rxj C
ij Pxj C .k.S/ij C k.M/
ij /xj D AEie�i!t :

(35.65)

Considering (35.50), we can write the equations of mo-
tion given by (35.65) as

x0j
A

D
h

�!2.mij C
ij/� i!
ij

C
�
k.S/ij C k.M/

ij

	i
�1

Ei : (35.66)
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Recalling that x0j is complex, we can write it as

x0j D x0Rj C ix0Ij D jxjje�iı ;

where ı is the phase angle of the motion relative to
the incoming-wave crest. As a result, (35.66) becomes
two sets of simultaneous 6� 6 linear equations to be
solved for the motion response, jx0j j=A. These motion
responses are commonly called transfer functions. The
square of a transfer function is sometimes known as the
response amplitude operator (RAO). However, it is not
uncommon that a transfer function, itself, is called an
RAO, rather than its square. RAOs are used in irregu-
lar sea analysis to determine the random or stochastic
response of a floating body in random waves. It is also
noted that the term transfer function is also used for
wave forces or moments per unit wave amplitude A.

Solution Methods
The boundary-value problems above can be solved to
obtain the diffraction and radiation potentials so that
the hydrodynamic coefficients and wave loads can be
calculated. These potentials can be evaluated using the
3-D source-distribution method [35.24–26]. The pulsat-
ing source potential, which is a complex function, in
infinite water depth can be found in [35.27, Art. 13].
This Green function can be written in an alternate
form [35.28]. A different series expansion of the Green
function is also given in [35.27]. Although this series ex-
pansion is more accurate andmore computationally effi-
cient to evaluate, compared with the integral form given
in [35.27], it is limited to cases where kr is not very
small. On the other hand, the evaluation of the Green
function given by [35.28] is much more efficient, and no
difficulty with regard to the size of kr is expected.

The solution of the integral equation for the un-
known strengths of the distributed sources requires the
discretization of the body surface by panel elements.
Once the unknown strengths of the sources are deter-
mined on the body boundary (discretized by constant
panels) by enforcing the body boundary condition, the
diffraction and radiation potentials can be determined.
These calculations can be performed by a number of
commercially available computer programs.

A Green function is also called a source function,
and it is one of the bases for finding solutions to diffrac-
tion and radiation problems in coastal and offshore
engineering. A numerical method, called the boundary-
element method (BEM), uses this approach. However,
the BEM uses the simple Rankine source rather than
the complicated Green function, and, as a result, all
boundaries of the flow field need to be discretized. The
Green function (GFM), requires the discretization of the
boundaries on which there are distributed singularities

with unknown strengths. For example, in the case of the
linear problem of a floating body, only the body bound-
ary need to be discretized. The BEM or the GFM is in
contrast with the finite-element method (FEM) which
requires that the entire fluid domain and its boundaries
be discretized to solve for the velocity potential, and,
therefore, the velocities. For more information on the
BEM, the readers are referred to [35.29].

One of the alternative methods for solving hydrody-
namic problems is the FEM. The disadvantage of this
method compared to the GFM, provided that a particu-
lar Green function exists and is available, is that � has
to be calculated everywhere inside the domain. On the
other hand, i) the FEM results in a banded matrix which
can be solved efficiently, ii) the function calculated in
the FEM is simpler, and iii) the FEM requires less
knowledge of mathematics and fluid mechanics than
the GFM does. Another numerical method that can be
used is the finite-difference method, although it is used
infrequently in fluid–structure interaction problems in-
volving floating bodies.

Time-Domain Methods
Sometimes, the frequency-domain method discussed
before is inadequate to incorporate certain nonlineari-
ties and/or interactions in the system, and, as a result,
one needs to resort to a time-domain method of calcu-
lating the loads and/or motions of an offshore structure.
Typical examples could include problems involving the
current and wave interaction, and low-frequency mo-
tions of platforms. These time-domain methods are
based, in most cases, on the hydrodynamic coefficients
and loads that have been previously calculated through
a frequency-domain method and utilize the fact that the
frequency and time contents of a system are related
through the Fourier transforms. It is noted that some of
the loads and/or the equations of motion could be non-
linear in these calculations.

Memory effects are included through the velocity-
based convolution integrals. The memory effects con-
sidered are largely based on the early works of [35.30,
31] and [35.22] in the application of linear potential the-
ory in the time domain, and on the work of [35.32]. Vis-
cous effects may be included through the nonlinear drag
term of Morison’s equation. An earlier review of linear
and nonlinear methods of time-domain calculations of
motions can be found in [35.33]. This is an important
reference as it is not always possible to use a time-
domain method based on the linear hydrodynamic coef-
ficients or exciting forces obtained through a frequency-
domain method, by a Green function panel method, as
some physical events are nonlinear and even transient.

There are many applications of the mentioned time-
domain methods applied to various ocean engineering
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problems, including to wave-energy conversion (WEC)
problems [35.34]. There also are software packages,
for example, ANSYS AQWA, that use some of these
methods.

Drift Loads
The first-order wave loads discussed so far are time
harmonic and, therefore, do not produce a steady com-
ponent. This is mainly because the second-order com-
ponent of the pressure on the body was assumed to be
zero in the linear problem, see (35.3). Clearly, if this
term was included, the time-mean force would have
been of second order even though the first-order (linear)
potential was used. Moreover, if a body is surface-
piercing, there would be an additional term related to
the runup on the body. In regular waves, this mean force
is called the drift force in brief. In irregular waves,
there is the mean drift force, but in addition there is
also the slowly varying drift force. All these forces,
although smaller in magnitude compared with the first-
order forces, may become very important especially for
bodies that are moored, as they may amplify motions
due to a possible resonance in the system.

Maruo [35.35] showed that the mean drift force can
be shown to be proportional to the square of the re-
flected wave amplitude, and since the reflected wave
can be thought of as the reflection coefficient times
the incoming wave amplitude, the mean drift force can
be seen to be proportional to the square of the in-
coming wave amplitude. Reference [35.36] used the
far-field radiation potentials (momentum) approach to
obtain the drift forces on a floating body, and these
were used later by [35.25] to calculate the drift force
and moment on a floating body. The momentum ap-
proach results in expressions that involve the Kochin
function. Pinkster [35.37], on the other hand, used the
near-field potentials to calculate the mean drift forces
and moments in all six degrees of freedom, and this ap-
proach was used later by [35.38] in conjunction with
the panel method based on the Green-function method
for a 3-D floating structure. These studies are for single
bodies; multi-body calculations of drift forces became
important later due to plans to build very large floating
stuctures (VLFS) [35.39, 40].

The slowly varying component of the drift force on
rigid bodies in irregular waves appears to have been
first studied experimentally by [35.41] and later theo-
retically by [35.42].

35.1.6 Slender-Member Bodies

A slender member of a body is defined as a structural
member whose characteristic dimension, for example,
diameter, is small compared to the wavelength. With

this in mind, we discuss Morison’s equation which is
sometimes used in offshore engineering during the pre-
liminary design stage.

Morison’s Equation
Wave forces on cylindrical structural members, such as
the pontoons or columns of a platform or a pile that
extends to the sea floor, when both the inertia and vis-
cous forces are important, are discussed here. Due to the
nonlinear nature of the Navier–Stokes equations and the
boundary conditions, many have attempted to simplify
the computation of wave forces on cylindrical piles.
Most of the studies have been based on the experimen-
tal determination of the inertia and drag coefficients
that appear in Morison’s equation [35.43]. Morison’s
equation was developed as an ad hoc approach to a lim-
ited set of experimental data. However, because of the
importance of cylindrical piles both in offshore en-
gineering (jack-up platforms) and coastal engineering
(pier piles, bridge columns, etc.), there have been many
investigations on the proper coefficients to be used in
almost every different case that one can imagine. A few
of the different cases include inclined cylinders, group
of cylinders, roughened cylinders, and horizontal cylin-
ders [35.5].

The original form of Morison’s equation is given by

ıF D .1CCa/��

�
D

2

�2

Pu1 C 1

2
�DCdu1ju1j ;

(35.67)

where ıF is the sectional (in the x2 (vertical) direction)
horizontal force,D is the diameter of the vertical pile, u1
is the wave horizontal velocity, Pu1 is the wave horizontal
acceleration, Ca is called the added-mass or virtual-
mass coefficient, and Cd is the form-drag coefficient. Ca

and Cd are dimensionless. Cm D .1CCa/ is called the
inertia coefficient. Note that u1 is the particle velocity
only due to the incoming wave, there is no diffraction
effects accounted for, unlike in the theory ofMacCamy
and Fuchs [35.44] based on the linear potential theory.
The justification for this is that the diffraction effects
are small because the cylinder is slender; therefore, u1
and Pu1 are evaluated along the cylinder axis, since the
errors made would be small.

Consider an oscillatory flow, in an unbounded fluid
(no free surface or sea floor), with a period T D 2�=!,
and velocity u1.t/ D U cos.!t/, where U is the ampli-
tude of velocity. The functional dependence of the force
(per unit length) acting on the body, whose characteris-
tic length is D, can be written as

ıF D f .U;D; �; �;T/ : (35.68)
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By applying dimensional analysis to (35.68), in which
the set .�;U;D/ is chosen as dimensionally indepen-
dent, one can obtain

ıF
1
2�DU

2
D Cd

�
UD

�
;
UT

D

�
; (35.69)

or for the total force,

F
1
2�D

2U2
D Cd.Re;KC/ ; (35.70)

where Re D UD=� is the usual diameter-based
Reynolds number, and KC D UT=D is called the
Keulegan–Carpenter(KC) number [35.45]. For large
values of the KC number, KC � 1, we expect the force
coefficient, Cd, in (35.70) to approach the value of the
steady (form-)drag coefficient, since large KC numbers
correspond to long periods. In other words

Cd.Re;KC/ ! Cd.Re/ if KC � 1 : (35.71)

On the other hand, when KC � 1, the inertia effects
will dominate viscous effects since the end of the time
duration necessary to develop the boundary layer and
flow separation could not have been reached. Therefore,
we have basically an inviscid fluid since Re ! 1, or

Cd.Re;KC/ ! Cd.KC/; Re � 1; KC � 1 :

(35.72)

If we now consider the presence of a periodic free
surface, we can then anticipate that the force depends
on

F D f .h;H; 
;D; �; g; �/ ; (35.73)

where h is the water depth, 
 is the wavelength, and H
is the wave height. In fact, it should not be difficult to
obtain

F

�gHD2
D f

�
h



;
H



;
D



;Re

�
(35.74)

by using dimensional analysis. If the problem is linear
and the fluid is inviscid, we can write (35.74) as

F

�gHD2
D f1

�
D



;
D

h

�
: (35.75)

Therefore, if the fluid is inviscid, the force coefficient
given in (35.74) does depend only on the ratio D=
 for
a fixed-body geometry and water depth, that is, D=h is
constant. So that F D F.!/ only, where ! is the angular
wave frequency related to the wavelength through the
linear dispersion relation. If we had explicitly included

the frequency (or period) in the equations above, the KC
number would also appear.

To see the effect of body dimension, wave height,
and wavelength on the forces on a vertical, circu-
lar cylinder, consider Fig. 35.6. We see that as D=

becomes small, the viscous effects (i. e., separation) be-
come important. For a circular cylinder, and if D=
 >
0:15, the diffraction effects are more important. The KC
number given in Fig. 35.6 is

K � KC D �H=

D
�
tanh.kh/

; (35.76)

and it is evaluated at the still-water level and is for
finite water depth. In infinite water, (35.76) becomes
KC D �H=D, since tanh kh ! 1:0. Also, one can de-
duce from Fig. 35.6 that if H=D> 1, the viscous effects
become important for a fixed ratio of D=
. Therefore,
in engineering calculations, it is recommended that, for
a vertical circular cylinder that extends to the sea floor:

� If H
D < 1:0 and D

�

 0:15, diffraction theory be used

� If H
D 
 1:0 and D

�
< 0:15, Morison’s equation be

used.

It is noted that these should be cautiously used
for other body geometries. In Fig. 35.6, .H=
/max is
the maximum wave steepness (before wave breaking
occurs) given by (for finite but large meaning not
shallow-water depth, h)

H



D 0:14 tanh.kh/ : (35.77)

In deep water, this clearly becomes H=
 D 0:14.
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Fig. 35.6 Different wave force regimes (after [35.46])
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Morison’s equation is obtained by summing the in-
ertia and drag terms. There can be no rational basis
for this summation, especially since the coefficients Ca

and Cd are intended to be constants and it can be shown
easily that the .1CCa/ term is nothing but the sum of
the Froude–Krylov force and the virtual mass force,
that both can be obtained through the inviscid fluid
and irrotational flow assumptions. In reality, the iner-
tia and drag coefficients are also functions of the wave
frequency. However, this formula is widely used in off-
shore and coastal engineering to determine wave and
current forces on slender cylinders, such as drilling ris-
ers or jetty piles, and rather successfully.

Clearly, the drag term is nonlinear. This causes
a slight problem in using Morison’s equation, espe-
cially when the body is freely floating since the location
where u1 is calculated is unknown, and one must use the
total relative velocity rather than u1 alone if the body is
freely floating. To overcome this problem, and also, to
be consistent with the assumption of linearity, the drag
term is linearized by defining a linear drag coefficient.
There is one more reason for linearizing the drag force,
and it is related to the use of spectral analysis in irregu-
lar waves which require that the system be linear.

To turn to the question of the linear drag coefficient,
we write the horizontal component of the particle ve-
locity as

u1 D u0 cos.!t/ at x1 D 0 ; (35.78)

where u0 is the amplitude of the velocity. The drag force
in the direction of wave motion becomes

ıFd D 1

2
�DCdu

2
0 cos.!t/j cos.!t/j : (35.79)

The linear drag force can now be defined by equat-
ing the net work done (on a differential cylinder ele-
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Fig. 35.7 Drag coefficient for a smooth circular cylinder as
a function of the Reynolds and Keulegan–Carpenter numbers (af-
ter [35.51])

ment) by the drag force ıFd, given by (35.79), and the
linearized drag force, given by

ıFdL D 1

2
�DCdLu0 cos.!t/ : (35.80)

This means that the viscous energy dissipated (per wave
cycle) is the same whether we use (35.79) or (35.80).
Therefore, by requiring equal energy dissipation per
wave cycle, we must have Ed D EdL

Ed D
�Z

0

1

2
�CdDu

2
0 cos.!t/j cos.!t/j dx1

D EdL D
�Z

0

1

2
�CdLDu0 cos.!t/ dx1 : (35.81)

Recalling also that u1 D dx1=dt or dx1 D u0 cos.!t/dt,
and j cos.!t/j cos.!t/ D cos2.!t/ if 0 	 t 	 T=4, and
that the total energy is equal to four times the energy
per quarter of a wavelength for constants Cd and CdL,
we obtain, from (35.81)

CdL D Cd

R T=4
0 u30 cos

3.!t/dtR T=4
0 u20 cos

2.!t/dt
D 8

3�
Cd u0 : (35.82)

Note that CdL has the dimension of velocity, unlike Cd

(which is dimensionless).
The amplitude of the horizontal velocity, u0, is

given, in linear potential theory, by

u0 D gAk

!

coshŒk.x2 C h/�

cosh.kh/
: (35.83)

Substituting (35.82) into (35.80), we obtain

ıFdL D 4

3�
�DCdu

2
0 cos.!t/ : (35.84)

We need to note that there are other methods of lin-
earization of the drag term, different from the method
discussed here. Also, see [35.47–49] on the lineariza-
tion of the drag force when a current is present, and
when the waves are random.

There may also be current in the vicinity of the
cylinder. Let us denote the steady shear-current veloc-
ity by uc D uc.x2/. Also, it is possible that the cylinder
is moving. In the case of a cylinder that extends to
the sea floor, the only possible mode of motion is in
the horizontal plane, x1 � x3, and this is called surg-
ing. However, Morison’s equation is used not only
to determine the forces on fixed platforms, such as
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jack-up rigs, but also on floating platforms, such as
semi-submersibles, which may have tubular structural
members, such as columns, pontoons, or braces. These
members may also be inclined, rather than just be ver-
tical or horizontal. Therefore, in general, one can have
three translational and three rotational (or angular) ve-
locity components for the structure motion. In such
cases, the velocity calculated in (35.67) must be the rel-
ative velocity

ur D up C uc � ub ; (35.85)

where ur is the relative velocity, up is the particle veloc-
ity, uc is the current velocity, and ub is the body velocity.

Drag and Inertia Coefficients
There have been many experimental studies on the
drag and inertia coefficients used in Morison’s equa-
tion. The most comprehensive references on the subject
are the two monographs, [35.5] and [35.50]; they cite
almost all previous experimental works on the iner-
tia and drag coefficients. For example, [35.51] gives
Figs. 35.7 and 35.8 for the drag and inertia coefficients,
respectively, for smooth cylinders that were tested in
a U-tube water tunnel as functions of the KC number
and ˇ D Re=KC, where KC is the Keulegan–Carpenter
number and Re is the Reynolds number (Sect. 35.1.6).

A number of organizations also publish their recom-
mended coefficients, For example, [35.52] recommends
the following drag and inertia coefficients .CA D Cm �
1/ shown in Figs. 35.9 and 35.10

Some other organizations that recommend the use
of certain coefficients are American Petroleum Insti-
tute, American Bureau of Shipping and Society of
Naval Architects and Marine Engineers, and many
other classified organizations whose publications are
frequently referenced by regulatory agencies.

Viscous Drift Loads
Viscous drift forces originate mainly due to the ex-
istence of the drag force over the instantaneous sub-
merged length of the members of platforms, due to
the presence of current, and due to wave–current in-
teraction effects. Traditionally, these forces have been
computed using the drag force term of Morison’s equa-
tion [35.43] to determine the mean forces and moments.
Most of the studies on viscous drift forces prior to
1995 concentrated on analytical and/or experimental
results for a single circular cylinder. For example,
Chakrabarti [35.53] presented analytical expressions
for viscous and potential drift forces on a vertical
cylinder and compared the predictions with experimen-
tal data. The relative importance of the viscous and
potential drift contributions has also been discussed.
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Fig. 35.8 Inertia coefficient for a smooth circular cylinder as
a function of the Reynolds and Keulegan–Carpenter numbers (af-
ter [35.51])

Burns [35.54] used the relative velocity model of Mori-
son’s equation where the platform motion in surge is
considered in determining the total relative velocity
between the body and fluid. A method to obtain non-
linear viscous drift force transfer functions that can
be used to determine the mean and slowly varying
surge drift forces in irregular seas has also been pre-
sented. Other studies of viscous drift forces on the
tension leg platform (TLP) [35.55] were also lim-
ited to the analysis of surge drift forces and motions.
Ertekin and Chitrapu [35.56] computed the wave- and
current-induced viscous drift forces and moments in
all six degrees of freedom of a TLP. In that study,
as well as in [35.57], first-order motions of the plat-
form in all six degrees of freedom, given by the
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Fig. 35.9 Drag coefficient for a circular cylinder as a func-
tion of the roughness coefficient and Reynolds number
(after [35.52])
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Fig. 35.10 Inertia coefficient for a circular cylinder as
a function of the Keulegan–Carpenter number; solid line
smooth cylinder and dotted line rough cylinder (af-
ter [35.52])

frequency-domain motion transfer functions are used
to calculate the body velocity, and the resulting rela-
tive velocity is used to compute the drift forces and
moments.

The evaluation of viscous drift forces in irregular
waves is complicated due to the fact that the drift force
is a nonlinear function of the wave height. From the
results obtained in regular wave analysis, it appears
that the viscous drift force, in the presence of current,
is proportional to the third power of the wave ampli-
tude as compared to the potential drift force which is
proportional to the wave amplitude squared. Suitable
methods have been developed to obtain potential drift
forces in irregular waves using the regular wave re-
sults in conjunction with spectral analysis methods. The
alternative is to use a time-domain method in which
all nonlinearities can be included. However, frequency-
domain methods for the computation of viscous drift
forces in irregular waves are preferred in the prelimi-
nary design stage since they are computationally more
efficient, although time-domain analysis is indispens-
able for the final design purpose [35.17, 57]. For this
reason, several investigations are being carried out to
develop frequency-domain methods for computing vis-
cous drift forces in irregular waves [35.58, 59].

35.2 Current Loads

For the purpose of offshore engineering, it is the hori-
zontal current that is of interest. Currents are important
for vessel anchoring, installation work, riser interfer-
ence, and vortex-induced vibration (VIV). Surface and
mid-depth currents cause in-line and transverse forces
on fixed and floating structures. Sea-floor currents may
cause scour around structures and pipelines. This scour
may compromise structural foundations or create un-
supported spans in pipelines. The bottom current may
also induce VIV in the unsupported spans of pipelines.

There are many components of the current in the
ocean. Some of these currents extend to depths of
several thousand meters and are poorly understood.
Current types include:

1. Tidal currents
2. Wind driven
3. Ocean circulation
4. Boundary currents including loop and eddy currents
5. Internal waves and solitons.

The superposition of these current components gen-
erates the total current which can be represented by
a current profile which gives speed and direction as
a function of depth.

Currents are generally considered time invariant for
purposes of offshore structure design, though in most
cases, they comprise turbulent flow and vary in speed
and direction with time. Currents are usually character-

ized by averages of the horizontal current vector over
several minutes. Figure 35.11 illustrates how currents
may vary in direction and magnitude at different depths
and with time.

A description of currents should include the gen-
eral circulation pattern in the area, tidal currents, and
wind-driven currents. In most parts of the world, there is
scarce current data because of the expense and the need
for long-term observations required to capture a reason-
able number of severe events. Yet design, planning for
installation, and operation require information regard-
ing the frequency of occurrence and seasonal variations
of the current speed and direction. Whenever possible,
site-specific measurements should be obtained through-
out the water column and over sufficient time to capture
several major events. When current models are used in
lieu of site-specific measurements, the model should be
validated against nearby measured data.

For design purposes, sufficient current information
should be gathered to permit an estimate of the 100 year
(1% annual probability of exceedance) event.

35.2.1 Nonuniform Currents

Current is rarely uniform with depth. Current profiles
are frequently modeled as piecewise linear functions
with the profile described in a table of depth, speed,
and direction. Simple profiles, such as a uniform cur-
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rent near the surface and zero elsewhere in the water
column, are often used for design. Frequently, direc-
tional variation with depth is ignored or simplified for
the purpose of design calculations. These simplifica-
tions are used when the simplification is conservative
and yet does not appear to increase cost unreasonably.

The currents in a region will be a function of
the local topography and oceanography, including den-
sity distribution and the flow into or out of the area
(Fig. 35.12). Shallow-water currents are frequently
driven by tides, and simple profiles of speed versus
depth provide an adequate description. Deepwater cur-
rents as illustrated in Fig. 35.11 can vary greatly in the
speed and direction with depth and may require a more
complex description.

Shallow-water and near-bottom currents will often
exhibit a power-law profile, such as given by (35.86).

Uc.z/ D Uc0

�
zC h

h

�˛

; (35.86)

where Uc.z/ is the current speed at elevation z, where
z D 0 at the surface; Uc0 is the surface current speed; h
is the water depth; ˛ is an exponent (typically 1=7).

A method for developing design current profiles
from long-term measured current profile data sets is
described in [35.62]. The data are parameterized using
empirical orthogonal functions, and then the design cur-
rent profile with the required return period is selected
through a process involving an inverse first-order relia-
bility method (FORM).

35.2.2 Wave–Current Interaction

When waves propagate on a current, the encounter
frequency of the wave encountering a fixed body is dif-
ferent from the intrinsic frequency of the waves. It is
the intrinsic frequency that determines the wavelength
and the wave kinematics. Much wave data are collected
from fixed platforms that measure the encounter fre-
quency. This fixed platform data must be corrected to
the intrinsic frequency since wave spectra for criteria
are usually represented in terms of the intrinsic fre-
quency.

For an effective current speed U, moving in the
same direction as the waves, the encounter wave fre-
quency is higher than the wave frequency alone. The
encounter frequency is !A D 2�=TA, where TA is the
encounter period seen by a fixed observer. The two fre-
quencies are related by the Doppler shift as

! D !A � kU ; (35.87)

where k is the wave number and ! is the intrinsic fre-
quency. The last term in (35.87) is called the convective
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Fig. 35.11 National Data Buoy Center (NDBC) stick plot of cur-
rents acquired by oil and gas companies in the northern Gulf of
Mexico (after [35.60])
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Fig. 35.12 The Brazil current as represented by the Mar-
iano Global Surface Velocity Analysis (MGSVA) (af-
ter [35.61])

frequency. The Doppler effect is computed based on the
component of the ambient current in the direction of
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waves U. If the current profile is not uniform,Kirby and
Chen [35.63] showed that the encounter wave period is
computed from (35.87) and the following equations

!2 D gk tanh.kh/ : (35.88)

U D 2k

sinh 2kh

0Z
�h

Uc.z/ coshŒ2k .zC h/� dz ;

(35.89)

where h is the water depth and Uc.z/ is the current pro-
file.

The frequency parameter in wave spectra formula-
tions (Sect. 35.1.4) is the intrinsic frequency. A fixed
or floating stationary structure in a wave field with cur-
rent responds to the encounter frequency rather than to
the intrinsic frequency. For wave-response calculations,
the wave-frequency spectrum should be transformed
into the encounter frequency. The wave energy per fre-
quency band is independent of the reference frame so
that S .!/ d! D S .!A/ d!A. Equation (35.87) is used
to make the frequency transformation, where the wave
number k is a function of the intrinsic wave frequency
! through (35.88).

35.2.3 Wave Current Kinematics

The kinematics of waves propagating through a uniform
current can be modeled simply by adding the current
vector to the wave velocity vector. When the current
profile varies significantly through the wave zone, this
simple model does not apply. Several approximations
have been put forward to model the combined regular
wave and current velocity. These approximations are
extensions of the same approximations used to estimate
wave kinematics near the free surface when no current
is present.

A current profile is defined from the mean water
line to the bottom. Waves change the location of the
free surface and transform the current profile as they
pass [35.64, 65].

A linear transformation of the current profile incor-
porates a stretching factor Fs

Fs D �C h

h
; (35.90)

where � is the water-surface elevation measured upward
from the still-water level and h is the still-water depth.

The transformed current beneath the instantaneous
water surface isUc

�
hCzs
Fs

� h
	
, where zs is the elevation

measured upward from the still-water level and Uc.z/ is
the current profile absent waves. A linearly stretched

current profile is exactly analogous to the stretching of
linear wave kinematics as applied by [35.66].

The nonlinear transformed current at an elevation zs
is Uc.z/, where z is determined by solving

zs D zC �
sinh.knl.zC h//

sinh.knlh/
; (35.91)

where knl is the wave number for the regular wave under
consideration for water depth h, crest elevation �, and
the intrinsic wave frequency !. knl is calculated using
the dispersion relationship of the nonlinear wave theory
being used.

A simple modification of the nonlinear regular wave
method described above can be used for random waves.
In this case, the wave period and length correspond to
the period and length of the spectral peak frequency.

Once the current profile is transformed to corre-
spond to the instantaneous wave, the total horizontal
water velocity at an elevation is the sum of the current
vector and the wave velocity vector at that elevation.

35.2.4 Current-Induced Forces

Forces induced by currents on offshore structures are
usually modeled as constant. These forces are non-
linear and, thus, the interaction with waves and with
structure motions must be considered. The members of
a structure in a steady flow experience a drag force pro-
portional to the square of the flow velocity

f D 1

2
�U2ACd ; (35.92)

where � is the mass density of the fluid, U is the flow
velocity, A is the area of the member, and Cd is the
drag coefficient. The drag coefficient is a function of
the Reynolds number (Re) and the relative roughness
of the surface (e) (Sect. 35.1.6).

This same drag force is a component of the force
on a member in the oscillating flow, in waves cal-
culated using the Morison equation (Sect. 35.1.3). In
oscillating flows the drag coefficient is also a function
of the Keulegan–Carpenter(KC) number already dis-
cussed in Sect. 35.1.3. Note also that the combination
of the steady-current velocity and the oscillating wave-
induced velocity causes an increase in the average drag
force on a body due to the quadratic nonlinearity of the
drag term in the Morison equation.

A current also induces a nonlinear time-varying
force transverse to the direction of the current known
as the lift force

fL D 1

2
�U2ACL ; (35.93)
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where CL is the lift coefficient. The lift force even in
a steady flow is time varying. Thus, the lift coefficient
reflects the RMS lift force or the maximum lift force
over a period encompassing a number of oscillations
of the lift force. These transverse forces are also re-
ferred to as vortex-induced forces and can cause large
deflections of slender members free to vibrate known
as VIV or large deflections of flexible structures known
as vortex-induced motion (VIM) when the shedding pe-
riod of vortices in the wake of the structure is close to
natural periods of structure vibration. The shedding of
vortices in the wake of a body also induces unsteady
forces in line with the current direction. These unsteady
inline forces are generally smaller than the transverse
forces and much smaller than the average inline cur-
rent force. The unsteady inline forces usually occur at
twice the frequency of the transverse forces but can in-
duce significant motionswhen they occur at a frequency
close to the natural frequency of vibration of the struc-
ture.

Structures which appear transparent to currents
can induce significant current blockage. The structure
causes some of the current to go around the struc-
ture rather than through it. Current flows through these
structures at a reduced velocity. Accounting for the
reduced currents may be of interest for the design
structures, especially when they accommodate a large
number of conductors or risers. Current speed reduction
factors ranging between 7 and 9 for jacket-type struc-
tures are provided in [35.67]. These factors are applied
to the undisturbed current profile to obtain the current
to use in force calculations.

The wake of an object located within a few diame-
ters upstream of another object will influence the forces
on the downstream object. Shielding will reduce the
drag force on the downstream object and shear in the
wake will induce lift forces on the downstream object.
The drag and lift forces will depend on the spacing of
the objects. The average current speed Uw in the turbu-
lent wake of a cylinder at a point x downstream and y
transverse to the current per [35.68] is

Uw D U � k2U

s
CdD

xs
e�0:693. y

b /
2

; (35.94)

xs D xC 4D

Cd
; (35.95)

b D k1
p
CdDxs ; (35.96)

where the empirical coefficient k1 D 0:25 and coeffi-
cient k2 D 1:0, and D is the upstream cylinder diameter
and Cd is the upstream cylinder drag coefficient. This
current in the wake is used to calculate the drag force
on the downstream object.

The shielding may be beneficial in that it reduces
forces on the downstream object, or it may be detri-
mental if the reduced forces lead to reduced distance
between the objects which leads to clashing. This clash-
ing is of particular concern for closely spaced risers in
deep water.

For configurations comprising multiple closely
spaced cylinders, experimental data possibly supported
by computational fluid dynamics (CFD) should be used.
Otherwise, interference effects should be ignored where
beneficial and experiments should be considered where
clashing is a concern.

Forces due to currents are calculated using the
Morison equation (Sect. 35.1.6). The superposition of
current and wave velocities should be considered when
the local amplitude of the wave-induced water motion
is larger than the radius of the member under consid-
eration. The current vector and wave particle velocity
vector should be added before the force is computed.
Due to the nonlinear nature of the drag force in the
Morison equation, currents can affect dynamic forces
and should thus be modeled when dynamics is impor-
tant.

35.2.5 Vortex-Induced Vibrations

VIVs can be caused by the flow of any fluid past a struc-
ture. Vortices are shed in the wake of the structure
causing force transverse to the direction of the flow
which may cause motions transverse to the flow which
in turn may reinforce the vortex shedding. This may
lead to large oscillations particularly in long slender el-
ements normal to their long axis.

Parameters that influence these VIVs include: slen-
derness (L=D), mass ratio (m� D m=



1
4��D

2
�
), damp-

ing ration (%), Reynolds number (Re D UD=�), reduced
velocity (VR D U=fnD), and flow properties, such as os-
cillations, turbulence (�U=U), and profile, where L is
the member length, D is the member diameter, m is the
mass per unit length, % is the ratio between damping
and critical damping, � is the fluid density, � is the fluid
kinematic viscosity, U is the mean fluid speed, fn is the
natural frequency of the member, and �U is the standard
deviation of the flow speed.

For the steady flow, the vortex shedding frequency
is

fs D St
U

D
; (35.97)

where St is the Strouhal number. For a smooth fixed
circular cylinder in the steady flow, the Strouhal num-
ber is a function of the Reynolds number as shown in
Fig. 35.13.
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Table 35.2 Efficiency of helical strakes and helical wires (after [35.52])

Number of windings Height of strakes Pitch Lift coefficient CL Drag coefficient Cd

Helical strakes 3
3

.11D

.11D
4.5D
15D

0.238
0.124

1.6
1.7

Helical wires 3–4
3–4

.118D

.118D
5D
10D

0.2
0.2

1.17
1.38

No spoilers 0.9 0.7

40 107102 103 104 105 106

Strouhal number

Reynolds number
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Fig. 35.13 Strouhal number for a circular cylinder as
a function of the Reynolds number (after [35.69])

When the vortex shedding frequency coincides with
natural frequencies of vibration, large-amplitude mo-
tions may arise. This phenomenon is called lock-in
because the motions and vortex shedding will occur at
the natural frequency of the body over a range of flow
speed. The natural frequency of the body may be differ-
ent from that observed in still water due to flow-induced
variation in added mass. Lock-in can occur in line with
the flow as well as transverse to the flow. Lock-in occurs
when the reduced velocity VR is close to the inverse of
the Strouhal number.

The mass ratio m� is an indication of the rela-
tive importance of the body mass and the fluid forces.
A high mass ratio indicates that the fluid force is rela-
tively small compared to the body inertia. For situations
with a low mass ratio, such as a pipe in water, the lock-
in range is 3< VR < 16 and for a high mass ratio, such
as wire in air, the lock-in range is 4< VR < 8.

VIV on a slender member will cause fatigue dam-
age, may increase the drag coefficient of the member
causing additional load and possibly clashing, and may
excite vibration and VIV of downstream objects.

The responses of structures to flow-induced vibra-
tions can be estimated via model tests, response-based
methods, force-based methods, or flow-based methods.
Response-based methods [35.70, 71] estimate steady-
state responses of systems as a function of structural
and hydrodynamic parameters making use of conserva-
tive envelopes of experimental data. Force-based meth-
ods make use of a structural model excited by inertia
and damping forces determined from empirical data.
They attempt to model the flow explicitly and include
CFD which solve the Navier–Stokes equations coupled
with a structural model.

Vortex sheddingmay also inducemotions in the hull
of floating systems. These motions are important be-
cause these motions can influence mooring and riser
design. Cross-flow oscillations are generally larger than
inline oscillations and are, thus, of most interest. For
large circular cylinders, like Spars, the amplitude of
VIMs can be up to 80% of the diameter. This can be re-
duced to 40% or less with suppression devices. Model
tests are generally used to estimate the motions of these
structures with and without suppression devices.

The suppression of VIV is generally done with de-
vices which spoil the wake and reduce the coherence of
vortex shedding along the structure. This can be done
with fins which weather a vane and help keep the wake
symmetric and reduce the size of shed vortices. The
wake can also be spoiled by making the member irreg-
ular along its length by wrapping it with helical strakes
or wires (Table 35.2).

35.3 Wind Loads

Offshore platforms are exposed to wind fields which
pose a serious overload threat to the overall platform
structural system as well as to topside components, such
as helidecks, drilling derricks, cranes, and living quar-
ters. Fluctuating wind loads as well as VIVs can cause
fatigue damage and lead to failures. Reliable design to
resist these failure mechanisms requires a good under-

standing of the wind environment and as well as the
mechanisms of wind loading.

The wind speed and direction vary in space and
time. Sufficient data to describe the spatial and time
variations in a great detail are rarely available and for
most applications are unnecessary. Wind field descrip-
tions are based on statistical parameters, such as the
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mean and the standard deviation of the speed, as well as
the mean direction. Both length scales and time scales
influence the definition of these statistical parameters.

Both local and global wind effects on platforms
must be considered. The local effects influence the
design of the deck structure and equipment. Global ef-
fects, such as overturning moments and total lateral
loads, drive the design of foundations and mooring
systems. Both mean and fluctuating forces must be con-
sidered. Compliant structures such as TLPs have natural
frequencies of motion in the horizontal plane which can
be excited by wind forces and make them sensitive to
the slowly varying fluctuations of the wind.

Extreme and normal wind conditions should be
specified when designing offshore structures. The re-
sponse of the structure to wind will influence which
conditions are of interest. Three-dimensional spatial
scales of wind are related to the durations of turbu-
lent gusts. Thus, gusts of a few seconds duration will
have less influence on a large structure than will gusts
of a minute duration. The time variation of the wind,
usually characterized by a spectrum, should be consid-
ered for structures with appreciable dynamic response.

A description of the wind environment for a lo-
cation should include an estimate of extreme wind
speeds in specified directions and specified averaging
times as a function of the recurrence interval. Infor-
mation about the measurement sites and a description
of the measured data used to generate the environ-
ment description should be available. The frequency of
exceedance of specified thresholds from specified di-
rections during the service life should be estimated. The
types of storms causing high winds should be described.
Similar information should be provided for normal or
short-term conditions providing descriptions by month
or season. Figure 35.14 is an example of such a monthly
description.

35.3.1 Wind-Speed Profile

On length scales typical of even the largest offshore
structures, the mean and standard deviation of the wind
speed, averaged over durations of the order of an hour,
do not vary horizontally, but they do change with el-
evation. For averaging durations shorter than an hour,
there will be periods with higher mean speeds and
the spatial variations will increase. To be meaningful,
a wind-speed value must be qualified by an elevation
and a duration over which it is averaged. An elevation
of 10m above the mean sea level is used as a standard
reference height.

According to Planning [35.67], the mean wind-
speed profileUw.z/ under storm conditions can be more
accurately described by a logarithmic profile as given in

Wind speed (m/s)

> 11.06
8.49–11.06
5.40–8.49
3.34–5.40
1.80–3.34
0.51–1.80

Modeler
Sara west

Date
8/19/2002

Companyname
USDA-ARS

Display
Wind speed

Unit
m/s

Avg. wind speed
3.61 m/s

Calmwinds
7.53 %

Orientation
Direction
(blowing from)

Plotyear-date-time
1961
Apr 1 – Apr 30
Midnight – 11 pm

Comments

6%

12%

18%

24%

30%

West

North

South

East

Fig. 35.14 Wind rose showing the statistical variation of wind
direction and speed during the month. The length of each line in-
dicates the percentage of time the wind blew from that direction
during the month. The colors indicate different wind-speed bins (af-
ter [35.72])

(35.98) than by the traditional power-law profile

Uw,1h.z/ D Uw0 Œ1CC ln .z=zr/ � ; (35.98)

where Uw,1h.z/ is the 1 hour sustained wind speed at
a height z above the mean sea level; Uw0 is the 1 hour
sustained wind speed at the reference elevation zr and
is the standard reference speed for sustained winds; C
is a dimensionless coefficient, the value of which is de-
pendent on the reference elevation and the wind speed,
Uw0. For zr D 10m, C D 0:0573

p
1C 0:15Uw0, where

Uw0 is in units of meters per second (m=s); z is the
height above the mean sea level; and zr is the reference
elevation above the mean sea level (zr D 10m).

For the same conditions, the mean wind speed for
averaging times shorter than 1 hour may be expressed
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by (35.99) using the 1 hour sustained wind speed
Uw,1h.z/ of (35.98)

Uw;T .z/ D Uw,1h.z/

�
1� 0:41Iu.z/ ln

�
T

T0

��
;

(35.99)

where Uw;T .z/ is the sustained wind speed at height
z above mean sea level, averaged over a time interval
T < 3600 s; Uw,1h.z/ is the 1 hour sustained wind speed
at height z above mean sea level, see (35.98); T is the
time-averaging interval with T < T0 D 3600 s; T0 is the
standard reference time-averaging interval for the wind
speed of 1 h D 3600 s; Iu.z/ is the dimensionless wind
turbulence intensity at a height z above the mean sea
level, given by (35.100), where Uw0 is in m=s

Iu .z/ D 0:06 .1C 0:043Uw0/

�
z

zr

�
�0:22

: (35.100)

Note that the equations in this section are derived
from curve fitting through available data [35.73] and
contain numerical constants that are only valid in the
SI units of meters and seconds. The above equations
are not valid for the description of winds in short-lived
events, such as squalls and tornados, since the duration
is often less than 1 hour. Adjustments to the wind pro-
file at a particular location or under certain conditions
can be made when specific appropriate measured data
from an offshore location are available (i. e., measured
data for the kind of event used in design).

35.3.2 Wind Spectra and Gusts

The wind spectrum characterizes the time-varying
properties of the wind. These variations are due to
boundary-layer turbulence which depends on the wind
speed and the thermal stability of the air. The following
wind spectrum formulation is based on measurements
under conditions of nearly neutral thermal stability as
documented in [35.73].

Equation (35.101) describes the spectrum of wind
speed at a point in space and is analogous to the spectra
used to describe the time-varying kinematics of waves
in Sect. 35.1.4.

S .f ; z/ D
320

�
Uw0
Uref

	2 �
z
zr

	:45


1C Qf n�5=.3n/ ; (35.101)

where S.f ; z/ is the wind spectrum (spectral or energy
density function) at frequency f and elevation z in m2=s;
Uw0 is the 1 h sustained wind speed at the reference el-
evation zr (the standard reference speed for sustained
winds);Uref is the reference wind speed,Uref D 10m=s;

f is the frequency in cycles per second (hertz) over the
range 0:00167Hz< f < 0:5Hz; z is the height above
the mean sea level; zr is the reference elevation above
the mean sea level (zr D 10m); Qf is a non dimensional
frequency defined by (35.102) where the numerical fac-
tor 172 has the unit of second (s)

Qf D 172f

�
z

zr

�2=3�Uw0

Uref

�
�:75

: (35.102)

n is a coefficient equal to 0.468.
Integrating the spectrum over the applicable fre-

quency range yields the standard deviation of the wind
speed. When comparing the spectrum to data, compara-
ble frequency ranges should be used.

The spatial and temporal wind fields are correlated.
Thus, the wind spectrum should be complemented with
a description of the spatial coherence. It is generally
conservative to assume that the wind speed is fully cor-
related over a complete structure. But it is reasonable to
take advantage of the reduced correlation when estimat-
ing loads on structures. Equation (35.103) describes the
coherence between two points P1 and P2, with positions
in the wind directions of x1 and x2, and position trans-
verse to the wind directions of y1 and y2, and elevations
above the mean water of z1 and z2

FCoh .f ;P1;P2/ D exp

2
4� 1

Uw0

 
3X

iD1

Ai
2

!1=2
3
5 ;

(35.103)

where FCoh .f ;P1; P2/ is the coherence function be-
tween turbulence fluctuations at P1 and at P2; Uw0 is
the 1 hour sustained wind speed at 10m above the mean
sea level in meters per second (m=s); Ai is a function of
frequency and the position with units of m=s calculated
from (35.104)

Ai D ˛if
riDi

qi

�
zg
zr

�
�pi

; (35.104)

where f is the frequency in Hertz (Hz), Di is the dis-
tance, measured in meters (m), between points P1 and
P2 in the x, y, and z directions for i D 1; 2, and 3, respec-
tively (Table 35.3); zg is the geometrical mean height of
the two points, zg D p

z1z2; zr is the reference elevation
above the mean sea level, zr D 10m; ˛i, pi, qi, ri are
coefficients given in Table 35.3.

The concept of a wind spectrum is only applicable
to steady wind conditions. The time and spatial varia-
tion of the wind speed in a squall or tornado cannot be
described by a wind spectrum. The analysis of forces
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Table 35.3 Coefficients in (35.103) for points P1 and P2
i Di ai pi qi ri
1 jx1 � x2j 2.9 0.4 1.00 0.92
2 jy1 � y2j 45.0 0.4 1.00 0.92
3 jz1 � z2j 13.0 0.5 1.25 0.85

and responses caused by squalls and tornados requires
the specification of a time series of wind velocity.

Wind speeds are frequently classified as sustained
winds or gusts. Sustained winds are usually hourly
averages and gusts are usually the hourly maxima of av-
erages of a minute or less. In either case, the averaging
duration should always be stated as well as the eleva-
tion. The duration of interest depends on the dimensions
and natural period of the structure being analyzed.
Small structures should be designed for a shorter gust
duration (and hence a higher gust wind speed) than
a larger structure. Gusts naturally arise due to the tur-
bulence in wind and can be considered local maxima
rather than transient wind conditions. Gust wind speeds
are generally derived from the wind spectrum.

Equation (35.99) may be used to calculate the
gust speed for various gust durations. Squalls, thun-
derstorms, downbursts, tornados, and water spouts are
relatively short-lived phenomena which can induce ex-
treme winds. The ratio of the maximum gust wind
speed to hourly mean wind speed at any one location
in these examples can be large. Turbulence alone gener-
ates gusts during periods of high mean wind speed, but
in this case the ratio of the maximum gust wind speed
to hourly mean wind speed over the sea is typically less
than about 1.5.

35.3.3 Steady-State Forces

For fixed structures, global wind forces are gener-
ally much less important than those caused by waves
and currents. Wind forces on individual components
of these structures can be significant, however. Global
forces on structures are determined using a time-
averaged wind speed in the form of a sustained wind
speed. For the design of individual structural compo-
nents, a time-averaged wind speed can also be adequate,
but the averaging duration should be reduced to allow
for the smaller turbulence scales that can affect individ-
ual components. The wind in a 3-s gust is appropriate
for determining the maximum static wind load on indi-
vidual members; 5-s gusts are appropriate for maximum
total loads on structures whose maximum horizontal
dimension is less than 50m; and 15-s gusts are appro-
priate for the maximum total static wind load on larger
structures.

Wind acts on a structure above the water, as well as
on any equipment, deck houses, bridges, flare booms,

Table 35.4 Wind shape coefficients

Area Shape coefficient CS

Beams 1.5
Sides of buildings 1.5
Cylindrical sections 0.5
Overall projected area of platform 1.0

and derricks that are located on the topsides. The height
of the component above the sea level should be taken
into account when estimating the wind speed.

Equation (35.99) can be used to calculate the gust
speed for various gust durations for a given elevation z.

The steady wind pressure q is calculated as

q D 1

2
�U2 : (35.105)

And the force F, acting normal to the body axis or sur-
face, is calculated as

F D qCSAsin˛ ; (35.106)

where � is the density of air (1:22 kg=m3 for standard
temperature and pressure), U is the wind speed (m=s),
A is the object area (m2), ˛ is the angle between the di-
rection of the wind and the axis of the exposed member
or surface, and CS is the shape coefficient.

For smooth circular tubular structures, the shape co-
efficient is CS D 0:65 for the Reynolds number > 5�
105, and CS D 1:2 for the Reynolds number < 5�105.
A good collection of shape coefficients for long bod-
ies and bodies of finite length is presented in [35.52].
Table 35.4 provides shape coefficients recommended
in [35.67] for several bodies for the perpendicular wind
approach angle.

On most structures, objects exposed to wind loads
are closely spaced and shield each other from the wind
depending on the wind direction. If a detailed model of
the wind-loaded objects is used, shielding coefficients
should be included to account for this interaction. Wake
models similar to that presented in (35.94) can be used
to estimate shielding.

Wind tunnel tests should be considered to determine
pressures and resulting loads on complex structures.
Testing should include the variation of wind speed with
elevation as well as turbulence.

35.3.4 Unsteady Forces

Modeling the time and spatial variation of the wind
should be considered for structures and components
which respond dynamically to wind loads. A dynamic
analysis of a structure is generally necessary when
the wind field contains energy at frequencies near the
natural vibration frequencies of the structure; this is
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generally the case for compliant bottom-founded plat-
forms as well as for floating structures. Time-varying
wind forces can cause resonant surge, sway, and yaw
motion of floating anchored structures.

Good load and response estimates can be obtained
from boundary-layer wind tunnels and from CFD. Rea-
sonable results can be obtained by simulating forces and
responses using a time-domain synthesis of the wind
spectrum, (35.101), and adding it to the mean wind. The
spatial variation of the wind speed can also be modeled
by making use of the coherence function (35.103).

The instantaneous wind force can be calculated by
the summation of the forces on individual members ex-
posed to wind. The pressure q can be estimated by

q D 1

2
�a jUw;T C u� Pxj .Uw;T C u� Px/ ; (35.107)

where Uw;T is the mean wind velocity, u is the gust
velocity which may vary spatially as well as with el-

evation, Px is the velocity of the body, and �a is the mass
density of air (1:226 kg=m3 for dry air at 15 ıC).

When the structural velocity Px is negligible com-
pared to the wind speed, the wind pressure can be
linearized to

q D 1

2
�aUw;T

2 C �aUw;Tu : (35.108)

These time-varying pressures can be used with (35.106)
to calculate time-varying forces.

A special case of dynamic response is VIV of rel-
atively slender structures subjected to steady winds in
which alternate vortex shedding excites components.
Components of fixed steel offshore structures can be ex-
posed to wind VIV during construction and transporta-
tion. Flare structures and telecommunication towers can
also be susceptible to wind VIV throughout their lives.
Vortex shedding and VIV in wind are much the same
as for currents. See Sec. 35.2.5 for a discussion of these
phenomena.

35.4 Model Tests

Regardless of how good we think the theoretical pre-
dictions of a physical quantity is, there will always be
errors, however small, due to the particular modeling
we use, or errors in the numerical analysis we perform.
We may also have truncation and round-off errors, not
to mention any human errors that may be present. All
these potential errors can be assessed in a comprehen-
sive way by conducting model tests. However, one has
to realize that model tests themselves are not necessar-
ily free of potential errors either, mainly due to the fact
that the tests are conducted in a rather finite domain that
may be the cause of reflections from tank walls, the
wavemaker and absorption beach(es) that in turn may
contaminate the measured data.

Physical modeling is the most important area that
dimensional analysis can be applied to. By physical
modeling, we refer to the technique of reproducing
a physical phenomenon on a greater or smaller scale.
The motions of or the wave loads on offshore platforms
that can be measured by means of model tests in a test
basin are the examples to model testing at a smaller
scale. There are two basic issues that need to be ad-
dressed in any model testing: 1) how do we conduct the
experiments so that the data obtained at the model scale
are accurate, and 2) how do we extrapolate the data to
the prototype scale?

In most offshore engineering problems, the three
dimensions, length (L), mass (M), and time (T), are
the fundamental dimensions. All physical quantities can
then be measured in terms of these three fundamental

dimensions. However, some physical quantities, such as
temperature and angle, may occasionally be used as one
of the fundamental dimensions. If a measurement re-
sults in a real number, which can directly be compared
to one of these fundamental dimensions, then the mea-
surement is called a direct measurement. For example,
a distance of 5m is a direct measurement since its unit
is one of the fundamental units, namely the length. On
the other hand, if a measurement is a result of various
comparisons that give a real number, whose dimension
is a combination of two or more fundamental units,
then the measurement is called a derived measurement.
A typical example is the velocity, since both length
and time have to be measured to obtain the velocity. In
derived measurements, there is always a function that
expresses the relation between the direct measurements.
In the case of velocity measurements, for example, this
function is f .x; t/ D dx=dt.

35.4.1 Principles and Similarity Laws

The scale model of any prototype system has to satisfy
certain conditions called the laws of similarity or simil-
itude so that the behavior of the prototype phenomenon
can accurately be reproduced. The similarity can refer
to one or more of:

1. Geometric similarity (refers to length)
2. Kinematic similarity (refers to velocity)
3. Dynamic similarity (refers to force).
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The wave loads or motions of offshore platforms or
any other physical quantity of interest have to obey one
or more of these similarity laws in order that one can
properly conduct experiments [35.74].

It is necessary at this point to introduce various
force mechanisms that are present in the flow of real
fluids. This necessity arises because, under certain con-
ditions of the specific problem being investigated, some
force mechanisms may be dominant over the other. As
a result, we may isolate, or even neglect, the smaller
forces by choosing a proper similarity law. The three
principal types of internal force mechanisms in a real
fluid are:

1. Inertial force
2. Gravitational force, and
3. Viscous force.

The inertial force is due to the fluid particle accel-
eration and is proportional to �u.@u=@x/, where � is the
fluid mass density, and u is the particle velocity compo-
nent in the x direction (other terms are left out without
loss of generality). The gravitational force is due to the
weight of the fluid itself and is proportional to �g, where
g is the gravitational acceleration. The viscous force is
due to the difference between the shear forces acting on
a fluid element, and is proportional to 
@2u=@x2, where

 is the dynamic viscosity coefficient (again other terms
are left out). All these forces are included in the Navier–
Stokes equations.

The ratios of the internal forces (per unit volume)
with one another give us the relative importance or
dominance of these forces. For example, we can write
the ratio of

Inertial force

Gravitational force
/ �u@u

@x

�g
D u

g

@u

@x
/ U2

g`
:

(35.109)

In (35.109), U is a characteristic velocity, ` is
a characteristic length of the problem, and � and g are
the fluid mass density and gravitational acceleration,
respectively. It is seen that the ratio is proportional to
U2=g`. Similarly, we can write the ratio of

Inertial force

Viscous force
/ �u@u

@x


@2u
@x2

/ U`

�
; (35.110)

where � D 
=� is the kinematic viscosity coefficient.
The third ratio, the ratio of the gravitational force to
viscous force, can be obtained by a combination of
(35.109) and (35.111), and, therefore, it need not be
considered. The square root of (35.109) is the Froude
number Fr and (35.110) itself is the Reynolds number

Re. So, for small Fr, for instance, we can say that the
flow is gravity dominated, and for large Re, for instance,
we can say that the flow is inertia dominated or vis-
cosity is negligible (or the inviscid fluid assumption is
a good one).

If we require that the flow about a body be simi-
lar fully both in the model and prototype scales, then
it is necessary that both the Fr and Re numbers be the
same for the model and prototype. In other words, the
Froude number of the model scale must be the same
as the Froude number of the prototype scale, that is,
Frm D Frp, and similarly for the Reynolds number, that
is, Rem D Rep, where the subscripts m and p refer to the
model and prototype, respectively. Unless under very
special circumstances, it is not practically possible to
scale a prototype by holding both the Fr and Re num-
bers the same. To see this, consider the Froude number
and the Reynolds number, keeping both constant for the
model and prototype scales, that is

Frm D Ump
gm`m

D Frp D Upp
gp`p

;

Rem D Um`m

�m
D Rep D Up`p

�p
: (35.111)

The first equation in (35.111) requires that if `m < `p,
then Um < Up, assuming that gm D gp, whereas the
second requires that if `m < `p, then Um > Up, assum-
ing that �m D �p. Therefore, unless the gravitational
acceleration is considerably increased during the exper-
iments (this is not uncommon considering, for example,
some soil-mechanics experiments conducted in a cen-
trifugal apparatus) or �m is considerably decreased or
some combination of the two, the ratio of Fr to Re can
not be held constant simultaneously.

One of the two similarity laws, that is, Froude’s law,
given by the first equation in (35.111), or Reynolds’
law, given by the second, has to be used depending
on the particular application in mind. Froude’s law
(or scale) is generally used in conjunction with the
experiments on platform motions and surface waves.
Reynolds’ law or scale, on the other hand, is used in
experiments related to deeply submerged bodies, pipe
flow, etc.

Another force mechanism is the surface tension, al-
though it is not a principle one. For example, if we
consider the ratio of the inertial force to surface tension
force (per unit volume), we obtain

Inertial force

Surface tension force
/ �u@u

@x
�

L2
/ �U2

L�
L2

D �LU2

�
;

(35.112)
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Table 35.5 Some of the frequently used dimensionless
numbers

Dimensionless number Symbol Definition
Froude number Fr U=

p
gL

Reynolds number Re UL=�
Strouhal number St fD=U
Keulegan–Carpenter number KC UT=D
Euler number Eu p=�U2

Cauchy number Cy �U2=E
Ursell number Ur HL2=h3

Weber number We �U2L=�

where � is the surface tension (lb=ft or N=m). The last
equality is called the Weber number, that is

We D �LU2

�
: (35.113)

There are a number of other important numbers
used in offshore engineering: the Strouhal number, St D
fD=U, where f is the vortex shedding frequency and D
is the characteristic length, for example, diameter, and
KC number, KC D UT=D, where T is the wave period,
are two examples. Some of the dimensionless numbers
used are shown in Table 35.5, where U is the velocity, g
is the gravitational acceleration, L or D is the character-
istic length, f is the cyclic frequency, � is the kinematic
viscosity of water, T is the wave period, H is the wave
height, h is the water depth, E is Young’s modulus, p is
the pressure, and � is the surface tension.

35.4.2 Scaling of Loads

In planning model tests, one has to decide which scal-
ing law to be used. In most offshore engineering model
tests, the Froude scaling law is used as offshore plat-
forms mostly encounter gravity waves in nature. This
means that during such experiments, one must make
sure to satisfy that Frm D Frp. Having also decided what
length scale, SL D Lm=Lp, to use, one can scale the
other physical quantities, accordingly. For example, if
we want to scale the wave forces by using Froude’s law,
so that Um D UpS

1=2
L , we can first determine the scaling

of time and acceleration

Um D
p
SLUp D Lm

tm
D
p
SL

Lp
tp

) tm D
p
SLtp ;

am D Um

tm
D

p
SLUpp
SLtp

D ap ;

(35.114)

where t is the time. That the scales for accelerations are
the same in the model and prototype scales is not sur-
prising since the gravitational acceleration in the model
and prototype scales is the same, gm D gp.

We also need to scale the masses of the model and
the prototype. It is

Sm D mm

mp
D �mL3m

�pL3p
D S�S

3
L : (35.115)

Therefore, the force scaling can be written as

SF D mm PUm

mp PUp
D mm

mp
D Sm D S�S

3
L ; (35.116)

since the acceleration scale is 1.0.
This method of obtaining the scaling for forces can

be used on any other physical quantity to determine how
it is scaled to the model. However, there is another way
of obtaining the same scaling result. Let us show this
by way of an example. Consider the dimension of force
and write it as ŒF� D .L;M;T�2/ D .1;1;�2/, that is,
as a vector in the 3-D .L;M;T/ space. Writing the func-
tional form of force as F D f .�;L; g/, and taking the set
.�;L; g/ as a dimensionally independent set of quanti-
ties, one can use the Pi theorem [35.75] to obtain the
single dimensionless �

ŒF� D .L;M; T�2/ D .1;1;�2/ D Œ��p ŒL�q Œg�r

D .�3; 1; 0/p .1; 0; 0/q .1; 0; 2/r

or

p D 1; q D 3; r D 1 ) F

�L

3

g D � ) Fm

�mL3m

D Fp

�pL3p
) SF D S�S

3
L :

(35.117)

This is the same result given by (35.116).
In Table 35.6, we show the model scales for some

of the physical quantities that would be of interest dur-
ing an offshore engineering experiment (L: length, M:
mass, T: time, SL D Lm=Lp is the length ratio, and S� D
�m=�p is the specific gravity of salt water). Many others
are given in [35.74], but for the special case of S� D 1:0.

35.4.3 Elastic Structures

Model tests of elastic structures bring additional com-
plexities to the problem as it is not practical in many
cases to correctly scale the stiffness of the structure at
the model scale. Such elastic structures could be TLP
tendons, oil-production risers, catenary-mooring lines,
etc., but the structure itself may be elastic as well, espe-
cially very large floating structures (VLFS) [35.76]. To
see this, consider a tubular, beam-like object, and write
the scalings, from Table 35.6, of the axial and bending
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Table 35.6 Some model scaling obtained by using
Froude’s scaling law

Quantity Dimension Scale
Length L SL
Mass M S�S

3
L

Mass moment of inertia L2M S�S
5
L

Moment of inertia of area L4 S4L
Time T S1=2L

Acceleration LT�2 1

Velocity LT�1 S1=2L

Linear spring constant MT�2 S�S2L
Axial stiffness LMT�2 S�S3L
Bending stiffness L3MT�2 S�S

5
L

Work L2MT�2 S�S4L
Power L2MT�3 S�S

7=2
L

Energy L2MT�2 S�S4L
Force LMT�2 S�S3L
Moment L2MT�2 S�S4L
Stress L�1MT�2 S�SL
Pressure L�1MT�2 S�SL
Modulus of elasticity L�1MT�2 S�SL

stiffness, and its diameter as

SEA D .EA/m
.EA/p

D Fm

Fp
D SF D Sm D S�S

3
L ;

SEI D .EI/m
.EI/p

D FmL4m
L2m

L2p
FpL4p

D SFS
2
L D S�S

5
L ;

Dm

Dp
D Lm

Lp
D SL :

(35.118)

Either the bending or shear stress, 	 , is scaled as

S� D Fm

L2m

L2p
Fp

D SF
S2L

D S�S3L
S2L

D S�SL : (35.119)

And the area moment of inertia is scaled as

SI D Im
Ip

D L4m
L4p

D S4L : (35.120)

Therefore, Young’s modulus is scaled as

SE D Em

Ep
D SEI

SI
D S�S5L

S4L
D S�SL : (35.121)

There are basically two problems one encounters as
a result of these scalings. One is that it is very difficult

to scale the geometry because Dm is typically 50–100
times smaller than Dp. The other is that the modulus of
elasticity of the material used in the experiments is also
50–100 times smaller than what is used in the proto-
type, for example, steel. Some engineering solutions to
these kinds of problems is necessary to conduct the ex-
periments. For example, Dillingham [35.77] suggested
in modeling the tendons of a TLP that all parameters are
correctly scaled for the tendon except the axial stiffness
that is modeled by a spring placed at the top or bottom
of the tendon to provide the correct stiffness. Even this
approximation involves some errors that must be care-
fully assessed.

The structural rigidity can sometimes be reduced
by distorting the structure as discussed, for example,
by [35.78]. Another type of a distorted model can be
achieved in offshore model tests in rather shallow wa-
ter where the horizontal length dimensions are much
larger than the vertical length dimension. In such cases,
two different model scale ratios are used in the ex-
periments [35.74, 79]. Let us again set the horizontal
length scale to SL but set the vertical length scale to
SV D hm=hp, where hm and hp are the water depths in
the model and prototype scales, respectively, and SV, in
general, is different from SL. Next, let us consider the
linear shallow-water phase speed, cp D .gh/1=2, and use
SV to write the Froude scaling law to obtain

cmp
ghm

D cpp
ghp

) cm D
p
SVcp ; (35.122)

and since c D 
=T , where 
 is the wavelength, scaled
by SL, SL D 
m=
p, we have the following scaling for
the wave period

Tm
Tp

D 
m

Cm

Cp


p
D SLp

SV
) Tm D SLTPp

SV
: (35.123)

If the water is not very shallow, of course, the full dis-
persion relation based on the linear wave theory can be
used in deriving the corresponding scales that will now
involve hyperbolic functions. Finally, recall that the ac-
celerations scale as 1.0 if a single length scale is used
according to the Froude scaling. In the distorted model
used, however, that will not be the case. The accelera-
tions in a distorted model would scale as

am D Um

Tm
D

p
SVUp

p
SV

SLTp
) am

ap
D SV

SL
: (35.124)
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35.5 CFD Tools
With the very rapid advancement in personal and
server-based computer hardware and numerical meth-
ods, as well as the development of commercial software
in recent years, CFD is becoming a viable tool in the
computations of wave, current, and wind loads on and
the resulting motions of offshore platforms. Here, we
use the term CFD to mean the solution of the ex-
act governing equations subject to the instantaneous
boundary conditions. The governing equations could be
the Reynolds-averaged Navier–Stokes (RANS) equa-
tions (steady or unsteady) or Euler’s equations in which
viscosity is assumed to be negligible, although the def-
inition of CFD computations generally is reserved for
viscous flows.We do this since there are many problems
in offshore engineering in which the effect of viscosity
is negligible.

Even though there is very rapid growth in computer
hardware and software, the stumbling blocks in the use
of CFD tools are concentrated [35.80] around the user-
related problems (some of which are related to training
and lack of user-friendly GUI) and theoretical problems
(some of which are (1) continuation of computations
after wave breaking, (2) radiation/reflection conditions
for simulating wave tanks or open ocean conditions, (3)
fluid–structure interaction including multiphase flow
structural modeling, (4) higher order discretization

methods, (5) viscous model selection, which one to use
and when, among many other problems). Of course the
speed at which the computations can be completed is
another major issue even if parallel computing is heav-
ily utilized. It is estimated that by the year 2030 the
transistor count will be more than 1011 and the comput-
ing speed will be more than 1:0EC18 (Exascale). With
the estimated increase in the computing speed, it is ex-
pected that the cost of running the same model-scale or
full-scale case in the year 2030 would be 250 times less
than what it was in the year 2013 for as many as 2500
cores.

With these shortcomings of the field at present,
however, there are many commercially available or
open-source software that are used to solve problems
related to offshore platforms. Some of them are AN-
SYS AQWA, CD-ADAPCO, Reef3D, FLOW3D, and
OpenFOAM. The last open-source software appears
to be the most popular one currently, not only be-
cause it is free, but also because of its relative ease
of use, flexibility, and speed. As examples to the use
of OpenFOAM software, see [35.81] for the calcula-
tions of wave and current forces (viscous fluid) on
a semisubmersible and [35.82] for the calculations of
nonlinear (inviscid fluid) wave loads on a coastal bridge
deck.

35.6 Extreme Response Estimation

Offshore structure design is based on proportioning
a structure so that it resists actions (forces) which may
occur during its design life with an appropriate reliabil-
ity. For a random environment, such as that presented
by offshore wind, wave, and current, the extreme loads
or responses imposed by the environment are required
to assess the fitness of the structure for its intended pur-
pose. A target probability of exceedance in combination
with a long-term distribution of the response is used to
set these extreme responses.

Annual exceedance probabilities of 10�2 or 10�4

are used to characterize environmental forces for ul-
timate and accidental limit states. Scatter diagrams
and joint probability density functions are used to de-
scribe the variability of forces from multiple sources
or with multiple parameters of interest, such as fre-
quency and direction. These diagrams or functions are
used to generate combinations of environmental param-
eters which correspond to exceedance probabilities of
interest.

The joint probability of occurrence is used to cre-
ate combinations of wind, wave, and current conditions
causing the extreme loads. For most fixed, tower, grav-
ity, and caisson types of platforms, the design environ-
mental load is predominantly due to waves, with current
and wind playing secondary roles. The design condi-
tions comprise the design waves and the currents and
winds likely to coexist with the design waves. For com-
pliant structures, response to waves is reduced, so that
winds and currents become relatively more important.

For fixed structures, the collinear environment usu-
ally controls a design and intensities for various sources
of environmental load can be selected from Table 35.7
per [35.83].

For floating installations, environmental conditions
that involve large differences in direction need to be
considered.

When design forces due to wind need to be com-
bined with forces due to waves and current, the follow-
ing is appropriate:
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Fig. 35.15 Environmental conditions at a number of deep water sites (after [35.84])

Table 35.7 Combination of environmental forces with ex-
pected mean values and annual probability of exceedance

Limit state Wind Waves Current
Ultimate limit
state

10�2

10�1

10�1

–
–

10�2

10�1

10�1

–
–

10�1

10�2

10�1

–
–

Accidental limit
state

10�4

10�2

10�1

–
–

10�2

10�4

10�1

–
–

10�1

10�1

10�4

–
–

1. For structures with negligible dynamic response, the
1 h sustained wind can be used to determine quasi-
static global actions caused by wind in conjunction
with ultimate or accidental loads due to waves and
currents

2. For structures that are moderately dynamically sen-
sitive, but do not require a full dynamic analy-
sis, the 1min mean wind can be used to deter-

mine quasi-static global loads caused by wind,
again for wind in conjunction with ultimate or
accidental quasi-static loads due to waves and
currents

3. For structures with significant dynamic response to
excitation with periods longer than 20 s, a full dy-
namic response analysis to fluctuating winds should
be considered.

Reduced design requirements can be used for the
design or relocation of structures that are unmanned or
evacuated during the design event or where the loss
of or severe damage to the structure would not re-
sult in a high consequence of failure. Risk analysis
may justify either longer or shorter recurrence inter-
vals for design criteria. Where sufficient information
available about the variation under environmental con-
ditions expected to occur from different directions can
be considered.

Figure 35.15 illustrates some examples of combined
wind, wave, and current environments in four different
ocean basins.
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