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26. Statistical Characterization of Hazards
and Risk in Coastal Areas

Donald T. Resio, Mark A. Tumeo, Jennifer L. Irish

We examine the foundation for hazard/risk as-
sessment and its application to coastal problems.
Historically, emphasis was on specifying expected
values of wind waves and storm surges; however,
as shown by the recent tsunamis in Southeast Asia
in 2004 and in Japan in 2011, there are critical parts
of the world where tsunamis represent the domi-
nant threat to coastal communities. Recently, there
has been an increased awareness of the combined
effects of heavy rainfall and/or river discharge with
surge levels and strong winds. This forcing combi-
nation played an important role in the flooding in
southern Louisiana during Hurricane Isaac in 2012,
where water levels exceeded the 500-year return
interval levels. Such forcing combinations compli-
cate both the modeling systems required for their
simulation and the treatment of the multivariate
probabilities that define the relative importance
of their impacts.

We begin with a set of consistent hazards and
risk definitions, along with comparative defini-
tions from other fields. This should help readers
who have focused primarily on traditional coastal
hazards and risks understand the broader con-
text of risk assessment and also allow readers with
a broader perspective gain insight into the specific
nature of coastal hazards and risk. Following this,
we introduce the basic concepts used in estimat-
ing coastal hazards and risks. We then examine the
historical perspective for the evolution of coastal
risk assessment, beginning with early determinis-
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tic methods and culminating in a recent transi-
tion to probabilistic methods. The steady increase
in the ability of probabilistic methods to deal
with persistent problems such as the lack of data
and uncertainty is documented as a part of this
transition.

26.1 Overview of Risk and Uncertainty

Technically, risk is defined as the mathematical proba-
bility that a specific outcome will occur multiplied by
the magnitude of the impact of that occurrence. How-
ever, there are many other definitions in use, and while
a technical working definition such as the one presented
is useful, it is more important that there is a contextual
understanding of the concept.

While risk is now used in some manner across al-
most every discipline, the entire cultural framework
upon which the concept is based is only a few hundred
years old (and relatively young as a basis compared
to other engineering and mathematical concepts). Most
ancient cultures took the stance that the future was ei-
ther fated (deterministic) or subject to the whims of
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powers beyond our control or understanding. There is
no concept of risk in such cultures beyond the fear of
certain punishment should you anger the powers that
be. The roots of our conception of risk arose in the Re-
naissance, as cultures in the west broke away from and
challenged long-held beliefs. One of the critical turning
points for the concept of risk as we know it was the de-
velopment of the concept of probability – the idea that
the future was not determined or unpredictable, but that
there was the possibility to make predictions based on
numbers, not oracles or soothsayers. The origin of this
truly revolutionary concept is recounted by Bernstein as
follows [26.1]:

In 1654, a time when the Renaissance was in full
flower, the Chevailier de Mere, a French nobleman
with a taste for both gambling and mathematics,
challenged the famed French mathematician Blaise
Pascal to solve a puzzle. The question was how to
divide the stakes of an unfinished game of chance
between two players when one of them is ahead.
The puzzle had confounded mathematicians since
it was posed some 200 years earlier by the monk
Luca Paccioli . . . Pascal turned for help to Pierre
de Fermat, a lawyer who was also a brilliant math-
ematician. The outcome of their collaboration was
intellectual dynamite. What might appear to have
been a seventeenth-century version of the game of
Trivial Pursuit led to the discovery of the theory of
probability, the mathematical heart of the concept
of risk.

Hence, imbedded in the concept of risk is the in-
herent belief in predictability, at least in a probabilistic
sense. This concept, however imbedded in our current
culture, stands in stark contradiction to the well-known
adage that one cannot accurately predict the future. In
the modern world, this contradiction is resolved through
the belief that if we knew enough, we could accurately
predict the future. This belief in scientific determinism
(the same concept from ancient times that was over-
turned by the concept of risk) was articulately stated
by Pierre-Simon Laplace in his landmark 1812 treatise
Essai philosophique sur les probabilités (A Philosophi-
cal Essay on Probabilities as translated by Truscott and
Emory in 1902) [26.2]:

We may regard the present state of the universe as
the effect of its past and the cause of its future. An
intellect which at a certain moment would know all
forces that set nature in motion, and all positions
of all items of which nature is composed, if this in-
tellect were also vast enough to submit these data
to analysis, it would embrace in a single formula
the movements of the greatest bodies of the universe

and those of the tiniest atom; for such an intellect
nothing would be uncertain and the future just like
the past would be present before its eyes.

We have therefore, in many ways, come full circle
as a culture. Through the concept of risk we have moved
away from the underpinning belief in determinism to
accept that there is an unknown and unknowable future.
Yet, through the application of mathematical probabili-
ties, which gave rise to the concept of risk, we also have
developed the idea of a scientific determinism, wherein
if all lack of knowledge could be eliminated through
scientific inquiry, we would once again have a certain
and determined future.

The cultural concept of scientific determinism
through the elimination of uncertainty and evaluation
of undetermined but manageable future options are the
heart of risk assessment. The purpose of the study of
risk is to manage the future by using our best knowl-
edge and current understanding to reduce uncertainty
and quantify the remaining uncertainty through proba-
bilistic prediction.

26.1.1 Definitions of Basic Terms

Because the concepts of risk and uncertainty are now so
ingrained into our society, the use of terms associated
with risk and uncertainty, including hazard, proba-
bility, risk assessment, risk analysis, and in fact the
words risk and uncertainty themselves, are used fre-
quently in differing and often confusing ways. When
one adds to this situation the fact that risk and un-
certainty inherently rely on other ill-defined and often
misused concepts such as error and variability, it be-
comes apparent that before entering into a discussion
of the application of hazard probability and risk as-
sessment to coastal systems, it is necessary to ensure
that there is a consistent and uniform understanding
of terms. A full list of definitions for probability and
risk related terms used in describing coastal hazards is
given in the Sect. 26.A; however, several key definitions
are retained here that are most pertinent to discussions
within this chapter:

� Probability: In its most basic sense, probability is
the chance or likelihood that something will hap-
pen. Qualitatively, the more likely an event is to
happen, the more probable the event. Quantitatively,
probability is a value between 0 and 1, with 1 rep-
resenting absolute certainty of the event occurring.
The probability of an event is typically measured as
the ratio of the number of times an event occurred
over the total number of times the event could have
occurred. For example, if we consider the event to
be the occurrence of precipitation on any given day,
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we would collect information on whether it rained
on any given day for a period of time (say 1 year).
The probability of rain would then be

probability of precipitation

D number of days with precipitation

Total number of days
:

� Probability distribution: The basic definition of
probability works for discrete events, but when the
event or parameter being evaluated is continuous in
nature (i. e., the maximum temperature on any given
day, the stage of a river on any given day), then
a single probability is not sufficient. Instead, possi-
ble values are grouped into discrete ranges and the
number of occurrences in that range are counted,
then divided by the total number of measurements.� Risk: The potential for realization of unwanted, ad-
verse consequences to human life, health, property,
or the environment. The estimation of risk is usually
quantified using the expected value of the condi-
tional probability of the event occurring times the
consequence of the event given that it has occurred.
This definition is currently used by the Society of
Risk Analysis. Mathematically, this is expressed as

R D P.A/�P.BjA/ ;
where R – Risk (a probability from 0 to 1), P.A/ –
probability of event (A) occurring, P.BjA/ – prob-
ability of a consequence (B) occurring given that
event A occurred.
This technical definition is what will be used
through this handbook. However, there are other
definitions in other fields of which the knowledge-
able practitioner should be aware (Sect. 26.A). Be-
sides having multiple potential definitions, risk can
also be differentiated by types. Different types of
risk, even if they are of the same quantitative value,
are often managed differently or even ignored.
Some of the common risk types that greatly influ-
ence both how these risks are assessed, managed
and communicated are defined below (Sect. 26.A
for full list).
– Actual risk: A scientifically verifiable risk.

For example, it is well researched and doc-
umented that smoking places you at-risk for
cancer [26.3–6]. Actual risk is sometimes re-
ferred to as objective risk, but whether risk is
subjective or objective is related more to its
ability to be measured than it is to its actual ver-
ifiability.

– Perceived risk: Risk that is thought to exist by
an individual or group that either is understated
or is exaggerated. This often occurs in situations

where the public is misinformed or in which
media reports instill unnecessary panic. Food
safety concerns often top the list of such events
and lead to significant public policy debates,
see, for example [26.7].

– Assumed risk: Risk that is taken by choice. As-
sumed risk can be quantifiably large or small,
and actual or perceived. For example, individ-
uals who choose to partake in risky activities
(skydiving, mountain climbing) choose to as-
sume the relatively large risks associated with
these activities, but choosing to drive a car, take
medicines, or be involved in day-to-day activi-
ties all involve some assumed risk.� Imposed risk: Risk that is forced upon an individual,

either without the knowledge of the individual or if
known, without consent. For example, second-hand
smoke exposure is seen as an imposed risk [26.8–
10]. Natural events such as earthquakes, tropical
cyclones (e.g., hurricanes, typhoons), and extreme
weather events are to a large extent imposed risks,
but to some extent individuals assume that risk
based on where they choose to live. For an inter-
esting approach to this, see the work by [26.11].� Uncertainty: Uncertainty arises from the fact that
any model (including risk assessment models) can-
not provide 100% certainty in its results. This un-
certainty arises from two major sources.
– Epistemic uncertainty: Epistemic uncertainty

arises from the fact that there are things about
the natural system we are analyzing that we
do not know. This lack of knowledge can be
because the knowledge is not yet scientifically
available – and as such, it can be reduced (along
with the resulting epistemic uncertainty) going
forward through additional data, experimenta-
tion, theoretical development, and scientific in-
quiry. However, lack of knowledge also includes
things that we do not even know that we do not
know. This area of lack of knowledge is more
difficult, because it is not easily identifiable and
as such, becomes included in either variability,
or is called error when comparing model results
to reality.

– Alleatory uncertainty: Variability is a range of
potential values for a given parameter. Vari-
ability is an inherent characteristic of natural
processes (also called natural variation). It is
describable using probability distributions. The
result of natural variation is sometimes called
alleatory uncertainty. Variability in natural pro-
cesses (and the resulting alleatory uncertainty)
cannot be reduced, as it is an inherent property
of the process itself.
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26.2 Quantifying Coastal Hazards/Risks

A detailed treatment of all coastal hazards and risks is
beyond the scope of the work presented here. Environ-
mental/health hazards and risks such as those related
to water quality, chemical spills, and salinity intru-
sions will not be treated here; however, it is hoped that
the methods discussed in this section will be useful,
at least in a general sense, to those working in these
areas. Additionally, due to the fact that much of the
recent research on coastal hazards/risks has been un-
dertaken in response to Hurricane Katrina, much of the
focus relating to recent developments will be on storm
surges produced by tropical cyclones. Although extra-
tropical storms play a very large role in many coastal
areas, the lack of a recent catastrophic event, such as
flooding the subway system in New York City before
Hurricane Sandy (which was a hybrid mix of tropi-
cal cyclone and extratropical characteristics) has meant
that methods used for evaluation of these hazards/risks
have received far less attention than they probably de-
serve. A single section (Sect. 26.3.6) will be devoted
here to specific issues related to extratropical storms,
following our general treatment of extreme and related
hazards/risks.

Before launching into our treatment of hazard prob-
abilities, it should be recognized that both epistemic and
alleatory uncertainties need to be considered within any
thorough analysis of hazards and associated risks. Lim-
itations in theoretical/numerical predictions come from
many sources, including simplifications in our mod-
els to make nature fit our models, the lack of details
in the information utilized by models, and shortcom-
ings in our theoretical knowledge on which model are
based. Similarly, the lack of sample size continues to
be a serious problem in our estimations of extreme val-
ues. In some studies, many years of record are simulated
and statements are made which might lead the reader
to believe that a commensurate gain in information
over the existing historical record has somehow been
achieved. However, a detailed review of these studies
reveals the obvious fact that alleatory uncertainty can-
not be overcome by simply executing numerical models
over many randomly posed simulations, since the in-
formation upon which the parent distribution is based
remains the same.

Many available textbooks provide excellent formal
reviews of statistics, derivations of distributions and
applications specific to hazard/risk assessment [26.12–
16]. Some recent examples of similar books which
focus more on risk issues include [26.17, 18]. Here
we will present only a summary of information which
should allow a reader to gain sufficient familiarity with
these basic statistical methods. As shown in Sect. 26.1,

risk is associated with the probability of consequences.
Since design thresholds are selected in a manner in-
tended to limit consequences to an acceptable level, the
study of natural hazards and associated risks tends to
focus to either on extremely large or extremely small
values in a distribution. Here we will focus on the up-
per end of the distribution, since these represent the
major design consideration for most natural disasters in
coastal areas.

We start here with the conventional definition of the
probability density function (PDF) of a continuous vari-
able x with the following properties

p.x/ 
 0 ; (26.1a)
1Z

�1

p.x/ dx D 1 ; (26.1b)

bZ
a

p.x/ dx D P.a< x< b/ ; (26.1c)

where p.x/ is the probability density function for the
variable x and P.a< x< b/ is the probability of x
falling between the values of a and b. It is clear from
the form of (26.1c) that the PDF is not a dimensionless
function. Since dx has the same units as x, the dimen-
sions of p.x/ must be x�1. As an example if we allow
the PDF to be given by

p.x/ D ke�qx ; (26.2)

k and q must both have dimensions of x�1; otherwise
the integral would not produce results with the correct
dimensions. A simple example with q D 1, a D 1 and
b D 3 yields a value for (26.1c) equal to e�1 � e�3 D
0:318.

The cumulative distribution function (CDF) of x is
equal to the probability that a value is less than or equal
to a particular value of x,

F.x/ D
xZ

�1

p.x/ dx ; (26.3)

where F.x/ is the CDF of x. F.x/ is a dimensionless
function since it is the product of two functions with
dimensions x and x�1; however, in engineering applica-
tions, it is very important to recognize that it becomes
implicitly related to time when we convert to expected
mean recurrence intervals. This is because, even though
the time between samples does not appear explicitly in
F.x/, it enters into the CDF implicitly via the time in-
terval between samples. When we convert (26.3) into
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a form for estimating the expected interval between
exceedances of a particular value of x, we obtain a rela-
tionship of the form

T.x/ D 1


.1�F.x//
; (26.4)

where T.x/ is the mean return period (or interval), and

 is the sampling frequency. Even though (26.4) is of-
ten written without 
 in the denominator, its omission
can lead to a dimensional inconsistency. The units used
to define 
 (decade�1, year�1, month�1, day�1, etc.)
provide the information which characterizes T.x/. In
engineering, it is common practice to use years for
T.x/, in which case the expected value annual proba-
bility of exceeding a particular value of x is given by
1=T.x/. Thus, a 100-year mean return interval is as-
sociated with an event that has an annual exceedance
probability (AEP) of 0.01.

Here we will use an example of some results taken
from wave hindcasts (the reconstruction of wave con-
ditions from simulations of past events) for a location
in the southern Gulf of Mexico area to show the im-
portance of considering the frequency term in our
estimation of return periods. In this region, two different
meteorological phenomena can generate large waves,
tropical cyclones, and Northers. The latter type of wave
generation occurs when a cold front crosses the Gulf of
Mexico and produces very strong surface wind speeds
behind it. For both hurricanes and Northers, the results
are given for sites located in deep water and in nominal

Northers (deep)
Northers (20 m)
Hurricanes (deep)
Hurricanes (20 m)
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Fig. 26.1 Plot of the �lnf�lnŒF.x/�g versus x for waves
generated at points in the southern Gulf of Mexico by hur-
ricanes and Northers at sites in deep water and a depth of
20m

depths of 20m. In Fig. 26.1, we plot �lnf�lnŒF.x/�g
against x, using the 20 data points available in each spe-
cific sample. Points that plot along a straight line in such
a graph are consistent with a Gumbel distribution.

From Fig. 26.1, it appears that Norther and hurri-
cane hazards are roughly comparable in this region of
the Gulf of Mexico; however, if we include the fre-
quency parameter and estimate the mean return interval,
we obtain Fig. 26.2. In this case, the hazards related
to hurricanes are shown to be considerably larger than
those related to the Northers.

Since the concept of a mean interval between oc-
currences (return period) is simpler for some people
to grasp, it is often used instead of the AEP concept
in applications; and for that reason we will use it in
some of our figures and discussions. However, it is very
important to recognize that a 100-year event is not con-
strained to occur only once every 100 years. For exam-
ple, we can define the probability of exceeding a given
value of xc as 1 minus the probability of that level not
being exceeded in any year, in which case the probabil-
ity of having no exceedances in n years is given by

P.x< xcjn years/
D 1�P.x< xcjyear 1/�P.x< xcjyear 2/ : : :

�P.x< xcjyear n/

D 1�
nY

iD1

Pi.x< xc/ D 1� Œ1�F.xc/�
n ;

(26.5)

Northers (deep)
Northers (20 m)
Hurricanes (deep)
Hurricanes (20 m)

0 1 2 3 4 5 6 7 8 9 10

Return period (y)

Wave height (m)

102

101

100

Fig. 26.2 Plot of the mean return period versus wave
height for waves generated at points in the southern Gulf of
Mexico by hurricanes and Northers at sites in deep water
and a depth of 20m
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Fig. 26.3 Graph showing the probability of exceeding
a value expected on the average only once every 100 years
as a function of the number of years of duration

where n is the number of years and i is the year counter.
Figure 26.3 gives the estimated encounter probability
for an AEP of 0.01 as a function of the expected
design life, the number of years being considered for
the design. It can be seen that the actual exposure
to hazards/risks is a clear function of the number of
years considered for the design life. Over 30 years the
probability of encountering a 100-year exceedance
would be 0.2603; and over 50 years the probability of
exceedance would be 0.3950.

Equation (26.5) is a bit tedious to use but is instruc-
tive regarding the reason why the probabilities become
relatively large over a number of years. A second, per-
haps simpler form for estimating the probability that
a value, xc, will not be exceeded in n years is to use
a Poisson distribution with the integer value for oc-
currences equal to zero. In this case, if we define 
 D
number of years over which the non-occurrence is being
estimated divided by the mean recurrence interval for
xc, we can estimate the equivalent probability to (26.5)
as 1�e��. For example, the equivalent value for the 30-
year example above would be 
 D 0:3.D 30=100/, or
1�e�0:3, which would equal 0.0259 and the equivalent
value for the 50-year example would be 1�e�0:5, which
would equal 0.3935. It should be noted that this would
yield the same result for any combination of values of
number of years over which the non-occurrence is being
estimated and return value for xc, such as 100 years of
non-occurrence for a value with a 200-year recurrence
interval for the latter example.

As an interesting side note to the above discus-
sion, we can examine the common practice today of
construction deterministic flood zones on maps for

insurance purposes. If a property had an AEP for
flooding of 0.009, it would lie outside of the pri-
mary flooding area covered under the program of
the Federal Emergency Management Agency (FEMA)
in the United States; yet the probability of flood-
ing over 30 and 50 years would still be 0.2375
and 0.3637, respectively, which is only 8 to 9%
different than for the property with the AEP of
0.01. Thus a definitive line on a flood map can be
very misleading, with people on one side believing
that their likelihood of flooding is much different
than on the other side, which is certainly not the
case.

Equation (26.5) shows that the accurate estimation
of the CDF is fundamental to the estimation of haz-
ards and risks. Fuller [26.19] credits George W. Rafter
with initially pointing this out in 1896; however, the first
published study directly linking hazards to a probabil-
ity distribution in the United States (using the normal
distribution) was that of [26.20]. Shortly afterward,
Hazen [26.21] noted that logarithms of flood stages
tended to provide more consistent estimates of CDF,
essentially hypothesizing that floods followed a log-
normal distribution. Since those early beginnings about
a century ago, many studies have improved our under-
standing of the statistical behavior of extremes. Early
studies typically attempted to fit specific distributions
directly to empirically selected distributions. An ex-
cellent review of these early studies and the fitting
methods used in them is contained in [26.22]. As shown
there, many different distributions (for example, nor-
mal, lognormal, Poisson, generalized extreme value,
and Pearson distributions) were developed, tested, and
applied to a number of applications through the 1960s.
The gist of the fitting methods was based on the concept
that the CDF for each distribution could be related to
the ranked data. For example, Table 26.1 shows the re-
lationship between the estimated return period and the
ranked order of the data, termed the plotting position,
for a number of different distributions.

A detailed treatment of all of distributions used for
estimating extremes is beyond the purpose of our dis-
cussion and Table 26.1 is only included to show how
many different empirical approaches had been devel-
oped by the middle of the last century. For our purpose,
it is sufficient to recognize that distributions can be
classified into two general classes, parametric and non-
parametric. Parametric distributions are characterized
by assumed theoretical forms which include a small
number of constants which must be determined by
a statistical fitting technique; thus, such distributions
constrain the number of degrees of freedom in the data.
All of the distributions included in Table 26.1 are para-
metric. Nonparametric distributions are allowed to vary
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Table 26.1 Plotting position formulae recommended by
different investigators for the estimation of the return
period

Name Date Formulaa for T or
1=P.X � x/

California 1923
N

m

Hazen 1930
2N

2m� 1

Weibull/Gumbel 1939/1959
N C 1

m

Beardb 1943
1

1� 0:51=N

Chegodayev 1955
N C 0:4

m� 0:3

Blom 1958
N C 1=4

m� 3=8

Tukey 1962
3N C 1

3m� 1

Gringorten 1963
N C 0:12

m� 0:44

a N D total number of items; m D order number of the items
arranged in descending magnitude, thus m D 1 for the largest
item.
b This formula applies only to m D 1; other plotting positions
are interpolated linearly between this and the value of 0.5 for
the median event.

in a form consistent with the data elements; hence, they
are not necessarily constrained to a small number of de-
grees of freedom.

Two different types of parametric distributions have
been widely used in studies of natural phenomena, dis-
tributions which encompass the full range of data and
distributions which focus only on the portion of the
data with the largest observed values. Examples of
coastal applications of the first type can be found in
many studies of coastal waves in the 1960s through
the 1980s, as discussed in [26.23, 24]. Hogben and
Lumb [26.25] provide one of the earlier comprehensive
collections of wave data around the world. Examples
of subsequent studies using information covering the
entire range of data measured can be found in [26.26–
29]. However, here we will focus on the latter class of
distributions, since extremes represent the primary vari-
able range in most designs. This helps us avoid many
of the issues with samples that have significant serial
correlations, due to the shortness of the sampling inter-
val. Most methods of the second type originally used
a constant sampling interval (typically 1 year which
implied a value of 
 equal to one and the time units
of years). However, as will be discussed in more de-
tail in the historical perspective section, there are many

cases where it is advantageous to allow the time inter-
val between samples to vary. For example, if we are
only interested in winds, waves and/or surges from trop-
ical cyclones, the sampling time interval will vary and
the 
 in (26.4) would be equal to the mean frequency of
tropical cyclone occurrence (or one over the mean inter-
val between tropical cyclones). This parameter behaves
analogously to the frequency term in the Poisson distri-
bution and hence is often called the Poisson frequency,
the average number of storms per year included in the
analysis.

Before proceeding, it is important to note that wave
extremes are usually posed in two different but related
contexts: extremes related to the overall energy content
in the local wave field (sometimes termed the sea state)
and extremes related to individual waves. In the 1940s,
it began to be recognized that the water surface was
not well-described by simple unidirectional, monochro-
matic mathematical formulations. Instead, the wave
field was better described as a random surface pro-
duced by the superposition of a continuous distribution
of wave components in frequency and direction. The
total energy within a unit area of water surface can
be related to the variance of that surface around its
mean position. The so-called significant wave height
is approximately equal to the average of the one-third
highest wave heights over an interval of time. More re-
cently, it has been defined as Hs D 4

p
E0, where Hs is

the significant wave height and E0 is the total variance
of the water surface. The distribution of individual wave
heights depends on the total energy and some addi-
tional factors which influence the degree of nonlinearity
within the wave field, but these topics are beyond the
main scope of what we will treat here. Significant wave
heights tend to be used in applications dependent on
time-averaged properties of waves (such as wave set-up,
wave overtopping rates, beach erosion rates, etc.), while
individual wave heights tend to be used in applications
dependent on instantaneous forces (such as structural
components in offshore facilities and some elements of
ship design).

In nonparametric estimation of extremes, the prob-
ability of future events is obtained via methods that
resample the available historical sample, under the as-
sumption that future distributions will follow the same
general form [26.30–34] This method is very power-
ful for application to extremes when the number of
samples is large and the value range of interest falls
within the range contained in the historical (initial)
sample. In the context of coastal applications to ex-
tremes of waves, winds, and surges, probably the most
widely used method of this kind is that of Scheffner
et al. [26.35], which is termed the empirical simulation
technique (EST). In this method, the CDF is estimated



Part
C
|26.3

574 Part C Coastal Design

in terms of the rank of the ordered values (m) and the
total number of observations N,

F.x/ D m

N C 1
; (26.6)

which can be seen as an equivalent form to the Gum-
bel plotting position given in Table 26.1; the return
period there is defined as the inverse of the nonex-
ceedance probability. However, the manner in which
such information is used in nonparametric methods is
very different to its use in parametric methods.

To help demonstrate the basic premise of resam-
pling, let us assume that our data includes 30 samples
taken over 50 years. Thus, the range of the CDF cov-
ered would be 1=31.0:0323/ to 30=31.0:9677/, or more
generally 1=.NC1/ to N=.NC1/, where N is the num-
ber of samples. Based on (26.4), we would estimate that
the return periods explicitly covered by this data cover
the range 1:72�51:67 years, recalling that the value of

 would be 30=5 for this example. If a specific design
requirement fell into this range, the results from the
EST could be used directly, without any extrapolation.
However, two key points should be understood in appli-
cations of this methodology. First, outside of the CDF
range covered by the data, it is necessary to extrapolate
parametrically to obtain estimates of the CDF as a func-

tion of x; so in this example, for return periods larger
than 51:67 years or less than 1:72 years, some fitting al-
gorithm similar to that used in parametric methods must
be utilized. Second, any sample drawn from nature can-
not be regarded as the parent population constructed
from of all possible samples.

Let us assume for simplicity that we have a fitting
methodology, which extends the range of the CDF from
0 to 1. In this case, we can use a random number gen-
erator to construct a random sequence of values for
both the number of storms in a particular year (based
on a Poisson distribution) and the value of the variable
of interest in all of the storms that occur. The latter of
these is obtained by assuming that each random number
is a CDF value and inverting this value (using the de-
fined CDF-x relationship) to obtain an estimate of x. If
we simulated 100 sets of 50 years using this method, we
could obtain an estimate of the magnitude of the vari-
ability we might expect in a particular 50-year sample;
however, it would still be assuming that the initial sam-
ple represented the population characteristics. In fact,
the actual variability in a subsequent 50-year interval
will include contributions from the potential deviation
of the initial sample from the overall population sam-
ple plus the contribution of deviations due to sampling
given an initial distribution.

26.3 Historical Perspective

It is important to recognize the role of thresholds in
coastal hazards and their relevance to risk. For example,
a flood over a particular value might overtop a levee,
or a wave height greater than some limit might im-
pact critical components of an offshore oil platform,
and a toxin level over some threshold might endanger
the environment. Any of these occurrences might have
serious consequences on lives and property. Thus, the
success or failure of engineering designs and decision
making in general can be very sensitive to whether or
not a particular threshold is exceeded. However, is it re-
ally this simple? Are we certain that any value lower
than an exactly specified threshold (even by a minus-
cule amount) will not have serious consequences, while
any value equal to or greater than the threshold will
definitely have serious consequences? Given that we
never have complete information about the processes
and the probabilities of different combinations of envi-
ronment conditions, it is intuitively obvious that such
thresholds should be considered only as an approxima-
tion to a level at which consequences are initiated and
our estimates of the probability of these thresholds be-

ing surpassed cannot be exact. Here we see that both
alleatory and epistemic uncertainty affect our estimate
of this threshold probability.

Traditionally, the role of conservatism is at least in
part to compensate for uncertainties in our knowledge
base, both alleatory and epistemic uncertainty, via some
factor used to shift the design level in a manner that
compensates for the lack of knowledge (i. e., an attempt
to account for inaccuracies in our theories and models
of nature and/or in our quantification of the probabilities
of factors which influence these levels). In many engi-
neering fields, it has been common practice to include
the effects of such uncertainty through the application
of a codified safety factor or some similar device; how-
ever, newer methods are beginning to evolve toward
the consideration of risk in a more formal probabilis-
tic sense.

Historically, two fundamentally different ap-
proaches have been used to estimate threshold values
for the design of critical infrastructure: approaches
based on the establishment of a deterministic estimate
of an upper limit for a hazard level and approaches
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based on the probabilistic estimation of a design level
associated with a selected value for an acceptable
hazard/risk level. Our review here will show that the
field of engineering has been shifting through the years
from the first approach to the second and that this trend
is continuing.

Examples of the deterministic upper-limit approach
can be found in early concepts used for designs of
harbor protection, primarily based on somewhat subjec-
tive extrapolations of visual observations [26.36]. They
have continued to play a dominant role in the devel-
opment of design specifications throughout much of
the twentieth century, including the estimation of envi-
ronmental conditions for siting nuclear power plants in
coastal areas, the formulation of design parameters for
large dams, and the design of large coastal structures
for protection from tsunamis. These methods tacitly as-
sumed that there was no epistemic uncertainty in their
estimated maximum values; hence, the estimated deter-
ministic levels could be interpreted as absolute upper
limits which could not be exceeded (i. e., the annual
exceedance probability was zero or, conversely, the av-
erage return period was infinite). As will be discussed
subsequently, applications of ultimate limits assuming
no uncertainty can be under-conservative compared to
probabilistic design levels; however, functioning struc-
tures based on this earlier approach still exist in many
areas of the world.

Examples of the second approach include design
specifications for most site-specific coastal structures
around the world since the middle of the last century,
when the combination of measurements and predictive
tools attained sufficient skill to permit such estimates.
Initially, these estimates were based predominantly on
historical storms; but with time, there has been a slow
transition from designs based only on events occur-
ring in the historical record at a given site toward
designs that consider all events that could occur at that
site. Early during the development of the probabilistic
approach, the accepted hazard level was taken to be as-
sociated with an annual exceedance probability of 0.01
(a mean interval between exceedances of 100 years).
As shown earlier in (26.5) and the discussion following
that equation, such a probability level does not represent
a very low risk for many critical designs or applications,
since there is a 1 in 3 chance that such a value will be
exceeded in about 40 years.

26.3.1 The Development
of Deterministic Methods

Before modern risk concepts, analytical tools, and com-
puter codes existed, it was still necessary to estimate
design parameters for various engineering applications.

For example, in the 1950s, nuclear power began to be
harnessed for commercial applications; and the issue of
plant location quickly became extremely important to
the overall scientific and engineering communities, as
well as the public at large. Initially, a major considera-
tion was given to issues related to national defense; and
although the importance of this issue faded with time,
it influenced the siting of many of the earliest nuclear
power plants. In addition to economic and national de-
fense issues, these plants were expected to be located in
areas where natural hazards would not adversely affect
performance and safe operation over their expected life-
time. The list of potential hazards considered was quite
comprehensive and included the effects of earthquakes
(both direct such as ground motions and indirect such
as the loss of cooling water); atmospheric phenomena
(lightning, tornadoes, tropical cyclones, etc.); flooding
due to coastal storms, tsunamis and precipitation; and
wave action superimposed on top flooding events.

A well-documented example of a deterministic de-
sign approach can be found in the methodology for sit-
ing of nuclear power plants in US coastal areas affected
by hurricane storm surges. In 1959, the US Army Corps
of Engineers (USACE) contracted the NationalWeather
Service (NWS) to develop a hypothetical hurricane that
could be used to design hurricane protection projects
along the Gulf and Atlantic coasts of the United States.
At that time the NWS, as part of its National Hurricane
Research Project, set out to define the most severe storm
that is considered reasonably characteristic of a re-
gion, defining a storm with such characteristics as the
Standard Project Hurricane (SPH) [26.37]. Since their
storm definition was related to nuclear power plants,
the estimated maximum value possible was consistent
with the concept of a very low allowable risk. Graham
and Nunn’s report [26.37] contains a description of the
derivation of the storm parameters for SPH along US
Gulf and East coasts.

It is clear that all project designs do not require
a level of acceptable risk as low as that used for nuclear
power plants; so in 1979, the NWS Technical Report
23 [26.38] redefined the SPH in a fashion that would
permit it to be more broadly applied. In this report, the
SPH was defined as:

a steady state hurricane having a severe combina-
tion of values of meteorological parameters that will
give high sustained wind speeds reasonably charac-
teristic of a given region.

This removed the idea that the SPH was related to the
most severe storm expected in a particular area. Since
many coastal projects are examined on an economic
basis over a fixed interval of time, this re-definition of
the SPH offered more general guidance on the relation
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cost/benefits for a project. In fact, NWS goes on to say
that this revised

concept of the SPH has been developed for Gulf
and Atlantic coasts as a benchmark against which
to judge the hazards for a particular community.

Also in NWS 23 [26.37], the concept of a probable
maximum hurricane (PMH) was introduced as:

a hypothetical steady-state hurricane having a com-
bination of values of meteorological parameters
that will give the highest sustained wind speed that
can probably occur at a specified coastal location.

It is clear from this definition that the PMH was in-
tended to be an event that was much rarer than the SPH;
but it is not clear that an objective definition can be
gleaned from what is written in NWS 23. In its exec-
utive summary, NWS 23 states that the central pressure
of the PMH is simply the lowest sea-level pressure at
the hurricane center. Estimated central pressures for
the PMH within the Gulf of Mexico had values ranging
from about 887mb at Port Isabel, Texas to about 891
in the vicinity of Apalachicola, Florida and then dimin-
ishing to about 885 at Fort Myers, Florida (Fig. 26.4).
These are all values which are substantially lower than
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Fig. 26.4 Central pressure for PMH along US Gulf and East coasts (after [26.37])

the lowest central pressure available in any observations
within the Gulf of Mexico at that time and no method-
ology for their derivation is given. Thus, it is likely that
a considerable amount of expert judgment was utilized
in estimating these values. The treatments of the other
parameters used to define the PMH (peripheral storm
pressure p0, radius to maximum winds Rmax, forward
speed of the storm Vf, storm heading �f) and the latitude
of the eye of the storm 'c) are all relatively straightfor-
ward; however, correlations among the parameters were
not addressed.

Besides the apparent subjectivity in the SPH and
PMH definitions, other problems with this determin-
istic approach have arisen. For example, the use of
sustained wind speed as the fundamental parameter
for specifying the combination of PMH characteristics
implies that the highest sustained wind speed will al-
ways produce the highest storm surge and that other
storm parameters are less significant to storm hazard
levels and associated risk. However, Irish et al. [26.39,
40] have clearly shown that storm size can be equally
important to the magnitude of the storm surges. Fig-
ure 26.5 from [26.39] shows that Hurricane Katrina,
although a much weaker storm than Hurricane Camille
at the time of landfall in Mississippi, produced much
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higher surges there, consistent with results produced by
idealized simulations. Additionally, storm approach di-
rection can be important even along straight coastlines
but can become exceptionally important on coasts with
irregular shapes.

This particular example also affords a good oppor-
tunity to examine problems related to overly simplistic
representations of the physics of processes in haz-
ard/risk analyses. In the 1950s, the state of the art
in surge prediction was quite crude and assumed that
inland surges could be estimated via a two-step proce-
dure, with the first step producing an estimate of the
wind-driven surge levels at the coastline (neglecting the
contributions of wave setup to these water levels) and
the second step using hydrologic flow models to convey
the water inland (neglecting both wind and wave con-
tributions to inland surge levels). Subsequently, many
studies demonstrated the need to estimate inundation
in inland areas by including the effects of winds, to-
pography, precipitation, and river discharge within an
area [26.41–44]. Wind–wave contributions to coastal
flooding have also been shown to be very significant in
areas where the nearshore slope is high [26.41]. Based
on all these studies, two primary results should be rec-
ognized. First, it is not possible to utilize a single factor
to characterize waves and flooding in coastal and near-
coast areas; and second, the older paradigm in which
water levels were first estimated at the coast, using
equations appropriate for surge prediction, and then al-
lowed to propagate inland, using equations appropriate
for hydrologic flow modeling, is inconsistent with to-
day’s state of the art.

There is an obvious analog between good compu-
tational models (Chap. 26) and good measurements in
the estimation of extremes. No one would trust a de-
sign based onmeasurements known to have deficiencies
leading to potentially large biases and random errors.
In a similar vein, it is essential to obtain reliable, unbi-
ased estimates from models of winds, waves, and surges
for applications to hazard/risk assessment. Only after
a modeling system is shown to be capable of generat-
ing accurate estimates is it worth expending the huge
resources necessary to execute the number of compu-
tational simulations in such a system that would be
required to provide reliable estimates of extremes.

26.3.2 The Development
of Probabilistic Methods

During the latter half of the twentieth century two fac-
tors began to emerge which combined to allow signif-
icant progress in our capabilities for estimating coastal
extremes: an improved theoretical foundation for the es-
timation of extremes and significantly increased quan-
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Fig. 26.5 Simulated peak surge as a function of hurricane size
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ical Rmax and �p observations are superimposed on the numerical
results to indicate peak surge potential of the historical storms (af-
ter [26.39], courtesy of American Meteorological Society)

tities of data for analysis. The latter of these was
associated with the development of automatedmeasure-
ment systems for waves and water levels in the 1960s
and 1970s. For some purposes, such as daily operations
at ports and coastal shipping routes, these direct mea-
surements afforded an excellent source of quantitative
information, since requirements for these purposes did
not focus on extremes. For other applications, such as
the design of breakwaters or the estimated recurrence of
coastal flooding levels, the limited data collected from
direct measurements proved to be insufficient, due to
the short duration of available measurements.

An improved theoretical framework for extremes
began to emerge when researchers started to question
the application of empirical formulae to extremes based
only on its goodness-of-fit to a given sample. Pioneers
in this field such as Gumbel, Jenkinson, and Gringorten
built upon earlier mathematical foundations of Fisher
and Tippett [26.45], and Gnedenko [26.46] and began
to develop improved methods for treating the behav-
ior of the upper tail of the distribution of extremes.
Following the work of these individuals, the concept
of a generalized extreme value (GEV) distribution was
formed. Borgman and Resio [26.47] offer an example
of the application of GEV method to coastal hazards.
More recent general reviews of the estimation of ex-
tremes from the sequences of random variables can be
found in [26.16, 48].
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The fundamental concept for the GEV is based on
the analysis of asymptotic characteristics of probabil-
ity functions. In this context, two CDFs are said to be
of the same type if there exists constants a > 0 and b
such that F1.axC b/ D F2.x/, where the subscripts de-
note the different CDFs. It was shown by Fisher and
Tippett [26.45] that, excluding certain improper dis-
tributions characterized by discontinuities in the CDF,
there are only three possible limiting distribution types
which meet this constraint. Jenkinson [26.49] showed
that all three of these asymptotic distributions could be
written in a common form

F.x/ D exp�
"
1C "

�
.x� c/

d

��1
"

#
; (26.7)

where c, d, and " are parameters of the distribution.
For the case of " D 0, this equation is defined over
a range of x from �1 to C1 and reduces to the two-
parameter Gumbel distribution, sometimes termed the
Fisher–Tippett Type I distribution.

F.x/ D expŒ� exp.�y/�; where y D x� c

d
:

(26.8)

For " > 0, the resulting distribution is a Frechet (or
Fisher–Tippett Type II) distribution, which is bounded
at the low end of the distribution but is unbounded
for large x; and for " < 0, the resulting distribution is
a Weibull (or Fisher–Tippett Type III) distribution. The
Weibull distribution has an explicit upper limit, but is
unbounded in the negative direction.

Returning to Figs. 26.1 and 26.2, we see why a sim-
ple plot of x versus �lnf�lnŒF.x/�g will form a straight
line if the sample follows a Gumbel distribution. If the
points tend to curve upward on such a plot, the distri-
bution is of the Fisher–Tippett Type III form; and if the
points tend to curve downward, the distribution is of the
Fisher–Tippet Type II form, which predicts larger val-
ues of x than the Gumbel distribution for a given value
of the CDF.

Shortly after applications with GEV distributions
began to become widespread, a second distribution
with a somewhat different theoretical basis was intro-
duced. This distribution, the generalized Pareto distri-
bution (GPD), was first published by Pickands [26.50]
and has been further developed by many subsequent
researchers, with some of the more topical for our
purposes being Resnick [26.14] and Davison and
Smith [26.51]. Methods for fitting the GPD can be
found in articles such as [26.52] and are now available
in many statistical packages. The GPD can be written

in the form

F.xjxc/ D 1�
�
1C "0

xc

0

��1
"0

; (26.9)

which has three parameters ("0, 
0, and xc), similar to
the GEV, and also similar to GEV; the GPD has three
basic forms depending on ". With "0 D 0, the GPD ap-
proaches an exponential form given by

F.xjxc/ D 1� exp

�
� x


0

�
: (26.10)

Since the exponential and double exponential (Gumbel)
distributions have been shown to converge for mean re-
currence intervals greater than 7 years (based on annual
data), significant deviations between the GPD and GEV
for the case of " D "0 D 0 tend toward zero for estimates
of values with mean recurrence intervals greater than 7.
When "0 is positive, the GPDwill be similar to a Fisher–
Tippett Type II and when "0 is negative, the GPD will
be similar to a Fisher–Tippett Type III.

It is sometimes argued that the GPD is superior to
the GEV, due to its formal incorporation of a thresh-
old into its derivation; however, the essence of this
distinction lies in the assumption that a sample of val-
ues from nature represents a homogeneous population
in a statistical sense. As will be shown later in this
chapter in Sect. 26.3.4, samples in nature often con-
tain a mixture of populations. For example, large surges
and waves can be generated along coasts by both extra-
tropical and tropical storms. In smaller basins, squall
lines and thunderstorms can become dominant wave
and surge producers. Wherever possible it is advisable
to try to avoid mixing populations from clearly differ-
ent sources, but sometimes the ability to recognize more
subtle variations can be obscured. A good example of
this can be found in the work of Resio [26.53], who
showed that what appeared to be a Fisher–Tippett II
distribution for hindcast wave heights in the Cape Hat-
teras area was actually the sum of different types of
storms definable in terms of how far off the coast they
were when they passed Cape Hatteras. Estimated values
within the record length are usually not affected by this
mixed population problem however, it can become very
significant when extrapolating to larger values.

Given the previous discussion, and hopefully with-
out unduly disparaging the excellent theoretical work
which has been accomplished in the field of extreme
statistics, it should be recognized that given the nu-
ances in the different theories upon which the GEV
and GPD are based, it is difficult to argue definitively
that one class of distribution is superior in applications
to the other. Both distributions represent either a two-
parameter distribution (for the limiting case " D "0 D 0)
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or a three-parameter distribution (for the case that ei-
ther " ¤ 0 or "0 ¤ 0). As noted here, samples of coastal
winds, waves, and surges often contain very signifi-
cant effects related to mixed populations, such as the
obvious differences in statistical populations in surges
generated by tropical cyclones making landfall some
distance away from a site versus surges generated by
a direct tropical-cyclone hits. These effects typically far
outweigh any differences in theoretical justifications for
using a GEV versus a GPD analysis. Because of this, it
is probably better to develop a good level of familiar-
ity with a tool of preference and use it appropriately
(either the GEV or the GPD) rather than to be able to
apply both distributions only marginally.

Returning to the problem of record lengths that
are short relative to the mean recurrence interval of
the design event, it is necessary to quantify the im-
pact of randomness in the samples on the estimated
values before we can assess the importance of this is-
sue. As mentioned at the end of the last section, the
quality of individual samples is an important factor
in the estimation of extremes. Once routine measure-
ments began to become available, there was an implicit
expectation on the part of some that measurements
would replace model estimates as the primary source of
information used in the estimation of extremes. How-
ever, two sources of uncertainty can affect estimated
extreme values: epistemic uncertainty in the sampled
data (for example, theoretical unknowns and errors in
model results) and alleatory uncertainty in the sampled
data (natural randomness in the sample). Thus, there is
a trade-off between using a short interval of very high
quality measurements, removing most of the epistemic
uncertainty, and using a long interval of lesser quality
model results, which would reduce the alleatory un-
certainty but would increase the epistemic uncertainty
component.

Many studies in the 1960s and 1970s utilized a com-
bination of theoretical formulations and computer sim-
ulations to establish guidelines for the standard devia-
tions of estimates (sometimes referred to as confidence
bands) around the value of x at a specific AEP. In most
cases, the range of interest for design applications is
beyond the range of observations. For example, the typ-
ical mean return interval was 100 years in most early
design studies. However, in mapping flood zones for
FEMA studies today, values up to the 500-year mean
recurrence interval are required. For other applications,
such as large offshore structures and coastal defenses
in many areas of the world, the mean recurrence inter-
vals of interest tend to be in the 1000s or even 10 000s
of years, and probabilistic estimates for highly criti-
cal infrastructure such as nuclear power plants have
been established to use mean recurrence intervals in the

range of 1 000 000 to 10 000 000 years. Such estimates
must consider the inherent uncertainties in extrapola-
tions that are many times the length of the observational
record. Estimates of standard deviations can be ob-
tained by a number of methods based on the GEV or
GPD forms [26.49, 54–56].

A useful form for the sampling uncertainty was
given by Gringorten [26.57, 58]. Using a combina-
tion of theoretical characteristics and numerical testing,
he showed that the expected root-mean-square (RMS)
error of an estimated value as a function of mean re-
currence interval in a Gumbel distribution could be
estimated from the relationship

�T D �

s
1:1000y2 C 1:1396yC 1

N
; (26.11)

where � is the distribution standard deviation; �T is the
rms error at return period, T; N is the number of sam-
ples used to estimate the distribution parameters; and y
is the reduced Gumbel variant given by y D .x� ˛/=ˇ;
x is the value of the variable; and ˛ and ˇ are the pa-
rameters of the Gumbel distribution.

For a Gumbel distribution, the reduced variate and
return period are related by

y D �ln
�
ln
�

T

T � 1

��
; (26.12)

which for T > 7 years approaches an exponential form
given by

�
T � 1

2

�
! ey : (26.13)

Equation (26.11) shows that the rms error at a fixed
return period is related to the distribution standard de-
viation and the square root of a dimensionless factor
involving the ratio of different powers of y (y2, y1, and
y0) to the number of samples used to define the pa-
rameters. In our previous description of the Gumbel
distribution, we saw that the CDF for such a distribu-
tion has a double exponential form.

By the method of moments, the Gumbel parameters
can be shown to be given by


 D c� �d; � D �p
6
d ; (26.14)

where � is Euler’s constant (D 0:57721 : : :), 
 is the
distribution mean, and � is the distribution standard de-
viation.

Thus, the distribution standard deviation is related
to the coefficient of variability for the distribution and
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can be used for estimating the expected width of the
confidence bands for a specified return period. The de-
pendence of the confidence limits as a function of the
mean recurrence interval and the presence of the square
root of the sample number in the denominator show that
these limits will become very large when one is extrap-
olating to several times the record length. Figure 26.6
gives an example for return periods greater than 100
years given a distribution standard deviation of only
0:25m, which is somewhat smaller than found in many
natural data sets. This figure shows the importance of
record length to alleatory uncertainty (due to natural
variation, see Sect. 26.A). The estimation of a 10% ex-
ceedance or 1% exceedance above the Gumbel value at
a specific return period can be obtained by multiplying
the estimated value of �T by 1.08 and 2.33, respectively,
since the assumption of normality is inherent in this es-
timation method.

Although (26.11) through (26.14) were initially
derived for applications to annual maxima, they can
be adapted to any time interval for data sampling
in a straightforward manner. For the case of tropical
cyclones, the average interval between storms (the in-
verse of the Poisson frequency used in the compound
Gumbel–Poisson distribution) can be used to transform
(26.11) into the form

� 0

T D �

s
1:1000y02 C 1:1396y0 C 1

N0
; (26.15)

where � is the distribution standard deviation; � 0

T is the
rms error at return period, T 0 D T= OT , where OT is the

10 years
100 years

102 103 104 105 106

Standard deviation (m)

Return period (y)

1.3
1.2
1.1

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Fig. 26.6 Example standard deviation for confidence lim-
its for a Gumbel distribution with a standard deviation of
0:25m, shown here for sample lengths of 10 years and
100 years

average years between hurricanes, and N0 is the number
of samples used to estimate the distribution parameters
.N= OT/.

Many decision-makers believe that the best-fit line
for a distribution of extremes provides an unbiased esti-
mate of the encounter probability of a value equal to or
greater than a specific threshold; and this would be true
if there were no alleatory or epistemic uncertainty in
our sample. Resio et al. [26.44] have shown that uncer-
tainty of both types can affect the expected encounter
probabilities. In particular, their study shows that the
estimated standard deviation provides a good means of
quantifying the spread of the probabilities around the
deterministic estimate; in this context, the probability of
encountering a given surge value can be written in terms
of an integral in two dimensions with a delta function to
reduce it back to a single dimension

p.�/ D
1Z
0

1Z
�1

pŒ O�.T/C "�jOx�p. O�/p."�/

� ı. O�C "� � �/ d"� d O�.T/ ; (26.16)

where O�.Tr/ denotes the deterministic estimate of � for
a given return period and "� denotes the deviation from
the deterministic surge estimate.

In (26.6), the estimate for p."�/ is taken as a Gaus-
sian distribution with the mean value at O� and the
standard deviation taken from the equation for estimat-
ing confidence bands, which will have the form

p."�j O�/ D 1

�T
p
2�

e�
1
2

�
"�
�T

	
; (26.17)

where �T is the standard deviation of the estimate at
a given value of O�.

Equation (26.16) can be integrated directly to con-
vert to a return period representation using estimates of
population parameters and standard deviation as shown
by Resio et al. [26.44]

T.�/ D 1

1�F.�/
; (26.18)

with

F.�/ D
1Z
0

1Z
�1

pŒ O�.T/C "�j O��p. O�/p."�/

�H. O�C "� � �/ d"� d O�.T/ ; (26.19)

where H.g/ is the heaviside function, equal to 1 if .g/ 

0 and equal to 0 if .g/ < 0.

To give an example of the impact of extrapolating
many times the record length of the sample on the ex-
pected encounter probabilities, the Resio et al. [26.44]
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study analyzed central pressures from a 70-year interval
for the west coast of Florida. Since surges are related
more to tropical cyclones which make a landfall than
to exiting tropical cyclones, they stratified their storm
sample to include only storms with a general west to
east motion in a latitude-longitude box with boundaries
at 81ıW and 85ıW longitude and 25ıN and 30ıN lati-
tude. Additionally, to eliminate very weak storms which
might behave differently to well-organized storms, they
further limited the storms included within their sample
to those with central pressures less than 990mb within
the selected geographic area. Using the most recent
reanalysis data available from NCDC (National Cli-
mate Data Center), it was determined that most storms
before about 1940 did not report central pressures;
consequently, the analysis was limited to the interval
1940�2009.

Figure 26.7 shows the results of this integration for
three Florida cases compared to the original determin-
istic estimate from [26.44]. Case 1 is the deterministic
solution for the return period based on the best-fit
Gumbel distribution. Case 2 is a test of the numerical al-
gorithm generated by representing the probability of the
deviations as a delta function (i. e., all of the probability
exactly on the deterministic line), which was computed
as a test case for the integration algorithm. As expected,
this case exhibited no significant deviations from case
1, so the case 1 and case 2 lines are identical. Case 3
shows the results using standard deviations equal to the
estimated distribution standard deviations divided by 2,
simply to provide an indication of how nonlinear the de-
pendence is on the standard deviation in the confidence
band when compared to case 4; case 4 shows the re-

Cases 1 and 2
Case 3
Case 4

101 102 103 104 105

Central pressure (mb)

Return period (y)

975

950

925

900

875

850

Fig. 26.7 Comparison of expected return periods for cen-
tral pressures without uncertainty considered (cases 1
and 2) and with uncertainty considered (cases 3 and 4) for
the West Florida region using data from 1940�2009

sults for the estimated standard deviation. These results
indicate that in this region of the Gulf of Mexico, the
encounter probabilities of central pressure (a surrogate
for tropical cyclone intensity) are markedly affected by
sample uncertainty.

A curious aspect of these results is the increas-
ing deviation between the lines as the return period
increases. Whereas the 10 000-year value for the dis-
tribution which includes the full uncertainty (case 4)
is slightly higher than the maximum possible intensity
(MPI) value of 880mb assumed here, the 40 000-year
value has a much lower value (850mb). This suggests
that the role of uncertainty in very low probabilities is
to act as a sort of filter for how long of a time period one
can extrapolate before the uncertainty begins to become
a dominant contributor to the distribution. Even at the
10 000-year value for the central pressure, the pressure
differential has already been increased by about 20%
over its value with uncertainty neglected. Since values
for maximum possible surges in many areas along the
west Florida coast are around 10m, the impact of in-
cluding this uncertainty would add about 2m to the
design surge levels over the deterministically estimated
values.

26.3.3 The Development
of the Historical Storm Method
for Estimating Coastal Extremes

By the 1980s, it was widely recognized that record
length was a significant factor in the confidence that
could be placed on estimates of extremes. This led to
a quandary of sorts. How could estimates of 100-year
values be meaningfully estimated when observational
data from measurements covered only relatively short
time spans? In addition to the lack of long record
lengths for waves and surges, careful review of the
available measurements showed that data from large
storms were often missing, further compromising the
ability of measurements alone to provide a suitable
base for the estimation of design values. The answer
came via the development of improved physics-based
models for predicting waves and surges from available
meteorological information. Since meteorological in-
formation extended much farther back in time, it was
hypothesized that reconstructions of winds and pres-
sures for past events could be used to drive wave and
surge models to obtain a surrogate for measurements
during these storms. As noted previously, however, it
is critical that the computational models used for this
purpose are sufficiently accurate to provide accurate un-
biased estimates of the extreme values.

This focus on storm hindcasts (the estimation waves
and/or surges during past intervals of time) soon be-
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came the primary method used in many offshore de-
signs [26.60] as well as in many coastal designs [26.61–
64]. Over time, it began to be evident that the se-
lection of storms for hindcasts of waves and surges
often exhibited different CDF characteristics in differ-
ent magnitude ranges. This led to the development of

Hurricane Katrina
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Fig. 26.8 Graph of a sample of hindcast surge heights as
a function the double-negative logarithm of the CDF. The
line labeled A represents storms which made landfall a sig-
nificant distance away from the site, while the line labeled
B represents hurricanes which made a landfall in the imme-
diate vicinity of the site. The single circled point represents
the surge at this site from Hurricane Katrina
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Fig. 26.9 Analysis of hurricane
frequency within the Gulf of Mexico
based on an analysis using an
optimized spatial kernel (after [26.59]

the points over threshold (POT) method for estimating
extremes. In this method, only the sample values above
some threshold would be included within the sample to
be fit by the selected parametric form.

Figure 26.8 is a good example of the situation faced
by many planners and engineers when dealing with
real-world data and helps to demonstrate the need for
the POT approach in many situations. In this exam-
ple, the data is actually more recent than the data that
was used initially to justify the POT in earlier studies;
however, the point is the same. The data shown here
are simulated hindcast storm surges for a site in Lake
Pontchartrain, Louisiana. A simplistic concept would
be to use a three-parameter GEV (or GPD) distribu-
tion to fit the overall distribution. This would imply that
Hurricane Katrina was only about a 65-year event in
terms of the surges that it generated at this site; how-
ever, based on several independent analyses, it appeared
that such a surge level would be expected considerably
less frequently than this.

In Fig. 26.8, we have added two lines labeled A and
B, representing a stratification of the surges at this site
based on the proximity of landfall to the site. As can be
readily seen and as expected from the physics of surge
generation, there is a substantial difference between
these two groups of events. This finding is consistent
with the findings of researchers who had for years been
advocating for the necessity of stratifying the sam-
ple before fitting the sample data to some parametric
distribution. An interesting additional issue arises in
Fig. 26.9. This relates to the issue of outliers. An out-
lier is an event that is believed to represent something
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that would only happen much less often than the time
span of the sample record. It is intuitive that even the
1 000 000-year event must happen in some 10-year sam-
ple, so the historical treatment for these points was to
consider them as not representative of the record length
within which they were sampled. Such points were
typically simply omitted from the distribution fitting
process; however, it seems obvious that this omission
for all points in a region neglects a potentially valuable
piece of information from all of the analyses in an area.

26.3.4 The Development
of Alternative Methods

The tragedy of Hurricane Katrina emphasized the point
that reliable estimates of coastal hazards and risks
should include the effects of all storms that can occur
in an area and not just the events that occurred within
a particular historical sample. However, as early as the
1970s, this had been recognized, and alternative meth-
ods started to be developed which afforded improved
estimates of coastal hazards and risks. Probably the two
most widely used of these methods have been the joint
probability method (JPM), along with a derivative of
the JPM termed the JPM-OS (joint probability method
optimal sampling), and a second approach which, in
this handbook, we will term the empirical track method
(ETM). Material from a US Army Corps of Engineers
White Paper [26.65] and a reduced version of the White
Paper [26.66] will form a substantial portion of our
discussions of these developments, and a considerable
amount of details on the specifics can be found there.

The Development
of the Joint Probability Method (JPM)

The JPM was developed for application to coastal
surges in the 1970s [26.67, 68] and subsequently ex-
tended by a number of investigators [26.38, 69] in an
attempt to circumvent problems related to limited his-
torical records. In this approach, information character-
izing a small set of storm parameters was analyzed from
a relatively broad geographic area. In applications of
this method in the 1970s and 1980s, the JPM assumed
that storm characteristics were constant along the en-
tire section of coast from which the sample was drawn.
This assumption is inconsistent with more recent stud-
ies (Fig. 26.9) which show that storm frequencies vary
substantially in this area.

The JPM used a set of parameters, including central
pressure, radius of maximum wind speed, storm for-
ward speed, storm landfall location, and the angle of the
storm track relative to the coast, to generate parametric
wind fields. Furthermore, initial applications of the JPM
assumed that the values of these five parameters varied

only slowly in storms approaching the coast; therefore,
the values of these parameters at landfall could be used
to estimate the surge at the coast, and these values could
be treated as a constant during the approach of a storm
to the coast. Recent data shows that this is not a good
assumption [26.70, 71]; specifically, these studies sug-
gest that tropical cyclones decay as they approach land.
Kimball [26.72] has shown that such decay is consistent
with the intrusion of dry air into a tropical cyclone dur-
ing its approach to land, although other hypotheses for
this consistent decay in intensity, such as the lack of en-
ergy production from parts of the tropical cyclone over
land and increased drag in these areas have also been
advanced. In any event, the evidence appears rather
convincing that major tropical cyclones begin to decay
substantially before they make landfall, rather than only
after landfall as previously assumed.

The initial formulation of the JPM used computer
simulations of straight-line tracks with constant para-
metric wind fields to define the maximum surge value
for selected combinations of the basic five storm param-
eters. Each of these maximum values was associated
with a probability

p.cp;Rmax; vf; �l; x/ ; (26.20)

where cp is the central pressure, Rmax is the radius of
maximum wind speed, vf is the forward velocity of the
storm, �l is the angle of the track relative to the coast
at landfall, and x is the distance between the point of
interest and the landfall location.

These probabilities were treated as discrete incre-
ments and the CDF was defined as

F.x/ D
X

pijklmjxijklm < x ; (26.21)

where the subscripts denote the indices of the five pa-
rameters used to characterize the tropical cyclones.

The JPM represents a straightforward application of
the response surface method for estimating extremes.
In this method, the response of a particular variable
(such as waves and surges) is derived as a function of
several parameters, such as the set (cp;Rmax; vf; �l; x)
used in the above example. Given that the multivari-
ate probability of the five-parameter space is known
and a method for defining the response from this set
of variables is known, the equation for the CDF for the
response can be written for this example as

F.�/ D
Z Z Z Z Z

p.cp;Rmax; vf; �l; x/

�HŒ���.cp;Rmax; vf; �l; x/�

� dcpdRmaxdvfd�ldx ; (26.22)
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where � represents the model used to convert the
parameters to an estimate of maximum surge for each
event as a function of (cp;Rmax; vf; �l; x); however, it
is easy to see that this approach can be generalized to
any set of n parameters for which a response surface
can be defined, along with the multivariate probability
distribution. Variations on the methodology for evalu-
ating the parameter probabilities and the storm set to be
simulated have been presented by Toro et al. [26.59],
Niedoroda et al. [26.73], Resio et al. [26.70], and
Irish et al. [26.74]. Each has its advantages and disad-
vantages, and as long as the multivariate probability
function is sufficiently resolved in the integration
process, the results should be in reasonable agreement
with each other.

Similar to the EST, this method is nonparametric
with respect to the form of the CDF; however, the type
of extrapolation used to extend the JPM result beyond
the record length is very different to that used by the his-
torical storm method. As shown by Irish et al. [26.75],
the former of these is based on probability estimates
which are much more smoothly varying than the lo-
cal surge response inherent in the historical data, which
means that when applied the JPM provides a significant
decrease in sampling uncertainty, when compared to the
historical storm method.

A potential advantage of the JPM over methods
which depend heavily on historical storms is that the
JPM attempts to consider all storms that might happen
in an area; whereas, the EST considered only storms
that did happen in that area. For example, the 100-
year return period storm set to contain a full suite of
(cp;Rmax; vf; �l; x); whereas, the historical stormmethod
will have just one or two storms available in this pa-
rameter space. Assuming that, for the purpose of surge
generation, storm characteristics can be represented ad-
equately by the set of parameters used, it is possible to
construct a Katrina-like storm (high intensity combined
with large size) even if one has not happened previously.
Likewise, it is possible to interpolate between re-curved
storms such as Hurricanes Opal and Wilma to under-
stand probabilities of possible hurricane impacts in the
Tampa, Florida area, even though neither of these storms
produced significant surges in the Tampa area.

Perhaps the biggest controversy in JPM applications
during the 1970s and 1980s centered on the suffi-
ciency of this five-dimension set of parameters used in
the joint-probability function to produce accurate wind
fields. In addition to this concern, the lack of data on
historical storms prior to 1950 made it very difficult
to derive representative distributions, even for extended
sections of coast. For example, information on storm
size (Rmax) was lacking for most historical storms; con-
sequently, a statistical estimate of Rmax (as a function

of latitude and central pressure) was frequently substi-
tuted for actual values in the probability distribution.
One wind field factor not considered in early JPM appli-
cations was the variable peakedness of tropical cyclone
wind fields. This term is represented in terms of the
Holland B parameter [26.76] in recent tropical cyclone
wind models.

It is clear that the number of primary dimensions
within the JPM must be capable of representing wind
fields to sufficient accuracy so that they provide reason-
able, relatively unbiased skill when used to drive coastal
wave and surge models. For the case of extratropical
storms, there is no known simple set of parameters that
meets this criterion, and some extension of the EST or
POT method may be the suitable choice for such appli-
cations, at least for recurrence intervals which are not
too long (less than 100 years or so). For the case of trop-
ical cyclones, dynamic models of tropical cyclone wind
fields [26.77, 78] have been shown to capture a sub-
stantial portion of the wind field structure, when driven
with the parameters listed above plus the Holland B
parameter.

An argument against using the parametric wind
fields in the JPM is that each historical tropical cyclone
will tend to exhibit some degree of deviation from the
theoretical parametric (planetary boundary layer) esti-
mates. At any fixed time, such deviations could be pro-
duced by strong storm asymmetries, variations in Rmax

around the storm, enhanced spiral bands, etc. Hence,
a best-estimate wind field crafted by experts to assimi-
late all the observations in a given tropical cyclone will
typically represent the details of that particular storm
much more faithfully than is possible via a parame-
terized theoretical model. Such wind fields today are
produced primarily by groups like the National Oceanic
and Atmospheric Administration (NOAA) Hurricane
Research Division [26.79]. These wind fields are ab-
solutely essential for advancing our understanding of
tropical cyclone winds relative to wave and surge forc-
ing in offshore and coastal areas. An excellent discus-
sion of the reconstruction of historical wind fields and
the impact of different approaches on model accuracies
can be found in [26.80].

It is obvious that best-estimate wind fields contain
an extremely large number of degrees of freedom in
their formulation. Given the relatively small number of
historical tropical cyclones, it is unlikely that we can
understand/quantify the probabilistic nature of all the
interrelated detailed factors that create these deviations.
If these details were absolutely critical to coastal wave
and surge estimation, we would be able to represent
a past tropical cyclone very accurately but would know
little about the probability of future tropical cyclones
unless we retained the same number of degrees of free-
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Fig. 26.10 (a) Comparison of observed high water marks (HWM, [26.81] for Hurricane Katrina and the computational
simulation using best-wind wind fields. Points are the values at the recorded HWMs. Lines display a 1 W 1 correlation
as well as 1:5 ft standard deviation on each side. (b) Comparison of observed HWM for Hurricane Katrina and the
computational simulation using the best hand-analyzed post-event wind fields. Points are the values at the recorded
HWMs. Lines display a 1 W 1 correlation as well as 1:5 ft standard deviation on each side

dom, including their expected variability in estimates
of future storm surge and wave estimates. However,
Figs. 26.10a and 26.10b show comparisons of hindcast
storm surges using best-estimate wind and parametric
wind fields in a hindcast of Hurricane Katrina. As can
be seen in these figures, the differences in the surge
model results are relatively small for this case.

Following Hurricane Katrina, improvements to the
JPM were made to include additional physical factors
affecting the storm and to improve the efficiency of the
method [26.40, 66, 70, 74]. These newer methods have
played a large role in the estimates of design levels
for the new Hurricane Risk Reduction System for New
Orleans. A more detailed discussion of these improve-
ments can be found in [26.65].

Empirical Track Method (ETM)
Vickery et al. [26.78] presents a method for modeling
hurricane risk in the United States. This method has
been adopted for the development of design wind speed
maps within the US (American National Standards In-
stitute (ANSI), [26.82, 83]). The ETM uses a Monte
Carlo approach to sample from empirically derived
probability and joint probability distributions. The cen-
tral pressure is modeled stochastically as a function
of sea surface temperature along with storm heading,
storm size, storm speed, and the Holland B parame-

ter. This method has been validated for several regions
along US coastlines and provides a rational means for
examining hurricane wind risks associated with geo-
graphically distributed systems such as transmission
lines and insurance portfolios.

A key requirement for the application of the ETM
within its Monte Carlo framework is the ability to
execute storms over many, many years (20 000 years
in the application by Vickery et al. [26.78]). As such,
a basin-scale study area with an average of three tropi-
cal cyclones occurring per year occur would require the
simulation of 60 000 storms. Whereas this is not too de-
manding for the estimation of wind probabilities using
an efficiently written planetary boundary layer (PBL)
wind model, it is well beyond the range of current com-
puter capacity for existing large, high-resolution ocean
and coastal response models (wave models and surge
models). For this reason, the ETM is typically not used
for applications in which the computational burden for
individual events is very high.

In its present form, the ETM is based on an au-
toregressive approach in which storm parameters at
a subsequent time step are determined numerically from
the same set of parameters at the current time step, uti-
lizing a set of relationships derived from statistical and
theoretical considerations. Although it is recognized
that such predictions would contain very large statis-
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tical errors for a specific storm, particularly in terms of
predictions of storm intensity and size, the predictions
appear to approximate certain statistical characteristics
of the storm population reasonably well, such as the
mean number of storms in an area. What is not so clear
is whether they capture the complex multivariate struc-
ture that is inherent in interrelationships among storm
characteristics, such as the interaction of rates of change
of these characteristics and the effect of land proximity.
The effect of the omission of these higher order inter-
actions on the statistics of predicted extremes remains
a topic for future research.

26.3.5 Probabilistic Analyses
of Extratropical Storms

As noted earlier, extratropical storms tend to be more
frequent and affect larger coast regions than tropical cy-
clones due to the relatively large size of these storms.
Based on these two considerations, it has been assumed
that, for most coastal areas, the use of the historical
storm method is adequate for quantifying hazards/risks.
However, there are four reasons why this may not be
a justifiable assumption given the geometric complex-
ity of many coastal areas, particularly inland areas such
as major bays and lakes:

� In some areas, the use of in situ observations
to characterize the extremes may contain mixed
populations, with a few observations from storms
in which strong winds blow along the optimal
surge/wave generating direction mixed with many
other observationswith winds from other directions.
In such situations, the former events often have
the appearance of outliers. Since a record length
of 30�40 years may only contain a single interval
of intense storms in which winds line up with the
optimal generation direction, this creates a difficult
situation for the analysis of extremes and a difficult
situation for planners and engineers to assess.� Although the GPD is specifically derived to fit a dis-
tribution above a particular threshold, it is still sub-
ject to the statistical constraint that all the samples
are drawn from a homogeneous population. Like the
GEV, the GPD is still only a three-parameter dis-
tribution, and if too many small events are mixed
into the analysis, the upper tail of the distribution is
very likely to be misestimated. Thus, in applications
where researchers choose the lower limit to be given
by an arbitrary (pre-selected) number of events, this
can lead to a very poor estimation of the actual haz-
ards/risks.� Earlier, we noted that storm characteristics and fre-
quencies seem to be significantly influenced by

multidecadal variations in atmospheric circulation
patterns. In these situations, it is exceptionally diffi-
cult to quantify the effects of the climatic variability
and relatively short-term sample durations may not
be adequate for accurately quantifying expected
extremes. This is an especially important point re-
lating to the difference between storm events that
can occur and storm events that have occurred.� Due to all of the issues raised in items 1�3 and
inherent effects of uncertainty on encounter proba-
bilities, the use of historical storm methods for very
low probabilities, as is needed for certain critical
infrastructure vulnerability assessment and design,
is very difficult to justify without the inclusion of
somemeans to add substantial conservatism into the
analysis. Additional research developing a variation
of the JPM to fit extratropical storms would be very
valuable in meeting this need.

26.3.6 Future Directions
and Final Comments

Irish and Resio [26.40] show that the effects of storm
size, storm forward speed, landfall location, and storm
track angle at the coast on storm surges all have asymp-
totic upper limits in tropical cyclones. Although these
upper limits are site dependent, the forms of these lim-
iters can be written in terms of some relatively simple
functions. This information can help simplify the esti-
mation of very low probability extremes; since in this
very extreme range of surges, it reduces the surge prob-
abilities back to a univariate distribution, in this case
a function of a single parameter, storm central pressure.
However, as emphasized previously, sampling uncer-
tainty must still be considered in the estimation process.
It is likely that, in many areas, the inclusion of sampling
uncertainty within relatively small sample sizes will po-
tentially make the estimates of central pressure for AEP
values of 10�6 unrealistically low. In such situations,
it will likely be necessary to combine probabilistic es-
timates with theoretically derived upper limits to be
able to estimate coastal surges. Presently, this theoreti-
cal upper limit, the MPI, is still developed via relatively
simplistic theoretical formulations combined with em-
pirical envelopes of lowest observed central pressures
around the world [26.84–86]. In their present form, this
limit is estimated primarily as a function of sea sur-
face temperature; however, more theoretical work will
likely show the importance of additional terms to the es-
timation of the MPI. It should certainly be recognized
that any estimate of an MPI will directly contain epis-
temic errors and indirectly contain alleatory errors due
to the sampling distribution used to derive and calibrate
theories.
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26.4 Summary
On the one hand, we can see that considerable progress
has been made in the estimation of hazards and as-
sociated risks in coastal areas over the last 100 years.
Like all decision-making processes which become cod-
ified, it is difficult to change a methodology used for
such estimates very quickly; hence engineering prac-
tice has often significantly lagged the recognized state
of the art of our understanding of coastal hazards and
risks, tending to wait until the occurrence of a natu-
ral disaster, such as Hurricane Katrina and the tsunami
affecting Fukushima, Japan, to foster a willingness to
change. Prudent design concepts in areas with critical

infrastructure and communities that can be affected by
hazards/risks must continue to consider the effects of
both alleatory and epistemic uncertainty.

While the discussion herein focuses primarily on
the coastal storm problem, the key concepts translate
to the wide array of hazards impacting the coast. While
each of these hazards will have its own unique set of
physical characteristics and statistical challenges, the
general concepts discussed here are appropriate for
evaluating their probability and risk, as well as for un-
derstanding the factors contributing to uncertainty in
these extreme estimates.

26.5 Nomenclature
a specified limit or coefficient
b specified limit or coefficient
c coefficient
cp storm central pressure
d coefficient
k coefficient
n;m indices
p.x/ probability density function
q coefficient
vf storm forward speed
x variable
xc coefficient
AEP annual exceedance probability
CDF cumulative distribution function
EST empirical simulation technique
ETM empirical track method
F.x/ cumulative distribution function
GEV generalized extreme value distribution
GPD generalized Pareto distribution
JPM joint probability method
MPI maximum possible intensity
N total number of items
P probability of exceedance
PDF probability density function

PMH probable maximum hurricane
POT peaks over threshold
Pr.A/ probability of event A occurring
Pr.BjA/ probability of a consequence (B) occurring

given that event A occurred
R risk
Rmax storm radius to maximum winds
SPH standard project hurricane
T return period (or return interval)
T 0 dimensionless return period (or return inter-

val)
" coefficient
"0 coefficient
"� deviation from deterministic surge estimate
� surge value
�l storm track angle relative to coast at landfall

 sampling frequency

 coefficient
y reduced Gumbel variate
� distribution standard deviation
�T rms error at return period T
� 0

T dimensionless root-mean-square error at di-
mensionless return period T 0

26.A Appendix: Glossary of Probability and Risk Terms

� Confidence intervals: A confidence interval is a sta-
tistical representation of how certain one is that
a given variable will lie within a given range. A con-
fidence interval includes two components – the
interval (the value will be between x and y) and
the level of certainty (a 90% confidence interval

indicates one can say that there is a 90% proba-
bility the value will fall between the cited interval.
As the interval gets smaller, the certainty that the
values will fall within the interval goes down. Confi-
dence intervals are related to uncertainty in that they
are a statistical method of measuring uncertainty of
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a predicted value based on past data that provides
the probability distribution and variance of the spe-
cific parameter of interest.� Error: Error itself has multiple meanings. In the
modeling/predictive sense, the concept of error re-
quires that there be a correct answer against which
to compare a predicted answer (modeling context)
or sample result (statistical context). Error is then
defined as the difference between the actual and
predicted answer or measured sample. Therefore,
in the sense of predictive risk assessment (looking
forward in time), error is not a useful concept, as
there is not yet any actual or true value against
which to measure or compare. Error should not
be confused with mistake, which is the result of
an incorrect assumption, calculation or model for-
mulation. The hallmark of a mistake is that it is
avoidable.� Error (Types I and II): Type I error and Type II er-
ror are technical terms used in statistics to describe
particular types of erroneous results in a testing pro-
cess. The terms relate to the acceptance or rejection
of the hypothesis being tested (the null hypothe-
sis). If the null hypothesis was rejected (found to
be false) when it actually is true, then a Type I error
occurred. Conversely, if the null hypothesis is not
rejected (found to be true) when it actually is not
true, a Type II error has occurred. These definitions
correlate to the concepts of false positives (Type 1
error) and false negatives (Type II error) in testing.
For a good technical tutorial on Type I and Type II
errors [26.87].� Exposure: The process of the receptor coming into
contact with the hazard.� Exposure pathway: The route by which the receptor
is exposed. For animals, this is either by ingestion,
inhalation, or dermal absorption.� Exposure assessment: Quantitative analysis of
how much (concentration, duration) of the hazard
reaches the receptor.� Hazard/stressor: An event (storm, accident), agent
(chemical, radiation), situation or action with a po-
tential for an undesirable consequence, such as
harm to property, the environment, and human
health or life. This term is often used synonymously
with threat.� Probability: In its most basic sense, probability is
the chance or likelihood that somethingwill happen.
Qualitatively, the more likely an event is to hap-
pen, the more probable the event is. Quantitatively,
probability is a value between 0 and 1, with 1 rep-
resenting absolute certainty of the event occurring.
The probability of an event is typically measured as
the ratio of the number of times an event occurred

over the total number of times the event could have
occurred. For example, if we consider the event to
be the occurrence of precipitation on any given day,
we would collect information on whether it rained
on a given day for a period of time (say 1 year). The
probability of rain would then be

probability of precipitation

D number of days with precipitation

total number of days
:

� Probability distribution: The basic definition of
probability works for discrete events, but when the
event or parameter being evaluated is continuous in
nature (the maximum temperature on any given day,
the stage of a river on any given day), then a single
probability is not sufficient. Instead, possible values
are grouped into discrete ranges, and the number of
occurrences in that range are counted then divided
by the total number of measurements.� Receptor: A receptor is the specific thing or entity
being affected by the hazard/stressor. In a human
health risk assessment – the receptor is a person.� Risk: The potential for realization of unwanted, ad-
verse consequences to human life, health, property,
or the environment. The estimation of risk is usually
quantified using the expected value of the condi-
tional probability of the event occurring times the
consequence of the event given that it has occurred.
This definition is currently used by the Society of
Risk Analysis. Mathematically, this is expressed
as

R D P.A/�P.BjA/ ; (26.23)

where R D risk (a probability from 0 to 1), P.A/ D
probability of event (A) occurring, and P.BjA/ D
probability of a consequence (B) occurring given
that event A occurred.
This technical definition is what will be used
through this handbook. However, there are other
definitions in other fields of which the knowl-
edgeable practitioner should be aware. Table 26.2
presents a summary of other definitions used in var-
ious fields and a list of citations to which one may
refer for more information. In each case, the same
mathematical representation can be used, but there
are assumptions made that result in the definition
being slightly different. This is also presented in Ta-
ble 26.2.
Besides having multiple potential definitions, risk
can also be differentiated by types. Different types
of risk, even if they are of the same quantitative
value, are often managed differently or even ig-
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nored. Some of the common risk types that greatly
influence both how these risks are assessed, man-
aged and communicated are defined below.
– Actual risk: A scientifically verifiable risk.

For example, it is well researched and doc-
umented that smoking places you at-risk for
cancer [26.3–6]. Actual risk is sometimes re-
ferred to as objective risk, but whether risk is
subjective or objective is related more to its
ability to be measured than it is to its actual ver-
ifiability.

– Perceived risk: Risk that is thought to exist by
an individual or group that is non-existent or ex-
aggerated. This often occurs in situations where
the public is misinformed or in which media
reports instill unnecessary panic. Food safety
concerns often top the list of such events and
lead to the significant public policy debates, see,
for example, [26.7].

– Assumed risk: Risk that is taken by choice. As-
sumed risk can be quantifiably large or small,
and actual or perceived. For example, individ-
uals who choose to partake in risky activities
(skydiving, mountain climbing) choose to as-
sume the relatively large risks associated with
these activities, but choosing to drive a car, take
medicines or be involved in day-to-day activi-
ties all involve some assumed risk.

– Comparative risk: Risk placed in context
through comparison with another, perhaps bet-
ter known risk. For example, stating that one
is more likely to be hit by a meteor than to be
injured in a plane crash compares a risk that peo-
ple perceive as low (being hit by a meteor) with
one they perceive as high but which actually is
not. This helps place the risk in a conceptual
framework.

– Imposed risk: Risk that is forced upon an in-
dividual, either without the knowledge of the
individual or if known, without consent. For
example, second-hand smoke exposure is seen
as an imposed risk [26.8–10]. Natural events
such as earthquakes, hurricanes. and extreme
weather events are, to a large extent, imposed
risks, but to some extent individuals assume that
risk based on where they choose to live. For
an interesting approach to this, the reader is re-
ferred to the work of Parsad [26.11].

– Relative risk: Risk of a particular outcome com-
pared between two different groups or condi-
tions. The relative risk is calculated as

relative risk D risk under condition 1

risk under condition 2
:

Thus relative risk proved a value of the risk for
Condition 1 as a multiple of the risk for Condi-
tion 2. For example: suppose property bordering
a coastline (Condition 1) has a 30% probability
of being inundated during a storm surge, while
properties over 100m away from the coastline
(Condition 2) have a 25% probability of inunda-
tion. The relative risk of inundation is, therefore,
1.2 times higher along the coastline (Condi-
tion 1).
It is imperative that the underlying information
about the actual baseline risk be given (i. e.,
30% and 25% probability of inundation). Rela-
tive risk statistics where no baseline information
is given can be very misleading. For example,
if there is a 1 in 1 000 000 (10�6) chance of an
event at location A, and a 1 in 10 000 000 chance
of the same event at location B, saying that loca-
tion A has a 10 times greater risk than B belies
the fact that the risk is still exceedingly small at
location A.

– Percent increased risk: Risk of a particular out-
come compared between two different groups or
conditions measured as a relative difference of
the two risks related to a base risk. Percent in-
creases risk is calculated as

percent increased risk

D
risk under
Condition 1

� risk under
Condition 2

risk under Condition 2
� 100 :

Using our example from conditional risk, the
percent risk increase for inundation by living on
the coast would be

percent increased risk D 30� 25

25
� 100

D 20% increase :

Just as with relative risk, it is imperative that the
underlying information about the actual base-
line risk be given (i. e., 30% and 25% proba-
bility of inundation). Percentage increased risk
can be even more misleading than relative risk,
especially where small risks are involved. For
example, if there is a 1 in 1 000 000 (10�6)
chance of an event at location A, and a 1 in
10 000 000 chance of the same event at location
B, the percent increased risk at location A would
be 900%, which clearly presents a very different
picture than saying that location A has a one in
a million chance of the event.� Risk analysis: The overall name given to the ap-

plication of risk concepts to decision making. It
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Risk analysis

Risk assessment

Risk management
Risk evaluationRisk communication

Risk identification
Risk estimation

Fig. 26.11 Graphical representation of relationship of the
elements of risk analysis

involves detailed examinations performed to un-
derstand the nature of unwanted, negative conse-
quences to human life, health, property, or the
environment. The process includes identification
of potential events (scenarios), quantitative and/or
qualitative assessment of risk, analysis of risk man-
agement alternatives, and communication of that
risk to the necessary stakeholders; an analytical pro-
cess to provide information regarding undesirable
events; and the process of quantification of the prob-
abilities and expected consequences for identified
risks. Figure 26.11 gives a graphical representation
of the iterative and highly interactive relationship of
the various aspects of risk analysis.� Risk assessment: The use of scientifically supported
relationships to evaluate the magnitude and proba-
bility of adverse impacts on selected endpoints of
specific actions, events or hazards/stressors. The as-
sessment may be either qualitative or quantitative.
An example of a qualitative risk assessment is the
prediction of cancer based on decreased ozone in
the atmosphere conducted by the World Meteoro-
logical Organization. The risk assessment predicted
that if conditions did not change, there would be
50 million additional skin cancer cases due to sun-
burn by the year 2000 [26.116]. An example of
a qualitative risk assessment concerning the same
topic (cancer from sunburn) is that a person’s risk
for melanoma – the most serious form of skin
cancer–doubles if he or she has had five or more
sunburns [26.117].� Risk estimation: The scientific determination of
the characteristics of hazards/threats, usually in as
quantitative a way as possible. This includes the
magnitude, spatial scale, duration, and intensity of
adverse consequences and their associated probabil-

ities, as well as a description of the cause and effect
links.� Risk evaluation: A component of risk assessment in
which judgments are made about the significance
and acceptability of risk.� Risk identification: Recognizing that a hazard exists
and trying to define its characteristics. Often risks
exist and are even measured for some time before
their adverse consequences are recognized. In other
cases, risk identification is a deliberate procedure to
review, and it is hoped, to anticipate possible haz-
ards.� Stochastic: The property of having inherent ran-
dom variation. The variation in a stochastic process,
while random, is describable through probability
theory (see uncertainty and variability below).� Threat: See hazard/stressor above.� Uncertainty: Uncertainty is a widely used term
that is unfortunately often misused as a catchall
term. In some instances, it is erroneously applied
to the concept of confidence interval, which is ac-
tually a method of quantifying uncertainty. For
the purpose of risk assessment, modeling, and/or
prediction, uncertainty arises from three main com-
ponents: error, variation, and lack of knowledge (see
definitions herein and in the chapter text).� Variability (alleatory uncertainty): Variability is
a range of potential values for a given parame-
ter. Variability is a natural characteristic of natural
processes (also called natural variation). It is de-
scribable using probability distributions. The result
of natural variation is sometimes called alleatory
uncertainty. Variability in natural processes (and the
resulting alleatory uncertainty) cannot be reduced,
as it is an inherent property of the process itself.� Lack of knowledge (epistemic uncertainty): The re-
sult of a lack of knowledge in risk assessments is
also sometimes called epistemic uncertainty. A lack
of knowledge can arise because the knowledge is
not yet scientifically available – and as such, it can
be reduced (along with the resulting epistemic un-
certainty) going forward through additional data,
experimentation, theoretical development, and sci-
entific inquiry. However, lack of knowledge also
includes things that we do not even know we do not
know. This area of lack of knowledge is more diffi-
cult, because it is not easily identifiable and as such,
becomes included in variability, or is called error
when comparing model results to reality.
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