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Abstract. Currently, mobile environments are gaining importance, and
new promising paradigms, like Mobile Cloud, are arising. However, these
environments pose new challenges and are mainly characterized, among
others, by frequent changes in their execution context. This particularly
is challenging for software architects in the design and implement this
kind of systems. For instance, the Service Oriented Architecture (SOA)
paradigm has not been devised to operate in dynamic network environ-
ments, where centralized services or static deployments must be avoided,
in order to provide a higher availability of services. Therefore, in order to
provide a reliable SOA implementation in mobile environments, it must
be complemented with techniques and methods of Autonomic Comput-
ing. In this work, a self-adaptive SOA approach is proposed. This archi-
tecture will provide support to the dynamic replication and deployment
of services in mobile environments. The approach is based on the con-
text information modelling and management as key aspect to achieve the
required architecture adaptation.

Keywords: Context-awareness, context modelling, software architec-
ture, mobile environments, Service Oriented Architecture (SOA).

1 Introduction

The Service Oriented Architecture (SOA) paradigm proposes a modular distri-
bution of the functionalities of a system through services [10]. It provides the
foundations to build an interoperable and scalable system thanks to the use of
standard protocols (e.g., SOAP) and service composition (i.e., service orchestra-
tion and choreography). However, SOA paradigm has not been designed to oper-
ate in dynamic network environments [2], such as mobile environments. Thanks
to the increase of the capabilities of mobile devices, mobile systems are gain-
ing importance and new concepts and paradigms are arising, like, for instance
Mobile Cloud [5]. These environments pose new challenges and are character-
ized, among others, by frequent changes in their execution context (e.g., changes
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in network topology or in the availability of the devices). Because of this, cen-
tralized services or static deployments must be avoided, in order to provide a
higher availability of services. Thus, in these environments it is not feasible to
implement a system strictly based on SOA.

For instance, in the forensic domain there are different scenarios: natural dis-
asters, accidents, terrorist attacks, murders, etc., where security forces to apply
protocols of action intended to support victim identification. Forensic support
systems, like the Mobile Forensic Workspace [12], must allow to exchange infor-
mation with nearby devices, in order to support data sharing between forensic
experts. However, in some scenarios common network infrastructures may not be
available. Consequently, an ad-hoc network must be created between the users
that compose the working group, who may be moving around the scene. This
implies unstable connections (disconnections and network partitions), and thus,
the availability of the services and information can be compromised.

Therefore, systems deployed in mobile environments should aim to be au-
tonomous sufficiently to adapt themselves to context changes in runtime, with-
out the explicit intervention of the user. In this way, SOA paradigm must be
complemented with techniques and methods of Autonomic Computing [9] for
architectural software design. Autonomic Computing provides the techniques to
extend a system with self-* features (i.e., self-healing, self-configuration, self-
optimization and self-protection). This is fundamental in mobile environments,
where systems must be proactive, and for that reason, self-adaptive architectures
have been gaining importance in the research community [17].

However, current solutions are not effective. This is primarily for two reasons:
(1) they are solutions designed for a particular application domain, and hence,
they are difficult to apply and reuse in different domains; and (2) they are based
in a limited set of context information for the dynamic deployment of services,
which leads to solutions with a poor performance.

In this paper the context information that influences the adaptation process in
self-adaptive service replication and deployment is identified and modelled. This
context model is defined independently of specific application domains, within
the mobile collaborative networks, and it takes into consideration the network
topology, the computational features of the devices, and how they adjust to the
requirements of each specific service. Moreover, a self-adaptive SOA approach
is proposed. This architecture is based on the proposed context model and pro-
vides support to the dynamic replication and deployment of services in mobile
environments.

The rest of this paper is organized as follows. Section 2 provides an overview
of the literature in this field. Section 3 defines a context model and introduces
a self-adaptive software architecture to support the dynamic replication and
deployment of services in mobile environments. In Section 4, the Mobile Forensic
Workspace case study is detailed, and it highlight how the proposed system
helps to improve the availability and reliability of the services and information
deployed in the system. Finally, Section 5 draws some conclusions and outlines
the plans for future research.
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2 Related Work

Some research works have addressed the dynamic topology of new execution
environments through a self-adaptive approach can be found in the literature.
Usually, the solutions adopted are based on the following context information:
device position (i.e., distance between device or travel speed), device battery and
connections stability (i.e., network partitions).

The device position is usually used to create device clusters. Device clusters
methods are applied to turn a distributed network in a set of interconnected local
clusters that can be dealt individually like a centralized network. Dustdar et al.
[4] create device clusters on the basis of the distance between mobile devices.
However, Wang et al. [16] show that travel speed is a better measure to create
clusters of mobile devices. The clustering also implies the election of a cluster
leader. In both works, the device leader is elected by its computational features
(e.g., remaining battery).

Regarding to replication triggers, in [1], service replicas will be created when
too many requests are made to a service from an external group. This replica
will be allocated in the leader of the cluster, i.e., the replica is allocated based on
the computational features of the device. Hamdy et al. [8] propose a replication
protocol based on the interest of devices in the use of the service, i.e., when
an application needs to access a service, it may be deployed in the same device
where is hosted the application, if there are not replicas in its neighbour devices.
Moreover, network partitioning detection mechanisms also help to decide when
replicating a service. For example, in [3], TORA routing protocol [11] is used
in combination with an estimation of the residual link lifetime of wireless links.
When a device predicts a partition, this device will host a replica of the service.

Generally, these are ad-hoc solutions developed for specific scenarios, and
they are based on an implicit context model. The absence of an explicit context
model involves an added difficulty to customize or reuse the proposal. Then, the
impossibility of extend the model according to the particular requirements of a
specific scenario makes inefficient, in that scenario, the proposed solutions.

3 A Self-adaptive Service Deployment

In this section, first the context information that influences the self-adaptive
replication and deployment of services in mobile environments is identified and
modelled. Then, a self-adaptive software architecture, based on this context
model, is proposed.

3.1 Context Model

With regard to the problem of dynamic replication and deployment of services in
mobile collaborative networks, the following context aspects have been identified
as relevant to provide a solution: device features (e.g., battery, memory, process-
ing capacity, etc.), network topology (e.g., client-service distance) and service
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requirements, i.e., how the device features adjust to the requirements of each
specific service. The diagram in Figure 1 shows the context model proposed.
This is an independent application domain model, and takes into considera-
tion different context aspects: device features, service requirements and network
topology.
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Fig. 1. A context model for self-adaptive service replication and development in mobile
environments

Device Features. A mobile environment is a heterogeneous environment where
different devices may offer different features. These features have been classified
into Simple Features, such memory or storage, or Compound Features, such re-
maining battery. This is, a Compound Feature is a feature that is derived from
two or more Simple Features. For example, remaining battery could be calculated
from screen brightness, CPU usage, phone signal strength, and other features.
It is important to take into consideration the device features in order to choose
the devices with best performance to act as service hosts, thus improving service
reliability levels. Also, the current usage of these must be taken into consider-
ation to deploy a service replica (remaining battery, CPU or memory, among
others). For instance, if a device has a 85% average occupancy rate of its band-
width, it is not advisable to deploy a service replica, owing to this device could
be a bottleneck and deploy a new service replica would aggravate its situation.

Service Requirements. Although there is cross-cutting information that af-
fects in a similar way the deployment of all services of the system, such as the
device battery or client-server distance, there is other information that affects in
a greater or lesser measure the deployment of services according to their require-
ments. For example, one service could rather need high processing power while
other could need high storage capacities. For this reason the services must spec-
ify theirs Computational Requirements independently [6]. The service developer
must indicate what features must provide the devices in which the service could
be deployed, through a set of condition statements (e.g., “free storage space equal
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or greater than 1GB”). This would allow the system to distribute the workload
among the devices of the network, providing the appropriate deployment of the
services according to their requirements. Moreover the number of clients (i.e.,
applications and other services), dependencies between services (i.e., regarding
service composition) and number of replicas of the service, are also interesting
context information to provide an efficient service deployment solution.

Network Topology. This model considers an ad-hoc network where the devices
themselves act as routers. Therefore, each device has two kind of Links : Direct
links (one-hop) andMultihop links. EachMultihop link is made up of two or more
direct links between devices. In order to simplify the management of the network
topology, the model considers only the best path between two devices, but it is
independent of its calculation (fewest hops, higher bandwidth, best stability,
etc.). It is interesting to consider the stability of the Link in order to anticipate
a possible network partition, and the possible loss of the communication with a
service or client. Also, the devices that are part of the route between a service
and its clients can be an interesting election to host a service replica, in order
to reduce the response times, bandwidth utilization, and allocating the service
replicas near of their clients in an uniform way within the network topology.

3.2 Self-adaptive Software Architecture

The Figure 2 depicts a general schema of a self-adaptive software architecture to
support the dynamic replication and deployment of services in mobile environ-
ments. This SOA-based architecture is supported by communication middleware
technologies based on Event-Driven Architecture (EDA).

Middleware technologies provide a homogeneous layer that facilitates the com-
munication between the different entities of the network [13]. Additionally to
common services in a communication middleware (publish/subscribe, dynamic
discovery or routing services, among others), in this self-adaptive architecture,
the middleware layer provides a Context Manager Service (CMS). This service
is supported by different monitoring services (e.g., Network or Device Monitor),
which provide information about context changes in the execution environment.
CMS manages a Knowledge Base that stores information under the context
model previously presented (Section 3.1). To obtain a complete perception of
the context of the system, an intensive and costly monitoring could be neces-
sary, due to the dynamic nature of the environment. Therefore, the information
stored in the Knowledge Base of each device will be mostly local to its neigh-
borhood.

The Replica Manager Component (RMC) is generally responsible of the main-
tenance of the different service replicas in the system, specifically, it is responsi-
ble of the synchronization of the operations performed on them. In the proposed
architecture, it also encapsulates the adaptation logic regarding the replication
and deployment of the service replicas. In order to provide a distributed solution,
each service replica has a RMC. It has tree main components:
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Fig. 2. Self-adaptive software architecture to support dynamic replica and deployment
of services in mobile environments

– Replica Synchronizer. This component is responsible of the synchronization
between the different replicas of a service [7]. It is strongly related to the
specific nature of the service. For instance, when two service replicas, which
have been isolated each other in two different partitions of a network, are
joined again, probably, there will be inconsistencies between the two replicas.
These inconsistencies must be resolved according to the specific nature of the
resource (images, documents, annotations, etc.).

– Set Manager. It is responsible of the communication and coordination within
the set of replicas of the service. It can adopt different replica protocols [15]:
passive, such primary-copy protocol; or active, such gossip protocol. In the
case of primary-copy, each Set Manager evaluates its execution conditions:
device capabilities according to service requirements and its position within
the network topology (number of direct links, distance to clients, distance
to other required services, etc.), and the best ranking replica is chosen as
primary copy (active replica). Also, the Set Manager keeps the information
about the number of replicas and their location.

– Reasoner of Deployment. It is responsible of making decisions about when
replicate a service; migrate, hibernate or delete a service replica; and where
to locate the replica. It is based on the information provided by the CMS,
and additionally by the information provided by the Service Monitor. The
Service Monitor provides information about the state of the own service
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replica, for instance, responses time or number of clients.
Its reasoning is based on a rule-based system, in order to provide adequate
response times to changes in the context. Therefore, it can decide: repli-
cate a service when the resources of the current host device are running out
(e.g., battery), when the topology of the network changes (e.g., a partition
is predicted) or when new clients appear; migrate a replica when the distri-
bution of the clients changes among the network or a better device to host
the replica is discovered; or hibernate/delete a replica when the number of
clients is reduced.
Hibernation mechanism is useful in order to react faster to changes in the
network topology and to reduce network traffic. However, services must be
previously deployed, which in some cases may reduce the flexibility of the
system.

4 Case Study

The case study mentioned at the beginning of this paper, the Mobile Forensic
Workspace [12], is helpful to show the need and usefulness of the proposed sys-
tem. In this particular case study the following assumptions can be made: (1)
the devices that will be used belong to a work team, thus the necessary services
can be pre-installed, allowing a hibernation mechanism; and (2) generally, the
work teams in the gathering of evidences are small teams (5 or 8 members),
therefore, a copy-primary replication protocol is feasible. This replication pro-
tocol is simple to manage, but it generates higher levels of network traffic as a
result of the update messages for the passive replicas [15].

The Figure 3 depicts an example scenario within this case study where three
member of a forensic team are gathering preliminary evidences of two victims. In
the scenario two kinds of devices can be found: (1) a laptop deployed statically
in a police car; and (2) three mobile devices (one for each team member). Also,
different services can be found (communication, image repository, victim’s infor-
mation repository, etc.). In the case of Image Repository service, each forensic
expert can take several pictures with his mobile device of an evidence; different
forensic experts can photograph the same evidence; or the same forensic expert
can photograph evidences that belong to different victims. Also, the forensic
experts can add annotations to these pictures, which can be related with other
pictures. Therefore, the Image Repository service must keep an ordered and
consistent set of this information, and at the same time must provide high avail-
ability, to allow forensic experts to access and share pictures of the evidence
found.

In this scenario the proposed context model and self-adaptive architecture
can be useful to improve the availability of the Image Repository service and its
data, and also the reliability of the service. This is highlighted in the following
situations:

1. Initially, all forensic experts are near the victim one (V1 in the Figure 3). All
of them have connection with the laptop located in the police car. Therefore,
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Fig. 3. Example scenario within the Mobile Forensic Workspace case study

the active service replica (copy-primary protocol) is the one deployed in the
laptop (device 1 in the Figure 3), as it has better computational features.
Particularly, the Image Repository service will need storage capacity.

2. The forensic expert of the device 4 will move to the area where the victim
two is located (V2 in the Figure 3). This area is out of the laptop coverage.
Then, the Image Repository service replica must be activated. This can be
triggered in two ways: (1) from the active service replica located in the
laptop, which is monitoring the network and predicts the disconnection of
the client of the device 4 (through the link quality or the speed of travel of
the device); or (2) by the Service Monitor of the passive replica deployed
in the device 4, which detects the disconnection with the active replica. In
this last case, the Set Manager will search other active replica. As the only
replica available is itself, it will turn to active. In this point, the network is
partitioned into two groups: (1) the devices 1, 2 and 3, where the device 1
hosts the active replica; and (2) the device 4, that provides service to itself.

3. Later, the forensic experts of the devices 2 and 3 move to the V2 area.
Therefore, they become part of the second team. The battery of the device 4
is running low, therefore, the Replica Manager will search a better place to
the service. Following a distributed approach, each replica will evaluate its
situation and the best ranked, according to context model, will become in
the active replica. Moreover, the active service replica deployed in the laptop
(device 1 in the Figure 3) will have no clients, therefore the Replica Manager
will hibernate it in order to save resources.

5 Conclusions and Future Work

In this work, the context information model that influences the adaptation pro-
cess in self-adaptive replication and deployment of services has been defined.
The proposed context model takes into consideration the network topology, the
computational features of the devices, and the specific computational require-
ments of a service. This allows the system to distribute the workload between
the devices of the network, providing the appropriate deployment of the services
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according to their requirements. Also, within the mobile collaborative networks,
the context model is independently of specific application domains, which makes
it reusable.

This context model is used to support the decision-making system of a self-
adaptive SOA approach. The proposed architecture provides the basis to sup-
port the dynamic replication and deployment of services in mobile environments
and hence to provide a reliable SOA-base system for dynamic network envi-
ronments. Moreover, the Mobile Forensic Workspace, a real world scenario, has
been described. This scenario reflects the need and usefulness of the proposed
self-adaptive software architecture.

At present time, a study of the proposed system in a network simulator is
under development. This study will allow to investigate the performance of the
system regarding to different configuration parameters (such as monitoring in-
tervals, local/broad knowledge, replication strategies, etc.), and to empirically
compare the behaviour and the performance to other approaches. As future work,
the self-adaptive architecture may be combined with self-adaptive capabilities at
other architectural levels, for example, in the internal functioning of the services
[14], in order to improve their performance and efficiency.
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