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Preface

We are proud to present the set of final accepted full papers for the third edition
of the IWBBIO conference “International Work-Conference on Bioinformatics
and Biomedical Engineering”held in Granada (Spain) during April 15–17, 2015.

The IWBBIO 2015 (International Work-Conference on Bioinformatics and
Biomedical Engineering) seeks to provide a discussion forum for scientists, en-
gineers, educators, and students about the latest ideas and realizations in the
foundations, theory, models, and applications for interdisciplinary and multidis-
ciplinary research encompassing disciplines of computer science, mathematics,
statistics, biology, bioinformatics, and biomedicine.

The aims of IWBBIO 2015 is to create a friendly environment that could
lead to the establishment or strengthening of scientific collaborations and ex-
changes among attendees, and therefore, IWBBIO 2015 solicited high-quality
original research papers (including significant work-in-progress) on any aspect
of Bioinformatics, Biomedicine, and Biomedical Engineering.

New computational techniques and methods in machine learning; data min-
ing; text analysis; pattern recognition; data integration; genomics and evolution;
next generation sequencing data; protein and RNA structure; protein function
and proteomics; medical informatics and translational bioinformatics; compu-
tational systems biology; modeling and simulation and their application in life
science domain, biomedicine, and biomedical engineering were especially encour-
aged. The list of topics in the successive Call for Papers has also evolved, resulting
in the following list for the present edition:

1. Computational proteomics. Analysis of protein–protein interactions. Pro-
tein structure modeling. Analysis of protein functionality. Quantitative pro-
teomics and PTMs. Clinical proteomics. Protein annotation. Data mining in
proteomics.

2. Next generation sequencing and sequence analysis. De novo sequenc-
ing, re-sequencing, and assembly. Expression estimation. Alternative splic-
ing discovery. Pathway Analysis. Chip-seq and RNA-Seq analysis. Metage-
nomics. SNPs prediction.

3. High performance in Bioinformatics. Parallelization for biomedical anal-
ysis. Biomedical and biological databases. Data mining and biological text
processing. Large-scale biomedical data integration. Biological and medi-
cal ontologies. Novel architecture and technologies (GPU, P2P, Grid,...) for
Bioinformatics.

4. Biomedicine. Biomedical Computing. Personalizedmedicine. Nanomedicine.
Medical education. Collaborative medicine. Biomedical signal analysis.
Biomedicine in industry and society. Electrotherapy and radiotherapy.

5. Biomedical Engineering. Computer-assisted surgery. Therapeutic
engineering. Interactive 3D modeling. Clinical engineering. Telemedicine.
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Biosensors and data acquisition. Intelligent instrumentation. Patient Moni-
toring. Biomedical robotics. Bio-nanotechnology. Genetic engineering.

6. Computational systems for modeling biological processes. Inference
of biological networks. Machine learning in Bioinformatics. Classification for
biomedical data. Microarray Data Analysis. Simulation and visualization of
biological systems. Molecular evolution and phylogenetic modeling.

7. Healthcare and diseases. Computational support for clinical decisions.
Image visualization and signal analysis. Disease control and diagnosis.
Genome-phenome analysis. Biomarker identification. Drug design. Compu-
tational immunology.

8. E-Health. E-Health technology and devices. E-Health information process-
ing. Telemedicine/E-Health application and services. Medical Image Process-
ing. Video techniques for medical images. Integration of classical medicine
and E-Health.

After a careful peer review and evaluation process (268 submission were sub-
mitted and each submission was reviewed by at least 2, and on the average
2.7, Program Committee members or Additional Reviewer), 134 papers were
accepted to be included in LNBI proceedings.

During IWBBIO 2015 several Special Sessions will be carried out. Special
Sessions will be a very useful tool to complement the regular program with
new and emerging topics of particular interest for the participating community.
Special Sessions that emphasize on multidisciplinary and transversal aspects, as
well as cutting-edge topics are especially encouraged and welcome, and in this
edition of IWBBIO 2015 are the following:

1. SS1: Expanding Concept of Chaperone Therapy for Inherited Brain
Diseases
Chaperone therapy is a new concept of molecular therapeutic approach, first
developed for lysosomal diseases, utilizing small molecular competitive in-
hibitors of lysosomal enzymes. This concept has been gradually targeted to
many diseases of other categories, utilizing various compounds not necessar-
ily competitive inhibitors but also non-competitive inhibitors or endogenous
protein chaperones (heat-shock proteins).
In this session, we discuss current trends of chaperone therapy targeting var-
ious types of neurological and non-neurological diseases caused by misfolded
mutant proteins. This molecular approach will open a new therapeutic view
for a wide variety of diseases, genetic and non-genetic, and neurological and
non-neurological, in the near future.

Organizer: Dr. Prof. Yaping Tian, Department of Clinical Bio-
chemistry, Chinese PLA General Hospital, Beijing (China).

2. SS2: Quantitative and Systems Pharmacology: Thinking in a wider
”systems-level” context accelerates drug discovery and enlightens
our understanding of drug action
“Quantitative and Systems Pharmacology (QSP) is an emerging discipline
focused on identifying and validating drug targets, understanding existing
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therapeutics and discovering new ones. The goal of QSP is to understand, in
a precise, predictive manner, how drugs modulate cellular networks in space
and time and how they impact human pathophysiology.” (QSP White Paper
- October, 2011)
Over the past three decades, the predominant paradigm in drug discovery
was designing selective ligands for a specific target to avoid unwanted side
effects. However, in the current postgenomic era, the aim is to design drugs
that perturb biological networks rather than individual targets. The chal-
lenge is to be able to consider the complexity of physiological responses to
treatments at very early stages of the drug development. In this way, current
effort has been put into combining 0 chemogenomics with network biology
to implement new network-pharmacology approaches to drug discovery; i.e.,
polypharmacology approaches combined with systems biology information,
which advance further in both improving efficacy and predicting unwanted
off-target effects. Furthermore, the use of network biology to understand
drug action outputs treasured information, i.e., for pharmaceutical compa-
nies, such as alternative therapeutic indications for approved drugs, asso-
ciations between proteins and drug side effects, drug–drug interactions, or
pathways, and gene associations which provide leads for new drug targets
that may drive drug development.
Following the line of QSP Workshops I and II (2008, 2010), the QSP White
Paper (2011), or QSP Pittsburgh Workshop (2013), the goal of this sym-
posium is to bring together interdisciplinary experts to help advance the
understanding of how drugs act, with regard to their beneficial and toxic
effects, by sharing new integrative, systems-based computational, or experi-
mental approaches/tools/ideas which allow to increase the probability that
the newly discovered drugs will prove therapeutically beneficial, together
with a reduction in the risk of serious adverse events.

Organizer: Violeta I. Perez-Nueno, Ph.D., Senior Scientist, Har-
monic Pharma, Nancy (France).

3. SS3: Hidden Markov Model (HMM) for Biological Sequence Mod-
eling Sequence Modeling is one of the most important problems in bioin-
formatics. In the sequential data modeling, Hidden Markov Models(HMMs)
have been widely used to find similarity between sequences. Some of the
most important topics in this session are:

(a) Modeling of biological sequences in bioinformatics;
(b) The application of Hidden Markov Models(HMM);
(c) HMM in modeling of sequential data;
(d) The advantages of HMM in biological sequence modeling compared to

other algorithms;
(e) The new algorithms of training HMM;
(f) Gene sequence modeling with HMM;

Organizer: Mohammad Soruri, Department of Electrical and Com-
puter Engineering, University of Birjand, Birjand (Iran).
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4. SS4: Advances in Computational Intelligence for Bioinformatics
and Biomedicine Biomedicine and, particularly, Bioinformatics are in-
creasingly and rapidly becoming data-based sciences, an evolution driven
by technological advances in image and signal non-invasive data acquisition
(exemplified by the 2014 Nobel Prize in Chemistry for the development of
super-resolved fluorescence microscopy). In the Biomedical field, the large
amount of data generated from a wide range of devices and patients is cre-
ating challenging scenarios for researchers, related to storing, processing,
and even just transferring information in its electronic form, all these com-
pounded by privacy and anonymity legal issues. This can equally be extended
to Bioinformatics, with the burgeoning of the .omics sciences.
New data requirements require new approaches to data analysis, some of
the most interesting ones are currently stemming from the fields of Com-
putational Intelligence (CI) and Machine Learning (ML). This session is
particularly interested in the proposal of novel CI and ML approaches to
problems in the biomedical and bioinformatics domains.
Topics that are of interest in this session include (but are not necessarily
limited to):

(a) Novel applications of existing CI and ML methods to biomedicine and
bioinformatics.

(b) Novel CI and ML techniques for biomedicine and bioinformatics.

(c) CI and ML-based methods to improve model interpretability in biomed-
ical problems, including data/model visualization techniques.

(d) Novel CI and ML techniques for dealing with nonstructured and hetero-
geneous data formats.

More information at

http://www.cs.upc.edu/ avellido/research/conferences/
IWBBIO15-CI-BioInfMed.html
Main Organizer: Alfredo Vellido, PhD, Department of Computer
Science, Universitat Politécnica de Catalunya, BarcelonaTECH
(UPC), Barcelona (Spain).

Co-organizers: Jesus Giraldo, PhD, Institut de Neurociències and
Unitat de Bioestad́ıstica, Universitat Autònoma de Barcelona
(UAB), Cerdanyola del Vallès, Barcelona (Spain).
René Alquézar, PhD, Department of Computer Science, Universi-
tat Politécnica de Catalunya, BarcelonaTECH (UPC), Barcelona
(Spain).

5. SS5: Tools for Next Generation Sequencing data analysis Next Gen-
eration Sequencing (NGS) is the main term used to describe a number of
different modern sequencing technologies such as Illumina, Roche 454 Se-
quencing, Ion torrent, SOLiD sequencing, and Pacific Biosciences. These
technologies allow us to sequence DNA and RNA more quickly and cheaply
than Sanger sequencing and have opened new ways for the study of genomics,
transcriptomics, and molecular biology, among others.
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The continuous improvements on those technologies (longer read length, bet-
ter read quality, greater throughput, etc.), and the broad application of NGS
in several research fields, have produced (and still produce) a huge amount
of software tools for the analysis of NGS genomic/transcriptomic data.
We invite authors to submit original research, pipelines, and review articles
on topics related to software tools for NGS data analysis such as (but not
limited to):
(a) Tools for data preprocessing (quality control and filtering).
(b) Tools for sequence alignment.
(c) Tools for de novo assembly.
(d) Tools for the analysis of genomic data: identification and annotation of

genomic variants (variant calling, variant annotation).
(e) Tools for functional annotation to describe domains, orthologs, genomic

variants, controlled vocabulary (GO, KEGG, InterPro...).
(f) Tools for the analysis of transcriptomic data: RNA-Seq data (quantifica-

tion, normalization, filtering, differential expression) and transcripts and
isoforms finding.

(g) Tools for Chip-Seq data.
(h) Tools for “big-data” analysis of reads and assembled reads.
Organizers: Javier Perez Florido, PhD, Genomics and Bioinfor-
matics Platform of Andalusia (GBPA), Seville, (Spain).
Antonio Rueda Martin, Genomics and Bioinformatics Platform of
Andalusia (GBPA), Seville, (Spain).
M. Gonzalo Claros Diaz, PhD, Department of Molecular Biology
and Biochemistry, University of Malaga (Spain).

6. SS6: Dynamics Networks in System Medicine
Over the past two decades, It Is Increasingly Recognized that a biological
function can only rarely be attributed to an individual molecule. Instead,
most biological functions arise from signaling and regulatory pathways con-
necting many constituents, such as proteins and small molecules, allowing
them to adapt to environmental changes. “Following on from this principle,
a disease phenotype is rarely a consequence of an abnormality in a single ef-
fector gene product, but reflects various processes that interact in a complex
network.” Offering a unifying language to describe relations within such a
complex system has made network science a central component of systems
biology and recently system medicine. Despite the knowledge that biological
networks can change with time and environment, much of the efforts have
taken a static view. Time-varying networks support richer dynamics and may
better reflect underlying biological changes in abnormal state versus normal
state and this provides a powerful motivation and application domain for
computational modeling. We introduce this session on the Dynamics Net-
works in System Medicine to encourage and support the development of
computational methods that elucidate the Dynamics Networks and its ap-
plication in medicine. We will discuss current trends and potential biological
and clinical applications of network-based approaches to human disease. We
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aim to bring together experts in different fields in order to promote cross
fertilization between different communities.
Organizer: Narsis Aftab Kiani, PhD, Computational Medicine Unit,
Department of Medicine, Karolinska Institute (Sweden).

7. SS7: Interdisciplinary puzzles of measurements in biological
systems
Natural sciences demand measurements of the subject of interest as a nec-
essary part of the experimental process. Thus, for the proper understanding
of the obtained datasets, it is the necessity to take into question all math-
ematical, biological, chemical, or technical conditions affecting the process
of the measurement itself. While assumptions and recommendations within
the field itself are usually concerned, some issues, especially discretization,
quantization, experiment time, self-organization, and consequent anomalous
statistics might cause puzzling behavior.
In this special section we describe particular examples across disciplines with
joint systems theory-based approach, including noise and baseline filtration
in mass spectrometry, image processing and analysis, and distributed knowl-
edge database. The aim of this section is to present a general overview of
the systemic approach.
Organizer: Jan Urban, PhD, Laboratory of Signal and Image
Processing, Institute of Complex Systems, Faculty of Fisheries
and protection of Waters, University of South Bohemia. (Czech
republic).

8. SS8: Biological Networks: Insight from interactions
The complete sequencing of the human genome has shown us a new era of
Systems Biology (SB) referred to as omics. From genomics to proteomics and
furthermore, “Omics”-es existing nowadays integrate many areas of biology.
This resulted in an essential ascent from Bioinformatics to Systems Biology
leaving room for identifying the number of interactions in a cell. Tools have
been developed to utilize evolutionary relationships toward understanding
uncharacterized proteins, while there is a need to generate and understand
functional interaction networks. A systematic understanding of genes and
proteins in a regulatory network has resulted in the birth of Systems Biol-
ogy (SB), there-by raising several unanswered questions. Through this con-
ference, we will raise some questions on why and how interactions, especially
protein–protein interactions (PPI), are useful while discussing methods to
remove false positives by validating the data. The conference is aimed at the
following two focal themes:

(a) Bioinformatics and systems biology for deciphering the known–unknown
regions.

(b) Systems Biology of regulatory networks and machine learning.

Organizers: Prof. Alfredo Benso, PhD, Department of Control and
Computer Engineering, Politecnico di Torino (Italy).
Dr. Prashanth Suravajhala, PhD, Founder of Bioclues.org and Di-
rector of Bioinformatics.org
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9. SS9: Tissue engineering for biomedical and pharmacological
applications
The concept of tissues appeared more than 200 years ago, since textures and
attendant differences were described within the whole organism components.
Instrumental developments in optics and biochemistry subsequently paved
the way to transition from classical to molecular histology in order to de-
cipher the molecular contexts associated with physiological or pathological
development or function of a tissue. The aim of this special session is to
provide an overview of the most cutting edge updates in tissue engineering
technologies. This will cover the most recent developments for tissue pro-
teomics, and the applications of the ultimate molecular histology method in
pathology and pharmacology: MALDI Mass Spectrometry Imaging. This ses-
sion will be of great relevance for people willing to have a relevant summary
of possibilities in the field of tissue molecular engineering.
Organizer: Rémi Longuespée, PhD, Laboratoire de Spectrométrie
de Masse, University of Liege (Belgium).

10. SS10: Toward an effective telemedicine: an interdisciplinary
approach
In the last 20 years many resources have been spent in experimentation and
marketing of telemedicine systems, but — as pointed by several researchers
— no real product has been fully realized — neither in developed nor in
underdeveloped countries. Many factors could be detected:

(a) lack of a decision support system in analyzing collected data;
(b) the difficulty of using the specific monitoring devices;
(c) the caution of patients and/or doctors toward E-health or telemedicine

systems;
(d) the passive role imposed on the patient by the majority of experimented

systems;
(e) the limits of profit-driven outcome measures;
(f) a lack of involvement of patients and their families as well as an absence

of research on the consequences in the patient’s life.

The constant improvement of ICT tools should be taken into account: at-
home and mobile monitoring are both possible; virtual visits can be seen as a
new way to perform an easier and more accepted style of patient-doctor com-
munication (which is the basis of a new active role of patients in monitoring
symptoms and evolution of the disease). The sharing of this new approach
could be extended from patients to healthy people, obtaining tools for a real
preventive medicine: a large amount of data could be gained, stored, and an-
alyzed outside the sanitary structures, contributing to a low-cost approach
to health.
The goal of this session is to bring together interdisciplinary experts to de-
velop (discuss about) these topics:
(a) decision support systems for the analysis of collected data;
(b) customized monitoring based on the acuteness of the disease;
(c) integration of collected data with E-Health systems;
(d) attitudes of doctors and sanitary staff;
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(e) patient-doctor communication;
(f) involvement of patients and of their relatives and care-givers;
(g) digital divide as an obstacle/hindrance;
(h) alternative measurements on the effectiveness of telemedicine (quality of

life of patients and caregivers, etc.)
(i) mobile versus home monitoring (sensors, signal transmissions, etc.)
(j) technology simplification (auto-calibrating systems, patient interface,

physician interface, bio-feedback for improving learning)

The session will also have the ambition of constituting a team of interdisci-
plinary research, spread over various countries, as a possible basis for effective
participation in European calls.
Organizers: Maria Francesca Romano, Institute of Economics, Scuola
Superiore Sant’Anna, Pisa (Italy).
Giorgio Buttazzo, Institute of Communication, Information and
Perception Technologies (TeCIP), Scuola Superiore Sant’Anna,
Pisa (Italy).

11. SS11A: High Performance Computing in Bioinformatics, Compu-
tational Biology, and Computational Chemistry
The goal of this special session is to explore the use of emerging parallel
computing architectures as well as High-Performance Computing systems
(Supercomputers, Clusters, Grids) for the simulation of relevant biological
systems and for applications in Bioinformatics, Computational Biology, and
Computational Chemistry. We welcome papers, not submitted elsewhere for
review, with a focus on topics of interest ranging from but not limited to:

(a) Parallel stochastic simulation.
(b) Biological and Numerical parallel computing.
(c) Parallel and distributed architectures.
(d) Emerging processing architectures (e.g. GPUs, Intel Xeon Phi, FPGAs,

mixed CPU-GPU, or CPU-FPGA, etc).
(e) Parallel Model checking techniques.
(f) Parallel algorithms for biological analysis.
(g) Cluster and Grid Deployment for system biology.
(h) Biologically inspired algorithms.
(i) Application of HPC developments in Bioinformatics, Computational

Biology, and Computational Chemistry.

Organizers: Dr. Horacio Perez-Sanchez, Dr. Afshin Fassihi and
Dr. Jose M. Cecilia, Universidad Católica San Antonio de Mur-
cia (UCAM), (Spain).

12. SS11B: High-Performance Computing for Bioinformatics Applica-
tions
This Workshop has a focus on interdisciplinary nature and is designed to
attract the participation of several groups including Computational Scien-
tists, Bioscientists, and the fast growing group of Bioinformatics, researchers.
It is primarily intended for computational scientists who are interested in
Biomedical Research and the impact of high-performance computing in the
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analysis of biomedical data and in advancing Biomedical Informatics. Bio-
scientists with some background in computational concepts represent an-
other group of intended participants. The interdisciplinary group of research
groups with interests in Biomedical Informatics in general and Bioinformat-
ics in particular will likely be the group attracted the most to the workshop.
The Workshop topics include (but are not limited to) the following:
(a) HPC for the Analysis of Biological Data.
(b) Bioinformatics Tools for Health Care.
(c) Parallel Algorithms for Bioinformatics Applications.
(d) Ontologies in biology and medicine.
(e) Integration and analysis of molecular and clinical data.
(f) Parallel bioinformatics algorithms.
(g) Algorithms and Tools for Biomedical Imaging and Medical Signal

Processing.
(h) Energy Aware Scheduling Techniques for Large-Scale Biomedical

Applications.
(i) HPC for analyzing Biological Networks.
(j) HPC for Gene, Protein/RNA Analysis, and Structure Prediction.
For more information, you can see the Call for Paper for this special session.
Organizers: Prof. Hesham H. Ali, Department of Computer Sci-
ence, College of Information Science and Technology, University
of Nebraska at Omaha (EEUU).
Prof. Mario Cannataro, Informatics and Biomedical Engineering
University “Magna Graecia” of Catanzaro (Italy).

13. SS12: Advances in Drug Discovery
We welcome papers, not submitted elsewhere for review, with a focus in
topics of interest ranging from but not limited to:
(a) Target identification and validation.
(b) Chemoinformatics and Computational Chemistry: Methodological ba-

sis and applications to drug discovery of: QSAR, Docking, CoMFA-like
methods, Quantum Chemistry and Molecular Mechanics (QM/MM),
High-performance Computing (HPC), Cloud Computing, Biostatistics,
Artificial Intelligence (AI), Machine Learning (ML), and Bio-inspired Al-
gorithms like Artificial Neural Networks (ANN), Genetic Algorithms, or
Swarm Intelligence.

(c) Bioinformatics and Biosystems: Methodological basis and applications to
drug design, target or biomarkers discovery of: Alignment tools, Pathway
analysis, Complex Networks, Nonlinear methods, Microarray analysis,
Software, and Web servers.

(d) High Throughput Screening (HTS) of drugs; Fragment-Based Drug Dis-
covery; Combinatorial chemistry, and synthesis.

Organizers: Dr. Horacio Perez-Sanchez and Dr. Afshin Fassihi,
Universidad Católica San Antonio de Murcia (UCAM), (Spain).

14. SS13: Deciphering the human genome
Accomplishment of “1000 Genomes Project” revealed immense amount of
information about variation, mutation dynamics, and evolution of the hu-
man DNA sequences. These genomes have been already used in a number
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of bioinformatics studies, which added essential information about human
populations, allele frequencies, local haplotype structures, distribution of
common and rare genetic variants, and determination of human ancestry
and familial relationships. Humans have modest intra-species genetic varia-
tions among mammals. Even so, the number of genetic variations between
two persons from the same ethnic group is in the range of 3.4–5.2 million.
This gigantic pool of nucleotide variations is constantly updating by 40–100
novel mutations arriving in each person. Closely located mutations on the
same DNA molecule are linked together forming haplotypes that are inher-
ited as whole units and span over a considerable portion of a gene or several
neighboring gene. An intense intermixture of millions of mutations occurs in
every individual due to frequent meiotic recombinations during gametogen-
esis. Scientists and doctors are overwhelmed with this incredible amount of
information revealed by new-generation sequencing techniques. Due to this
complexity, we encountered significant challenges in deciphering genomic in-
formation and interpretation of genome-wide association studies.
The goal of this session is to discuss novel approaches and algorithms for
processing of whole-genome SNP datasets in order to understand human
health, history, and evolution.
Organizer: Alexei Fedorov, Ph.D, Department of Medicine, Health
Science Campus, The University of Toledo (EEUU).

15. SS14: Ambient Intelligence for Bioemotional Computing
Emotions have a strong influence on our vital signs and on our behavior.
Systems that take our emotions and vital signs into account can improve
our quality of life. The World Health Organization (WHO) characterizes a
healthy life first of all with the prevention of diseases and secondly, in the case
of the presence of disease, with the ability to adapt and self-manage. Smart
measurement of vital signs and of behavior can help to prevent diseases or
to detect them before they become persistent. These signs are key to obtain
individual data relevant to contribute to this understanding of healthy life.
The objective of this session is to present and discuss smart and unobtru-
sive methods to measure vital signs and capture emotions of the users and
methods to process these data to improve their behavior and health.
Organizers: Prof. Dr. Natividad Martinez, Internet of Things Lab-
oratory, Reutlingen University (Germany).
Prof. Dr. Juan Antonio Ortega, University of Seville (Spain).
Prof. Dr. Ralf Seepold, Ubiquitous Computing Lab, HTWG Kon-
stanz (Germany).

In this edition of IWBBIO, we are honored to have the following invited
speakers:

1. Prof. Xavier Estivill, Genomics and Disease group, Centre for Genomic Reg-
ulation (CRG), Barcelona (SPAIN).

2. Prof. Alfonso , Structural Computational Biology group, Spanish National
Cancer Research Center (CNIO), Madrid (SPAIN).
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3. Prof. Patrick Aloy, Structural Bioinformatics and Network Biology group,
Institute for Research in Biomedicine (IRB), Barcelona (SPAIN).

It is important to note that for the sake of consistency and readability of the
book, the presented papers are classified under 21 chapters. The organization of
the papers is in two volumes arranged basically following the topics list included
in the call for papers. The first volume (LNBI 9043), entitled “Advances on
Computational Intelligence. Part I” is divided into seven main parts and includes
the contributions on:

1. Bioinformatics for healthcare and diseases.
2. Biomedical Engineering.
3. Biomedical image analysis.
4. Biomedical signal analysis.
5. Computational genomics.
6. Computational proteomics.
7. Computational systems for modeling biological processes.

In the second volume (LNBI 9044), entitled “Advances on Computational
Intelligence. Part II” is divided into 14 main parts and includes the contributions
on:

1. E-Health.
2. Next generation sequencing and sequence analysis.
3. Quantitative and Systems Pharmacology.
4. Hidden Markov Model (HMM) for Biological Sequence Modeling.
5. Biological and bio-inspired dynamical systems for computational intelligence.
6. Advances in Computational Intelligence for Bioinformatics and Biomedicine.
7. Tools for Next Generation Sequencing data analysis.
8. Dynamics networks in system medicine.
9. Interdisciplinary puzzles of measurements in biological systems.

10. Biological Networks: Insight from interactions.
11. Toward an effective telemedicine: an interdisciplinary approach.
12. High-Performance Computing in Bioinformatics, Computational Biology, and

Computational Chemistry.
13. Advances in Drug Discovery.
14. Ambient Intelligence for Bioemotional Computing.

This third edition of IWBBIO was organized by the Universidad de Granada
together with the Spanish Chapter of the IEEE Computational Intelligence Soci-
ety. We wish to thank our main sponsor BioMed Central, E-Health Business De-
velopment BULL (España) S.A., and the institutions Faculty of Science, Dept.
Computer Architecture and Computer Technology and CITIC-UGR from the
University of Granada for their support and grants. We also wish to thank the
Editor-in-Chief of different international journals for their interest in editing
special issues from the best papers of IWBBIO.

We would also like to express our gratitude to the members of the different
committees for their support, collaboration, and good work. We especially thank
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the Local Committee, Program Committee, the Reviewers, and Special Session
Organizers. Finally, we want to thank Springer, and especially Alfred Hoffman
and Anna Kramer for their continuous support and cooperation.

April 2015 Francisco Ortuño
Ignacio Rojas
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Intellectual Property Protection for Bioinformatics and Computational
Biology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Dennis Fernandez, Antonia Maninang, Shumpei Kobayashi,
Shashank Bhatia, and Carina Kraatz



XXIV Table of Contents – Part I

Lupin Allergy: Uncovering Structural Features and Epitopes of
β-conglutin Proteins in Lupinus Angustifolius L. with a Focus on
Cross-allergenic Reactivity to Peanut and other Legumes . . . . . . . . . . . . . . 96
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Kemal Turhan, Burçin Kurt, Sibel Kul, and Aslı Yazağan
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Àngels Bayés, Sheila Garcá, and Berta Mestre
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Support Vector Machine Prediction of Drug Solubility on GPUs . . . . . . . 645
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Vivian Lee, and Masatomo Goto

Advertising Liking Recognition Technique Applied to Neuromarketing
by Using Low-Cost EEG Headset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 701

Luis Miguel Soria Morillo, Juan Antonio Alvarez Garćıa,
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Abstract. Currently, the fatality of cardiovascular diseases (CVDs) represents 
one of the global primary healthcare challenges and necessitates broader popu-
lation checking for earlier intervention. The traditional auscultation is cost-
effective and time-saving for broader population to diagnose CVDs early. 
While many approaches in analyzing heart sound (HS) signal from auscultation 
have been utilized successfully, few studies are focused on acoustic perspective 
to interpret the HS signal. This paper proposes a segmentation-free model that 
can interpret HS effectively, which aligns engineering with clinical diagnostic 
basis and medical knowledge much more. The presented model stems from 
timbre analysis model but is adapted for HS signal. The relevant theoretical 
analysis and simulation experiments indicate that the proposed method has 
good performance in HS analysis. 

Keywords: Acoustics, Feature Extraction, Spectral Centroid, Temporal Centroid. 

1 Introduction 

The American Heart Association studies predict that 40.5% of US population will 
have some form of CVD by 2030 with associated indirect cost reaching $ 276 billion 
[1]. CVD affects individuals in their peak mid-life years disrupting the future of the 
families dependent on them and undermining the development of nations by depriving 
valuable human resources in their most productive years. An early detection and  
prevention care is much significant and is a big challenge on the global scale. Clinical 
check of CVDs is costly and prolonged, such as echocardiogram (ECHO), electrocar-
diography (ECG), etc. Besides the cost, they are inconvenient and patients themselves 
cannot often be checked away from clinics. Traditional auscultation provides a  
possible solution. Based on HSs, auscultation could also find signs of pathologic con-
ditions, like many cardiac abnormalities including valvular heart disease, congestive 
heart failure and congenital heart lesions etc. Unfortunately, the auscultation requires 
extensive training and experience to perform effectively. This leads the research on 
HS signal interpretation and analysis in order to provide faster, better and more cost-
effective healthcare support for the victims of CVDs. 
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HS signals are typically dynamic, complex and non-stationary. For analysis of HS 
signal, many approaches, such as wavelet decomposition and reconstruction method 
[2-4], short time Fourier transform (STFT) method [5, 6], and S-transform method [7, 
8], have been proposed in literatures Most will solely analyze the time frequency 
domain for feature extractions. This leads to a conclusion that feature extractions are 
less aligned with medical knowledge. 

From acoustic perspective, a doctor diagnoses the CVDs generally through a steth-
oscope. Common descriptive terms about what it sounds like in auscultation include 
rumble, blowing, machinery, scratchy, harsh, gallop, ejection, click, drum, cymbal, 
etc. From acoustic perspective to analyze such a bio-signal, its main advantage is that 
engineering is aligned with clinical diagnosis. For instance, it is described by a doctor 
that continuous machinery sound is heard on the left sternal border between the se-
cond and third ribs in auscultation indicating the patient’s ductus arteriosus. The mel-
frequency cepstral coefficient (MFCC) method has been utilized for HS feature ex-
traction [9-13], which is based on the theory that human audition spaces linearly at 
low frequency band and logarithmically at high frequency. Unfortunately, it is a seg-
mentation-based feature extraction technique and its effect suffers from segmentation 
error greatly. 

Instead, a segmentation-free model stems from classical timbre analysis model and is 
creatively proposed for HS analysis. Timbre, which embodies the texture of acoustic 
source, is a significant attribute among timbre, loudness and pitch in acoustics. When 
the pathology changes in heart or blood vessels, different timbre information can be 
sampled, from which can trace back the reason causing such a timbre. However, current 
timbre analysis model mainly aims at recognizing different music instruments, and only 
few literature reports their explorations on HS feature detection. In this paper, the  
proposed model is elaborated and its performance for characterizing features with diag-
nostic significance from HS is evaluated through experiments. 

2 Methodology 

2.1 Feature Extraction 

Psychoacoustic literatures conclude that the dimensions of timbre analysis model can 
be categorized as fundamental frequency, log attack time (LT), temporal centroid 
(TC), spectral centroid (SC), harmonics, etc. [13-17].  

In this paper, SC, TC and LT are selected to construct feature set for HS signal. SC 
reflects the signal power distribution in frequency domain. It is computed as the pow-
er spectrum weighted average of the frequency in the power spectrum shown in  
Eq. (1) and (2). 

 ( ) = ∑ ( )/ 	                       (1) = ∑ ( )∙ ( )	∑ ( )	                               (2) 
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where M is the total number of frames in a sound segment, Pi(k) is the kth power spec-
trum coefficient in the ith frame, f(K) is the kth frequency bin. 

 

Fig. 1. The same type of HS signal with different TC values caused by different locations of 
starting point 

 

Fig. 2. False LT1 is mistaken as the LT while S2 is sometimes stronger 

 
TC reflects the strength of the signal distribution in time domain. It is the geometric 

centroid of the signal in temporal domain. However, for the traditional timbre analysis 
model, TC is affected by different locations of starting point (Fig. 1). HS signals A and 
B are regarded as the same type of HS although a delay in time dominion exists. To 
solve this problem, TC is defined as: = ∑ ∙ ( )∑ ( ) −                     (3) 

where sr is the sample rate, T0 is the time when the signal starts. 
LT called rising time in other literatures is of great use in feature extraction on mor-

phology. It indicates the very short period of time that elapses before the sound has 
formed its spectrum. How timbres are identified usually depends on log attack time. It 
is defined as the logarithm of duration between the time where signal starts and the 
time where it reaches its stable part. Conventional computation of LT is on basis of HS 
signal’s envelope, which is typically computed through Hilbert transform. Virtually 
this will lead to heavy computational load so as to impair the proposed model’s  
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promising of pervasive computing. Instead, according to physical definition of LT, it 
can be achieved by computing the period between the minimum and the maximum of 
the HS signal amplitude. However, when the HS signal is processed as a whole without 
envelope, the situation appears that the false LT1 is mistaken as the LT, while S2 is 
sometimes stronger (Fig. 2). As TC of HS signal is known as aforementioned, the T1 
value is the supermum of set {0<t<TC}. Then the mistaken LT is avoided as formula 
(4) and (5) show. = ( − )																	               (4) 

1 = {0 < < }			                    (5) 

where T0 is the time when signal starts. Here we use the time while the signal ampli-
tude is 0.001 db. T1 is the supermum of the set of time between 0 and TC. 

2.2 Classification 

The k-nearest neighbor algorithm (KNN) is a non-parametric method used for classi-
fication [18]. The input consists of the k closest training examples in the feature 
space. The output is a class membership. The HS is classified by a majority vote of its 
neighbors based on distances, with the object being assigned to the class most com-
mon among its k nearest neighbors. Distance comes in many flavors. The distance dij 
between any two HSs i and j thus takes the following form: = || − || 																																																									(6) 

where xi is the coordinate value of HS i on dimension n, n is the total number of di-
mensions in the model. If p = 3, the distance is the Minkowski metric. Here for the 
HS, p = 2, a simple Euclidean distance is utilized and this is what usually used in 
timbre studies. As the model has 3 different physics dimensions, so the data are nor-
malized before classification. 

3 Test Results 

3.1 Setting of Experiments 

The experiment is built on a set of HSs obtained from on-line benchmark database 
provided by eGeneral Medical Inc., USA [19] as well as the datasets recorded at  
hospital with an electronic stethoscope. The sounds are digitized using a sampling 
frequency of 44,100 Hz. The spectrograms are computed with Fast Fourier Transform 
(FFT). The sound types are comprised of ejection, rumble, gallop, and normal HS. 
Furthermore, the origins of all recorded HSs are from subjects of different ages, gen-
ders and physical characteristics at the time of recording. The heart rates in the dataset 
vary from 60 to 120 beats per minute. 
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3.2 Results and Discussion 

The extracted features are showed as 3-D diagram with each dimension representing 
individual selected timbre attribute respectively (Fig. 3). It is easily observed that the 
4 types of HS demonstrate great divergence spatially.  

 
To evaluate the performance of feature extraction, both timbre analysis model [20] 

(model-I) and this proposed model (model-II) are applied to the same classifier by 
utilizing the real HS datasets. The results are illustrated as confusion matrix (Table 1). 
Table 2 shows the comparison results of two models’ classification accuracy. Judged 
by the data, model-I shows poor performance on distinguishing ejection type and 
gallop type from other types of HS. Comparatively speaking, the results of model-II 
are quite encouraging. All of the test results are well categorized by model-II except 
one case in which one ejection HS signal is mistaken as rumble HS signal. 
 
 

Table 1. Confusion Matrix of Classification Results 

 Ejection Rumble Gallop Normal 

I 

Ejection 3  3  

Rumble  6   

Gallop 1 1 4  

Normal    6 

Ⅱ 

Ejection 5 1   

Rumble  6   

Gallop   6  

Normal    6 

Table 2. Comparison Results of Two Models’ Classification Accuracy 

 I Ⅱ 
TPR 

(%) 
FPR 

(%) 
TPR 

(%) 
FPR 

(%) 
Ejection 50 5 83.3 0 

Rumble 100 5 100 5.6 

Gallop 66.7 16.7 100 0 

Normal 100 0 100 0 

ACC(%) 79.1 95.8 
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Fig. 3. Feature extraction results of 4 types of HS 

Concisely, for ejection type and gallop type HS signal, the SC value extracted by 
model-I show high discrimination index however there is overlap between LT and TC 
values bringing about misclassification of these two types. By contrast, the algorithm 
of LT and TC is enhanced in model-II by taking HS’s intrinsic character into account, 
and solve the problem that there exists a delay in time domain for real HS signal. It is 
believed to be the reason why the proposed model is superior to the conventional 
timbre analysis model. 

4 Conclusion 

A new segmentation-free model for the HS feature extraction is depicted, which 
adapts three timbre attributes to modeling HS signal acoustically so as to align engi-
neering with medical knowledge much more. Furthermore, it voids computation com-
plexity and mistakes introduced by segmentation. Experimental results indicate that it 
has better performance in feature extraction and robustness for HS classification than 
conventional timbre analysis model. Hereby, the proposed model shows great poten-
tial for pervasive health monitoring with intelligent auscultation function. 
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Abstract. Tackling the ever-growing amount of specialized literature in the life 
sciences domain is a paramount challenge. Various scientific workflows depend 
on using domain knowledge from resources that summarize, in structured form, 
validated information extracted from scientific publications. Manual curation of 
these data is a demanding task, and latest strategies use computerized solutions 
to aid in the analysis, extraction and storage of relevant concepts and their re-
spective attributes and relationships. The outcome of these complex document 
curation workflows provides valuable insights into the overwhelming amount of 
biomedical information being produced. Yet, the majority of automated and in-
teractive annotation tools are not open, limiting access to knowledge and reduc-
ing the potential scope of the manually curated information. In this manuscript, 
we propose an interoperable semantic layer to unify document curation results 
and enable their proper exploration through multiple interfaces geared towards 
bioinformatics developers and general life sciences researchers. This enables a 
unique scenario where results from computational annotation tools are harmo-
nized and further integrated into rich semantic knowledge bases, providing a 
solid foundation for discovering knowledge. 

Keywords: Document curation, text-mining, semantic web, knowledge discov-
ery, data integration. 

1 Introduction 

The publication of articles, books and technical reports, particularly concerning the 
scientific biomedical literature, is growing at a high rate. In the MEDLINE biblio-
graphic database alone, the continued exponential growth [1] resulted in a total of 21 
million references to journal articles in fields related to the life sciences, until 2013. 
This evolution has made it harder than ever for researchers to find and assimilate all 
the information relevant to their research, and promoted various efforts to summarize 
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the knowledge scattered across multiple publications and store it in structured form. 
However, creating and updating these valuable resources is a time-demanding and 
expensive task that requires highly trained data curators.  

Computerized text-mining solutions have been increasingly applied to assist bio-
curators, allowing the extraction of relevant information regarding biomedical con-
cepts such as genes, proteins, chemical compounds or diseases [2], and thus reducing 
curation times and cost [3]. However, few information extraction systems carry out a 
complete analysis to take advantage of the produced results. On the one hand, most of 
the available text-mining tools successfully identify relevant data in documents, 
usually providing these results through a text file using a specific format, but do not 
have the capabilities to further organize or exploit this information. Assisted curation 
tools, on the other hand, typically follow an internal data structure to acquire,  
organize and store the curated information. However, since these tools are usually 
developed for specific curation requirements, their data structure is usually not intero-
perable, hindering integration with external knowledge bases and full exploitation of 
the curated knowledge. In this perspective, novel mechanisms are required to explore 
and sustain such text-mining outcomes.   

Nowadays, the Semantic Web (SW) paradigm [4] encompasses a broad set of 
modern technologies that are a perfect fit for the intrinsic interrelationships within the 
life sciences field. Technologies such as RDF (Resource Description Framework), 
OWL (Web Ontology Language) and SPARQL (SPARQL Protocol and RDF Query 
Language) are technical recommendations of the World Wide Web Consortium that 
facilitate the deployment of advanced algorithms for searching and mining large inte-
grated datasets [5]. SW standards are used to tackle traditional data issues such as 
heterogeneity, distribution and interoperability, providing an interconnected network 
of knowledge. Furthermore, ontologies provide an excellent way to represent biomed-
ical resources, especially considering the complexity of the domain. For instance, 
Gene Ontology [6] demonstrates that ability by describing gene products in any or-
ganism with structured vocabularies. For these reasons, Semantic Web technologies 
are increasingly being adopted to link, exploit and deliver knowledge for both ma-
chine and human consumption, creating large and complex networks.  

In this document, we propose an interoperable semantic layer to unify text-mining 
results originated from different tools, information extracted by curators, and baseline 
data already available in reference knowledge bases, to enable their proper exploration.  

2 Background 

The huge amount of information currently available in the biomedical scientific litera-
ture demands the application of Information Extraction (IE) tools to automatically ex-
tract information from the data, induce new knowledge and understand its meaning. To 
accomplish that, text-mining techniques are needed to convert unstructured data into a 
unambiguous representation of concepts and relations [7], targeting a specific goal and 
domain.  
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Usually, state-of-the-art solutions follow a combination of pre-defined and sequential 
processes in order to apply and perform biomedical information extraction. Natural 
Language Processing (NLP) techniques [8] are commonly applied as pre-processing 
tasks to split documents text into meaningful components, such as sentences and tokens, 
assign grammatical categories (a process named part-of-speech tagging), or even apply 
linguistic parsing to identify the structure of each sentence. Next, concept recognition 
methods are employed, which involve Named Entity Recognition (NER) [2] to detect 
the concept mentions, and normalization processes [9] to distinguish and attribute 
unique identifiers to each detected entity name. Complete biomedical text-mining solu-
tions also apply relation-mining techniques to identify the events and entity relations 
that make up complex biological networks. Conventional solutions are focused on in-
vestigating and extracting direct associations between two concepts (e.g. genes, pro-
teins, drugs, etc.) [10]. The study of these associations has generated plenty of interest, 
especially in respect to protein-protein interactions (PPIs) [11] [12], drug-drug interac-
tions (DDIs) [13], and relations between chemicals and target genes. Other solutions, 
such as FACTA [14], are targeted at uncovering implicit heterogeneous connections 
between different types of concepts. 

Recently, interactive text-mining solutions have gained more attention due to the 
added benefits of including automatically extracted information in the manual curation 
processes. With these solutions, the curation time is improved and possible mistakes 
from computational information extraction results are minimized. Brat [15], MyMiner 
[16], Argo [17] and Egas [18] are state-of-the-art interactive solutions, each providing 
different features but with the same goal: simplify the annotation process.  

Due to the complexity and diverse challenges addressed by such systems, different 
data models are adopted. This fragmentation of formats is not desirable, and text-
mining research should encourage the use of modern data exchange standards, allow-
ing researchers to leverage a common layer of interoperability. A large number of 
projects have been undertaken with the purpose of enabling or enhancing the pros-
pects for interoperability and reusability of text-mined information. Recently, BioC 
[19] has emerged has a community-supported format for encoding and sharing textual 
data and annotations. This minimalist approach envisages to simplify data reuse and 
sharing, and to achieve interoperability for the different text processing tasks in bio-
medical text-mining. However, BioC is still a verbose format, and data exchange 
methods are simply based on sharing a common XML file.  

In recent years, Semantic Web became the de facto paradigm for data integration at 
a web-scale, focused on the semantics and the context of data [20]. It enables the crea-
tion of rich networks of linked data, establishing new possibilities to retrieve and 
discover knowledge (e.g. reasoning). Moreover, Semantic Web makes data integra-
tion and interoperability a standard feature, enabling the representation of data ele-
ments in the web as real-world entities and links containing logical relations between 
those entities. Currently, there are several systems, such as COEUS [21], Sesame [22] 
or SADI [23], that explore the potential behind Semantic Web technology, enabling 
the quick creation of new knowledge bases to store and/or deliver information to end-
users. For instance, the COEUS framework includes advanced data integration tools, 
base ontologies, a web-oriented engine with interoperability features, such as REST 
(Representational State Transfer) services, a SPARQL endpoint, Linked Data publica-
tion interface, as well as an optional nanopublication extension [24].   
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Strategies that combine the benefits of text-mining methods with Semantic Web 
technologies represent a growing trend that allows the establishment of curated data-
bases with improved availability [25]. Coulet et al. [26] provide an overview of such 
strategies and propose a specific approach to make the integration and publication of 
heterogeneous text-mined pharmacogenomic relationships on the Semantic Web. 
Mendes et al. [27] provide another example, describing a system that automatically 
annotates text documents and translates the outputs into the DBpedia namespace. 
These strategies represent ongoing efforts striving towards the integration of know-
ledge present in text documents into the Linked Open Data network. Ciccarese et al. 
[28] provide another interesting integration system by presenting DOMEO, a software 
framework that allows to run text-mining services on the web, translating the out-
comes into the Open Annotation Ontology model [29]. The system stores the results 
as RDF annotations that can be queried with SPARQL. The DOMEO architecture can 
rely on external text-mining services to enhance the curation process. However, inte-
gration of state-of-the-art algorithms and services needs to be additionally developed. 

In this way, such combination represents an attractive strategy that allows curation 
outcomes to be discoverable and shared across multiple research institutions. Howev-
er, this process is still a challenge for developers, requiring extensive efforts to inte-
grate and enhance the outputs of their solutions. 

3 Methods 

Computational annotation solutions focus on strategies to mine textual data, produc-
ing large amounts of information in different formats. Generally, these annotations 
include entity names, entity identifiers from the normalization step, and events or 
relations between those entities. To fully exploit the potential behind these discovered 
associations, modern knowledge paradigms need to be adopted in order to streamline 
the workflow from data acquisition to knowledge delivery. We propose an integrative 
solution for facilitating the publishing of these valuable data on the Semantic Web 
ecosystem.   

3.1 Case Study 

The notion of unifying current text-mining tools with Semantic Web technologies 
emerged from the need to better explore and share, in an efficient way, the mined re-
sults. Currently, publishing or sharing the outcomes of a computational annotation tool 
across multiple institutions is hindered by serious difficulties and the usual option is to 
simply share the resulting output file. However, consuming this type of annotation 
outputs is sometimes not a trivial task and interoperability issues still arise. To better 
describe this problem, we consider the interaction between Egas1, a collaborative anno-
tation tool, and COEUS2, a Semantic Web Framework. Egas is a web-based platform 
for biomedical text-mining and collaborative curation, supporting manual and  

                                                           
1 https://demo.bmd-software.com/egas/ 
2 http://bioinformatics.ua.pt/coeus/ 
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miscellaneous annotation formats benefits developers, allowing each one to implement 
and integrate their format in a common interface. With this shared interface, entities 
and relations extracted from input data files can be processed (Fig. 2, block 1). Next, 
ontology-based annotation techniques [30] [31] are used to automatically attribute each 
identified name or relation to a specific object or data property from selected ontolo-
gies (Fig. 2, block 2). This mechanism will perform improved relation mapping me-
thods capable to provide an answer to the question: What is the best ontology property 
to describe a specific biomedical relation? Then, the triples generation process (Fig. 2, 
block 3) results from an advanced Extract-Transform-and-Load process that is respon-
sible for performing an adequate linkage between each entity and related properties. 
Finally, the integrated information can be combined with existing and related know-
ledge, providing additional inference and reasoning capabilities (Fig. 2, block 4). This 
combination takes advantage of existing knowledge bases, associating and discovering 
related information to support query and retrieval services. 
 

 
 

Fig. 2. Semantic layer architecture: annotation results from external text-mining tools inte-
grated into Semantic Web standards: (1) extraction of available entities and relations; (2) On-
tologies describe the susceptible relations; (3) ETL processes generate triples; (4) Inference and 
publication mechanisms to combine, store and share data 

 
This process translates the resulting annotations into the Annotation Ontology3 

(AO), an open representation model for representing interoperable annotations in RDF 
(Fig. 3). The model provides a robust set of methods for connecting web resources, for 
instance, textual information in scientific publications, to ontological elements, with 
full representation of annotation provenance. Through this model, existing domain 
ontologies and vocabularies can be used, creating extremely rich stores of metadata on 
web resources. In the biomedical domain, subjects for ontological structuring can in-
clude biological processes, molecular functions, anatomical and cellular structures, 
tissue and cell types, chemical compounds, and biological entities such as genes and 

                                                           
3 http://www.openannotation.org/spec/core/ 
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proteins [29]. By linking new scientific content to computationally defined terms and 
entity descriptors, AO helps to establish semantic interoperability across the biomedi-
cal field, facilitating pathway analysis, disease modeling, cross-species comparisons, 
and the generation of new hypotheses. 

 

Fig. 3. Example of a document annotation using Annotation Ontology [29] 

A prototype implementation of this architecture involved adding features to both 
Egas and COEUS. At the annotator level, API methods enable and automate the transi-
tion of curation results to COEUS. In COEUS, parsers read several annotation formats 
to an abstraction engine. The engine interacts with the mentioned ontology term match-
ing methods, generating rich triples for integration. The resulting annotations are ap-
pended as coeus:concept items creating a Linked Data network on COEUS. With a 
COEUS instance deployed for our case study,  Egas regularly pushes new curation 
data, triggering the integration process. Once this finishes, the semantically enhanced 
curation outcomes are immediately available for publishing and exploration. 

4 Discussion 

Dealing with information outputs resulting from several and different annotation tools 
is an ongoing challenge. Several strategies promote their own rules to deal with anno-
tated data, establishing a barrier to efficiently store and exchange this type of informa-
tion. With the Semantic Web paradigm, integration became an additional  
challenge, while at the same time representing the perfect solution for scenarios where 
the main issue is interoperability. Hence, several research groups are migrating their 
curated information to promote better features and services using this prominent  
paradigm.  
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The architecture proposed in this manuscript adopts a hybrid strategy to connect in-
formation extraction tools with Semantic Web technologies, providing a unified layer 
between the platforms’ communication level. To facilitate the emergence of interoper-
able annotations on the web, our architecture makes use of the Annotation Ontology 
(AO), a recent and suitable model to perform versioning, sharing and viewing of both 
manual and automatic or semi-automatic annotations, such as those created by text-
mining solutions. However, AO only provides the model for encoding and sharing the 
annotation, being necessary to additionally develop tools to create, publish and share 
the resulting annotations. For this reason, our architecture makes use of the COEUS 
framework to share annotations through several services such as a SPARQL endpoint 
and Linked Data publication interfaces. 

Our strategy does not aim to provide text-mining services to users (e.g. similar to 
the DOMEO system). In contrast, we are focused on reusing existing curated data 
from external text-mining tools to improve their availability through an open repre-
sentation model on the web. This results in a more suitable transition process, in 
which researchers can optionally select the annotations (from external text-mining 
tools) to share and obtain credit for the shared content. However, dealing with this 
type of transitions is not a trivial task and some limitations are expected. For instance, 
the whole process depends not only on the curated data in each file format, but also on 
the extra inference mechanisms required to discover related information. Yet, we 
believe that the described mechanism will result in an improvement of the annotated 
data, providing adequate ontology-based annotation mechanisms, enabling triples 
generation and creating new exploration opportunities. 

5 Conclusions 

Despite the latest efforts, there is no current unified strategy to enable the comprehen-
sive exploration of curation results from external annotations tools. In this manuscript, 
we propose an architecture to tackle this problem. We introduce a unified layer to 
harmonize and integrate such outcomes into rich semantic knowledge bases. The 
system deals with several annotations formats by using an abstraction engine. This 
approach promotes new strategies to formalize and enrich the knowledge resulting 
from text-mining applications, enabling the creation of new semantically enhanced 
systems to aid the exploration of biomedical relationships and derived facts. At last, 
this architecture simplifies the delivery of curated data in state-of-the-art formats, 
empowering modern knowledge discovery techniques.  
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Abstract. Life science in general and chemistry in particular are inaccessible to 
blind and visually impaired (BVI) students at the exception of very few individ-
uals who have overcome, in a seemingly miraculous way, the hurdles that pave 
the way to higher education and professional competency. AsteriX-BVI a  
publicly accessible web server, developed at the Radboud University in the 
Netherlands already allows BVI scientists to perform a complete series of tasks 
to automatically manage results of quantum chemical calculations and produce 
a 3D representation of the optimized structures into a 3D printable, haptic-
enhanced format that includes Braille annotations.1 

We report here the implementation of Molecular Fabricator 1.0, a molecular 
editor which is a new assistive feature of AsteriX-BVI. This molecular editor 
allows BVI scientists to conceptualize complex organic molecules in their mind 
and subsequently create them via the server. It was developed around the con-
cept that molecules are composed of chemical fragments connected together. 
Fragments from either a predefined dictionary or defined as short SMILES 
strings can be used, ensuring that almost any structure can be generated. A 
fragment-based relative atom-numbering scheme that can be mentally tracked is 
used together with the support of an automatically generated report in Braille 
providing topological information and a clean 2D sketch of the constructed 
molecule, that can be unambiguously recognized tactilely. The R or S stereo-
chemical configuration of asymmetric centers is controlled via feedback  
provided in the Braille report. The molecular fabricator creates output files in a 
variety of formats currently used in drug design and theoretical chemistry. It 
was tested and refined with the help of HBW, the blind co-author of this article, 
who pursues a PhD in chemistry at UC Davis, California. With Molecular Fab-
ricator 1.0 HBW can now create molecules very fast and verify their structures 
without external help as was the case before. Molecular Fabricator 1.0 and its 
tutorial are accessible at: http://swift.cmbi.ru.nl/bitmapb/access/runit_bvi.html. 

Keywords: Blind, visually impaired, chemistry, molecular editor, assistive soft-
ware, computer-aided molecular design, Braille, science, higher education. 
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1 Introduction  

Acquiring the knowledge and understanding the physical rules governing chemistry 
do no cause problems to blind and visually impaired (BVI) students.1,2 However,  
applied chemistry remains operationally inaccessible to them because sight is indis-
pensable to laboratory bench experimentation and to the reading of outputs from 
measurement devices. Attempts in that direction are still experimental and cannot be 
achieved without the strict and permanent supervision of a mentor closely monitoring 
BVI students.3 This has been the main hindrance that BVI students aspiring to engage 
in chemistry have encountered until now, and only a very few of them have seemingly 
miraculously  accessed to professorship in the past.4,5 

Nowadays, the same impossibility is observed despite the fact that modern chemis-
try has the potential to offer BVI students considerable opportunities to express their 
talent and join, on an equal footing with their sighted schoolmates, the community of 
highly qualified professionals.6 Since the end of the 20th century, with the elaboration 
of new chemical compounds in a large variety of industrial and research domains 
chemistry is omnipresent. It involves the systematic use of computers to help select 
and design compounds via a series of computer-assisted processes that we hereby 
refer to as in silico chemistry also known as chemo-informatics or computer aided 
molecular design according to the specific field of activity involved. 

For this reason life sciences in general and chemistry in particular are still inacces-
sible to BVI students at the exception of very few individuals who have overcome, in 
a seemingly miraculous way, the hurdles that pave the way to higher education and 
professional competency.7,8  

Very recently Navmol 2., the first molecular editor for BVI high-school and col-
lege students was developed.9 It allows the construction and navigation of molecules 
on an atom-based approach controlled via the keyboard with a vocal feedback. How-
ever, NavMol presents important drawbacks that preclude its use for higher educa-
tion: (1) the atom-based approach is not adequate for constructing and navigating 
complex molecules while memorizing the connections and relative orientation be-
tween their components; (2) it is a Java application that need to be installed and run 
locally, in most case preventing its immediate availability.   

We present here the elaboration of Molecular Fabricator 1.0, a simple but efficient 
software that was conceived with the feedback from HBW, the blind coauthor of this 
article who is a PhD student in chemistry. Molecular editing is controlled via a frag-
ment-based approach with a feedback provided by a report in Braille. It allows BVI 
users to elaborate and mentally keep track of complex organic molecules. Molecular 
Fabricator 1.0 is embedded in AsteriX-BVI a publicly accessible web server that we 
have developed to bridge the gap between BVI users’ aspiration for proficiency and 
the highly assistive potential of computer-related technologies that could allow them 
to realize high standard in silico chemistry.1 
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2 Methods  

2.1 Extending the Assistive Capacity of AsteriX-BVI 

The AsteriX web server was initially designed to fully automatically decomposes 
articles in the .pdf format, detects 2D plots of low molecular weight molecules, re-
moves meta data and annotations from these plots, and converts them into 3D atomic 
coordinates.10 Subsequently, AsteriX was converted into AsteriX-BVI, a fully BVI 
assistive server, that automatically converts 3D representation of molecules into a 3D 
printable haptic-enhanced format that includes Braille annotations.1 These Braille-an-
notated and tactile physical 3D models allow BVI scientists to generate an accurate 
mental model of the molecule they hold in their hands. The assistive capacity of As-
teriX-BVI is now extended further with the Molecular Fabricator 1.0 computer soft-
ware we developed to allow BVI users to construct in silico organic and inorganic 
molecules.   

The Molecular Fabricator is developed around a per-component (or per fragment) 
description of molecules. The chemical fragments that compose molecules can be as-
sembled using simple connecting rules described in the next sections. Fragments are 
represented by SMILES strings.11 Input to the Molecular Fabricator is made via a list 
of sequential commands gathered in an input ASCII file that is uploaded to the server.  

2.2 A Fragment-Based Approach to Describe Molecules 

Structures of organic molecules that a have a molecular weight (Mw) typically < 1000 
can be visually analyzed and decomposed in a reduced number of constitutive com-
ponents or fragments also called chemical groups. Usually chemical groups contain 
between 1 and 10 atoms and can therefore be easily memorized and recognized.  
Structures of complete molecules can thus be described as assemblies of fragments 
connected together (Figure 1) using a small set of possible virtual actions we refer to 
as the five 'fabricator commands' that are: 'branch', 'fuse', 'replace', 'connect' and 
'change bond'. These commands obey specific syntax rules described in Figure 2. It 
must be noted that while the first three commands (branch, fuse, replace) refers to ac-
tions of growing the molecule by branching, fusing or inserting new atoms or groups 
of atoms the last two commands (connect and change bond) refer to actions that mod-
ify the molecule connectivity and/or stereochemical configuration without appending 
new fragment to it. Any of these five actions defines a component so that a molecule 
is actually a sum of components that can be defined one after the other in a sequential 
order (Figures 1 and 2). The order does not necessarily matter and the Molecular Fab-
ricator allows many different ways of constructing a molecule to be envisaged. In ad-
dition, the stereochemical configuration of asymmetric centers can be defined locally 
by indicating the orientation either 'up' or 'down' of the groups substituted on them, 
with respect to the plane on which the molecule structure can be visually projected 
(Figures 2a and 2b). These stereochemical indications are not new components but 
just modifiers of the action of 'branching' and 'change bond'. It must be pointed out  
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Fig. 1. Shows how components that constitutes the chemical structure of caffeine (Mw= 184.) 
can be assembled with the Molecular Fabricator. A logical construction process for caffeine is 
shown in five steps from (a) to (e) starting with two ring structures (1). Thin arrows (green pan-
el) indicate the six different types of possible connection between components. The 
decomposetion in components is not unique as different starting components can be considered 
(yellow panels). For instance, cyclic structures with endocyclic nitrogens can also be consid-
ered as starting fragments (2) reducing the construction process to 3 steps only instead of 5. 

 
that the absolute stereochemical configuration (R or S) does not need to be deter-
mined for each asymmetric center in order to correctly and completely describe the 
structure of a molecule in its right stereochemical configuration.  Only the relative 
orientation of the substituted group at each asymmetric center must be defined. How-
ever, the R or S absolute stereochemical configuration of each asymmetric is an in-
dispensable information that is calculated by the server and provided to the BVI users 
as a feedback information rather than an input parameter.     
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2.3 SMILES Strings to Describe Constitutive Fragments and the Assembled 
Molecule 

The Molecular Fabricator uses SMILES strings to describe fragments and the result-
ing molecular assembly. SMILES are one of the worldwide-established standard lan-
guages of chemo-informatics. It is used to describe and store structures of molecules 
in databases and manipulate them efficiently.11 SMILES strings replace the 3D repre-
sentation of molecules with one dimensional strings of characters that encode their 
topology and stereo-chemical configuration. We have chosen to use SMILES strings 
to represent individual molecular fragments. The Molecular Fabricator uses the 
SMILES grammar to assemble fragments according to the combination rules  
described in the previous section (and in Figure 2) and produce the SMILES string 
corresponding to the whole molecule. 

The algorithm to assemble fragment SMILES is not the subject of this article. It is 
however briefly described in Figure 2 (see also the tutorial available on the AsteriX-
BVI server front page). The molecule construction process starts with the definition of 
a seed fragment (ic=1). The seed is expanded incrementally using the 5 fives connect-
ing rules and the 'up' and 'down' indicators defining the relative orientations of the 
branched substituents (Figure 2). Once the SMILES describing the complete molecule 
has been created it is automatically converted in 2D and 3D coordinates in the .sdf file 
format using the program Molconverter from ChemAxon, which is implemented in 
the AsteriX-BVI server.12 Conversion to other useful formats is made via Opendbabel 
(.pdb, .mol2) and Molden (.zmat).13,14 

2.4 Molecular Component Numbering and Atom Numbering 

A logical numbering system implying a minimal effort of memorization is used in the 
Molecular Editor. The seed SMILES is the component number one (ic = 1). Every 
time a new molecular component is defined, the Molecular Fabricator increments this 
number (ic + 1) (Figure 2). The component number and atom numbering relative to 
each component remain unchanged during the construction. Each individual atom 
index corresponds to its position within the SMILES string, read from left to right 
(Figure 2). To keep track easily of atom numbering in ring fusion specific rules were 
established (Figure 3). 

2.5 Using a Library of Predefined Fragments 

The Molecular Fabricator contains a small internal library of predefined fragment that 
can be invoked, via the input file, using short-hand name instead of an explicit 
SMILES string. In addition, each user can define its own library of predefined 
SMILES strings associated with short-hand name using the 'add'  and 'rem'  special 
commands followed by a 3-letter code that specifies his/her personalized database 
access and storage. The 'add' command appends the SMILES fragment to the library 
corresponding to the 3 letters code and the 'rem' command removes it (see tutorial link  
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Fig. 2. Examples that illustrate the syntax for the five commands the Molecular Fabricator uses 
to (a) combine and/or (b) modify the connectivity or stereochemical configuration of molecular 
fragments. The modification of the SMILES strings is shown accordingly with the relative 
atom numbering scheme that is stored by the Molecular Fabricator indicated below. The num-
bering scheme is used to keep track of the relative position of each atom within the molecule 
under construction with ic values denoting each components. Both component indices and 
relative atom indices remain invariant during the building process. 
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on server front page).  The 3-letter code defining each user specific fragment library is 
unique and attributed to the user upon his/her request. The Molecular Fabricator  
contains a default library of predefined fragments described in the tutorial. 
 

 
 

Fig. 3. Illustrates the rules established for relative atom numbering to mentally control ring fu-
sion, in Arabic ciphers (left view) and in Braille (right view). The right view is an extract from 
the Molecular Fabricator tutorial. Numbering on cycles are visualized anticlockwise (1st rule) 
with atom 1 positioned at noon on the seed cycle (ic=1). The seed component is a 6-member 
cycle whereon a second 6-member cycle (ic=2) is fused at user selected positions 5 and 6. The 
Molecular Fabricator automatically allocates position 1 and 6 of the second cycle to position 5 
and 6 on the first cycle (2nd rule). The numbering on the previous component has the priority (3rd 
rule) and thus atom 1 and 6 of the second cycles, that are equivalent to 5 and 6 of the first cycle, 
will not exist in the resulting SMILES string. The same rules are successively applied to the 
relative numbering of the third (ic=3) and fourth (ic=4) cycle subsequently fused. 

2.6 Reporting the Molecule Topology and Stereochemistry in Braille  

One essential component of the Molecular Fabricator is its reporting capacity. A 
complete document is produced in Braille, summarizing the construction steps frag-
ment by fragment and providing a clean 2D sketch of the molecule with Braille anno-
tations for atom type and absolute numbering scheme. 2D sketches are generated 
using the optimal 2D coordinates generated via the 'beautify' command of the publicly 
available Cactvs molecular editor, which allows optimal representation of difficult-to-
draw molecules using the Craig Shelley algorithm which provides a representation 
particularly well suited for tactile recognition when printed in relief.15 Classical 
Braille signs are combined with line segments that can be tactilely recognized to pro-
vides a schematic 2D representation which is topologically and stereochemically ex-
haustive similarly to an image generated by a graphical interface (Figures 4 and 5).  

The absolute numbering scheme that is provided in the Braille report corresponds 
to the numbering used in the different file formats produced by the server. The  
topology report, at the exception of the mixed Braille and segment molecular repre-
sentation, is also produced in a non-Braille format that allows reading by a voice  
synthesizer. 
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Fig. 4. The first page of the Braille report automatically generated for the building of caffeine 
(a). The report includes the tactile 2D representation of caffeine (b); combining atom labels in 
Braille (left) and absolute numbering (right). 

2.7 Inputting and Outputting the Molecular Fabricator via the AsteriX-BVI 
Web Server 

Input to and output from the Molecular Fabricator are exchanged over internet via the 
AsteriX-BVI server. Molecular Fabricator input files are simple text (flat) files that 
must be prepared locally by the BVI users on their computer and given the .mfh file-
name extension. They must be uploaded on the server via the general input text area 
using the 'Browse' and 'Submit job' buttons. Calculation are performed in the back-
ground and results are dispatched after about half a minute. Result are stored for 8 
days and can be accessed via hyper links using the 'Browse completed jobs' button. 
Result files are provided in the form a tarball file (.tgz) that can be retrieved from the 
server via the 'retrieve work' links on the result html page. Result files include 2D and 
3D representations of the constructed molecules in a variety of standard formats  
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suitable for chemo-informatics and computer aided molecular design (.sdf, .pdb, 
.mol2, .smi, .zmat) as well as a Braille report in .pdf format. The report can be printed 
on a regular office printer with a special type of thermal paper that creates a relief 
tactilely readable once it has been heated by a special device.16 

3 Results 

3.1 Learning How to Use the Molecular Fabricator 

HBW, the blind co-author of this article, has learned over a few days how to use the 
Molecular Fabricator and master the syntax of the five connecting rules as well as the 
'up' and 'down' rules that define the stereochemical configuration of the asymmetric 
centers.  

HBW is a graduate student engaged in a PhD program at the University of Davis in 
California. Prior to learning the Molecular Fabricator he was already fully acquainted 
with organic chemistry and the process of visualizing molecular structures in his 
mind. He also knew the basic rules for generating molecules with the SMILES lan-
guage. However, using SMILES he could never really manage the elaboration of a 
large molecule such as cycloartanol, the molecule he studies for his PhD research 
project (Figure 5). This impossibility was partly due to the overwhelming complexity 
of generating a SMILES string for a complex molecule like cycloartanol as well as 
the absence of feedback mechanism to control the construction process. The frag-
ment-based approach together with the system of reporting in Braille, and the fact that 
the Molecular Fabricator is embedded in a BVI assistive web server, has provided a 
synergy that allowed him to take control of the process of constructing entirely by 
himself the molecules of his choice.    

3.2 Flexibility of Use 

The choice of the seed (the initial component) and order of the subsequent commands 
necessary to construct a molecule is not unique. Selecting the fragment SMILES to be 
used for the construction is the decision of each user according to his/her own logic 
and preferred way to visualize and envisage how to build the molecule. The construc-
tion is a multistage process that involves: (a) elaborating the molecule scaffold, (b) 
decorating the scaffold with chemical substituents and (c) orienting the substituents. If 
necessary, a Braille report can be printed at every stage of the process and work can 
be resumed by editing and submitting again the modified input file to the Molecular 
Fabricator via AsteriX-BVI.  

According to HBW, one extremely useful and beneficial aspect of Molecular Fab-
ricator 1.0 is that the generated structures can be converted straight to z-matrices and 
then immediately converted to input files for Gaussian, the computational software 
used by HBW to perform quantum chemical calculations. 
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3.3 Constructing Cycloartanol - A Large and Complex Molecule 

Cycloartanol (Figure 5) is a complex steroidal triterpenoid found in most olive oils.17 
HBW investigates the mechanism of isomerization of this molecule with quantum 
chemical calculation to find a plausible rearrangement route, which may be of rele-
vance to provide a simple test to determine if olive oil has been refined by a  
non-mechanical process.18  Despite its apparent complexity and the presence of 10 
asymmetric centers, this molecules can be produced simply with the Molecular Fabri-
cator. First, the steroid scaffold is constructed by assembling 5 ring-components fused 
together. Second, the substituents are branched on the scaffold and their orientations 
with respect to the visualization plane indicated using the 'up' and 'down' modifiers. 
Third, the stereo-chemical configurations of all remaining asymmetric centers are 
defined by branching hydrogen atoms with the up or down orientation. 
 

 

Fig. 5. Tactile 2D representation of cycloartanol extracted from the Braille report generated au-
tomatically by the Molecular Fabricator. To have a size suitable for tactile recognition bonds in 
the 2D sketch must be between 2.5 and 3. cm long. Large molecules are automatically split and 
printed on two (or 4) A4 sheets that can be attached side by side. The corresponding SMILES 
string assembled by the Molecular Fabricator is reported here below the structure for the pur-
pose of illustrating the impossibility of generating it without the help of a dedicated algorithm. 

The absolute R or S configuration of asymmetric centers is provided as a feedback 
in the Braille report. Correcting a R configuration into a S configuration can be 
achieved simply by replacing the 'up' and 'down' modifiers in the input command file 
and resubmit it to the Molecular Fabricator; complete description of how cycloartanol 
was produced is in the tutorial at http://swift.cmbi.ru.nl/bitmapb/access/runit_bvi.html. 

4 Discussion 

With the Molecular Fabricator BVI users can accomplish high-standard tasks afferent 
to graduate-level chemistry projects. The Molecular Fabricator extends the AsteriX-
BVI server capabilities toward allowing BVI students to independently access higher 
education. 
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With the Molecular Fabricator complex organic chemistry molecules can be tackled 
by BVI students. An intuitive fragment-based approach is used and stereo-chemistry is 
controlled in an adequate and secured manner using a feedback mechanism.  

Using SMILES strings was determinant for the efficiency of the Molecular  
Fabricator because they are a worldwide standard used already for many years by 
institutional and professional researchers. SMILES strings comprehensively cover all 
organic and inorganic chemistry and the rules governing their syntax are very intui-
tive which make them easily learned. This represents a considerable advantage for 
BVI students who can be trained to use the Molecular Fabricator very rapidly.  Creat-
ing a Braille report to support the memorization and visualization effort required for 
the elaboration of complex molecules, when sight is lacking, is certainly one essential 
component contributing to the efficiency of this BVI-assistive molecular editor. 

We plan to augment the capacity of the Molecular Fabricator 1.0 to allow the up-
loading of molecules provided in the .sdf 2D and 3D format and reverse engineer 
them to decompose them in a series of logically connected fragments. The molecular 
fabricator can be used remotely via the AsteriX-BVI server at CMBI. All AsteriX-
BVI server codes are publicly available. 

Acknowledgments. HBW acknowledges the US National Science Foundation for a 
research fellowship. 
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Abstract. Pneumonia, when talking about respiratory diseases, is the leading 
cause of death and hospital admissions in Portugal, following the global trend, 
as described by the World Health Organization, which state that is the leading 
infectious cause of death in children worldwide, accounting for 15% of all 
deaths of children under 5 years old and, also, that the lower respiratory infec-
tions are among the 10 leading causes of death at a Mundial level. If at a 
worldwide level it is a serious concern, at a local level, country size, pneumonia 
has also shown an increase in its incidence over the last past decade. This paper 
presents the overall characterization of pneumonia in Portugal from 2002 to 
2011, being possible to study its evolution, degree of fatality and, also, the geo-
spatial distribution of the disease over the country. In this decade, a total of 369 
160 patients were assisted in hospitals, being the corresponding data analyzed 
with the help of a Business Intelligence system implemented for the integration, 
storage and analysis of all the data collected in this study. Besides the informa-
tion collected in the hospital units, demographic data collected in the 2011  
Portugal census were also stored in the data warehouse, allowing the overall 
characterization of pneumonia and its incidence in the population. 

Keywords: Pneumonia, Business Intelligence, Data Warehouse, Dashboards. 

1 Introduction 

Nowadays, organizations collect large amounts of data that need to be stored and 
processed in order to extract knowledge about a specific application domain and sup-
port the decision making process. However, as the volume of collected data increases, 
also increases the difficulty of organizations to process such data. 

Business intelligence systems emerged aiming to help organizations to integrate, 
store and analyze the data in order to extract useful information that can support the 
decision-making process [1]. 

Although numerous areas can benefit from the application of business intelligence 
systems, this paper focuses on the healthcare domain. In the area of respiratory  
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diseases, pneumonia is the disease that is the leading cause of death and hospital ad-
missions in Portugal [2], following the global trend, as described by the World Health 
Organization, which state that is the leading infectious cause of death in children 
worldwide, accounting for 15% of all deaths of children under 5 years old and, also, 
that the lower respiratory infections are among the 10 leading causes of death at a 
Mundial level [3]. 

For the overall characterization of pneumonia in Portugal, this paper presents the 
implementation of a Business Intelligence system that intends to integrate, store and 
analyze data collected in hospital units1 as well as demographic data that allows the 
analysis of the incidence of the disease in the population. 

The proposed business intelligence system integrates a data warehouse [4], which 
data model was designed to store the mentioned data, making available a wide range 
of indicators that can be analyzed in specific analytic tools, as dashboards, providing 
valuable insights on data.  

In terms of data, ten years of data concerning the pneumonia cases assisted in Por-
tuguese hospitals from 2002 to 2011, totalizing 369 160 cases, and the demographic 
data collected in the 2011 Portugal census [5], were effectively integrated. Specific 
ETL routines (Extraction, Transformation and Loading) ensure data quality and make 
available the collected data for data analysis. 

This paper is organized as follows: Section 2 presents the related work. Section 3 
presents the data model for the data warehouse that is responsible for the integration 
of the available data. Section 4 shows a set of dashboards that allow the interactive 
analysis of the data. Section 5 concludes with some remarks about the presented work 
and some proposals of future work. 

2 Related Work 

There are several studies in the literature mentioning data analytics tasks associated 
with respiratory diseases in which pneumonia is included. 

The authors in [6] performed a study of the prevalence of pneumonia in children 
under 12 year old in the Tawau General Hospital, Malaysia. The purpose of the per-
formed analyses was identifying the profile of the patients who were admitted to the 
hospital. The authors report that there are several factors that may have caused the 
pneumonia, such as family background, or genetic and environmental factors, alerting 
the government and doctors for taking appropriate actions. All the patients were asked 
to fill out a form with specific information, such as age, area of origin, parent’s smok-
ing background, parent’s medical background, and patient’s medical background, 
among other information. In total, data from 102 patients were collected. As main 
results, the authors point that 86.27% of the patients are from rural areas, reinforcing 
poor hygiene as an important factor in the origin of pneumonia in Malaysia, a fact 
stressed in several studies in this field. 
                                                           
1 These data were extracted from the HDGs database (Homogeneous Diagnosis Groups) of the 

Central Administration of Health Services - ACSS (Administração Central dos Serviços de 
Saúde). 
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In terms of technological infrastructure, and given the limited scope of the sample, 
data from 102 patients, the authors do not mention any special needs. 

Another study [7] reported that pneumonia is a disease most often fatal, usually ac-
quired by patients during their stay in intensive care units. In this study, data from pa-
tients admitted to the intensive care unit at Friedrich Schiller University Jena were 
collected and stored in a real-time database. Based on the data collected during two 
years (11 726 cases), these authors developed an early warning system for the onset of 
pneumonia that combines Alternating Decision Trees for supervised learning and Se-
quential Pattern Mining. This detection system estimates a prognosis of pneumonia 
every 12 hours for each patient. In case of a positive prognosis, an alert is generated. In 
this case, data mining algorithms [8], one of the data analytics techniques used by 
business intelligence systems, showed to be useful in the analysis of the collected data. 

In [9], pneumonia and other respiratory infections are identified as the leading 
cause of mortality and morbidity in children. These authors conducted a study on five 
diseases: common cold, sore throat, croup, viral acute bronchiolitis and pneumonia, 
warning about the importance of an effective diagnosis. 

In [10], the authors conducted a study that allowed the development and validation 
of an ALI (Acute Lung Injury) prediction score in a population-based sample of pa-
tients at risk. For the prediction score the authors used a logistic regression analysis. 
Patients at risk of acquiring an acute respiratory distress syndrome, the most severe 
form of ALI, were first identified in an electronic alert system that uses a Microsoft 
SQL-based database and a data mart for storing data about patients in an intensive 
care unit. A total of 876 records were analyzed, divided in 409 patients for the retros-
pective derivation cohort and 467 for the validation cohort. 

In [11], the authors conducted a study about ventilator-associated pneumonia 
(VAP) where state that this is the second most common hospital-acquired infection in 
pediatric intensive care units. Despite the high volume of existing information in the 
literature on VAP in adults, the amount of these relating to children is limited. These 
authors reported that prevention is the most appropriate intervention, although few 
studies have been done in children to identify necessary skills and strategies on how 
to proceed. This work provided background evidence to support the use of interven-
tion and prevention strategies, with some reliance on data from adults, and explain its 
application in children.  

The several works mentioned in previous paragraphs show the interest of the scien-
tific community in the analysis of data related with respiratory diseases and, in some 
cases, with pneumonia. In global terms, the work presented in this paper presents a 
general overview of pneumonia not restricting the sample or group of people under 
analysis. It is worth to mention that, to the best of our knowledge, no other study uses 
a dataset with a decade of pneumonia cases. Moreover, this work follows the recent 
advances in data analytics, proposing a specific business intelligence approach for 
such study. 
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3 Data Model and Warehouse 

For the analysis of the pneumonia incidence in Portugal, along 10 years with a total of 
369 160 cases, this work proposes the implementation of a data warehouse dedicated 
to store and allow the analysis of the available data. The proposed decision support 
data model integrates 3 fact tables dedicated to store data related with pneumonias, 
other pathologies verified by the patients and, also, demographic data relevant to cha-
racterize the incidence of the disease in the population. 

The work presented in this paper intends to integrate several data sources in a data 
warehouse with the aim of providing contextual information to the study of pneumo-
nias in Portugal. In a first stage, the incidence of this respiratory disease in the popula-
tion is studied considering the demographic distribution of the population in Portugal. 
With this aim in mind, the data collected in the previous census exercise in 20112 is 
integrated, providing a clear overview of the regions were a higher incidence of the 
disease is verified.  

Figure 1 presents the data warehouse model, in which three fact tables allow the in-
tegration of the information previously mentioned. The Pneumonias Incidence fact 
table is used to store the information about each patient with pneumonia, verified in 
continental Portugal, from 2002 to 2011. This fact table in supported by four dimen-
sions tables, which provide the context about the Patient, the Hospital, the Date of 
admission and the geographic Location where the patient lives. Moreover, it integrates 
four indicators, used to study the incidence of this disease. For each patient, the Num-
ber of readmissions indicates how many times the patient was readmitted in the hos-
pital as consequence of pneumonia. The Number of days in hospital represents the 
total number of days the patient was in the hospital. The Flag mortal victim indicates 
if a specific patient died, or not, as consequence of the pneumonia and related prob-
lems. The Pneumonias counter if an event-tracking attribute used to summarize the 
gathered information. 

For each patient with pneumonia, information about other pathologies is recorded 
in the hospital database, characterizing the overall physical condition of the individu-
al. For this reason, the data warehouse integrates the Pathologies Incidence fact table. 
This is a factless fact table that integrates a Pathology counter attribute, used to sum-
marize this event-tracking process. The Patient, Pathology and Year dimensions give 
context to this fact table. 

The Census Statistics fact table is used to store the main statistics collected in the 
2011 Portugal census and that indicate, at the parish level (Location dimension), the 
number of individuals living there. Besides the total number (Number of individuals), 
partial statistics are also known either by gender (F, M) or by age class. Is this study, 
the age classes ([0,4], [5,9], [10,13], [14,19], [20,24], [25,64], [+65]) proposed by the 
Portuguese Statistics Institute are used in order to study the incidence of pneumonia 
by gender and also by age in each location. 

                                                           
2  Data made available by the Portuguese Statistics Institute, www.ine.pt. 
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Fig. 1. The Data Warehouse Model 

The ETL process started by the extraction of the relevant data and the cleaning of 
noise and other identified problems in data. Several transformations were also under-
taken on data, as the definition of classes or clusters of pathologies. While the data 
warehouse was implemented in MySQL (www.mysql.pt), the ETL process was im-
plemented using Talend (www.talend.com). All the dashboards presented in the data 
analytics section were implemented using Tableau (www.tableau.com). 

The implementation of the data warehouse proposed in this section allowed the in-
tegration of a vast diversity of data, which is fundamental to understand the evolution 
of pneumonia in Portugal. After the loading of the data warehouse, different dash-
boards were implemented integrating the several perspectives by which the disease is 
going to be analyzed. 

4 Data Analytics 

After the implementation of the data warehouse and its loading with all the available 
data, several dashboards were implemented to make available a wide range of data 
analytics instruments that can be used in the characterization of pneumonia and its 
incidence in the population. 

The first dashboard (Figure 2) intends to support the overall analysis of pneumonia 
and it is divided in four main charts. The first one shows how the number of pneumo-
nias has increased in the analyzed 10 years and, also, how the number of mortal  
victims has accompanied this increase (Chart 1.Pneumonia incidence). It is worth to 
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Analyzing the gender of the patients (3.Incidence by Gender), a different pattern of 
incidence is verified in terms of mortal victims and the cluster of pathologies. While 
female present a higher incidence of chronic cardiac disease (ranging from 39.6% in 
2002 to 37.39% in 2011), male present a higher incidence of chronic pulmonary dis-
ease (ranging from 43.71% in 2002 to 35.65% in 2011). For the other pathologies, 
female present a higher incidence than male in mellitus diabetes, while male present a 
higher incidence than female in the chronic hepatic and renal diseases. 

Regarding the incidence by age (4.Incidence by Age Class), and considering the 
defined age classes, for the younger patients, the majority of the mortal victims by 
pneumonia also presented chronic pulmonary disease. For the [25-64] class, the inci-
dence of the chronic pulmonary disease decreases, increasing the incidence of chronic 
cardiac disease and mellitus diabetes. For the [65+] age class, the incidence of chronic 
cardiac disease gains importance falling the incidence of chronic pulmonary disease. 
This last chart also shows the number of mortal victims with respect to the associated 
pathologies, and, for the younger patients, it is a residual value. 

5 Conclusions 

This paper presented the several analyzes made to a data set with 369 160 individuals 
with pneumonia, aggregating data collected in the several Portuguese hospitals. To be 
possible the analysis of such volume of data, and also the integration of demographic 
data collected in the 2011 Portugal census, a data warehouse was designed and im-
plemented, being the principal component of the business intelligence system used in 
this study to integrate, store and analyze the available data.  

Several dashboards were made available providing analytical capabilities to the de-
cision making process, allowing the interactive analysis of data. The implemented 
data analytics capabilities revealed relevant insights on data, which are useful to the 
appropriate characterization of pneumonia and its incidence in the population.  

As future work, data mining algorithms will be used to identify predictive models 
that can be used to anticipate specific conditions or events and, also, to go further in 
the knowledge extracted from the available data. 
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Abstract. The global incidence of Pneumonia has increased along the past  
decade, being the leading cause of death and hospital admissions in Portugal, 
following the global trend, as described by the World Health Organization. 
Several studies have emerged trying to study how the consequences of wild-
fires, namely in what concerns to the generated smoke, can influence and poten-
tiate the emergence of respiratory infections, namely pneumonia. Wildfires are 
common phenomenon in warmer climates such as Portugal and may have dev-
astating effects, which can get worst with the verified climate changes. As 
wood smoke contains tiny particles and gases that can have serious effects 
when breathed, this paper presents a study of the influence of wildfires smoke 
on the health of the Portuguese population from 2002 to 2011, namely in what 
concerns to the influence of respiratory infections like pneumonia. In this dec-
ade, a total of 369 160 patients were assisted in hospitals as consequence of 
pneumonia and a total of 338 109 wildfires were registered, being the  
corresponding data analyzed with the help of a Business Intelligence system 
implemented for the integration, storage and analysis of the available data. The 
obtained results showed the emergence of a strong correlation in space and time 
between these two events in specific municipalities. 

Keywords: Pneumonia, Wildfire, Business Intelligence, Dashboards. 

1 Introduction 

Business Intelligence Systems are being designed and implemented to support data 
analysis tasks that help organizations in the decision making process. These tasks are 
accomplished using several technologies aimed to store and analyze data. These  
systems emerged aiming to help organizations to integrate, store and analyze  
the data in order to extract useful information that can support specific analytical tasks 
[1]. 
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Although numerous areas can benefit from the application of business intelligence 
systems, this paper focuses on the healthcare domain. In the area of respiratory  
diseases, pneumonia is the disease that is the leading cause of death and hospital ad-
missions in Portugal [2], following the global trend, as described by the World Health 
Organization, which state that is the leading infectious cause of death in children 
worldwide, accounting for 15% of all deaths of children under 5 years old and, also, 
that the lower respiratory infections are among the 10 leading causes of death at a 
Mundial level [3]. As Pneumonia has increased its incidence in the past years, and as 
climate changes also have as consequence the increase of wildfires mainly in warmer 
countries, it is necessary to study the evolution of these two phenomena and verify if 
any relation between the two emerges. 

In the literature, several studies indicate that wildfires smoke can be the cause of 
some of the assisted pneumonia in hospitals around the world. As described by the 
World Health Organization, the chronic health impacts resulting from the exposure to 
wildfires smoke increased the risk of carcinogenesis, increased the incidence of asth-
matic and respiratory diseases and may be responsible for the development of new 
cases of chronic lung diseases, decreasing life expectancy [4].  

The overall study, influence of wildfires smoke on development of pneumonia in 
Portugal, was supported by a Business Intelligence system that integrates the availa-
ble data through the implementation of a data warehouse [5], which data model makes 
available a wide range of indicators that can be analyzed in specific analytic tools, 
such as dashboards, providing valuables insights on data. This paper gives emphasis 
to the description of the obtained results and shows how specific dashboards are used 
to analyze the evolution of both phenomena along the years under analysis. Moreover, 
and in order to go deeper in the analysis, the mathematical correlation between the 
two phenomena was calculated, measuring the strength of the relationship between 
the two events.  

In terms of data, ten years of data concerning the pneumonia cases assisted in  
Portuguese hospitals 1  from 2002 to 2011, totalizing 369 160 cases, and wildfire  
occurrences from 2002 to 2011, totalizing 338 109 cases, were integrated.  

This paper is organized as follows: Section 2 presents the related work. Section 3 
describes the available data and analyzes the evolution of both phenomena along the 
years. Section 4 presents the results obtained when analyzing a cause-effect relation-
ship between these phenomena. Section 5 concludes with some remarks about the 
presented work and some proposals of future work. 

2 Related Work 

There are several studies in the literature mentioning that human health can be severe-
ly affected by wildfires. In [6], the authors performed a study aimed to verify the  
impact on health of smoke from wildfires in the United Kingdom standpoint.  
                                                           
1 These data were extracted from the HDGs database (Homogeneous Diagnosis Groups) of the 

Central Administration of Health Services - ACSS (Administração Central dos Serviços de 
Saúde). 
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These authors report that wildfires smoke is constituted by tiny particles and gases 
that can have serious effects when breathed, including an increase in daily mortality.  

The tiny particle is the pollutant that prevails in air resulting from bushfire 
smoke, caused mostly by the burning of vegetation and wood. Some particles are 
able to pass through the upper respiratory tract and are deposited in the airways and 
some may reach deeper areas of the lungs and be deposited in the gaseous exchange 
region of terminal bronchi and alveoli. The wildfires also release gaseous emissions 
including carbon monoxide, nitrous oxides and benzene, as well as carcinogens 
including polycyclic aromatic hydrocarbons, aldehydes, and volatile organic com-
pounds.  

Certain population groups are at particular risk of respiratory effects from bushfire 
smoke, including small children, people with pre-existing cardiopulmonary conditions 
and smokers. 

The same authors mention a study based on symptoms of 21 patients with chronic 
obstructive pulmonary disease (COPD), after two months of the occurrence of wild-
fires in Denver in 2002, and refer that these patients revealed dyspnea, cough, chest 
tightness, wheezing and increased sputum production. All these symptoms increased 
in the days in which the tiny particles levels and carbon monoxide in the atmosphere 
also increased. The same authors also report the a peak in respiratory consultations 
was verified five weeks after the Canada wildfires in 2003 and that the long term 
exposure to the particles may help to explain an increase in pneumonia and acute 
bronchiolitis after the California wildfires in 2003. 

Another study [7] makes several recommendations and gives orientations about 
this matter. The authors mention several episodes caused by wildfires, like in Indone-
sia between July and October 1997, in that the Malaysia Ministry of Health reported 
an increase from two to three times the number of outpatient visits for respiratory 
diseases during high tiny particle concentration. In south Sumatra, in 1997, pneumo-
nia cases increased by 1.5-5 times compared to 1996. Also, in September 1997, in the 
province of Jambi, Indonesia, an increase of 50% of upper respiratory tract infections, 
compared to the observed in the previous month, or in Southeast Kalimantan, Malay-
sia, in 1997, where pneumonia cases increased from 5 to 25 times, compared with 
1995/1996. 

In [8], the authors indicate that the wood smoke is very similar to cigarette smoke 
containing hundreds of air pollutants that can cause cancer and other health problems. 
Once again, the tiny particles are mentioned and it is mention that this is the factor of 
more concern with regard to wood smoke. In the document, classes of vulnerable 
individuals are pointed out, infants and children, the elderly and adults with existing 
heart or lung conditions. 

Through the analysis of the previous paragraphs it is possible to see the concern 
that this subject raised in the academic community. In this paper, it is intended to 
enrich this knowledge presenting the analysis of a decade of data, for pneumonia and 
wildfires. 
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In temporal terms, it is difficult to analyze the data along a year and find a relation-
ship between the phenomena, as their distribution is very different, having fires more 
cases in summer, and pneumonia in autumn and winter. Even if we drill-down the 
available data, having for example a quarter or monthly analysis base, the visual anal-
ysis of ten years of data is very difficult considering that at the spatial level with have 
18 districts, more than 270 municipalities and more than 4 000 parishes. 

Given this difficulty to analyze the available data, and in order to allow a global 
analysis of the available data at the municipality level, for the 10 years of data, the 
mathematical correlation between the two phenomena was calculated, as it allows the 
quantification of the strength of the relationship between the two variables. 

A positive correlation indicates that the two phenomena are evolving the same 
way, when one increases the other also increases and when one decreases the other 
also decreases. A correlation of 0.7 or higher is considered a strong correlation. When 
the correlation is negative, it means that we have an inverse behavior, that is, when 
one increases, the other event decreases. 

For the pneumonias data, the selected indicator was the number of pneumonias 
while in the case of wildfires the selected indicator was the burnt area, as the number 
of fires is not proportional to the burnt area, as shown in Figure 4, and small fires may 
not produce the quantity of tiny particles and gases that can affect breathing causing 
serious effects in lungs. Assuming this premise, for each year under analysis and for 
each municipality, from 2002 to 2011, the correlation between the two phenomena 
was calculated. 

One of the aspects considered when calculating the correlation was the need to es-
tablish a time gap between the two phenomena, which is the incubation time of 
pneumonia. For this, the scientific committee of the Portuguese Lung Foundation 
pointed from one to two months as the incubation time required for the appearance of 
the disease, which agrees with the work of [6] already mentioned, pointing that after 
the forest fires in Canada in 2003 there was a peak in respiratory consultations five 
weeks after the fires. 

As result of the mentioned analysis, this section presents some cases of municipali-
ties for which a strong relationship between the two phenomena was identified.  
Besides the identified strong correlation, it is worth to mention that these correlations 
were identified in municipalities with a high incidence of pneumonias during summer, 
which corresponds to the time of the year with less incidence of the disease, as shown 
in Figure 6. 

In a total of 278 municipalities and 10 years of data, 5 strong correlations were 
identified, considering a delay of one month between the events, as can be seen in 
Table 1.  
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Looking now at the results obtained considering a period of incubation of two 
months, Table 3 presents the obtained strong correlations, being worth to mention that 
this number more than duplicated when compared with the one-month scenario. 

Table 3. Correlations identified considering a delay of two months between the events 

Municipality Year Correlation 
São João da Madeira 2007 0,804 
Castanheira de Pêra 2009 0,716 

Sobral de Monte Agraço 2007 0,720 
Alter do Chão 2005 0,804 

Castelo de Vide 2011 0,749 
Marvão 2005 0,764 

Matosinhos 2007 0,728 
Golegã 2011 0,700 
Tarouca 2007 0,700 

Vila Nova de Cerveira 2007 0,860 
Vila Nova de Paiva 2011 0,766 

 
Presenting one of these cases, for the municipality of Marvão, Table 4 presents the 

highest incidence of pneumonia during the year in this municipality, in October, after 
a peak of burnt area in August (Figure 7). 

Table 4. Correlation in 2005 for the municipality of Marvão 

Year Month Burnt area (Hec) Number Pneumonias 
2005 January 0 - 

 February 0 - 
March 0,001 2 
April 0,001 1 
May 2 0 
June 0,002 2 
July 4,306 2 

August 77,214 0 
September 0 1 
October 0,003 5 

November 0 1 
December 0 1 

2006 January - 3 
 February - 2 

  
Although difficult to measure and relate in terms of a cause-effect, forest fires  

and pneumonias present similar spatial patterns if the incidence of the disease in the 
population is analyzed against the burnt area of the forest fires. However, the two 
phenomena present different patterns of incidence in what time concerns. Being men-
tioned by several authors that seem to exist a relation between the two phenomena, 
the previous results point out that the two events are related in specific places and 
months of the year. 
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Abstract. High prevalence chronic illnesses consume a substantial part of the 
healthcare budget. We present a cost-effectiveness comparison of the current 
standard treatment of type 2 diabetes mellitus patients in the Czech Republic 
with the PCMH (Patient-Centered Medical Home) concept applied in the USA. 
A randomized sample of 100 probands was chosen out of 1825 Prague diabe-
tological outpatient facility patients. The real-world costs of treatment were cal-
culated for this sample; simultaneously, the costs of the PCMH concept were 
modelled for the same sample of patients. Then, the outcomes of both technolo-
gies (concepts) were figured out using value engineering and multiple-criteria 
decision making methods (Saaty’s matrix and TOPSIS method).  
Although more expensive, the PCMH concept shows much higher outcome 
values, which reflects in a significantly higher cost-effectiveness. Preventive, 
focused and complex care similar to the PCMH concept can be beneficial due to 
decreasing complications and enhancing patient's quality of life. 

Keywords: chronic illness, diabetes mellitus, patient-centered medical home, 
cost of illness, cost effectiveness analysis. 

1 Introduction 

A chronic disease is a long-term health disorder often accompanying a person 
throughout the whole life. A large proportion of the funds covering health care is 
allocated to the treatment of chronically ill people. The problem is that these funds are 
not used effectively, which results in the reduction of the health care quality and a 
waste of money. The trend in the treatment of chronically ill patients is in the non-
coordinated application of the same, unnecessary medications and in repeating  
examinations that have already been done. All is due to the lack of information and 
non-cooperation among the medical staff providing health care to the respective pa-
tient. Another problem is the lack of prevention leading to late detection of the disease 
and the emergence of potential complications. A related issue is the large number of 
hospitalizations, which are very costly. The objective of the study was to propose a 
concept of the chronic care management which will increase the effectiveness and 
reduce the cost of the health care provided. 
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2 Analysis of Current State 

According to the European selective health survey of 2009, the most common chronic 
diseases in the Czech Republic are pains in the lumbar and cervical spine, hyperten-
sion and allergies. The most restrictive diseases identified were arthritis and mental 
disorders [1]. Another very severe chronic disease is diabetes mellitus (DM). Over 
347 million people are suffering from this widespread chronic disease worldwide [2]. 
In Europe, its prevalence accounts for around 60 million patients, of whom 10.3 % of 
men and 9.6 % of women aged 25 years and older. The DM prevalence within the 
entire European territory is growing, primarily as a consequence of the growth in 
overweight and obesity, unhealthy diet and the lack of physical activity [3].  

In 2012, the total of 841 227 persons with diagnosed DM were registered by diabe-
tologist’s and general practitioner’s surgeries. The number of patients with DM grew 
by 1.9 % against 2011. Thus, the prevalence of this disease affected over 8 % of the 
population of the Czech Republic.   

Type 2 diabetes mellitus (non-insulin dependent) is a disease typical of middle-
aged and elderly people. In 2012, 772 585 people were treated with type 2 DM in the 
Czech Republic. It follows that every seventh Czech citizen suffers from type 2 DM.  

Diabetes mellitus represents a well documented example of a disease with prevail-
ing high treatment costs and insufficient health care quality. The ever growing preva-
lence of the disease may cause significant economic burden to society [5]. 

2.1 Cost of Illness 

Several studies from different countries were selected for the elaboration of studies on 
the cost of illness with a focus on DM. When calculating the cost of illness both direct 
and indirect costs are taken into account. One study did not include indirect costs at 
all due to the lack of respective data. Other differences were found in the very break-
down of direct costs, which should consist of direct medical and non-medical costs. 
This was only considered in two studies.  

Each of the methods was based on a different method of data collection, data proc-
essing, had a different focus, but all the studies arrived at the conclusion that DM 
largely relies on health care resources, its prevalence is increasing and it will consti-
tute a major health care problem in the future. Therefore, it is necessary to conduct 
studies investigating the cost of illness and, based on it, to focus on the ways of reduc-
ing the cost of illness. 

2.2 Chronic Care Management 

The objective of this study was to find a new model solution for the chronic disease 
management which would save the cost of treatment being effective, raising the qual-
ity of health care provided and reducing hospitalized cases. These criteria may be met  
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by the interconnection and communication within the medical staff team, by eliminat-
ing duplicate procedures and over-prescription of medications to reduce costs, and by 
a complex focus on patients. The Patient-Centered Medical Home (PCMH) concept 
was selected as a possible solution for use in the Czech Republic. This concept de-
signed in the USA was used as an option for solving the chronic care management as 
it brings highly positive results in patient care, but it is also beneficial for health care 
providers and, last but not least, it saves costs. 

3 Methods 

Methods from the Health Technology Assessment area were selected to compare the health care 
management systems for patients with type 2 DM [6]. First, cost models were used to determine 
the cost of illness. The result was then used in the model to identify the cost effectiveness using 
value engineering and multi-criteria analysis methods. These methods allowed comparing the 
PCMH concept with the adherence to recommended standards against the system currently ap-
plied in the Czech Republic. 

3.1 Cost of Illness 

Sampling. The cost of illness was calculated in a diabetology outpatient clinic in 
Prague where a randomized selection of 100 patients was performed. The target group 
consisted of patients aged over 18 years with a confirmed diagnosis of type 2 DM. A 
random selection of numbers was generated from a total of 1825 patients in 2013 with 
the online random number generator. The percentage of men and women represented 
in the whole group for selection was almost identical. 

Perspective. The analysis worked with inputs and outputs from the all-society per-
spective, from the patient's perspective and from the payer’s perspective. The above 
perspective was essential for the processing of the cost effectiveness analysis (CEA) 
and the benefits potentially resulting from PCMH. 

Costs. Direct medical costs relating to examinations and treatment per patient were 
identified for a randomized sample of patients. In data collection, access was provided 
to data on the number of patient visits, the codes assigned for the insurance company, 
the examinations undertaken by other specialists in connection with the treatment of 
type 2 DM and the number of laboratory tests.  

One of the biggest items in direct costs are drugs. The medications permanently 
taken by respective patients were available for data collection. These include drugs 
used primarily for the treatment of type 2 DM, drugs secondarily used for the treatment 
of type 2 DM and other permanently taken medications required for the treatment of 
related disorders.  

Approach. The calculation of the direct cost of illness was made using the bottom-up 
procedure.  
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3.2 Cost Effectiveness Analysis 

Cost effectiveness analysis was used to compare the standard treatment of patients 
with type 2 DM in the Czech Republic with the Patient-Centered Medical Home  
concept of treatment. The result of the comparison is the identification of the more 
effective solution for the health care management for patients with type 2 DM.   

Perspective. CEA was considered from the payer’s point of view. 

Costs. The costs again included only direct medical costs, which is adequate for the 
payer’s perspective. Only the cost of procedures performed by outpatient doctors was 
used for the calculation.  

Standard Treatment. The cost of the standard treatment is based on the randomized 
sample of 100 patients for the cost of illness analysis. The average cost of provided 
procedures per patient per year is presented in Tab. 2. 

Table 1. Average cost of standard treatment per patient (1 year) 

total points for registered codes 213 534 
point value for 2013 CZK 1.02  
total cost of registered procedures CZK 217 805 

average cost per patient CZK 2 178 

Patient-Centered Medical Home. The calculation of the cost of procedures which 
would be provided to patients in the model treatment in PCMH is based on the best 
practices recommended by the Czech Diabetes Society (CDS) and the professional 
association’s opinion. Patients with type 2 DM were divided into three groups ac-
cording to the type of treatment. The first group includes patients without any drug 
treatment, the second group comprises patients taking oral antidiabetic drugs 
(OAD), and the third group includes patients using insulin. Out of the total number 
of 772 585 patients with type 2 DM, 116 196 were treated solely by diabetic diet 
[8]. The procedures performed per patient per year without drug treatment are listed 
in Tab. 3. The remaining patients had prescribed drug treatment. Of them, 116 181 
patients were treated by insulin. The largest percentage of patients corresponding to 
the number of 540 208 was treated by OAD [4; 8]. The procedures performed per 
patient taking OAD per year are listed in Tab. 4. The procedures performed per 
patient taking insulin per year are listed in Tab. 5. The average cost of registered 
procedures per patient with type 2 DM per year in the PCMH concept is presented 
in Tab. 6. 
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Table 2. List of procedures in PCMH per patient without drug treatment 

code name of procedure points per 
procedure 

No. of pro-
cedures 

total points 

13021 complex examination by a dia-
betologist 

645 1 645 

13051 targeted education of a patient 
with diabetes 

327 1 327 

75022 targeted examination by an oph-
thalmologist 

232 1 232 

75153 biomicroscopic examination of 
fundus in mydriasis (1 eye) 

147 2 294 

75161 contact-less tonometry (1 eye) 32 2 64 
75163 refraction examination with an 

autorefractor (1 eye) 
36 2 72 

points in total 1634 

 
Table 3. List of procedures in PCMH per patient taking OAD 

code name of procedure points per 
procedure 

No. of pro-
cedures 

total points 

13021 complex examination by a dia-
betologist 

645 1 645 

13023 re-examination by a diabetolo-
gist 

163 3 489 

13051 targeted education of a patient 
with diabetes 

327 4 1308 

75022 targeted examination by an oph-
thalmologist 

232 1 232 

75153 biomicroscopic examination of 
fundus in mydriasis (1 eye) 

147 2 294 

75161 contact-less tonometry (1 eye) 32 2 64 
75163 refraction examination with an 

autorefractor (1 eye) 
36 2 72 

17021 complex examination by a car-
diologist 

645 1 645 

points in total 3749 
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Table 4. List of procedures in PCMH per patient taking insulin 

code name of procedure points per 
procedure 

No. of pro-
cedures 

total points 

13021 complex examination by a dia-
betologist 

645 1 645 

13023 re-examination by a diabetolo-
gist 

163 3 489 

13051 targeted education of a patient 
with diabetes 

327 4 1308 

75022 targeted examination by an oph-
thalmologist 

232 1 232 

75153 biomicroscopic examination of 
fundus in mydriasis (1 eye) 

147 2 294 

75161 contact-less tonometry (1 eye) 32 2 64 
75163 refraction examination with an 

autorefractor (1 eye) 
36 2 72 

17021 complex examination by a car-
diologist 

645 1 645 

29021 complex examination by a neu-
rologist 

645 1 645 

18021 complex examination by a 
nephrologist 

645 1 645 

points in total 5039 

 
Table 5. Average costs per patient in the PCMH concept (1 year) 

total points per patient without drug treatment  1 634 
number of patients without drug treatment 116 196 
total number of points for patients without drug treatment 189 864 264 
total points per patient with OAD 3 749 
number of patients with OAD 540 208 
total number of points for patients with OAD 2 025 239 792 
total points per patient with insulin 5 039 
number of patients with insulin 116 181 
total number of points for patients with insulin 585 436 059 
point value for 2013 1.02 
total cost CZK 

2 856 550 917 
number of patients with type 2 DM for 2012 772 585 
average cost per patient with type 2 DM CZK 3 697 
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Economic-Clinical Parameters. Among the parameters serving for the comparison 
of the standard treatment against PCMH, all seven parameters related to the treatment 
of type 2 DM were selected from individual studies. The monitored parameters were 
divided into 2 groups. The first group of costs and cost utilization is listed in Tab. 7. 
The average number of visits for the standard treatment was calculated from the ran-
domized sample, and for PCMH from the estimated number of visits according to the 
procedures recommended by the Czech Diabetes Society and the professional associa-
tion’s brainstorming. The second group related to the quality of treatment and clinical 
characteristics is listed in Tab. 8. Both groups of parameters produce improved over-
all health seen from the patient’s perspective [9].  

Table 6. List of parameters related to costs and cost utilization 

 waiting 
period 
length 

number of hospi-
talizations 

hospitalization 
length 

average num-
ber of visits to 

outpatient 
doctors 

standard 26 days 10 526 10.5 days 3.880 
PCMH 1 day 8 631 6.3 days 5.699 

 
Table 7. List of parameters related to treatment quality and clinical characteristics 

 HbA1c level long-term cholesterol 
level monitoring 

quality of care for 
patients with DM 

standard 0 % 0 % 0 % 
PCMH 26 % 25 % 76 % 

Assessment of the Weight of Economic-Clinical Parameters and Multi-Criteria 
Decision Making. Individual assessments of the parameters were made based on the 
brainstorming of the doctors from a clinic in Prague, which includes the respective 
diabetes outpatient clinic where the data for the study and the information on the best 
practices recommended by the Czech Diabetes Society were collected. Saaty’s matrix 
comparing different parameters against each other was used to identify the weights of 
the criteria. The obtained weights of the criteria were used for multi-criteria decision-
making. The TOPSIS method was used for the calculation of the multi-criteria as-
sessment [10]. 

Cost Effectiveness Analysis. Using multi-criteria analysis and average costs per pa-
tient in the standard treatment and the PCMH concept the magnitude of the effect 
obtained per spent monetary unit was calculated. Based on the resulting ratios, we 
assess which of the approaches is more cost-effective. 
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4 Results 

4.1 Cost of Illness 

Results from All-Society Perspective. From the all-society perspective, all direct 
costs registered by the randomized sample were added up. The values necessary for 
the calculation of direct costs are listed in Tab. 9.  

Table 8. List of direct costs from all-society perspective 

total points for registered codes 213 536 
point value for 2013 CZK 1.02 
total cost of registered procedures CZK 217 807 
number of regulatory fees 332 
regulatory fee value CZK 30 
total cost of regulatory fees CZK 9 960 
total number of laboratory tests 230 
costs per laboratory test CZK 1 076.32 
total cost of laboratory tests CZK 247 554 
cost of covered drugs CZK 2 461 140 
cost of non-covered drugs CZK 16 592 
total cost of drugs CZK 2 477 732 
total CZK 2 953 053 
median CZK 24 318 
minimum CZK 1 773 
maximum CZK 194 529 
standard deviation CZK 25 055 
average costs per patient CZK 29 531 
right-hand side confidence interval CZK 34 517 

 
By adding up all direct cost items, the value of CZK 2 953 053 was obtained. The 

average direct costs per patient in 2013 amount to CZK 29 531. Using the prevalence 
of type 2 DM for 2012 the value of the total cost of illness was obtained amounting to 
CZK 22 815 207 635. Here, however, a deviation arises due to the permanently grow-
ing prevalence of the disease. If the prevalence for 2013 was used, the costs would be 
still higher. 

Results from Patient’s Perspective.  From the patient’s perspective, all regulatory 
fees for visits to doctors were added up1. For medications, only surcharges for drugs 
covered by health insurance and average prices of drugs not covered by health insur-
ance obtained from three selected pharmacies were included in the calculation. The 
values necessary for the calculation of direct costs from the patient’s perspective are 
listed in Tab. 10.  

                                                           
1 Regulatory fees for visits to doctors will be cancelled from 1. 1. 2015. 
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Table 9. List of direct costs from patient’s perspective 

number of regulatory fees 332 
regulatory fee value CZK 30 
total cost of regulatory fees CZK 9 960 
cost of covered drugs CZK 893 058 
cost of non-covered drugs CZK 16 592 

total cost of drugs CZK 909 650 
total CZK 919 610 
median CZK 4 040 
minimum CZK 30 
maximum CZK 41 148 
standard deviation CZK 9 860 

average costs per patient CZK 9 196 
right-hand side confidence interval CZK 11 158 

 
By adding up all direct cost items necessary from the patient’s perspective, the 

value of CZK 919 610 was obtained. Thus, each patient paid on average CZK 9 196 
for health care in 2013.  

Results from Payer’s Perspective. From the payer’s perspective, all costs related to 
the registered treatment were included in the calculation. The values necessary for the 
calculation of direct costs from the payer’s perspective are listed in Tab. 11.  

Table 10. List of direct costs from payer’s perspective 

total points for registered codes 213 536 
point value for 2013 CZK 1.02 

total cost of registered procedures CZK 217 807 
total number of laboratory tests 230 
costs per laboratory test CZK 1 076.32 

total cost of laboratory tests CZK 247 554 
total cost of covered drugs CZK 1 632 269 
total CZK 2 097 630 
median CZK 16 675 
minimum CZK 1 743 
maximum CZK 192 664 
standard deviation CZK 22 147 

average costs per patient CZK 20 976 
right-hand side confidence interval CZK 25 383 
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By adding up all direct cost items necessary for reaching the total cost from the 
payer’s perspective, the value of CZK 2 097 630 was obtained. Thus, the health insur-
ance company paid on average CZK 20 976 per patient in 2013. 

4.2 Cost Effectiveness Analysis 

One monetary unit spent by the payer within the PCMH concept, which adheres to 
recommended standards, will produce the 25.7x10-5 effect. This value is by 77% 
higher than the value calculated for the standard treatment and, therefore, the adher-
ence to recommended standards within PCMH is more cost-effective. The results of 
multi-criteria analysis, which identified the respective effects, and the results of cost-
effectiveness analysis are presented in Tab. 12. 

Table 11. Result of cost-effectiveness analysis 

 
effect 

price (see 
Tab. 2, 6) CEA (x10-5) 

order of  
variants 

standard 0.3160 2178 14.50766397 second 
PCMH 0.9492 3697 25.67476062 first 

5 Discussion 

Our model confirmed that the treatment of chronic diseases accounts for a large por-
tion of the funds spent in health care [5]. The flow of these funds must be coordinated 
and exploited effectively to avoid wasting. Type 2 diabetes mellitus was chosen as an 
example for solving the objectives of our study. Although its percentage among 
chronic diseases is not the highest, it largely threatens the population by its ever in-
creasing prevalence, and it may become a major health and economic issue in many 
countries around the world in the future. It is a disease that needs a complex approach 
by many experts being, therefore, a good example to illustrate the importance of 
communication and cooperation among doctors and other medical staff. This was 
confirmed by the results of the comparison of the standard treatment in the Czech 
Republic with the Patient-Centered Medical Home concept used in the USA. It is 
obvious that the latter approach to treatment is really worth supporting. It improves, 
above all, the health of patients and the overall quality of diabetological care. Despite 
the higher costs due to more frequent visits to outpatient doctors, the cost-
effectiveness analysis has manifested that this method is more cost-effective.  

An important phenomenon in the treatment of diabetes are frequent complications 
which reduce the quality of patient’s life and raise the cost of treatment. The Czech 
Republic spends larger amounts of money on the direct treatment of diabetes than  
the most of developed countries in the world [11]. This is mainly due to the  
emergence of subsequent complications arising as a consequence of poorly tailored 
outpatient care. The care is neither sufficiently complex nor intensive [11]. As was 
demonstrated in the USA, Western Europe and the Czech Republic, direct costs  
for the treatment of diabetes are substantially lower than those accounting for the 
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treatment of complications [11]. For type 2 diabetes mellitus, it would be highly de-
sirable to combine the PCMH characteristics with the best practices recommended by 
the CDS [11, 12, 13, 14, 15] and the opinions held by the professional association of 
diabetologists. The results of our model imply that prevention considered as a crucial 
measure by the National Diabetes Programme will subsequently improve. In the case 
of ensuring high-quality prevention and professionally controlled therapy, complica-
tions whose treatment is so expensive will not arise. Another benefit will be improved 
quality of life for the patients whose complications were prevented.  

Supposing that preventive, targeted and, particularly, complex treatment is pro-
vided, the above benefits may also be expected for other chronic diseases. According 
to our results, the combination of the PCMH concept with adherence to standards 
produces a greater effect, despite its increased costs. This resulting effect is primarily 
an advantage for patients as it reduces the risk of the appearance of later complica-
tions decreasing their quality of life. The decision still rests with the payer, who must 
consider if allocating more funds to medical care providers will produce overall sav-
ings in the treatment of complications typical of patients with diabetes in the future. 
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Abstract. The Human Phenotype Ontology (HPO) provides a concep-
tualization of phenotype information and a tool for the computational
analysis of human diseases. It covers a wide range of phenotypic ab-
normalities encountered in human diseases and its terms (classes) are
structured according to a directed acyclic graph. In this context the pre-
diction of the phenotypic abnormalities associated to human genes is a
key tool to stratify patients into disease subclasses that share a common
biological or pathophisiological basis. Methods are being developed to
predict the HPO terms that are associated for a given disease or dis-
ease gene, but most such methods adopt a simple ”flat” approach, that
is they do not take into account the hierarchical relationships of the
HPO, thus loosing important a priori information about HPO terms. In
this contribution we propose a novel Hierarchical Top-Down (HTD) al-
gorithm that associates a specific learner to each HPO term and then
corrects the predictions according to the hierarchical structure of the un-
derlying DAG. Genome-wide experimental results relative to a complex
HPO DAG including more than 4000 HPO terms show that the proposed
hierarchical-aware approach significantly improves predictions obtained
with flat methods, especially in terms of precision/recall results.

Keywords: Human Phenotype Ontology term prediction, Ensemble
methods, Hierarchical classification methods, Disease gene prioritization.

1 Introduction

The characterization of human diseases through detailed phenotypic data and
the ever increasing amount of genomic data available through high-throughput
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technologies can improve our understanding of the bio-molecular mechanisms
underlying human diseases. Indeed phenotypic analysis is fundamental for our
understanding of the pathophysiology of cellular networks and plays a central
role in the mapping of disease genes [1].

To this end the Human Phenotype Ontology (HPO) project [2] provides a
comprehensive and well-structured set of more than 10000 terms (classes) that
represent human phenotypic abnormalities annotated to more than 7000 heredi-
tary syndromes listed in OMIM, Orphanet and DECIPHER databases [3]. This
resource offers an ontology, that is, a conceptualization of the human phenotypes
that can be processed by computational methods, and provides a translational
bridge from genome-scale biology to a disease-centered view of human patho-
biology [4]. The HPO provides also hierarchical relationships between terms,
representing the is a relation between them, whereby each term may have more
than one parent, thus resulting in a Directed-Acyclic-Graph (DAG) structure of
the overall ontology.

In this context, the prediction or ranking of genes with respect to HPO terms
is an important computational task . This task is related but different from
the classical disease-gene prioritization problem, in which genes are prioritized
with respect to specific diseases [5]. Indeed we rank genes with respect to HPO
terms. Note that HPO terms do not themselves represent diseases, but rather
they denote the individual signs and symptoms and other clinical abnormalities
that characterize diseases. Thus, one disease is characterized by ≥ 1 HPO term,
and many HPO terms are associated with multiple distinct diseases.

Several computational methods have been applied to predict gene - pheno-
type associations [6, 7, 8, 9], but they do not take into account the hierarchical
relationships that characterize phenotypes both in human and model organisms.
The resulting “flat” predictions, i.e. predictions unaware of the relationships be-
tween the different phenotypes, may provide inconsistent results. For instance, if
we adopt the HPO to catalogue human phenotypes and we try to predict HPO
terms independently of each other, we could associate to some human gene the
HPO term “Atrial septal defect” but not the term “Abnormality of the cardiac
septa”, thus introducing an inconsistency since “Atrial septal defect” is obvi-
ously a subclass of “Abnormality of the cardiac septa”. Besides inconsistency,
flat predictions loose the available “a priori” knowledge about the hierarchical
relationships between HPO terms, thus suggesting that hierarchy-aware meth-
ods could at least in principle introduce improvements in the gene-phenotype
predictions. To overcome the limitations of “flat” approaches, we could apply
computational methods for hierarchically structured output spaces, but most of
them have focused on tree-structured ontologies [10, 11, 12, 13] and only a few
on DAG-structured taxonomies [14, 15] and, even if they have been applied in
computational biology, e.g. to the prediction of protein functions [16], to our
knowledge no hierarchy-aware methods have been applied to the prediction of
HPO terms associated to human genes.

To fill this gap, we propose a simple and novel hierarchical method, i.e. the
Hierarchical Top-Down (HTD) ensemble method conceived to deal with the DAG
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structure of the HPO. At first a base learner associated with each considered HPO
term is applied to provide “flat” gene-phenotype associations. Then the algorithm
gradually visits the HPODAG level by level from the root (top) to the leaves (bot-
tom), and modifies the flat predictions to assure their hierarchical consistency.
One of the main advantages of the proposed approach is that it always provides
consistent predictions, that is predictions that respect the hierarchical structure
of the HPO. Moreover, by exploiting the parent-child relationships between HPO
terms, the proposed hierarchical approach can significantly improve HPO flat pre-
dictions, as shown by the large set of experiments involving more than 20, 000 hu-
man genes and more than 4, 000 HPO terms. The HTDmethod is simple, fast and
can be applied by using in principle any base learner for both hierarchical multi-
label phenotypic classification and ranking of human disease genes.

2 Hierarchical Top-Down (HTD) Ensembles for the HPO
Taxonomy

Let G =< V,E > be a Directed Acyclic Graph (DAG) with vertices V =
{1, 2, . . . , |V |} and edges e = (i, j) ∈ E, i, j ∈ V . G represents a taxonomy
structured as a DAG, whose nodes i ∈ V represent classes of the taxonomy and
a directed edge (i, j) ∈ E the hierarchical relationships between i and j: i is
the parent class and j is the child class. In our experimental setting the unique
root node root(G) is represented by the top HPO term “HP:0000001”: all the
other HPO terms are its descendants. The set of children of a node i is denoted
child(i), and the set of its parents par(i).

To each HPO term i is associated a “flat” classifier fi : X → [0, 1] that
provides a score ŷi ∈ [0, 1] for a given gene x ∈ X . Ideally ŷi = 1 if gene x is
associated to the HPO term i, and ŷi = 0 if it is not, but intermediate scores
are allowed. The ensemble of the |V | flat classifiers provides a score for each
node/class i ∈ V of the DAG G:

ŷ =< ŷ1, ŷ2, . . . , ŷ|V | > (1)

We say that the multi-label scoring y is valid if it obeys the true path rule (also
called the annotation propagation rule) that holds also for other DAG-structured
ontologies, such as the Gene Ontology (when restricted to subclass relations) [17]:

y is valid ⇐⇒ ∀i ∈ V, j ∈ par(i) ⇒ yj ≥ yi (2)

According to this rule, if we assign a HPO term i to a gene, then also its parent
HPO terms must be assigned to the same gene: in other words an assignment to
a node must be recursively extended to all its ancestors. Note that this implies
that a score for a parent HPO term must be larger or equal than that of its
children. Consequently, if a certain HPO term is classified as a negative example
because its score is below threshold, then all of its descendents must also be
classified negative.
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In real cases it is very unlikely that a flat classifier satisfies the true path rule,
since by definition the predictions are performed without considering the hier-
archy of the classes. Nevertheless by adding a further label/score modification
step, i.e. by taking into account the hierarchy of the classes, we can modify the
labeling or the scores of the flat classifiers to obtain a hierarchical classifier that
obeys the true path rule.

To this end we propose a Hierarchical top-down algorithm (HTD), that mod-
ifies the flat scores according to the hierarchy of a DAG through a unique run
across the nodes of the graph. It adopts this simple rule by per-level visiting the
nodes from top to bottom:

ȳi :=

⎧⎨
⎩

ŷi if i ∈ root(G)
minj∈par(i) ȳj if minj∈par(i) ȳj < ŷi
ŷi otherwise

(3)

Note that ȳ =< ȳ1, ȳ2, . . . , ȳ|V | > represents the set of the predictions obtained
by the (HTD) algorithm from the flat predictions ŷ =< ŷ1, ŷ2, . . . , ŷ|V | >.

The node levels correspond to their maximum path length from the root. More
precisely, having L = {0, 1, . . . , ξ} levels in the HPO taxonomy, ψ : V −→ L is a
level function which assigns to each HPO term i ∈ V a level, i.e. its maximum
distance from the root. For instance, nodes {i|ψ(i) = 0} correspond to the root
node, {i|ψ(i) = 1} is the set of nodes with a maximum path length from the
root (distance) equal to 1, and {i|ψ(i) = ξ} are nodes that lie at a maximum
distance ξ from the root.

Fig 1 shows that we need to visit the HPO hierarchy per level in the sense
of the maximum and not of the minimum distance from the root: this is neces-
sary to preserve the consistency of the predictions. Indeed looking at the HTD
scores obtained respectively with minimum and maximum distance from the
root (bottom-left of Fig. 1), we see that only the maximum distance preserves
the consistency of the predictions. Indeed, focusing on node 5, by traversing the
DAG levels according to the minimum distance from the root, we have that the
level of node 5 is 1 (ψmin(5) = 1) and in this case by applying the HTD rule (3)
the flat score ŷ5 = 0.8 is wrongly modified to the HTD ensemble score ȳ5 = 0.7.
If we instead traverse the DAG levels according to the maximum distance from
the root, we have ψmax(5) = 3 and the HTD ensemble score is correctly set
to ȳ5 = 0.4. In other words at the end of the HTD, by traversing the levels
according to the minimum distance we have ȳ5 = 0.7 > ȳ4 = 0.4, that is a child
node has a score larger than that of its parent, and the true path rule is not
preserved; on the contrary by traversing the levels according to the maximum
distance we achieve ȳ5 = 0.4 ≤ ȳ4 = 0.4 and the true path rule consistency is
assured. This is due to the fact that by adopting the minimum distance when
we visit node 5, node 4 has not just been visited, and hence the value 0.4 has
not been transmitted by node 2 to node 4; on the contrary if we visit the DAG
according to the maximum distance all the ancestors of node 5 (including node
4) have just been visited and the score 0.4 is correctly transmitted to node 5
along the path 2 → 4 → 5.
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Fig. 1. Levels of the hierarchy must be defined in terms of the maximum distance from
the root (node 1). Small numbers close to nodes correspond to the scores of the flat
predictions. The Hierarchical top-down scores obtained respectively by crossing the
levels according to the minimum and the maximum distance from the root are shown
in the bottom-left.

More precisely, given a DAG G =< V,E >, the level function ψ, a set of
flat predictions ŷ =< ŷ1, ŷ2, . . . , ŷ|V | > for each class associated to each node
i ∈ {1, . . . , |V |}, the HTD-DAG algorithm assures that for the set of ensemble
predictions ȳ =< ȳ1, ȳ2, . . . , ȳ|V | > the following property holds:

∀i ∈ V, j ∈ par(i) ⇒ ȳj ≥ ȳi (4)

Indeed, by applying the rule (3) from the top to the bottom of the hierarchy we
assure that the scores of the parents are larger or equal than those of its children.
Moreover by visiting “per level” the hierarchy according to the ψ function (levels
are defined in the sense of the maximum distance) we assure that each parent
has just been visited before their children and by observing that each node is
visited only once it cannot be changed by the successive top-down steps of the
algorithm, thus assuring that ∀i ∈ V, j ∈ par(i) ⇒ ȳj ≥ ȳi.

There are several ways to implement the function ψ that computes the maxi-
mum distance of each node from the root. We applied the classical Bellman-Ford
algorithm [18]: by recalling that it finds the shortest paths from a source node
to all the other nodes of a weighted digraph, it is sufficient to invert the sign of
each edge weight to obtain the maximum distance (longest path) from the root.
We outline that other methods (e.g. procedures based on the topological sort of
graphs) are more efficient, but considering that the levels should be computed
only once, on modern computers there are not significant differences in terms of
the mean empirical computational time.

Fig. 2 shows the pseudo code of the overall HTD algorithm. Rows 1−4 provide
the maximum distance of each node from the root, whereas the block B of the
algorithm implements a per-level top-down visit of the graph (rows 5− 16).
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Input:
- G =< V,E >
- ŷ =< ŷ1, ŷ2, . . . , ŷ|V | >, ŷi ∈ [0, 1]
begin algorithm

01: A. Compute ∀i ∈ V the max distance from root(G):
02: E′ := {e′|e ∈ E, e′ = −e}
03: G′ :=< V,E′ >
04: dist := Bellman.Ford(G′, root(G′))
05: B. Per-level top-down visit of G:
06: ȳroot(G) := ŷroot(G)

07: for each d from 1 to max(dist) do
08: Nd := {i|dist(i) = d}
09: for each i ∈ Nd do

10: x := minj∈par(i) ȳj
11: if (x < ŷi)
12: ȳi := x
13: else

14: ȳi := ŷi
15: end for

16: end for

end algorithm

Output:
- ȳ =< ȳ1, ȳ2, . . . , ȳ|V | >

Fig. 2. Hierarchical Top-Down algorithm for DAGs (HTD)

Starting from the children of the root (level 1) for each level of the graph the
nodes are processed and the hierarchical top-down correction of the flat predic-
tions ŷi, i ∈ {1, . . . , |V |} to the HTD-DAG ensemble prediction ȳi is performed
according to eq. 3. It is easy to see that the complexity of block B (rows 5−16) is
linear in the number of vertices for sparse graphs (and the HPO is just a sparse
DAG).

3 Experimental Set-Up

3.1 The Human Phenotype Ontology

Ontologies are high-level representations of knowledge domains based upon con-
trolled vocabularies. The Human Phenotype Ontology (HPO) aims at providing
a standardized categorization of the abnormalities associated to human diseases
(each represented by an HPO term) and the semantic relationships between
them. Each HPO term describes a phenotypic abnormality and is developed us-
ing medical literature and cross-references to other biomedical ontologies (e.g.
OMIM [3]).
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A key feature of HPO is its ability, based upon an equivalence mapping to
other publicly available phenotype vocabularies, to allow the integration of exist-
ing datasets and to strongly promote the interoperability with multiple biomed-
ical resources [4].

The experiments presented in this manuscript are based on the September
2013 HPO release (10, 099 terms and 13, 382 between-term relationships). The
annotations of the 20, 257 human genes were taken from the same HPO release.
After pruning the HPO terms having less than 2 annotations we obtained a final
HPO DAG composed by 4, 847 terms (and 5, 925 between-terms relationships).

3.2 Construction and Integration of the Protein Functional
Network

The set of human genes considered in the experiments presented here was ob-
tained from the recent critical assessment of protein function annotation (CAFA2)
international challenge. Starting from an initial set of 20,257 human genes we
constructed, for each gene, different binary profile vectors representing the ab-
sence/presence of bio-molecular features in the gene product encoded by the
considered gene. More precisely, we constructed for each gene 8 binary vectors
containing the features obtained, respectively, from InterPro [19], Pfam [20],
PRINTS [21], PROSITE [22], SMART [23], SUPFAM [24], Gene Ontology [17]
and OMIM [3]. All these annotations were obtained by parsing the raw text an-
notation files made available by the Uniprot knowledgebase (release May 2013,
considering only its SWISSprot component database). We then obtained a sim-
ilarity score between each pair of genes simply by computing the Jaccard simi-
larity between the feature vectors associated with the genes.

Following this strategy we obtained 8 gene networks (one for each of the
aforementioned data sources). The final functional interaction network used in
the presented experiments was constructed using a simple unweighted integration
strategy that does not involve any learning phase in the network integration
process: the Unweighted Average (UA) network integration method[25]. In UA
the weight of each edge of the combined networks is computed simply averaging
across the available n networks:

w̄ij =
1

n

n∑
d=1

wd
ij (5)

In order to construct a more informative network, we added also two more
functional gene networks taken from the literature and previously published
in [26, 27].

3.3 Kernelized Score Functions

As base learner we used a semi-supervised network-based learning method re-
cently successfully applied to gene disease prioritization [28], gene function pre-
diction [29] and drug repositioning [30]. Kernelized score functions adopt both
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a local and a global learning strategy. Local learning is accomplished through
a generalization of the classical guilt-by-association approach [31], through the
introduction of different functions to quantify the similarity between a gene and
its neighbours. A global learning strategy is introduced in form of a kernel that
can capture the overall topology of the underlying biomolecular network.

More precisely, by this approach we can derive score functions S : V −→ R
+

based on properly chosen kernel functions, by which we can directly rank a
gene v according to the values of S(v): the higher the score, the higher the
likelihood that a gene belongs to a given class [29]. The score functions are
built on distance measures defined in a suitable Hilbert space H and computed
using the usual “kernel trick”, by which instead of explicitly computing the inner
product < φ(·), φ(·) > in the Hilbert space, with φ : V −→ H, we compute the
associated kernel function K : V × V −→ R

+ in the original input space V .
For instance, given a vertex v, a set of genes VC belonging to a specific class

C, we can obtain the following Average score SAV :

SAV (v, VC) =
1

|VC |
∑
x∈VC

K(v, x) (6)

In principle any valid kernel K can be applied to compute the aforementioned
kernelized score, but in the context of gene - phenotype association ranking, we
used random walk kernels [32], since they can capture the similarity between genes,
taking into account the topology of the overall functional interaction network.

In our experiments we applied a 1-step random walk kernel: in this way we
explicitly evaluate only the direct neighbors of each gene in the functional inter-
action network. It is worth noting that other kernels may lead to better results,
but here we are mainly interested in verifying whether our proposed HTD algo-
rithm can improve upon Flat predictions, and not in fine tuning and achieving
the best possible results.

4 Results

We compared our proposed HTD ensemble methods with flat predictions ob-
tained with 1-step random walk kernelized score functions, by applying classical
leave-one-out techniques.

In terms of the average AUC across the 4846 considered HPO terms, even if
the difference in favour of HTD is very small (0.7923 vs 0.7897), by looking at
the results of the single HPO terms, HTD improves over flat in 3346 HPO terms,
achieves the same AUC for 554 HPO terms and ”looses” in 956 terms. This means
that for more than 3/4 HPO terms we obtain an improvement, and this explains
also why, according to the Wilcoxon rank sum test the difference between the
methods is statistically significant in favour of HTD at 10−5 significance level.

Also better results are obtained when we consider the precision at a fixed
recall level. Indeed in this case the average values across HPO terms are quite
consistent: for instance the average precision at 20% recall is 0.1535 vs 0.1278,
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Table 1. Average AUC, and precision at 10, 20 and 40% recall (P10R, P20R and
P40R). Flat stands for flat ensemble method, HTD for Hierarchical Top-Down, Max for
Hierarchical Maximum, And for Hierarchical And and Or for Hierarchical Or ensemble
methods. Methods that are significantly better than all the others according to the
Wilcoxon rank sum test (α = 10−5) are highlighted in bold.

Flat HTD Max And Or

AUC 0.7897 0.7923 0.7879 0.8151 0.7880

P10R 0.1620 0.1957 0.1315 0.1665 0.1352

P20R 0.1278 0.1535 0.1081 0.1283 0.1110

P40R 0.0812 0.0890 0.0728 0.0758 0.0741

and another time for most HPO terms we obtain a significant increment when
the HTD hierarchical correction is applied to the flat predictions.

Table 1 summarizes the average results across terms for the HTD, Flat and
three heuristic hierarchical ensemble methods originally proposed for the hierar-
chical prediction of Gene Ontology terms [14]. HTD achieves always significantly
better results than the flat approach, both in terms of AUC and precision at a
fixed recall. Moreover it obtains significantly better results than all the other
compared hierarchical ensemble methods. The only exception is with respect to
the AUC where the And hierarchical method achieves better results.
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Fig. 3. Precision at different levels of recall, averaged across HPO terms
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Fig. 3 compares the precision at different recall levels for all the hierarchical
and the flat ensemble methods: the HTD solid line marked with circles is con-
sistently above all the other curves, showing that HTD achieves on the average
better results than all the other competing methods.

Even if the average precision at a fixed recall rate is relatively low with all the
methods we presented (Fig. 3), we note that we tried to perform predictions also
with terms having only two positive annotations, a very difficult task that likely
leads in most case to precision values very close to 0. Moreover by applying score
functions with 2-step or more random walk kernels, we could better exploit the
overall topology of the network and at least potentially achieve better results,
especially with terms having a small number of annotations or with “positive”
nodes relatively “far” from each other. In any case, at least for low values of recall,
HTD shows on the average relative improvements of the precision between 10
and 20%, with respect to the Flat approach. On the contrary, the heuristic Max,
And and Or methods are not able to outperform the Flat approach, confirming
previous results in the context of gene function prediction [14].

5 Conclusions

The prediction of human gene–abnormal phenotype associations is an impor-
tant step toward the discovery of novel disease genes associated with hereditary
disorders. Several computational methods that exploit “omics” data can be suc-
cessfully applied to predict or rank genes with respect to human phenotypes, but
usually their predictions are inconsistent, in the sense that do not necessarily
obey the parent-child relationships between HPO terms (i.e. a gene may achieve
a score for a child term larger than that that of its parent HPO term).

We showed that our proposed method provides predictions that are always
consistent, according the “true path rule” that governs the HPO taxonomy.
Moreover the HTD ensemble method can enhance “flat” predictions by exploit-
ing the hierarchical relationships between HPO terms. Indeed our experimental
results showed that HTD, by using kernelized score functions as base learner, can
significantly improve the precision-recall curves. We obtained a significant incre-
ment using also other base learners (e.g. the classical label propagation algorithm
described in [33] – data not shown), and in principle our proposed hierarchical
method is independent of the base learner used to provide the initial “flat” scores.
From this standpoint HTD can be applied to improve the performance of any
“flat” learning method, and to provide consistent and more reliable predictions
for novel gene - phenotype predictions by exploiting the DAG structure of the
Human Phenotype Ontology.
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Abstract. It has been proved in many studies that Lactate and Lactate 
dehydrogenase (LDH) are associated with mortality. In this study lactate test 
values of inpatients were analyzed with Support Vector Machines (SVM) to 
identify patients in high risk of death. In the data set containing 686 records 
with lactate results; 219 patients treated in the pediatric service and 467 of the 
patients are adults. Lactate levels of 331 patients are normal and levels of 355 
patients are high. 89 patients with high lactate levels were recorded as dead. 
97%, 96.6% and 92.3% accurate mortality classification rates were recorded 
with analyzes performed using different data sets and variables. Patient's risk 
assessment can be assessed with such findings and treatments can be planned. 
Prediction of patients under high risk can provide opportunities for early 
intervention and mortality levels can be red.  

Keywords: Lactate, Lactate Dehydrogenase, mortality prediction, Support 
Vector Machine, SVM. 

1 Introduction 

Lactate is a metabolite that arises as a result of metabolizing glucose with anaerobic 
respiration. Glucose cannot be converted completely into energy when the oxygen 
transferred to the muscles is not enough. Lactate dehydrogenase (LDH) is a biomarker 
which helps to define the cause of tissue damage and the location in the body and to 
monitor the progression of damage. Sometimes it is used for monitoring some cancers 
or progressive disorders such as liver disease, kidney disease [1]. 

It has been proved in many studies that Lactate and LDH are associated with 
mortality. In a study, LDH levels were evaluated as a prognostic factor for the 
prediction of lifetime in patients with fatal cancers. Results showed that serum LDH 
in patients with fatal cancer is a good predictor for survival time [2]. In another study, 
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association between venous lactate levels and increased risk of death in infected 
intensive care unit patients was emphasized [3]. In another study on this issue, it was 
observed that, increased blood lactate levels in critically ill patients are associated 
with increased morbidity and mortality [4]. 

2 Methods 

In this study, data of patients who treated in various services of Karadeniz Technical 
University, Faculty of Medicine, Farabi Hospital between 07.01.2010–31.12.2010 
was used. 686 records of inpatients containing lactate test were included in the study. 
219 patients treated in the pediatric service and 467 of the patients were adults. 
Lactate levels of 331 patients were normal and levels of 355 patients were high. 89 
patients with high lactate levels were recorded as dead.  

Survival predictions were made by analyzing lactate test values of patients with 
Support Vector Machines (SVM). SVM is a data mining method that results highly 
successful in linear or nonlinear classification problems. The basic principle of the 
SVM is to determine the optimum decision boundaries between classes in a decision 
plane. According to these boundaries, it can be determined that the object belongs to 
which class [5]. 

3 SVM 

Fisher published the first pattern recognition related algorithm in 1936 [6]. 
Subsequently, in other studies SVMs were further developed out of statistical learning 
theory [8,9]. Using SVM is a highly successful approach to linear or nonlinear 
classification problems (Figure 1). 

SVM characterize an extension to nonlinear models of the generalized depiction 
algorithm developed by Vapnik and Lerner [7]. The SVM algorithm is built on the 
statistical learning theory and the Vapnik–Chervonenkis (VC) dimension [8].  
Statistical learning theory describes the properties of learning machines to make 
reliable estimates, was reviewed [9,10,11]. In the current formulation, the SVM 
algorithm was developed at AT&T Bell Laboratories by Vapnik et al. [12] 

 
Fig. 1. SVM classification linearly separable (a) or non-separable (b) objects 
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The basic principle of SVM is Lipkowitz optimal decision boundaries between 
classes in a decision plane.  So it could be easily classify desired objects according to 
SVM decision plane boundaries. Figure 1 shows how SVM classifies linearly 
separable or non-separable objects.  

SVM finds further distance between two closest objects as shown in Figure 2 - a 
and 2 - b. Classification problems in real life often are not linear (Figure 1- b).  
Therefore, for nonlinear classification problems SVM performs mathematical data 
transformation using kernel functions (Figure 1-b). These kernel functions are listed 
below:  

• Linear 
• Polynomial 
• Radial Based Function 
• Sigmoid 

In this study, Radial Based Function (RBF) is used because of its high 
performance.  

 

Fig. 2. Finding optimal line between two classes 

 

Fig. 3. Mapping input variables to future space using kernel function 
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The separation surface may be nonlinear in many classification problems, but 
support vector machines can be extended to deal with nonlinear separation surfaces 
by using feature functions. The SVM extension to nonlinear datasets is based on 
mapping the input variables into a feature space of a higher dimension (Figure 3) and 
then performing a linear classification in that higher dimensional space. 

4 SVM Results 

Association rules analysis was applied to the data set with 0.2 support level and 0.50 
confidence level. First two rules are as follows: 
 

 DEATH == No 526 ==> LACTATE == Normal 356 supp (41.2), conf (53.9) 
 
 DEATH == Yes 161 ==> LACTATE == High 331 supp (12.9), conf (55.2) 
 

Although derived rules are not very powerful, it may be mentioned that there is a 
relationship between death and lactate levels. In the first analysis to predict mortality 
patient's age, lactate level, LDH level and value of sodium (Na) were defined as 
continuous variables; sex and ICD code were defined as categorical variables. The 
reason of the addition of Na test to analysis is the association rules we have obtained. 
According to rules, Na is the most frequently requested test with lactate. SVM results 
are as follows: 

Dataset laktat yatan:                             
   Dependent: OLUM                                 
   Independents: YAS, AC_90225044, AC_90226044, 
AC_90367044, CINSIYETI... 
   Sample size = 202 (Train), 67 (Test), 269 (Overall) 
______________________________________________________ 
 Support Vector machine results:                   
   SVM type: Classification type 1 (capacity=10,000) 
   Kernel type: Radial Basis Function (gamma=0,167) 
   Number of support vectors = 71 (17 bounded)     
   Support vectors per class: 30 (0), 41 (1)       
   Class. accuracy (%) = 96,535(Train), 97,015(Test), 
96,654(Overall) 

According to the results, a total of 269 requests were evaluated in the analysis, 202 
of them for training of SVM, 67 of them for testing. The cause of the number of 
evaluated requests fall to 269 is to evaluate requests that Na, lactate and LDH tests 
requested together. Radial Basis Function was selected as kernel function. Total of 67 
requests used to test, 55 of them were belonging to alive patients and 12 of them were 
dead. SVM was evaluated 54 of requests who were alive and 11 of requests who were 
died correctly. Two patients were misclassified. 97% success of the test is thought to 
be a good value for such an analysis.  
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Survival prediction analysis was performed on the adult data set. Patient's age and 
LDH level were defined as continuous variables; sex, ICD code and lactate level were 
defined as categorical variables. SVM results are as follows: 

Dataset laktat yatan yetiskin:                    
   Dependent: OLUM                                 
   Independents: YAS, AC_90226044, POLIKLINIK_KODU, 
ICDKOD, LAKTAT 
   Sample size = 192 (Train), 59 (Test), 251 (Overall) 
________________________________________________________ 
 Support Vector machine results:                   
   SVM type: Classification type 1 (capacity=10,000) 
   Kernel type: Radial Basis Function (gamma=0,167) 
   Number of support vectors = 63 (5 bounded)      
   Support vectors per class: 34 (0), 29 (1)       
   Class. accuracy (%) = 99,479(Train), 96,610(Test), 
98,805(Overall) 

Looking at the results, a total of 251 requests were evaluated in the analysis, 192 of 
them for training of SVM, 59 of them for testing. All of the 41 alive patients were 
predicted correctly. 16 of the patients who died were classified correctly and two 
patients were classified incorrectly. 96.6% success rate was determined in this group. 

An analysis was then made to evaluate all of adult data set. Patient's age was used 
as continuous variables; sex, ICD code and lactate level were used as categorical 
variables. DVM results are as follows:  

Dataset laktat yatan yetiskin:                    
   Dependent: OLUM                                 
   Independents: YAS, POLIKLINIK_KODU, ICDKOD, LAKTAT 
   Sample size = 350 (Train), 117 (Test), 467 (Overall) 
_________________________________________________________ 
 Support Vector machine results:                   
   SVM type: Classification type 1 (capacity=10,000) 
   Kernel type: Radial Basis Function (gamma=0,250) 
   Number of support vectors = 142 (24 bounded)    
   Support vectors per class: 54 (0), 88 (1)       
   Class. accuracy (%) = 96,571(Train), 92,308(Test), 
95,503(Overall) 

In the analysis, all of 467 adult patients requests were used; 350 of them for 
training of SVM and 117 of them for testing. 80 of 84 alive patients were classified 
successfully and four patients were misclassified. 28 of 33 deceased patients were 
predicted correctly, five patients were classified incorrectly. Success rate of the test 
was 92.3%. 
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5 Discussion and Conclusion 

As a result of many studies, it has proven that lactate and LDH tests to be associated 
with mortality [2,3,4,13,14]. 97%, 96.6% and 92.3% accurate mortality classification 
rates were recorded with analyzes performed using different data sets and variables. 
One of the analyses which Na had analyzed with lactate and LDH, was evaluated with 
biochemistry field expert. The reason of requesting such a high rate of Na with lactate 
was, in patients who are constituting the data sets usually be fed through a blood 
vessel and therefore the Na level was found to be frequently measured.  

Patient's risk assessment can be done with such findings and these findings can be 
useful while treatments are planning. Prediction of patients under high risk can 
provide opportunities for early intervention and mortality levels can be reduced. 

Results obtained with the analysis of medical data were unforeseeable and could 
not be achieved by conventional methods. But for the signification of these results, 
professional support of the medical field is essential. Thus, data mining studies that 
will be performed on medical data should be carried out multidisciplinary. During the 
planning stage of these studies, both experts from the fields must act together. 

Furthermore medical data was subjected to pre-processing and was found to 
contain many missing records. But for the success of data mining analysis, quality of 
data is the most important factor. Therefore, a better quality data should be created for 
future works and missing-false, repetitive records must be cleaned from data. 

References 

1. Lab Tests Online, http://labtestsonline.org/ (last access: February 6, 2014) 
2. Suh, S.Y., Ahn, H.Y.: Lactate dehydrogenase as a prognostic factor for survival time of 

terminally ill cancer patients: A preliminary study. Eur. J. Cancer 43(6), 1051–1059 (2007) 
3. Shapiro, N.I., Howell, M.D., Talmor, D., Nathanson, L.A., Lisbon, A., Wolfe, R.E., Weiss, 

J.W.: Serum lactate as a predictor of mortality in emergency department patients with 
infection. Ann. Emerg. Med. 45(5), 524–528 (2005) 

4. Bakker, J., Gris, P., Coffernils, M., Kahn, R.J., Vincent, J.L.: Serial blood lactate levels 
can predict the development of multiple organ failure following septic shock. Am. J. 
Surg. 171, 221–226 (1996) 

5. Han, J., Kamber, M.: Data Mining: Concepts and Techniques, 2nd edn. Morgan Kaufmann 
Publishers, New York (2006) 

6. Fisher, R.A.: The use of multiple measurements in taxonomic problems. Ann. of Eugen. 7, 
111–132 (1936) 

7. Vapnik, V., Lerner, A.: Pattern recognition using generalizedportrait method. Automat. 
Rem. Contr. 24, 774–780 (1963) 

8. Vapnik, V., Chervonenkis, A.Y.: Teoriya raspoznavaniya obrazov: Statisticheskie 
problemy obucheniya (Theory of pattern recognition: Statistical problems of learning). 
Nauka, Moscow, Russia (1974) 

9. Vapnik, V.: Estimation of Dependences Based on Empirical Data.Nauka, Moscow, Russia 
(1979) 

10. Vapnik, V.: The Nature of Statistical Learning Theory. Springer, New York (1995) 
11. Vapnik, V.: Statistical Learning Theory. Wiley Interscience, NewYork (1998) 



84 Y.Z. Engin et al. 

 

12. Lipkowitz, K.B., Cundari, T.R.: Reviews in Computational (2007) 
13. Chemistry. Wiley-VCH, John Wiley & Sons Inc. 23, pp. 291–400 
14. Von Eyben, F.E., Blaabjerg, O., Hyltoft-Petersen, P., Madsen, E.L., Amato, R., Liu, F., 

Fritsche, H.: Serum lactate dehydrogenase isoenzyme 1 and prediction of death in patients 
with metastatic testicular germ cell tumors. Clin. Chem. Lab. Med. 39(1), 38–44 (2001) 



 

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part I, LNCS 9043, pp. 85–95, 2015. 
© Springer International Publishing Switzerland 2015 

Intellectual Property Protection for Bioinformatics  
and Computational Biology 

Dennis Fernandez1, Antonia Maninang2, Shumpei Kobayashi3, Shashank Bhatia1,  
and Carina Kraatz1 

1 Fernandez & Associates, LLP, Alterton, California 
{dennis,shashank}@iploft.com, carinakraatz.iploft@gmail.com 

2 Stanford Hospital, Stanford, California 
amaninang@stanfordmed.org 

3 San Diego, California 
shkobaya@ucsd.edu  

Abstract. Bioinformatics, and computational biology are two ever-growing 
fields that require careful attention to intellectual property rights (IPR) and 
strategies. The American patent system is currently going through the biggest 
reformation since the passage of Patent Act of 1952, and many changes apply 
directly to the field of biology that utilize computational intelligence. Basic IP 
definitions, recent IP developments, and advanced protection strategies are 
discussed in order to better understand the status quo of intellectual property 
(IP) specifically in the field of evolutionary computation, bioinformatics, and 
computational biology. 
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1 Introduction 

Bioinformatics is a branch of biological science that aims to use computer science, 
mathematics, and information theory to analyze and model large database of 
biochemical or pharmaceutical information. There are three important sub-disciplines 
within bioinformatics: the development of new algorithms and statistics with which to 
assess relationships among members of large data sets; the analysis and interpretation 
of various types of data including nucleotide and amino acid sequences, protein 
domains, and protein structures; and the development and implementation of tools that 
enable efficient access and management of different types of information [1]. 
Computational biology is a closely related discipline to bioinformatics, but 
concentrates more on the evolutionary, population, and theoretical biology rather than 
cell and molecular biomedicine. 

The field of bioinformatics and computational biology has come a long way since 
the discovery of the double-helical structure of deoxyribonucleic acid (DNA) by James 
D. Watson and Francis Crick in 1953. In 2003, the Human Genome Project was 
completed after 13 years of international research coordinated by the U.S. Department 
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of Energy and the National Institutes of Health [2]. The human genome, or our genetic 
blueprint, is written in four alphabet of chemical compounds called adenine (A), 
guanine (G), cytosine (C), and thymine (T). With a $3.8 billion federal investment, it is 
estimated that the human genome project produced nearly $800 billion in economic 
output and helped drive the bioinformatics and computational biology field move 
forward with an unprecedented rate [3]. Although the sequencing of the genome is still 
too expensive for most individuals, Eric Lander, the head of the Broad Institute, in 
Cambridge, Massachusetts, claims that the cost of DNA sequencing has fallen to a 
hundred-thousandth of what it was a decade ago [4]. It can be seen from Fig. 1 that the 
cost of genome sequencing is declining at a speed that surpasses that of Moore’s Law 
for computing hardware [5]. The day is fast approaching when individuals will be able 
sequence their unique genome sequence at a cost of $1000 or lower. The next 
generation sequencing techniques such as Illumina and nanopore sequencing are 
enabling genetic research to be conducted with more accuracy, lower cost, and higher 
throughput. 

Even in the midst of global financial crisis, the biotechnology industry has 
continued to grow. A recent report from Global Industry Analysts Inc. predicts that the 
biotechnology market will grow to exceed a value of U.S. $320 billion by 2015 [6]. 
The United States is the leading country in the industry, with more than 6,800 
biotechnology firms and with a share of more than 40% of all biotechnology patents 
filed under the Patent Cooperation Treaty (PCT) [7]. 

 

 

Fig. 1. Cost per Genome (Source: National Human Genome Research Institute)                  
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Within the biotechnology market, the bioinformatics market specifically is projected 
to reach U.S. $5.0 billion by 2015 [8]. The United States represents the largest regional 
market for bioinformatics worldwide, and some of the driving factors of the market 
include the availability of genomic information and the increasing application of 
genomics in research and development processes. Most pharmaceutical companies 
have concerns related to their blockbuster drugs going off-patent, narrow product 
pipelines, and high cost of drug development [9]. Bioinformatics helps companies 
reduce cost and enhance productivity in many steps of research and development by 
providing data management tools to simulate biological processes.  

With a growing biotechnology market and the recent changes in the United States 
patent system, careful attention must be given to strategic intellectual property 
prosecution in the bioinformatics/computational biology field. This paper will give a 
brief overview of intellectual property rights, its recent developments, and advanced 
protection strategies in the fields of bioinformatics/computational biology. 

2 Basic IPR Definitions 

2.1 Patents 

In the United States a patent is a property right that protects inventions including any 
process, machine, manufacture, or composition of matter, or any improvement thereof 
that are novel, useful, and non-obvious [10]. The three types of patents are utility, 
design, and plant patents. It is important to note that a patent does not grant any 
positive or affirmative right to make, use, sell, offer to sell, or import an invention. 

In theory, intellectual properties, including patents, help to foster intellectual and 
economic growth. The disclosure requirement assures the dissemination of innovation 
to the public, and in return the inventor or the owner is granted legal rights of 
ownership for duration of 17-20 years. Although some argue that patents are used for 
anticompetitive purposes that lead to monopolies, economists claim that patents 
provide important incentives for investment and trade, both of which are vital sources 
of economic growth. 

In order to obtain a patent, an inventor must submit an application to the United 
States Patent and Trademark Office. The process is lengthy and often very costly. It 
may take years to get a typical biotechnology patent, and costs an average of ~$15,000 
to prosecute such patent application [11]. 

2.2 Copyrights 

Copyrights protect the original expression of an idea [12]. Copyright protection is 
automatic so you do not have to register. However, it is wise to register the work with 
the US Copyright office since this will spare you from having to prove actual monetary 
damages from an infringed activity. Unlike the registration process for patents, 
copyright registration is as easy as filling out a 1-2 page from, and the fee is 
dramatically cheaper. Copyrights are usually valid for the author’s lifetime plus 70 
years or sometimes longer (75-100 years) if the work was created for hire [13].  
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2.3 Trademark 

Trademarks protect the goodwill and branding of one’s product or services. It refers 
to the distinctive signature mark used to protect the company, product, service, name, 
or symbol. A typical trademark registration takes under two years and costs under 
$5,000 per registered mark. It can also be re-registered indefinitely. 

2.4 Trade Secrets 

Trade secrets are any confidential technical or business information that provides an 
enterprise a competitive advantage [14]. There is no formal filing procedure to register 
trade secrets. Companies must make efforts to protect their trade secrets through non-
compete and non-disclosure agreements. Due to the lack of formal protection, once the 
information is publicly disseminated, a third party is not prevented from duplicating 
and using the information. 

3 Recent IP Developments 

“Whoever invents or discovers any new and useful process, machine, 
manufacture, or composition of matter, or any new and useful 
improvement thereof, may obtain a patent therefore, subject to the 
conditions and requirements of this title“ (35 U.S.C. § 101) [15].  

The patentability of many biotechnology and bioinformatics inventions has long been a 
subject of intense debate. Arguments for patentability include the promotion of 
research and development and public disclosure of innovative technology. On the other 
hand, many believe that biotechnology and software inventions are fundamentally 
different from other kinds of patentable inventions. For instance, many argue against 
the patentability of genetics codes because genetic information is a product of nature. 
Software patents are often under debate because they are designed solely by their 
functions without physical features.  

Bilski v. Kappos (2010 Supreme Court) and Mayo Collaborative Services v. 
Prometheus Laboratories (2012 Supreme Court) are two major recent developments 
regarding patentable subject matter. In Bilski v. Kappos, the Supreme Court affirmed 
USPTO and Federal Circuit’s decision that the patent application describing the 
process for hedging risk in commodity markets was not a patentable subject matter. 
However, although all justices supported the Supreme Court’s decision, the Court 
divided 5-4 in holding that under some circumstances some business methods may be 
patented [16]. Even though the case decision rejected the machine-or-transformation 
test to be the sole standard when determining patentability of a subject matter, it is 
crucial to note that the court was one vote away from eliminating an entire category as 
un-patentable. This implies similar favorable or unfavorable rulings could have 
happened to any other areas of technology under patentability debate. Overall, the 
Supreme Court in Bilski v. Kappos showed leniency in forms of biotechnology and 
bioinformatics inventions that are patent eligible, but demonstrated the strong division 
in opinion within the court regarding patentability of an invention. 



 Intellectual Property Protection for Bioinformatics and Computational Biology 89 

 

In Mayo Collaborative Services v. Prometheus Laboratories, the Supreme Court 
reversed the Federal Circuit’s decision that the process patent under consideration is 
patent-eligible under the machine-or-transformation test. The Supreme Court, in light 
of Bilski v. Kappos, stated that the machine-or-transformation test is not the ultimate 
test of patentability and that the patent under consideration merely describes a 
correlation found in law of nature, and thus un-patentable [17]. The Supreme Court’s 
controversial decision received much unenthusiastic reaction from industry leaders. 
Many believe that if you look close enough, laws of nature can be found in any patent 
claim and it is the court’s responsibility to recognize the innovation and technology 
embedded in the claims. A number of patent practitioners believes that the court’s 
decision devalued many existing patents, and will reduce entrepreneurship and 
investment in biotechnology and bioinformatics. 

In Alice Corporation v. CLS Bank International, the Supreme Court ruled that a 
patent application describing generic computer implementation of an abstract idea is 
not patentable [18].  The Supreme Court asked a two-pronged question to determine if 
the subject matter of the application is patentable: are the claims directed to a patent-
ineligible concept, and, if so, do the elements of the claims transform the nature of the 
claim into a patentable application that is significantly more than the concept itself 
[18]?  This decision was largely hailed to be the death of software and bioinformatics 
patents as nearly all of these patents could be drawn down to an abstract idea 
implemented by a generic computer. 

The Supreme Court’s decision in Alice Corporation v. CLS Bank International was 
tested when the Federal Circuit determined that an e-commerce syndication system for 
generating a web page is patentable in DDR Holdings, LLC v. Hotels.com, LP [19].  
Specifically, the patent at issue did not “generically claim ‘use of the Internet’” and 
instead specified how the Internet was manipulated in light of interactions that lead to a 
desired result when the result is not the same as the mere routine or conventional use of 
the internet [19].  The decision of the DDR Holdings Court in light of the Supreme 
Court’s decision in Alice Corporation indicates that it is still possible to obtain a 
software or bioinformatics. Further, obtaining a patent is now more strategically 
important to guard against competition. 

As referenced in Fig. 2, another major recent development in the United States 
patent system is the Leahy-Smith America Invents Act (AIA), signed into law on 
September 16, 2011 by President Barack Obama. It is said that the AIA will result in 
the most significant reform that the United States patent system has gone through since 
the enactment of Patent Act of 1952. There are several major changes to the patent 
system within the AIA that will alter patent value, patent acquisition cost, and patent 
enforcement. 

The first notable change is the shift from “First-to-Invent” to “First-to-File” system 
[20]. Unlike other countries, the U.S. has operated under the first-to-invent system 
where a patent is entitled to those who first invent the technology. Many have praised 
the system for honoring the garage inventors who do not always have the monetary 
resources to apply for a patent at the time of the invention. The first-to-file system on 
the other hand determines priority of ownership by the earliest date the patent 
application was filed with the USPTO. This shift to the first-to-file system will 
eliminate costly and time-consuming interference proceedings with derivation 
proceedings. As a result of this change, inventors with little monetary resource and 
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legal knowledge will most likely lose the race to attain ownership of an invention to 
big corporations who file patent applications on a day-to-day basis. 

Second major change is the new restriction on the grace period. A grace period is 
the one-year period in which prior disclosure of an invention by the applicant or any 
other entity one year prior to the filing date does not count as prior art. AIA will 
change the grace period so that only the applicant’s own disclosure prior to the filing 
date are exempt as invalidating prior art [21]. 

AIA will allow new mechanisms for challenging patents as well. These mechanisms 
include pre-issuance level at the USPTO and the post-issuance level. The pre-issuance 
level challenges are intended to make USPTO more efficient and lower the cost of 
post-issuance challenges made in the courts [22]. To many patent practitioners, these 
changes in AIA are discouraging since acquiring patent is now more difficult, lowering 
the return for investment in innovation and technology. 

So what do these changes in the U.S. patent system mean for the bioinformatics/ 
computational biology sector? First, like technologies in any other field, attaining a 
patent will be more difficult. AIA substantially expands prior art that can be used to 
invalidate a patent. Unlike current U.S. patent laws, AIA states that after March 15, 
2013, invention will no longer be eligible for patentability if the invention has been 
patented or published; is in public use or on sale; or is otherwise available to the public 
anywhere in the world prior to the effective filing date of the patent application [23]. 
The new grace period will no longer protect a patent application with respect to all 
disclosures, but only those disclosures made by the inventor one year prior to the filing 
date [24]. 

Another interesting impact of AIA on biotechnology field is the act’s stance on 
claims directed towards human organism. Historically, the USPTO without statutory  
or legal authority implemented the policy that human organisms must be rejected  
under 35 U.S.C. § 101. However, section 33(a) of the AIA specifically states, 
“[n]otwithstanding any other provision of law, no patent may issue on a claim directed 
to or encompassing a human organism” [25]. For this reason, those drafting claims in 
biotechnology patents directed toward cells, nucleic acids, and proteins must make sure 
that human organism is not captured within the scope of the claims. 

Additionally, section 27 of AIA requires the Director of the USPTO to conduct a 
study on genetic testing that focuses on the following topics: the impact that the current 
lack of independent second opinion testing has had on the ability to provide the highest 
level of medical care to patients and recipients of genetic diagnostic testing, and on 
inhibiting innovation to existing testing and diagnosis; the effect that providing 
independent second opinion genetic diagnostic testing would have on the existing 
patent and license holders of an exclusive genetic test; the impact that current exclusive 
licensing and patents on genetic testing activity have on the practice of medicine, 
including but not limited to the interpretation of testing results and performance of 
testing procedures; and the role that cost and insurance coverage have on access to and 
provision of genetic diagnostic tests [26]. This section of AIA went into effect at the 
time of enactment, and the study is designed to provide input on how gene patents 
affect personalized medicine to Congress by June 2012. 
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Fig. 2. Recent IP Developments (Source: Fernandez & Associates, LLP) 

4 Advanced Protection Strategies 

The promising market projection of the bioinformatics/computational biology industry 
and changes in the recent U.S. patent system calls for careful intellectual property 
protection strategies in order to thrive in the highly competitive market. Table 1 
summarizes some protectable applications in biotechnology. Some patentable 
technologies specifically in the bioinformatics field are data mining and data 
visualization tools, sequence alignment and pattern recognition tools, molecular 
modeling tools, and predictive tools.  

The initial patent prosecution strategy for biotechnology companies even prior to 
filing a patent application is to assess and evaluate the current state of the intellectual 
property owned or licensed by the company. By analyzing the current intellectual 
property portfolio, companies can align prosecution strategies with its future goals. For 
instance, separating different technologies into “utilize,” “likely not to utilize,” or “will 
not utilize” will allow companies to determine how to create a business plan such as 
expanding new products or protecting existing products [27]. 

There are two main ways to utilize patents: offensive and defensive uses. The first 
and apparent offensive use of patents is suing competitor for damages caused by 
infringement. Recent infringement case includes the Apple Inc v. Samsung case, in 
which Apple was awarded $1 billion [28]. Another obvious offensive use is licensing 
patents to generate royalties. In addition, companies may want to cross-license, or trade 
patents, in order to obtain technologies that other companies possess. 

Patents can also be used as sales and marketing tool. When companies market 
products as “patented” or “patent pending,” it induces the perception of uniqueness 
and innovation to the consumers. Such marketing strategy will keep away potential 
competitors in the field that may be infringing your technology. In essence, having 
a strong patent portfolio gives a company competitive advantage in the market. 

Companies use patents defensively to protect investment in research and 
development. Without protection provided by patents, competitors are free to reverse 
engineer and steal your technology. Secondly, patents provide a bargaining option 
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Table 1. Examples of Patentable Biotechnologies 

Tools Software

Devices and Methods

Healthcare Products Diagnostics

Drugs 

Composition Nucleic Acid Sequence

Protein and Small Molecules

 

when competitors assert a patent infringement claim on a company. By having a strong 
intellectual property, you can increase the likelihood of settling a case through cross 
licensing instead of having to pay significant legal fees to either fight the allegations or 
pay royalties [29]. In addition, having ample patents may lead to counterclaims that 
will keep competitors from suing. 

There are other various strategic values to patents that make them indispensable. 
Patents help create leverage in business deals. For instance, by having a patent on 
innovative technology, it will be substantially easier for you to find joint venture 
partners who will invest in commercialization of the technology [30]. Patents are 
considered as part of the overall asset of a business unit or company. Thus it is 
common for primary value of small technology companies to be its intellectual 
property when considering mergers and acquisitions. In addition, it will most likely be 
easier for start-up companies with patents to get funded by venture capitalists and other 
investors. 

The general patent prosecution is outlined in the Fig. 3. Average prosecution time 
for a US patent is 3.4 years while the average biotechnology patent prosecution time is 
4.4 years [31]. However, prosecution time can generally be shortened by submitting a 
provisional application under 35 U.S.C. § 111(b), making narrower claims, and 
responding to USPTO office action quickly and facilitating efficient communication 
with the patent examiner [32]. 

Some of the specific patent prosecution challenges in the areas of 
bioinformatics/computational biology include the interdisciplinary nature of the field 
and variety in business models. In order to successfully prosecute bioinformatics, both 
the prosecutor and the USPTO must understand the IT and biotechnology aspects of 
the invention [33]. Thus, it will be wise for applicants to hire patent attorneys from 
both fields as a team in order to realize the maximum value from the patent portfolio.  

The variety of business models in the bioinformatics field poses a unique challenge 
as well. Examples of bioinformatics business models include licensing data, licensing 
software, selling and licensing systems, and selling or using test equipment to perform 
testing [34]. When drafting patent claims, the patent prosecutors must build claims that 
are tailor-made to the revenue model of the specific business. 
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Fig. 3. General Patent Prosecution Procedure (Source: Fernandez & Associates, LLP) 

5 Conclusion 

Bioinformatics/computational biology is a fast-growing field, and patent prosecution in 
this field currently faces many difficult challenges and changes. As the United States 
patent system take on the largest reform since 1952, companies must pay special 
attention to their business models and how they will build patent portfolios. With 
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efficient and effective patent strategies, bioinformatics/computational biology will 
continue to grow as an industry and promote technological innovation in healthcare. 
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Abstract. The use of sweet lupins as a new food is resulting in an increasing 
number of cases of allergy reactions, particularly in atopic patients with other 
pre-existing legume allergies. We performed an extensive in silico analysis of 
seed β-conglutins, a new family of major allergen proteins in lupin, and a com-
parison to other relevant food allergens such as Ara h 1. We analyzed surface 
residues involved in conformational epitopes, lineal B- and T-cell epitopes vari-
ability, and changes in 2-D structural elements and 3D motives, with the aim to 
investigate IgE-mediated cross-reactivity among lupin, peanut, and other differ-
ent legumes. 

Our results revealed that considerable structural differences exist, parti-  
cularly affecting 2-D elements (loops and coils), and numerous micro-hetero-
geneities are present in fundamental residues directly involved in epitopes  
variability.  

Variability of residues involved in IgE-binding epitopes might be a major 
contributor to the observed differences in cross-reactivity among legumes. 

Keywords: β-conglutins, Computational Biology, Epitopes, Diagnosis, Food 
Allergy, Legume Seeds, Lupinus angustifolius L., Protein Structure Modeling, 
IgE-binding, Immunotherapy, Recombinant Allergen, Vicilin-Like Proteins. 

1 Introduction 

Lupin is a popular PULSE (the edible seeds of plants in the legume family) world-
wide, which has traditionally been consumed as source of proteins since long ago. 
 
                                                           
* Corresponding author. 
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From more than 450 species of the Lupinus family, only lupin known as ‘‘sweet lu-
pins’’ such as white lupin (Lupinus albus), yellow lupin (Lupinus luteus), and blue 
lupin (Lupinus angustifolius) are being used in food manufacturing. Flour of raw lu-
pin is increasingly used as food ingredient because of its nutritional value (rich in 
protein and fibre, poor in fat and gluten-free) [1].  

Furthermore, ingestion of lupin-containing foods has been associated with the pre-
vention of obesity, diabetes, and eventually cardiovascular disease. Recently, hypo-
cholesterolaemic properties have been demonstrated for lupin conglutin γ proteins, 
which may decrease the risk of cardiovascular disease [2].  

Lupin belongs to the Fabaceae family. As all edible legume seeds, the major pro-
tein fraction of lupin seeds is associated with storage proteins, which could be classi-
fied in the cupin and prolamin superfamilies, based in structure, solubility and/or 
sedimentation properties.  

The two major lupin storage proteins are α-conglutin (legumin-like or 11S globu-
lin), and ß-conglutin (vicilin-like or 7S globulin). Vilicin proteins are characterized by 
two cupin (barrel-shaped) domains constituted by α-helices. Another family with a 
cupin-like structure, γ-conglutin (basic 7S-globulin), displays tetrameric structure 
integrated by two different disulphide-linked monomers. In contrast, δ-conglutin (2S 
sulphur-rich albumin) contains 2 disulphide-linked proteins with the typical cysteine-
rich prolamin structure [3]. 

Sweet lupin seeds seem to be particularly promising as a source of innovative food 
ingredients due to averaged protein content similar to soybean and an adequate com-
position of essential amino acids. Foods based on sweet lupin proteins include flour 
for bakery, pasta formulations, gluten-free products and other food items, which are 
gaining more attention from industry and consumers because the large number of 
health-promoting benefits described above [2]. 

On the other hand, with the rapid introduction of novel foods and new ingredients 
in traditional foods, the number of reports of allergic reactions to lupin proteins is also 
rising, either as primary lupin allergy or as a result of cross-reactivity to other legume 
proteins, particularly peanut, soybean, lentil, bean, chickpea, and pea [4]. The most 
common clinical pattern of lupin allergy is the triggering of an allergic reaction via 
ingestion of lupin in peanut-allergic individuals, although most commonly triggered 
via ingestion, inhalation and occupational exposure in individuals without peanut 
allergy has also been reported. The prevalence varies considerably between studies, 
but a prevalence of about 1-3% in the general population and 3–8% among childrens 
is the consensus [5]. Considering the increasing number of clinical cases of lupin 
allergy reported in the literature, lupin was added in 2008 to the list of foods that must 
be labelled in pre-packaged foods as advised by the European Food Safety Authority 
(EFSA) (http://www.efsa.europa.eu/). 

Overall, cross-reactivity is the result of IgE-binding to commonly shared epitopes 
among proteins, i.e. different legume seed proteins, with conserved steric domains 
(conformational epitopes), and/or amino acid sequences (lineal epitopes). 

Given the increase in the number of cases of lupin allergy and the frequency of 
cross-reactivity with other legume seed proteins, the possible involvement of individ-
ual major lupin proteins, i.e. β-conglutins, and their counterparts from other legumes 
in cross-allergy is of major concern and of great interest to investigate.  

 



98 J.C. Jimenez-Lopez et al. 

 

In the present study, we add to our results an extensive in silico analysis including 
allergen structure modeling based epitopes (T- and B-cells) identification, aiming to 
uncover common-shared and specific epitopes, and providing a comprehensive in-
sight of the broad cross-allergy among legume proteins, as well as specific allergic 
reactions to lupin β-conglutins. This is an important step towards understanding the 
molecular basis of the allergy phenomenon, particularly cross-reactivity, and towards 
the development of safe and efficacious diagnosis tools and immunotherapy to lupin-
related food allergy.  

2 Methods 

2.1 Allergen Sequences 

We retrieved allergen sequences necessary for the present study from GenBank/ 
EMBL Database: β-conglutin 1 or Lup an 1 (F5B8V9), β-conglutins 2 to 7 (F5B8W0 
to F5BW5), Ara h 1 (P43237, P43238), Gly m 5 (O22120), Len c 1 (Q84UI0, 
Q84UI1), Gly m β-conglycinin (P25974), Vig r 2 (Q198W3, B1NPN8). 

2.2 Phylogenetic Analysis of Food Allergen Sequences 

Allergen protein sequences from legumes (lupin, peanut, soybean, Mung bean, lentil, 
chickpea, pea, mezquite) were retrieved and used to perform a phylogenetic analysis. 
Sequences alignments were performed by using ClustalW multiple sequence align-
ment tool (www.ebi.ac.uk/Tools/clustalw) according to Jimenez-Lopez et al. [6]. 
Trees were visualized using Treedyn (www.treedyn.org). 

2.3 Template Assessment 

All allergen sequences were searched for homology in the Protein Data Bank (PDB). 
Suitable homologous templates were selected by using Swiss-Prot database (swiss-
model.expasy.org) and BLAST server (ncbi.nlm.nih.gov/) employing fold recognition. 

2.4 Proteins Homology Modeling 

Sequences were modelled through SWISS-MODEL via the ExPASy web server 
(swissmodel.expasy.org), by using the top PDB closest template structures previously 
assessed. Models refinement of 3D structural errors, and structural assessment were 
performed using stereo-chemical and energy minimization parameters [7]. 

2.5 Structural Comparison and Evolutionary Conservational Analysis 

Allergen proteins structure comparison was performed by superimposition to calcu-
late average distance between their Cα backbones. Protein models were submitted to 
ConSurf server (consurf.tau.ac.il) to generate evolutionary related conservation 
scores, in order to identify functional region in the proteins. Functional and structural 
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key residues were confirmed by ConSeq server (conseq.tau.ac.il). 2-D and 3D were 
visualized and analyzed using PyMol software (www.pymol.org). 

2.6 Solvent Accessible Surface Area and Poisson–Boltzmann Electrostatic 
Potential 

Solvent accessible surface area (SASA), defined as the percentage of surface area of a 
biomolecule that is accessible to a solvent for each residue was calculated by using 
the GETAREA v1.1. program (curie.utmb.edu/getarea.html). The electrostatic Pois-
son-Boltzmann (PB) potentials for the built structures were obtained [7,8]. 

2.7 Allergenicity Profile Assessment 

Allergenicity of lupin and other legume allergen sequences was checked by a full 
FASTA alignment in the Structural Database of Allergenic Proteins (SDAP) (Fer-
mi.utmb.edu/SDAP). Allergenicity profile was assessed by combination of different 
parameters: hydrophobicity, antigenicity and SASA [9]. Values of absolute surface 
area (ASA) of each residue were also calculated by DSSP program (swift.cmbi.ru.nl/ 
gv/dssp), and transformed to relative values of ASA and visualized by ASAView 
(www.netasa.org/asaview). 

2.8 Linear and Conformational B-cell Epitopes Analysis 

For determination of linear (continuous) epitopes, the allergen proteins sequences were 
submitted to ABCpred (uses artificial neural networks, www.imtech.res.in/raghava), 
BepiPred 1.0b (based on hydrophobicity scale with a Hidden Markov Model, www. 
cbs.dtu.dk), BCPREDS (uses support vector machine, ailab.cs.iastate.edu/ bcpreds), 
Bcepred (based on a combination of physico-chemical properties, www.imtech. 
res.in/raghava), and COBEpro (uses support vector machine, scratch.proteomics.ics. 
uci.edu). Linear and discontinuous antibody epitopes based on a protein antigen's 3D 
structure were predicted using Ellipro (http://tools.immuneepitope.org/tools/ElliPro/ 
iedb_input/, discontinuous epitopes are defined based on PI values and are clustered 
based on the distance R (Å) between residue's centers of mass, tools.immuneepitope. 
org), and Discotope (tools.immuneepitope.org) webservers.  

The epitopes identified frequently by most of the tools were selected [9,10]. 

2.9 T-cell Epitopes Identification and Analysis 

The identification of MHC Class-II binding regions for all the allergen sequences was 
performed by using neuronal networks and quantitative matrices derived from pub-
lished literature. Promiscuous peptides binding to multiple HLA class II molecules 
were selected. The analysis was made by using the TEPITOPE software (www.  
bioinformation.net/ted), with a threshold of 5% for the most common human HLA-DR 
alleles [DR1, DR3, DR4, DR7, DR8, DR5 and DR2] among Caucasian population 
[10], and covering a large proportion of the peptides that bind with human HLA. 
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3 Results 

3.1 Searching for Allergen Proteins Templates 

We used the Swiss-model server to identify the best possible templates to build aller-
gen structures, finding high scores and very low E-values (ranging 12E−34 to 7E−42) 
for the templates retrieved from Protein Data Bank (PDB) database and used for ho-
mology modeling: lupin β-conglutins (1uijA, 2eaaB), Ara h 1 (3s7i, 3s7e), Gly m 5 
(1uijA), Len c 1 (1uijA), Gly m β-conglycinin (1uijA), Vig r 2 (2eaaB). 

 

Fig. 1. Lupin β-conglutins structural analysis. A) Cartoon and surface representation views  
of conglutin β1 rotated 180°, showing the surface electrostatic potential clamped at red (-10) or 
blue (+10). 2-D elements (α-helices, β-sheets, coils) were depicted in cartoon model, showing 
main proteins domains (mobile arm and cupin domain). B) 3D structures of conglutins β2 to β7 
were depicted as a cartoon diagram. α-helices, β-sheets and coils are depicted in red, yellow  
and, green respectively, integrating main proteins domains. C) Superimpositions showed  
the close structural relationship with allergens from other legumes such as peanut (Ara h 1), 
soybean (β-conglycinin), Mung bean (Vig r 2), and lentils (Len c 1). Å = Armstrong; MA = 
mobile arm.  
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Figure 1 showed that lupin β-conglutins are characterized by a surface negatively 
charged, a domain from the Cupin superfamily constituted by 2 barrels of 8-10  
α-helices each, and a mobile arm, which position may be different depending of the  
β-conglutin form. One of these barrels followed the Rossmann fold structure, typical-
ly found in oxidoreductase enzymes.  

2-D elements comparison by superimposition among allergens showed a compara-
ble low values (< 1Å) of structural differences, when compared Cupin superfamily 
domain, since the mobile arm is absent in these allergens. Overall, β-conglutins were 
found structurally close to Len c 1 and most distantly related to the Gly m 5 allergen.  

3.2 Structural Assessment of the β-conglutin 1 to 7, Gly m 5, Len c 1, Gly m 
Conglycinin, and Vig r 2 Structural Models 

Different molecular tools (stereochemistry, energy minimization) were used to assess 
the quality of the models built for this study. A general quality assessment parameter 
as QMEAN displayed adequate values for all models. Most of the residues of the main 
chain of built models were located in the acceptable regions of the Ramachandran plot 
shown by Procheck analysis. In addition, Z-scores returned from ProSa indicated that 
structures showed negative interaction energy and within the lowest energy range. In 
addition, the Z-scores were within the range usually found for templates used for 
allergen structure modeling. 

3.3 Phylogenetic Analysis 

We analyzed the relationships between lupin β-conglutin proteins and allergens from 
other species. The data clearly reveal five established groups/clusters. We have identi-
fied 5 main groups, where β-conglutins were grouped with allergens of 7S-globulin 
nature (Fig. 2). 

3.4 Identification of Highly Antigenic Regions in Plant Profilins 

Physicochemical parameters such as hydrophobicity, accessibility, exposed surface, 
and antigenic propensity of polypeptide chains have been used to identify continuous 
epitopes (see methods section). In our analysis, antigenicity determinants were as-
signed by locating the positive peaks in hydrophilicity plots, and identifying the re-
gions of maximum potential of antigenicity (data not shown).  

We identified up to 8 regions in lupin β-conglutins, with high potential of antigen-
icity, 7 regions in Ara h 1, 7 regions in Gly m 5, 8 regions in β-conglycinin, 7 regions 
in Vig r 2, 4 in Len c 1, and 5 in Pis s 2 (data not shown). These regions with high 
antigenicity correlated well with the lineal T- and B-cell and conformational epitopes 
identified and analyzed in the present study.  

The highest differences in terms of antigenicity regions polymorphism correspond 
to lupin β-conglutins, while the lowest variable allergen was Len c 1 (data not 
shown). 
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the present study has been identified commonly shared T- and B-cell lineal and con-
formational epitopes in lupin and allergens from other legumes, which are located in the 
globular (Cupin Superfamily) characteristic domain. The largest number of epitopes has 
been identified in conglutin β 1, which may be the reason why Lup an 1 is currently the 
main allergen among the beta forms. Several of these epitopes are common to other 
legume proteins. However, others are not well-conserved, finding a noticeable degree of 
polymorphism. We have identified surface patterns (conformational epitopes), as well 
as multiple regions (B- and T-cell epitopes) in legume allergens, including lupin, exhib-
iting differences in length and variability. Furthermore, we have found shared common 
B- and T-cell epitopes among these legume allergens, as well as epitopes differential-
ly distributed in specific allergens. The variability in their surface residues might  
contribute to generate areas of the protein enable of being differentially recognized as 
Th2- inducing antigens. Depending on the location of these polymorphic residues, 
recognition by IgE/IgG may be also affected [12]. 

Thus, we propose that the presence of several of these epitopes (T- and B-cell) is 
the main reason for cross-allergenicity reactions among legume proteins, which  
however react differentially with lupin β -conglutins forms and between them. The 
extension of the reactions may be directly linked to the residues variability of these 
epitopes. It has been reported serological cross-reactivity among legume allergens [4], 
and Lup an 1 (Ara h1, Len c 1 and Pis s 1). IgE reactivity may not always be related 
to clinical cross-reactivity (leading to allergy symptoms), which has been observed in 
lupin, peanut and pea. In this regard, we have found that six T-cell epitopes are shared 
between Lup an 1 and Len c 1. From these, four epitopes are commonly found in Ara 
h 1 and Pis s 1 as well. Furthermore, one of these four epitopes is the “T- solo” or T1 
located in the mobile arm of β -conglutins. This epitope may play a key role in specif-
ic cross-reactivity between legume seeds proteins and lupin β -conglutins as one of 
the four main families (α, β, γ, δ) of seed storage proteins in lupin. 

Molecular modeling of proteins throughout computational biology tools help  
identifying specific regions, which could be candidates for the development of pep-
tide-based immunotherapeutic reagents for allergy, while conserved regions could be 
responsible of the cross-reaction between allergens [10]. Epitopes prediction based on 
knowledge derived from structural surface features such as increased solvent accessi-
bility, backbone flexibility, and hydrophilicity [7,9,10]. Such predictions were found 
to correlate well with antigenicity in the present study. At structural level, antigenic 
determinants may be integrated by 2-D structure elements, which protrude from the 
surface of the protein, such as coils and loops [10]. Our results have shown that con-
formational epitopes are these more affected by 2-D structure elements, which are 
mostly integrated by short α-helices and coils (Fig. 1 and 3). Variability in sequence 
and length of these 2-D elements may additionally increase the differences and the 
extension of the cross-allergenic reactions between legume allergens [13].  

On the other hand, linear B- and/or T- cell epitopes may play most important roles 
in cross-reactivity between food allergens [14], since food processing or digestion 
may increase the number or the accessibility of IgE binding epitopes. Thus, some 
food allergens have been described to lead to a loss of some or all the B-cell epitopes 
(but not the T-cell epitopes) by denaturalization/digestion [15]. In a similar fashion, 
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vicilin-like allergens such as Ara h 1 and Lup an 1 also share thermal stability.  
B- and T-cell responses have a defining and differential recognition of antigenic  
epitopes, and their localization in the allergen does not necessarily coincide. T-cell 
receptor recognizes only the linear amino acid sequence [16]. In contrast, B-cell 
epitopes recognized by IgE antibodies are either linear or conformational and are 
located on the surface of the molecule accessible to antibodies. The extension of the 
epitope may range from 5 to 8 or longer amino acids for IgE to be able of binding to 
the epitope [17-20]. However, we have identified lineal B-cell epitopes in lupin β-
conglutins and the other legume allergens with a wide range of amino acid lengths, 
and overlapping with conformational epitopes. 
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Abstract. In Acute Coronary Syndrome (ACS), early use of correct therapy 
plays a key role in altering the thrombotic process resulting from plaque rup-
ture, thereby minimizing patient sequels. Indeed, current quality improvement 
efforts in acute cardiovascular care are focused on closing treatment gaps, so 
more patients receive evidence-based therapies. Beyond ensuring that effective 
therapies are administered, attention should also be directed at ensuring that 
these therapies are given both correctly and safely. Indeed, this work will focus 
on the development of a diagnosis support system, in terms of its knowledge 
representation and reasoning procedures, under a formal framework based on 
Logic Programming, complemented with an approach to computing centered on 
Artificial Neural Networks, to evaluate ACS predisposing and the respective 
Degree-of-Confidence that one has on such a happening. 

Keywords: Acute Coronary Syndrome,Healthcare, Logic Programming, 
Knowledge Representation and Reasoning, Artificial Neuronal Networks. 

1 Introduction 

The Acute Coronary Syndrome (ACS) stands for a complex medical disorder,  
associated with high mortality and morbidity, with heterogeneous etiology, characte-
rized by an imbalance between the requirement and the availability of oxygen in the 
myocardium [1]. In Europe, cardiovascular disease are responsible for more than 2 
million deaths per year, representing about 50% of all deaths, and for 23% of the 
morbidity cases [2]. The clinical presentations of coronary artery disease include  
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Silent Ischemia, Stable Angina Pectoris, Unstable Angina, Myocardial Infarction 
(MI), Heart Failure, and Sudden Death [2]. Under a thorough medical profile indica-
tive of ischemia, the ElectroCardioGram (ECG) is a priority after hospital admission, 
and patients are often grouped in two categories, i.e., patients with acute chest pain 
and persistent ST-Segment Elevation (STE), and patients with acute chest pain but 
without persistent ST-Segment Elevation (NSTE) [3]. Besides the higher hospital 
mortality in STE-ACS patients, the annual incidence of NSTE-ACS patients is higher 
than STE-ACS ones [4,5]. Furthermore, a long-term follow-up showed the increase of 
death rates in NSTE-ACS patients, with more co-morbidity, mainly diabetes mellitus, 
Chronic Renal Diseases (CRD) and anemia [2], [6]. Premature mortality is increased 
in individuals susceptible to accelerated atherogenesis caused by accumulation of 
others risk factors, namely age over 65 years, hypertension, obesity, lipid disorders 
and tobacco habits. Diagnosis of ACS relies, besides clinical symptoms and ECG 
findings, primarily on biomarker levels. Markers of myocardial necrosis such as car-
diac troponins, creatine kinase MB mass (CK-MB mass) and myoglobin reflect dif-
ferent pathophysiological aspects of necrosis and are the gold standard in detection of 
ACS [7,8]. According to the European Society of Cardiology, troponins (T, I) that 
reflects myocardial cellular damage, play a central role in the diagnosis establishing 
and stratifying risk and make possibility to distinguish between NSTEMI and unstable 
angina [2], [9]. Nevertheless, CK-MB mass is useful in association with cardiac tro-
ponin in order to discard false positives diagnosis, namely in pulmonary embolism, 
renal failure and inflammatory diseases, such as myocarditis or pericarditis [9,10]. 

Patients with chest pain represent a very substantial proportion of all acute medical 
hospitalization in Europe. Despite modern treatment, the rates of death, MI and read-
mission of patients with ACS remain high [2,3]. 

The stated above shows that it is difficult to make an early diagnosis of ACS since 
it needs to consider different conditions with intricate relations among them, where 
the available data may be incomplete, contradictory and/or unknown. In order to 
overcome these drawbacks, the present work reports the founding of a computational 
framework that uses knowledge representation and reasoning techniques to set the 
structure of the information and the associate inference mechanisms. We will centre 
on a Logic Programming (LP) based approach to knowledge representation and rea-
soning [11,12], complemented with a computational framework based on Artificial 
Neural Networks (ANNs) [13]. 

2 Knowledge Representation and Reasoning 

Many approaches to knowledge representation and reasoning have been proposed 
using the Logic Programming (LP) paradigm, namely in the area of Model Theory 
[14,15,16], and Proof Theory [11,12]. In this work it is followed the proof theoretical 
approach in terms of an extension to the LP language. An Extended Logic Program is 
a finite set of clauses in the form: , , , , ,  (1)
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? ( , , , , , ) ( , 0) (2)

where ? is a domain atom denoting falsity, the pi, qj, and p are classical ground liter-
als, i.e., either positive atoms or atoms preceded by the classical negation sign ¬ [11]. 
Under this emblematic formalism, every program is associated with a set of abduci-
bles [14], [16] given here in the form of exceptions to the extensions of the predicates 
that make the program.  

Due to the growing need to offer user support in decision making processes some 
studies have been presented [17,18] related to the qualitative models and qualitative 
reasoning in Database Theory and in Artificial Intelligence research. With respect to 
the problem of knowledge representation and reasoning in LP, a measure of the Qual-
ity-of-Information (QoI) of such programs has been object of some work with promis-
ing results [19,20]. The QoI with respect to the extension of a predicate i will be given 
by a truth-value in the interval [0,1]. 

It is now possible to engender the universe of discourse, according to the informa-
tion given in the logic programs that endorse the information about the problem under 
consideration, according to productions of the type: − ( , , )  (3)

where ⋃ and m stand, respectively, for set union and the cardinality of the extension 
of predicatei. On the other hand, DoCi denotes one’s confidence on the attribute`s 
values of a particular term of the extension of predicatei, whose evaluation will be 
illustrated below. In order to advance with a broad-spectrum, let us suppose that the 
Universe of Discourse is described by the extensions of the predicates: ( ), ( ), , ( ) ( 0) (4)

Assuming that a clause denotes a happening, a clause has as argument all the 
attributes that make the event. The argument values may be of the type unknown or 
members of a set, or may be in the scope of a given interval, or may qualify a particu-
lar observation. Let us consider the following clause where the first argument value 
may fit into the interval [20,30] with a domain that ranges between 0 (zero) and 50 
(fifty), where the second argument stands for itself, with a domain that ranges in the 
interval [0,10], and the value of the third argument being unknown, being represented 
by the symbol ⊥, with a domain that ranges in the interval [0,100]. Let us consider 
that the case data is given by the extension of predicate f1, given in the form: : , , {0,1} (5)

where “{” and “}” is one´s notation for sets, “0” and “1” denote, respectively, the truth 
values false and true. Therefore, one may have: 
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{ ( , , )  ( , , )  ( 20, 30 ,   5,       ⊥) 1`    , ,                                0, 50 0, 10 0, 100  `    , ,   
… } 

Once the clauses or terms of the extension of the predicate are established, the next 
step is to set all the arguments, of each clause, into continuous intervals. In this phase, 
it is essential to consider the domain of the arguments. As the third argument is un-
known, its interval will cover all the possibilities of the domain. The second argument 
speaks for itself. Therefore, one may have: { ( , , )  ( , , )  20, 30 , 5, 5 , 0,100 1`     , ,                      0, 50   0, 10  0, 100  `    , ,    
… } 

Now, one is in position to calculate the Degree of Confidence for each attribute 
that makes the term arguments (e.g. for attribute one it denotes one’s confidence that 
the attribute under consideration fits into the interval [20,30]). Next, we set the boun-
daries of the arguments intervals to be fitted in the interval [0,1] according to the 
normalization procedure given in the procedural form by ( − )/( −  ), 
where the  stand for themselves. { ( , , )  ( , , ) = 20 − 050 − 0 , 30 − 050 − 0  = 5 − 010 − 0 , 5 − 010 − 0 ,   = 0 − 0100 − 0 , 100 − 0100 − 0  ( 0.4, 0.6 , 0.5, 0.5 , 0,1 )`     , , 

1  
               0, 1         0, 1      0, 1  `    , ,   

 
… } 
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The Degree of Confidence (DoC) is evaluated using the equation =√1 − ∆ , as it is illustrated in Fig. 1. Here ∆  stands for the length of the arguments 
intervals, once normalized. Therefore, one may have: { ( , , )  ( , , ) (0.98,           1,         0)`    , ,

1 0.66 
0.4, 0.6 0.5, 0.5 0,1`     , ,   

 
       0, 1       0, 1     0, 1  `    , ,  

 
… } 
where the DoC’s for f1(0.98, 1, 0) is evaluated as (0.98+1+0)/3 = 0.66, assuming that 
all the argument’s attributes have the same weight. 
 

 

Fig. 1. Evaluation of the Degree of Confidence 

3 A Case Study 

In order to exemplify the applicability of our problem solving methodology, we will 
look at the relational database model, since it provides a basic framework that fits into 
our expectations [21], and is understood as the genesis of the LP approach to Know-
ledge Representation and Reasoning [11]. 

As a case study, consider the scenario where a relational database is given in terms 
of the extensions of the relations depicted in Fig. 2, which stands for a situation where 
one has to manage information about ACS predisposing risk detection. 
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Patients’ Information Cardiac Biomarkers 

# Age Gender
Body 

Mass (Kg) 
Height 

(m) 
Previous 

ACS 
Chest 
Pain

Heredity # Troponin CK-MB Mioglobin 

1 65 F 70 1.63 1 1 ⊥ 1 1 1 0 
… … … … … … … … … … … … 
n 59 M 103 1.71 ⊥ 0 1 n 1 0 0 

 
ECG  ACS Predisposition

# STE Other  # Age 
Previous 

ACS 
Chest 
Pain 

Heredity 
Cardiac 

Biomarkers
STE 

Risk 
Factors 

1 0 0  1 65 1 1 ⊥ 2 0 [4,7] 
… … …  … … … … … … … … 
n 1 0  n 59 ⊥ 0 1 1 1 [3,5] 

 
Risk Factors 

# Obesity Hypertension 
Tobacco 

habits 
Diabetes 
mellitus 

Lipid  
disorders 

Anaemia 
Chronic Renal 

Diseases 

1 1 1 1 1 ⊥ ⊥ ⊥ 
… … … … … … … … 
n 2 1 0 ⊥ ⊥ 0 0 

Fig. 2. An Extension of the Relational Database model. In Risk Factors database and in ECG 
database 0 (zero) and 1 (one) denote, respectively, no and yes. In Cardiac Biomarker database  
0 (zero), 1 (one) and 2 (two) denote, respectively, normal, high and very high values. 

Under this scenario some incomplete and/or unknown data is also available. For 
instance, in the ACS Predisposition database, the Heredity in case 1 is unknown, 
while the Risk Factors ranges in the interval [4,7]. 

The Obesity column in Risk Factors database is populated with 0 (zero), 1 (one) or 
2 (two) according to patient’ Body Mass Index (BMI), evaluated using the equation =  ⁄  [22]. Thus, 0 (zero) denotes BMI < 25; 1 (one) stands 
for a BMI ranging in interval [25,35[; and 2 (two) denotes a BMI ≥ 35. The values 
presented in the Cardiac Biomarkers and Risk Factors columns of ACS Predisposi-
tion database are the sum of the correspondent databases, ranging between [0,6] and 
[0,8], respectively. Now, we may consider the relations given in Fig. 2, in terms of the 
acs predicate, depicted in the form: : ,  , , , , ,  {0,1} 

where 0 (zero) and 1 (one) denote, respectively, the truth values false and true. It is 
now possible to give the extension of the predicate acs, in the form: 
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{  ( , , , , , , )   ( , , , , , , ) 
65,      1,      1,    ⊥ ,   2,      0,   4,7`   1  

      37,91 0,1 0,1 0,1 0,6 0,1 0,8`    
… } 

In this program, the former clause denotes the closure of predicate acs, and the 
next, taken from the extension of the ACS relation shown in Fig. 2, presents symp-
toms with respect to patient 1 (one). Moving on, the next step is to transform all the 
argument values into continuous intervals, and then move to normalize the predicate´s 
arguments. One may have: {  ( , , , , , , )   ( , , , , , , ) 

1,            1,     1,      0,          1,             1,        0.93`    1 0.85 
        0.52,0.52 1,1 1,1 0,1 0.33,0.33 0,0 0.5,0.88`       
              0,1       0,1 0,1 0,1      0,1       0,1      0,1`     
… } 
where its terms make the training and test sets of the Artificial Neural Network given 
in Fig. 3. 

4 Artificial Neural Networks 

Several studies have shown how Artificial Neural Networks (ANNs) could be suc-
cessfully used to structure data and capture complex relationships between inputs and 
outputs [23,24,25]. ANNs simulate the structure of the human brain being populated 
by multiple layers of neurons. As an example, let us consider the former case  
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presented in Fig. 2, where one may have a situation in which the ACS predisposing is 
needed. In Fig. 3 it is shown how the normalized values of the interval boundaries and 
their DoC and QoI values work as inputs to the ANN. The output translates the ACS 
predisposing and the confidence that one has on such a happening. In addition, it also 
contributes to build a database of study cases that may be used to train and test the 
ANN. 

In this study 627 patients admitted on the emergency department were considered, 
during the period of three months (from February to May of 2013), with suspect of 
ACS. The gender distribution was 48% and 52% for female and male, respectively. 
These patients, representing 13% of the total patients admitted to the emergency de-
partment in that period, had been submitted to the quantification of serum biomarkers, 
TnI, CK-MB mass and myoglobin blood, in the first hour after the admission. Among 
the patients studied, the ACS syndrome was diagnosed in 116 patients, i.e., 18.5%  
of the analysed population. Data was supplied from the Pathology Department of the 
Espírito Santo Hospital – Évora, a main health care center in the South of Portugal. 

The dataset holds information about risk factors considered critical in the predic-
tion of ACS predisposition. Seventeen variables were selected allowing one to have a 
multivariable dataset with 627 records. Table 1 shows a brief description of each vari-
able and the data type, i.e., numeric or nominal. 

 

Fig. 3. The Artificial Neural Network topology 
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Table 1. Variables characterization 

Variable Description Data type 
Age Patient’s age Numeric 
Gender Patient’s gender Nominal 
Body Mass Patient’s body mass Numeric 
Height Patient’s height Numeric 
Previous ACS Had ACS in the past Nominal 
Chest Pain Has chest pain Nominal 
Heredity Has family story Nominal 
Troponin Troponin values (normal, high or very high) Nominal 
CK-MB CK-MB values (normal, high or very high) Nominal 
Mioglobin Mioglobin values (normal, high or very high) Nominal 
STE ECG with persistent ST-segment elevation Nominal 
Hypertension Is hypertensive Nominal 
Tobacco habits Is smoker Nominal 
Diabetes Has diabetes mellitus Nominal 
Lipid Disorders Has lipid disorder Nominal 
Anaemia Has anaemia Nominal 
CRD Has chronic renal diseases Nominal 

To ensure statistical significance of the attained results, 20 (twenty) experiments 
were applied in all tests. In each simulation, the available data was randomly divided 
into two mutually exclusive partitions, i.e., the training set with 67% of the available 
data and, the test set with the remaining 33% of the cases. The back propagation algo-
rithm was used in the learning process of the ANN. As the output function in the pre-
processing layer it was used the identity one. In the other layers we used the sigmoid 
function. 

A common tool to evaluate the results presented by the classification models is the 
coincidence matrix, a matrix of size L × L, where L denotes the number of possible 
classes. This matrix is created by matching the predicted and target values. L was set 
to 2 (two) in the present case. Table 2 present the coincidence matrix (the values de-
note the average of the 20 experiments). 

Table 2 shows that the model accuracy was 96.9% for the training set (410 correct-
ly classified in 423) and 94.6% for test set (193 correctly classified in 204). Thus, the 
predictions made by the ANN model are satisfactory, attaining accuracies close to 
95%. Therefore, the generated model is able to predict ACS predisposition properly. 

Table 2. The coincidence matrix for ANN model 

Target 
Predictive 

Training set Test set 
False (0) True (1) False (0) True (1) 

False (0) 333 11 157 10 
True (1) 2 77 1 36 
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5 Conclusions and Future Work 

On the one hand early diagnosis and treatment offers the utmost advantage for myo-
cardial recover in the first hours of STEMI, and timely and determined management 
of unstable angina and NSTEMI reduces adverse events and improves outcome. Thus, 
it is imperative that healthcare providers recognize patients with potential ACS in 
order to initiate the evaluation, triage, and management as soon as possible; in the 
case of STEMI; this recognition also allows for prompt notification of the receiving 
hospital and preparation for emergent reperfusion therapy. Indeed, delays to therapy 
occur during 3 (three) timeline intervals, namely from onset of symptoms to patient 
recognition, during pre-hospital transport or during emergency department evaluation.  

On the other hand, once the parameters to assess ACS Predisposing are not fully 
represented by objective data (i.e., are of types unknown or not permitted, taken from 
a set or even from an interval), the problem was put into the area of problems that 
must be tackled by Artificial Intelligence based methodologies and techniques for 
problem solving. Really, the computational framework presented above uses powerful 
knowledge representation and reasoning methods to set the structure of the informa-
tion and the associate inference mechanisms. One`s approach may revolutionize pre-
diction tools in all its variants, making it more complete than the existing ones. It 
enables the use of normalized values of the interval boundaries and their respectives 
QoI and DoC values, as input to the ANN. The output translates the patient`s ACS 
predisposing and the confidence that one has on such a happening. The last but not 
the least, involvement of hospital leadership in the process and commitment to sup-
port rapid access to STEMI reperfusion therapy are also critical factors associated 
with successful programs.  

Future work may recommend that the same problem must be approached using 
others computational frameworks like Case Based Reasoning [26], Genetic Program-
ming [12] or Particle Swarm [27], just to name a few. 

Acknowledgments. This work has been supported by FCT – Fundação para a Ciência 
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Abstract. Relational databases are sometimes used to store biomedical
and patient data in large clinical or international projects. This data is
inherently deeply structured, records for individual patients contain vary-
ing number of variables. When ad-hoc access to data subsets is needed,
standard database access tools do not allow for rapid command proto-
typing and variable selection to create flat data tables. In the context of
Thalamoss, an international research project on β-thalassemia, we de-
veloped and experimented with an interactive variable selection method
addressing these needs. Our newly-developed Python library sqlAutoDe-
norm.py automatically generates SQL commands to denormalize a sub-
set of database tables and their relevant records, effectively generating a
flat table from arbitrarily structured data. The denormalization process
can be controlled by a small number of user-tunable parameters. Python
and R/Bioconductor are used for any subsequent data processing steps,
including visualization, and Weka is used for machine-learning above the
generated data.

Keywords: relational database, PostgreSQL, NoSQL, data flattening,
automatic data denormalization

1 Introduction

Relational databases are often used to store biomedical and clinical data in large
international projects. For example, [1] recently described their database use in
the FINDbase project [2]. The data in this kind of databases is inherently deeply
structured, records for individual patients contain varying number of variables,
depending on their clinical history and the origin of the data in relation to
clinical procedures. At the same time they need to be combined with genetic
and phenotypic data of entirely different nature. We are currently working on
the Thalamoss project where we collect heterogeneous clinical and molecular
data of similar composition.

As in most projects this clinical and genetic data needs to be repeatedly
accessed, organized and visualized in many different forms. Standard database
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access tools can be used to set up predetermined reports. These can be displayed
to the project participants and general public. However, for flexible and universal
access to such data, it is desirable to use a method that does not require intimate
knowledge of the database structure, enables rapid arbitrary variable selection
and provides data in a format that can be readily used in common visualization or
machine learning tasks [3] [4]. In other words, variable parts of the database need
to be frequently denormalized into a simple table for downstream processing.

While wide and intense studies have covered the problem of normalization in
the past, denormalization techniques enjoyed less attention. Most of the interest
was in denormalization for read performance increase [5]. However, another type
of denormalization is the scenario we assume here, to support generation of
frequent ad-hoc views of the data. This has been done, for example, in context of
data warehousing [6]. All the examples we have seen assumed carefully prepared
JOIN SQL statements for every chunk of data that needed to be denormalized.
There seems to be a lack of tools for acheiving this automatically when working
on a relatively complex database schema that has not been designed with easy
denormalization in mind.

This paper describes an automated method to denormalize an arbitrary sub-
set of data stored in a PostgreSQL database. In Section 2 we briefly describe
the algorithm and its implementation. In Section 3 we discuss its use within a
biomedical research project support system made of several modules (Apache,
Django, Python, R/Bioconductor, Weka).

2 Software and Methods

The denormalization procedure introduced above is based on the idea that ra-
tional databases can be represented as graphs, with nodes or vertices repre-
senting database tables and edges between the nodes representing relationships
between the connected tables. If a relationship between two tables exists, an
edge between these two tables is present in the respective graph representa-
tion. The relationships may be via primary keys, foreign keys or other con-
straints in rational databases. Information about them can be extracted from
the information schema pertaining to the database. Our script automatically
creates a PostgreSQL query which can select data from tables and their columns
as chosen by the user.

First, as shown in Figure 3, the script connects to the database and col-
lects the information necessary to create the relationship graph. It subsequently
builds the graph and store it as a Python dictionary structure. For PostgreSQL
database, the user specified at the beginning of the script is used to launch
a database connection. He or she must have access and read permissions to
information schema, because all relationships are extracted from there. Next,
the script searches for all paths between tables chosen by the user. We built
functionality into the script to find the shortest path possible, but it is lim-
ited to less than nine nodes. If there are more than eight nodes in the graph,
we use a heuristic approach that by definition does not guarantee to find the
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shortest path, but one that will most probably be of similar length. To find
the path between the chosen nodes (tables) we implemented Dijstra’s [7] and
Floyd-Warshall’s [8] algorithms adapted to our purpose. If the path is found,
the script creates a complete SQL query based on previous user specifications.
The user can optionaly use several types of JOIN statements and various aggre-
gating functions to better control the content of the resulting data table. In the
last step the created PostgreSQL query may be executed to get the data table
and store it in a file for further analysis as needed.

2.1 Python sqlAutoDenorm Script

To implement the ideas above, we created a Python script which is able to de-
normalize any part of an arbitrary well-structured rational database. Namely,
we follow the primary key and foreign key relationships in the database schema.
For practical purposes, we divided the implementation into two parts - a library
called sqlAutoDenormLib.py and a demo command-line application runAutoDe-
norm.py based on the library. The library contains all necessary functions for
database analysis and denormalization. The command-line executable Python
script interfaces with the user via a short dialogue. This serves as an example
for including the library into other software projects.

Fig. 1. A simplified schema describing the functioning of the entire web portal. De-
normalization library provides key functions of the system. Users select data and set
parameters to specify one of the available denormalization modes. A custom-made algo-
rithm generates a PostgreSQL query for requested data (flowchart in the bubble). The
query can be executed to obtain data which could be stored in a csv file or forwarded
to tests and analyses installed on the portal (such as graph and diagram drawing, etc.).
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Fig. 2. Similar to the schema on the Figure 1, but presenting a real example with real
selection of data and parameter settings. SQL statement is shown in the bottom of the
figure.

Package and Requirements. The package autoDenorm.zip can be down-
loaded from authors’ website at http://fi.muni.cz/~lexa/autodenorm. The
archive contains the following files:

runAutoDenorm.py: Dialogue script to select data from a PostgreSQL
database in denormalized form using the options set in a dialogue.

sqlAutoDenormLib.py: Library of useful functions for database denormal-
ization designed to be imported in an arbitrary Python script or interpreter.

README.txt: Useful information about the script and the library.
lib directory: Directory with required Python libraries.
init.py and directory pycache : Files required for correct import of
the library into Python.

The scripts have been written in Python (version 3.3.5) programming lan-
guage. To run the code, Python 3.x must be installed on your computer. Re-
garding dependencies, the following Python libraries must also be installed -
psycopg2, ast, csv, json, itertool, random. The scripts currently only support
and work with PostrgreSQL databases.

2.2 sqlAutoDenormLib

This Python library contains all necessary functions for denormalization of the
database. Our executable Python script runAutoDenorm.py exploits this library

http://fi.muni.cz/~lexa/autodenorm
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Fig. 3. A block chart showing the database denormalization algorithm and its imple-
mentation in sqlAutoDenormLib.py and runAutoDenorm.py. The first column (user)
shows the decisions that have to be made by a user (optional decisions are shown in
grey, compulsory are red). The third column (functions) shows the names of sqlAuto-
Denorm.py functions implementing the steps shown in the second column (script).

by importing it and calling several of its functions. The library can be used
independently. When using its functions, a working connection to a PostgreSQL
database must exist in the program environment.

connect db()1. This function connects to the database using the psycopg2 li-
brary and returns a cursor variable which allows us to execute PostgreSQL
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commands. Database host, name, username and password should be speci-
fied as input arguments.

create graph()2. One of the most important functions in the library that cre-
ates a materialized view object containting information about relationships
between tables in the database. The function executes all PostgreSQL com-
mands necessary to create the view. These commands select information
about interacting table names and column names also providing us with the
name of constraints for analyzed node pairs. This data is stored as a undi-
rected graph defined by pairs of nodes, where each node represents a table
and a relevant column name. Each pair of nodes forms an edge in the graph
which is labelled by all relevant constrain names. All this information is
selected from the database information schema fields for constraints such
primary and foreign keys.

gen select()7. Function gen select(chosen, join type, is path) generates an out-
put string containing a PostgreSQL command defined by previous user speci-
fications. Function has three input arguemnts. First is the Python dictionary
of chosen tables and columns. The second argument represents one of the
following join types:

– cross = CROSS JOIN
– natural = NATURAL JOIN
– inner = INNER JOIN
– left = LEFT OUTER JOIN
– right = RIGHT OUTER JOIN
– full = FULL OUTER JOIN
– nothing - no join, just select all from each column separately

The third argument is a binary value denoting whether we want to connect
chosen tables and columns via a common path between them. The path
is necessary for proper mapping between values from different tables. An
error message is produced if no such path exists. This is probably the most
demanding step from the user point of view, since we must have some limited
knowledge of the data columns and tables to get proper mapping with the
correct number of rows in the denormalized data table.

do join(). This function is called from function gen select()7 when user decides
to search for a path between tables. The existence of a path allows us then
to use any of the seven join types. We do not recommend to use this func-
tion explicitly. To generate a select query, we recommend the use function
gen select7.

shortest path()5. This is the most important function in the whole script. Its
input is a list of compulsory (required) nodes. Initially, this function calls
graphs2dict()4 (see below) which transforms the materialized view graphs

into a Python data struncture called dictionary for the purpose of higher
efectiveness of computation of the shortest path. Subsequently, the shortest
path is calculated in one of two ways depending on the number of selected
nodes.
If user specifies only two compulsory nodes (tables), the shortest path is
calcuated using function dijkstra()6a. If more than two nodes are selected,
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function floyd warshall()6b is used to calcuate the path. In addition, if the
number of specified compulsory nodes (tables) is between 2 and 8, the algo-
rithm finds the shortest possible path through the compulsory nodes. This
is achieved by permuting specified nodes and computing paths for each per-
mutation. Finally, the path which contains the minimum number of nodes
is selected and declared to be the shortest path. To achieve this, functions
permutations(), fw path()6c and extend without repeat() are used in addition
to function floyd warshall()6b.
Because the number of permutations of n nodes grows quickly - n!, and com-
putation for n > 8 is time consuming, we compute a nearly-minimal path
for n > 8. To do that, we calculate the minimal length from only a subset of
possible paths that can still be calculated in reasonable time (approximately
one second). The user can therefore set a bigger n if required.

graphs2dict()4. Before starting the computations of the shortest path between
tables, it is necesarry to get data about table relationships into Python. We
chose dictionary representation of the graph. Function graphs2dict()4 selects
the first and second nodes from materialized view called graphs which was
created by function create graph()2. After selection of necessary information
from this materialized view, information is inserted into a Python dictionary
stored in global variable G.

create mat view()11. If the user wants to reuse the same output (table) sev-
eral times, there is a function called create mat view()11 which takes a name
of the view and the final select query on input and creates a materialized
view containing the selected information (columns). Then user can use this
materialized view and repeatedly select data from it to save time and com-
puting resources. More about benefits of using materialized views can be
found in [9].

denormalize database(). Sometimes it is necessary to denormalize the data-
base with respect to a specific column. This is when we want to keep all
data from a selected column in a specific table and assign data from other
tables to this column (if a relationship between the selected column and
other columns exists). We decided to call this specified column the ’main
column’.
In our case of a patient-centric clinical database, the main column often is
the person id from table person. We typically create denormalized tables
which include columns in other tables, such as transfusion, chelation

or column date from table death. In this case, one person could have more
tranfusions and we would only want to have one row for one person id.
This is were we use aggregate functions on each column except person(id).
The aggregate function array agg() creates an array from all values in some
column (i.e. transfusion(date)) corresponding to one person(id).
The input arguments of this function are: selected columns and their tables,
main column, type of join between tables and the name of materialized
view, which will be created. The result is the created materialized view with
a chosen name which contains the final denormalized table corresponding to
selected settings.



A Flexible Denormalization Technique for Data Analysis 127

Table 1. Additional functions defined in the sqlAutoDenorm.py library

Name Input Output Description

get schema()3 schema name cursor Lists all tables and their columns in database
given a schema name.

dijkstra()6a graph, start, des-
tination

shortest
path

Dijkstra’s algorithm which for a given graph,
source vertex and destination vertex finds
the shortest path between these vertices.

floyd warshall()6b graph successors Floyd-Warshall algorithm which for a given
graph computes and returns a dictionary of
all vertices in the graph and their successors.

fw path()6c successors, u, v shortest
path

Builds the shortest path between vertices u
and v using dictionary of successors returned

by the floyd warshall()6b function.
get agg functions()8a column type aggregate

functions
For each column and its type returns a list
of applicable aggregate functions.

add agg functions()8b select cmd,
columns with
aggregate func-
tions, main
column

select cmd Takes the precomputed select query string
and the dictionary of columns and chosen ag-
gregate functions. Returns a SELECT query
string with incorporated options.

get output()9 db fetch, head result of se-
lect cmd

Prints results of the select query to the stan-
dard output.

save csv()10 db fetch, head,
output name

csv file Saves results of the select query into a csv
file.

create big table() main column,
join type, view
name

view in db Denormalizes the whole database with re-
spect to chosen column in appropriate table.
See denormalize database().

create search paths() schema name function in
db

Creates a recursive PostgreSQL function in
your database which is able to find paths be-
tween given start and destination vertices.

2.3 runAutoDenorm

File runAutoDenorm.py is a simple Python script which allows us to generate
a PostgreSQL select query in accordance to specific requirements. This script
uses the sqlAutoDenormLib.py library described above. To run the script from
command-line enter the directory with scripts and type the following command:

$ python3 runAutoDenorm.py

As script runs follow the instructions on the display. First, insert information
about the desired database connection (database host, database name, user name
and user password). After each line press enter to continue. Script connects
to the database using function connect db()1 and creates a materialized view
called graphs. A function for searching paths in this graph called shortest path()5

becomes available. Upon successful completion you will be informed by messages
on your display.

After successfully connecting to database and creating the view and function,
the script selects all tables and columns from the database and prints them for
the user to chose in the following form:

table name: col1 name, col2 name, ...

Using this guide type items (table and its columns) which you want to select from
your database. After each line (table) press enter to continue. To stop adding
items enter 0. All the chosen items are added to a variable named chosen (an
ordered dictionary type in Python). This ensures that order of the output will be
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the same as the order of items inserted in the previous step. After specification
of tables and columns continue with decisions on other matters:

Search Path: Decide if you want to search a path between tables - by inserting
1 or 0 for yes or no respectively. It is recommended to use searching path
option in order you are not sure if your tables are ”close enough” in graph -
it means that column in one table is a key in other table.

Join Type: Choose the type of join - by following the instruction on your
display insert relevant number from 1 to 7. After this step the script calling
function gen select()7 for generating PostgreSQL select query. In case that
user choose own specification of select query algorithm pre-generating select
and user will be promted to change this select and insert it on input in one
of the following steps.

Group by Column: Decide if you want to group data by one particular col-
umn. If you insert 1 for yes you will be prompted for refine additionally
informations. From all columns which have been chosen above you must
now choose one (main column), which will be a major column. That means
all data from this column will be on the output and for all other columns
must be specified so called aggregate functions. User will be prompted to
insert aggregate function for each column. Algorithm get information about
type of each column from database information schema and then offer to
user set of possible aggregate functions using function get agg functions()8a.
In addition user can insert the name of each column for better orientation
in the resulting CSV file.

After these steps a PostgreSQL query is generated. The user can copy it and
terminate the script or execute the query and then choose one of the following
methods for present the results:

Send Results to the Standard Output: Selected results will be printed on
the standard output in the terminal emulator using the function get
output()9.

Save Result to File: Selected results will be saved to a CSV file. Before sav-
ing it is necessary to specify the output file name. The CSV file will be saved
in the current dirrectory using the function save csv()10

2.4 Django Variable Selection Interface

The main reason why the scripts were created was our interest to use them
within the Thalamoss research project. We implemented the utilities described
here within a Django interface at our website. All settings required for correct
generation of output are divided into two or three parts. Each part matches a
single frame or page on our website. We use the Thalamoss research project
database.

Part 1: The vast majority of settings are set on the first page (Figure 4).
The left part helps choosing tables and columns. There are two select boxes -
the left one contains all table and column names from our database (multiple
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Fig. 4. Screenshot of the portal. The left box lists all database tables and their columns.
The right box represents tables already chosen (and their columns). The user can
add, remove items or clear the whole box and change order of selected items. The
right side provides for parameter settings, from top to bottom - decisions to search
for relationships between tables and specification of join type. Data grouping with
respect to a specific column and the use of aggregate funcions for other columns can
be specified.

rows can be selected). The selected tables with columns are added into the
right select box. OK, Delete and Update buttons are available to manage
the selection process. On the right part of the page there are combo boxes
to adjust the following:

– searching path between tables - yes or no
– type of join to use - cross, natural, inner, left/right/full outer or no join
– grouping result by specific column - yes or no

Part 2: This page (Figure 5-Left) will be skipped in the case that grouping
option on the first page is set to no. Grouping by specific column is a feature
that can be used in case of one-to-many mappings in the data. For all other
columns except the chosen grouping column it is necessary to specify an
aggregating function - for example average value or concatenation into a
string or an array.

Part 3: This is the first page (Figure 5-Right) with results showing the gener-
ated select query. Just press thumbs up button and resulting query will be
displayed.Copy to Clipboard button can be used to copy the query string
to clipboard and use it for selecting data from the PostgreSQL database.
Output of the query can be saved to a file. At the moment the script sup-
ports output to CSV files.
Last part located at the bottom of this page is dedicated to tests. There are
two type of tests - statistical tests in language R and tests written in Python.
A tree is available that can be opened by clicking on the relevant buttons.
For running tests just mark the checkboxes located next to selected test
names and press button Run tests! We are diligently working on creating
and adding new tests to both categories.
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Fig. 5. Portal screenshots. Left: In case that user decided to group data by specfic
column, it is necessary to specify main column and aggregate functions for all other
columns as shown in this figure. Right: From top to bottom - final string of a SELECT
query which can be copied to the clipboard, options for saving results (data) of this
query, options for running further tests with these data.

Part 4: Last page is displayed only in case that some of the tests ware executed.
All results from all tests are displayed here one by one. See example of results
in Figure 6.

2.5 Post-denormalization Visualization and Analysis

The main motivation behind creating an automated procedure for data denor-
malization was to allow users perform rapid ad-hoc visualization or machine
learning tasks over an arbitrary subset of available data. Commonly used visu-
alization tools often work well with data in single tabular format (e.g. CSV file).
A popular machine learning tool Weka [10] has similar requirements (e.g. ARFF
file format). By producing data output of this kind, sqlAutoDenormLib.py can
be easily included in data analysis pipelines and prepare input for a plethora of
downstream analysis programs. Machine-learning could be used, for example, to
select specific biomarkers for a selected phenotype, diagnosis or condition. We
have tested the platform in the context of the Thalamoss research project on
clinical and biomedical data for β-thalassemia. An example visualization task is
included in the next section of this paper (Figure reffig6).

3 Results

3.1 Performance Tests

We tested out script on two databases. First one is the clinical and genomic
research database from the Thalamoss project which has a rich and highly-
structured schema but contains few data at the moment. A second database,



A Flexible Denormalization Technique for Data Analysis 131

Table 2. Scalability tests of the sqlAutoDenormLib.py library. We tested the times
(shown in ms) required to finish key computational steps on Thalamoss database (78
tables, 436 relationships, 12 MB in size) and the Dellstore database with simple layout
(8 tables, 8 relationships) but higher data volumes (27 MB). Time of creating a graph of
relationships in database (function create graph()2 was deleted from the table because
its time costs are nearly constant. For the Thalamoss database it took an average time
of 72.75 ms and for Dellstore it was 65.5 ms.

Database number of is searching of query query no. of nodes query
name nodes aggregated shortest path generation execution in path size

Thalamoss

2 no 3.674 4.710 1.271 3 227

2 yes 3.769 4.874 1.887 3 301

3 no 6.925 8.321 1.499 4 297

3 yes 6.775 8.197 2.164 4 374

4 no 26.70 30.25 2.407 8 710

5 no 157.87 161.23 2.307 8 759

7 no 499.99 505.87 5.26 14 1228

8 no 1299.67 1307.63 6.85 19 1810

8 yes 1291.31 1299.14 5.03 19 2201

9 no 919.83 927.37 9.56 20 1721

9 yes 818.76 824.24 4.48 19 2088

10 no 874.68 883.48 5.67 22 2188

15 no 1125.33 1132.89 15.53 41 3992

Dellstore

2 no 0.895 1.323 54.56 2 201

2 yes 1.372 1.788 223.81 2 357

3 no 1.644 2.608 140.00 3 296

3 yes 1.741 2.602 202.08 3 480

called ’dellstore2’, was downloaded from pgfoundry.org - a website with free
sample databases for PostgreSQL. Database dellstore2 contains much more data
than Thalamoss database but has a simple schema. The results of performance
tests are presented in Table 2 below.

The test results show that path search and query generation in a database
with complex schema (Thalamoss) takes comparable amount of time with query
execution in a large but simple database (Dellstore). We mostly tuned the path
search steps in our implementation. For number of nodes up to 5, we used Di-
jkstra’s algorithm for searching the shortest path. For 6 or more nodes, we used
Floyd-Warshall algorithm for searching the shortest paths between all nodes in
a graph. All permutations of nodes are explored up to 8 nodes. If the number of
nodes is greater or equal than 9, the total number of permutations to evaluate
is too high (n! for n nodes), so the algorithm explores only a randomly chosen
subset. With increasing number of nodes this heuristic search is not guaranteed
to identify the shortest path, but will find good alternatives, at least.

3.2 Sample Application to a Thalamoss Project Visualization Task

The Thalamoss project is a multidisciplinary research and clinical project with
the goal of better understanding molecular markers underpinning the various
forms of β-thalassemia. The project participants collect a rich spectrum of molec-
ular data characterizing individual patients. A developer or project participant
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will know the project database contains genomic data for individual patients.
When given a task to visualize single nucleotide polymorphisms from HBB genes
in the database and show how they differ between sexes, he or she can use ru-
nAutoDenorm.py or our Django interface to scan variable names. Because they
are in alphabetical order, it is relatively easy to spot the following tables and
columns relevant to the prescribed task:

– country: name
– person: initials, gender
– snp: code, reference

After clicking through a couple of default selections, the get select()7 function
from autoDenormLib.py generates the PostgreSQL query for selecting data from
database.

A short R/Bioconductor script was installed on the system that plots the
HBB gene cluster using the genoPlotR package [11]. This was combined with
code that reads a subset of the denormalized data referring to SNP rs1427407

into a data.frame R object and a set of ggplot [12] calls to plot this data into a
specialized piechart.

The results can be seen in Figure 6. After installation of this script it becomes
available within the Django portal for future use and can be quickly used to
visualize SNP distribution data for any SNP from the HBB cluster, for example.

Fig. 6. An example visualization of genomic data for a group of patients, showing
the position of a single nucleotide polymorphism (SNP) in a chromosomal physical
map (horizontal line) and its variants (colors) in patients of different sex (panels). The
map has been drawn with the genePlotR package [11], while piecharts come from the
deployment of ggplot [12].

4 Conclusions

We have created a library in Python that can be used to selectively denormalize
subsets of an arbitrarily complex PostgreSQL database. The data can be saved
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as a new table (materialized view) or a CSV flat file for downstream processing,
such as visualization or machine learning. Our implementation is reasonably
fast to be practical (see Table 2 for exact times). However, it still provides space
for faster execution with the use of database indexing techniques and caches.
Our Python code is available for download for immediate inclusion into other
projects, especially those using Python as programming environment. We plan
to further improve the developed codebase.
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Abstract. Identification of biomarkers for the Alzheimer’s disease is a
challenge and a very difficult task both for medical research and data
analysis. In this work we present results obtained by application of a
novel clustering tool. The goal is to identify subpopulations of the
Alzheimer’s disease (AD) patients that are homogeneous in respect of
available clinical and biological descriptors. The result presents a seg-
mentation of the Alzheimer’s disease patient population and it may be
expected that within each subpopulation separately it will be easier to
identify connections between clinical and biological descriptors. Through
the evaluation of the obtained clusters with AD subpopulations it has
been noticed that for two of them relevant biological measurements
(whole brain volume and intracerebral volume) change in opposite di-
rections. If this observation is actually true it would mean that the di-
agnosed severe dementia problems are results of different physiological
processes. The observation may have substantial consequences for med-
ical research and clinical trial design. The used clustering methodology
may be interesting also for other medical and biological domains.

1 Introduction

Identification of connections between biological and clinical characteristics of
Alzheimer’s disease patients is a long term goal that could significantly improve
the understanding of the Alzheimer’s disease (AD) pathophysiology, improve clin-
ical trial design, and help in predicting outcomes of mild cognitive impairment [1].
The difficulty of the task is in the fact that AD is clinically described as a set of
signs and symptoms that can be only indirectly measured and that have been inte-
grated into various scoring systems like Clinical Dementia Rating Sum of Boxes,
Alzheimer’s Disease Assessment Scale, and Montreal Cognitive Assessment [2].
All of these scales as well as everyday cognition problems have proved their use-
fulness in the diagnostic process but a unique reliable measure does not exist.
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On the other side, although relations between some biological descriptors and AD
diagnosis have been undoubtedly demonstrated [3,4], currently available biolog-
ical descriptors are non-specific (e.g., whole brain or hippocampal volume) and
their changes may be a consequence of various physiological processes. It means
that potentially useful information related to biological causes of the cognitive
status of a patient is hidden in the large “noise” of interfering biological processes.

Technically speaking, we are looking for relevant relations in a very noisy
data domain (biological descriptors) in which the target function is defined by
a large set of imprecise values (clinical descriptors). A simplified approach in
which medical AD diagnosis is used as the target function has enabled the de-
tection of some relations, like importance of decreased FDG-PET values for the
AD diagnosis, but all the detected relations including those obtained by complex
supervised approaches [5] have low predictive quality and did not help signifi-
cantly in expert understanding of the disease. In line with the approach proposed
in [6], our work aims at finding homogeneous subpopulations of AD patients in
which it will be easier to identify statistically and logically relevant relations
between clinical and biological descriptors. The approach is based on finding
subpopulations with clustering algorithms.

Clustering is a well-established machine learning methodology but it still suf-
fers from problems such as definition of the distance measure and optimal se-
lection of the number of resulting clusters. Typically the obtained clustering
results are unstable because they significantly depend on user selectable param-
eters. This is especially true for noisy domains and domains with statistically
related descriptors (attributes). Recently we have developed a novel clustering
approach called multilayer clustering that successfully solves some of the basic
problems of data clustering [7]. In this methodology, the quality of the resulting
clusters is ensured by the constraint that clusters must be homogeneous at the
same time in two or more data layers, i.e., two or more sets of distinct data
descriptors. By defining the clinical descriptors as one data layer and biological
descriptors as the other layer, we can expect not only more reliable clusters but
clusters which will be potentially good candidates for the detection of relevant
relations between the clinical and biological descriptors. The AD domain ful-
fils all the requirements of the ideal setting in which multilayer clustering may
demonstrate its advantages.

The rest of the paper is structured as follows. Section 2 presents the multilayer
clustering methodology, and Section 3 presents the concrete results for the AD
domain. Medical meaning and the results significance are analysed in Section 4.

2 Multilayer Clustering

Clustering is an optimisation task which tries to construct subpopulations of
instances so that distances between instances within each subpopulation are
small while distances between instances in different subpopulations are as large
as possible [8]. The most commonly used distance measure is the Euclidean
distance that is well defined for numerical attributes.
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Redescription mining is a novel clustering approach in which the quality of
the results is ensured by the constraint that the resulting clusters must have
meaningful interpretations in at least two independent attribute layers [9]. It is
possible, and it occurs often, that some of the training instances remain outside
the identified clusters but the detected clusters are more likely really relevant. A
very important property of this approach is that the constructed clusters have
human interpretable descriptions in all attribute layers.

However, redescription mining has some issues as well. For the approach to
be applied, both numerical and nominal attributes have to be transformed into
a transactional form [10] or some on–the–fly approaches have to be implemented
[11]. Also, selection of the appropriate minimal necessary support level is not a
trivial task. Low values may result in unacceptably long execution times of the
algorithms and unreliability of the results, while too high values may prevent
detection of any useful clusters [12]. An even more serious problem is that in
all real life domains some level of attribute noise can be expected. In such cases
an error in a single attribute value may prevent the identification of correct
descriptions. Such an error does not only cause that the erroneous example is
not detected as a member of a cluster, but it causes the descriptions in different
attribute layers not to cover all the subsets of examples it would have covered
otherwise. As a result, some of the actual clusters may not be detected.

In this work we use an approach to more reliable clustering that reuses the
basic idea of redescription mining in a novel setting, proposed in [7]. The first step
is to determine the similarity of instances in each attribute layer independently
and then to search for clusters that satisfy similarity conditions for all layers.
The main characteristic of the approach is that the resulting clusters are small
but very coherent.

2.1 Single Layer Algorithm

Let us assume a basic clustering task in which we have only one layer of at-
tributes. The clustering approach consists of two steps. In the first step we
estimate pair-wise similarity between all examples in the training data set. In
the second step we use this similarity estimation in order to construct clusters.

Similarity Estimation. In the first step we compute the so called example
similarity table (EST). It is an N×N symmetric matrix, where N is the number
of examples. All its values are in the [0, 1] range, where large values denote large
similarity between examples.

We start from the original set of N examples represented by nominal and
numerical attributes that may contain unknown values. We define an “artificial”
binary classification problem on a data set constructed as follows. The first part
consists of examples from the original set, these examples are labelled as positive.
The second part consists of the same number of examples which are generated by
randomly shuffling attribute values of original examples (within each attribute
separately), these examples are labelled as negative.
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Next, we use supervised machine learning to build classifiers for discrimina-
tion between positive cases (original examples) and negative cases (examples
with shuffled attribute values). The goal of learning are not the predictive mod-
els themselves, but the resulting information on the similarity of the original
(positive) examples. Machine learning approaches in which we can determine
if some examples are classified “in the same way” (meaning they are somehow
similar) are appropriate for this task. For example, in decision tree learning this
means that examples fall in the same leaf node, while in covering rule set in-
duction this means that examples are covered by the same rule. In order to
statistically estimate the similarity of the examples, it is necessary to use a suffi-
ciently large number of classifiers. Additionally, a necessary condition for a good
result is that the classifiers are as diverse as possible and that each of them is
better than random. All these conditions are satisfied by Random Forest [13]
and Random Rules algorithms [14]. Here we use the later one with which we
construct a large number of rules (100,000) for each EST computation.

Finally, the similarity of examples is estimated so that for each pair of ex-
amples we count how many rules cover both examples. The example similarity
table presents the statistics for positive examples only. A pair of similar exam-
ples will be covered by many rules, while no rules or a very small number of
rules will cover pairs that are very different in respect of their attribute values.
The final EST values are normalised with the largest detected count value.

Clustering with the CRV Score. In the second step we use the EST values to
perform a bottom-up clustering. The agglomeration of clusters is guided by the
Clustering Related Variability (CRV) score [7]. The score measures the variability
of the EST similarity values in a cluster of examples with respect to all other
clusters. It is defined as follows.

Let xij be the similarity between examples i and j from the EST matrix.
The CRV score of a single example i from cluster C is the sum of within cluster
and outside of cluster components: CRV(i) = CRVwc(i) + CRVoc(i), i ∈ C. The
two components are sums of squared deviations from the mean value within
(or outside of) cluster C: CRVwc(i) =

∑
j∈C(xij − xi,wc)

2 and CRVoc(i) =∑
j /∈C(xij − xi,oc)

2. Finally, the CRV score of cluster C is the mean value of
CRV (i) values of all examples in the cluster: CRV(C) =

∑
i∈C CRV(i)/|C|.

The clustering algorithm starts with each example being in a separate cluster
and then iteratively tries to merge clusters together. In each iteration for each
possible pair of clusters we compute the potential variability reduction that can
be obtained by merging the clusters. The variability reduction of joining clusters
C1 and C2 is computed as: DIFF(C1, C2) = (CRV(C1)+CRV(C2))/2−CRV(C2∪
C2). The pair of clusters with the largest variability reduction is then merged
into a single cluster. The iterative process repeats until no pair of clusters exists
for which the variability reduction is positive. A more detailed description of the
algorithm including some examples can be found in [7].

The algorithm produces a hierarchy of clusters and, in contrast to most other
clustering algorithms, it has a very well defined stopping criterion. The algorithm
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stops when additional merging of clusters cannot further reduce the variabil-
ity, measured by the CRV score. This means that the algorithm automatically
determines the optimal number of clusters and that some examples may stay
unclustered, i.e., some clusters may only include a single example.

2.2 Multilayer Algorithm

The single layer approach for clustering presented in the previous section can be
easily extended to clustering in multi-layer domains. For each attribute layer we
compute the example similarity table independently. Regardless of the number
and type of attributes in different layers, the EST tables will always be N ×N
matrices, because the number of examples in all layers is the same.

After having all the EST tables, we proceed with the clustering. The clustering
procedure for multiple layers is basically the same as for a single layer, except
that we merge two clusters only if a variability reduction exists in all layers. For
each possible pair of clusters we compute potential variability reduction for all
attribute layers. Then we find the minimal variability reduction in all layers, and
merge the pair of clusters for which this value is largest. As previously, we only
merge two clusters if the (minimal) variability reduction is positive.

3 Data and Results

Data used in the preparation of this article were obtained from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) database. ADNI is a long term project
aimed at the identification of biomarkers of the disease and understanding of the
related pathophysiology processes. The project collects a broad range of clinical
and biological data about patients with different cognitive impairment.1 In our
work we started from a set of numerical descriptors extracted from the AD-
NIMERGE table, the joined dataset from several ADNI data tables. We have
used baseline evaluation data for 916 patients in total with 5 different medical
diagnoses: cognitive normal CN (187 patients), significant memory concern SMC
(106), early mild cognitive impairment EMCI (311), late mild cognitive impair-
ment LMCI (164), and Alzheimer’s disease AD (148). The patients are described
by a total of 10 biological and 23 clinical descriptors. Biological descriptors are
genetic variations of APOE4 related gene, PET imaging results FDG-PET and
AV45, and MRI volumetric data of: Ventricles, Hippocampus, WholeBrain, En-
torhinal, Fusiform gyrus, Middle temporal gyrus (MidTemp), and intracerebral
volume (ICV). Clinical descriptors are: Clinical Dementia Rating Sum of Boxes
(CDRSB), Alzheimer’s Disease Assessment Scale (ADAS13), Mini Mental State
Examination (MMSE), Rey Auditory Verbal Learning Test (RAVLT immediate,

1 The ADNI was launched in 2003 by the National Institute on Aging (NIA), the
National Institute of Biomedical Imaging and Bioengineering (NIBIB), the Food
and Drug Administration (FDA), private pharmaceutical companies and non-profit
organizations (http://www.adni-info.org and http://adni.loni.usc.edu).
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Table 1. Properties of five largest clusters. The clusters are ordered by the decreasing
median value of the CDRSB score for patients included in the clusters.

Number of Distribution of diagnoses
Cluster patients AD LMCI EMCI SMC CN CDRSB

A 42 41 1 - - - 5.5

B 19 12 4 1 - 2 4.0

C 20 14 2 - - 4 3.75

D 34 10 6 5 5 8 2.5

E 27 6 3 1 6 11 0

learning, forgetting, percentage of forgetting), Functional Assessment Question-
naire (FAQ), Montreal Cognitive Assessment (MOCA) and Everyday Cognition
which are cognitive functions questionnaire filled by the patient (ECogPt) and
the patient study partner (ECogSP) (Memory, Language, Visuospatial Abilities,
Planning, Organization, Divided Attention, and Total score).

The clustering process started from one table with biological data consisting
of 916 rows and 10 columns and one table with clinical data consisting of 916
rows and 23 columns. Each of the two tables represented one attribute layer. The
information about medical diagnoses of the patients have not been included into
the tables with the intention to use it only for the evaluation of the clustering
results. The goal of the clustering process has been to identify as large as possible
groups of patients that are similar according to both layers, i.e., biological and
clinical characteristics.

The result is a set of five clusters. The largest among them includes 42 pa-
tients and the smallest only 19 patients. Table 1 presents the distribution of
medical diagnoses for patients included into the clusters. We notice that the
largest cluster A is very homogeneous. It has 42 patients and 41 of them have
diagnosis AD while only one has diagnosis LMCI. Least homogeneous clusters
are D and E.

We have identified the CDRSB score as the clinical characteristic that best
discriminates between the constructed clusters. The rightmost column in Table 1
presents median CDRSB values for patients included in each cluster. Values
above 3.0 demonstrate that patients in clusters A–C have problems with severe
dementia. Patients in cluster D typically have moderate to severe dementia,
while the majority of patients in cluster E do not have problems with dementia.

3.1 Distinguishing Properties of Patients in Clusters A and C

For each cluster we have computed median values and standard deviations of
all biological and clinical descriptors. The intention is to identify distinguishing
properties of patients included in the clusters. It is worth focusing on clusters
that have either extremely high or extremely low median values or very low
standard deviation of some descriptor. In the former case the patients in the
cluster have this property (significantly) increased or decreased, while in the
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Table 2. Median values and standard deviations of biological descriptors discriminat-
ing clusters A and C. Distinguishing values are typeset in bold. Actual values for ICV,
Whole brain, Fusiform, and MidTemp values are 1,000 times larger than presented in
the table.

Cluster FDG-PET AV45 ICV Whole Brain Fusiform MidTemp

A 4.37 / 0.52 1.45 / 0.13 1404 / 193 918 /121 15.4 / 2.7 15.6 /3.2

B 5.67 / 0.67 1.43 / 0.23 1372 / 149 935 /84 16.0 /2.7 17.8 / 2.5

C 5.55 / 1.06 1.35 / 0.25 1634 /126 1107 / 72 18.2 / 2.0 19.4 / 2.7

D 6.28 / 0.85 1.20 / 0.26 1453 / 230 1005 / 144 17.2 / 2.4 19.6 / 2.4

E 6.45 / 0.70 1.19 / 0.25 1445 / 174 1022 /93 18.0 / 3. 19.6 / 2.5

AD 5.36 / 0.75 1.42 / 0.21 1490 / 175 986 /115 16.4 / 2.5 17.6 / 3.2

CN 6.57 / 0.54 1.05 / 0.17 1483 /155 1051 /101 18.4 /2.3 20.5 / 2.4

later case most of the patients have very similar values of the descriptor. We
can also find a distinguishing descriptor that has both low standard deviation
and extreme median value. In all such situations we interpret the descriptor as
a distinguishing property.

Clusters A, B, and C are especially interesting because most of the included
patients have diagnosis AD and these clusters may be regarded as relatively ho-
mogeneous subsets of the AD patient population. The difference between clusters
A and C turned out to be especially intriguing. Table 2 presents the values of
biological descriptors for which patients in clusters A and C have distinguishing
values. Presented are median values and standard deviations for all five clusters
as well as for the complete AD population consisting of 148 patients and the
complete cognitive normal (CN) population of 187 patients.

These results demonstrate that the patients in cluster A have extremely low
values of the FDG-PET descriptor. The median for this cluster is 4.37 while
median for the complete AD population is 5.36 and the median for cognitive
normal patients is 6.57. Surprisingly, we can notice that the difference between
the median of AD patients in cluster A and the median of all AD patients is
almost as large as the difference between the median of all AD patients and
the median of CN patients. Additionally, it must be noted that the patients in
cluster A have very small standard deviation for FDG-PET meaning that the
consistency of these small values is high. A similar pattern can be observed for
the AV45 descriptor. When compared with other clusters and with the whole
AD and CN populations, patients in cluster A have the largest median value 1.45
and the smallest standard deviation of 0.13 . We can conclude that cluster A
is characterized by outstandingly low FDG-PET values and outstandingly high
AV45 values.

In contrast to cluster A, cluster C is characterized by outstandingly high
values for ICV and Whole brain descriptors, which are typeset in bold in the
fourth and fifth column of Table 2, respectively. There is a substantial difference
between biological descriptors that characterize clusters A and C. For cluster
A the extreme values of FDG-PET and AV45 descriptors are relevant, while
for cluster C the median values of these descriptors change (compared to CN
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Table 3. Median values and standard deviations of clinical descriptors characteristic
for patients in cluster A. Distinguishing values are typeset in bold.

Functional RAVLT Ecog SP
Cluster ADAS13 MOCA Assessment Perc. Forgetting Organization

A 35 / 8.5 14.5 / 4.9 16 / 6.8 100 / 10 3.17 / 0.76

B 28 / 11.1 17 / 5.2 11 / 8.3 100 / 26 2.83 / 1.07

C 28 / 10.7 19 / 5.0 12 / 9.0 100 / 35 3.08 / 1.07

D 19.5 / 11.8 21.5 / 5.3 6.5 / 7.0 63 / 37 1.83 / 1.03

E 10 / 8.8 25 / 3.6 0 / 4.8 42 / 35 1.00 / 0.94

AD 31 / 8.4 18 / 4.5 13 / 7.1 100 / 20 2.83 / 0.86

CN 9 / 4.5 26 / 2.4 0 / 0.6 31 / 27 1.00 / 0.42

patients) in the same direction but with less intensity. The situation with ICV
and Whole brain descriptors is very different. Median values of ICV for CN
and all AD patients are very similar: 1483 and 1490, respectively. Patients in
cluster C have a high median value of 1634, while patients in cluster A have a
low median value of 1404 that is lower than the CN median value. A similar
situation is with the Whole brain descriptor. CN patients have a median value
of 1051, patients in cluster C have an increased value of 1107, while patients in
cluster A have a very low median value equal to 918. Additionally, patients in
cluster C have a low standard deviation of ICV and Whole brain descriptors.

Differences between clusters A and C can also be seen in some other biological
descriptors. The rightmost two columns in Table 2 demonstrate that patients in
cluster A have very low Fusiform and MidTemp volumes. For patients in cluster
C these values are almost normal or only slightly decreased.

A good property of the multilayer clustering is that similarity of patients in
both attribute layers is needed if they are to be included in the same cluster.
Table 3 presents clinical descriptors with distinguishing values for patients in
cluster A. CDRSB is a distinguishing descriptor but it is not included in Table 3
because we have already demonstrated in Table 1 that it has very high values
for cluster A. The median value for the complete AD population for CDRSB
descriptor is 4.5 while the median value for cluster A is 5.5 with a low standard
deviation. Clinical descriptors with distinguishing values for patients in cluster
C are presented in Table 4.

4 Discussion

Very elaborate medical studies have recently shown that mild and severe cog-
nitive impairment as well as AD diagnosis are correlated with some measur-
able changes in the human brain. Our results are completely in agreement with
these results. Firstly, it has been shown that the progressive reduction in fluo-
rodeoxyglucose positron emission tomography (FDG-PET) measurement of the
regional cerebral metabolic rate for glucose is related with cognitive impairment
[3]. This follows from a series of increasing values in the second column of Table 2
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Table 4. Median values and standard deviations of clinical descriptors characteristic
for patients in cluster C. Distinguishing values are typeset in bold.

Ecog Pt Ecog Pt Ecog SP
Cluster Memory Organization Divided Attention

A 2.12 / 0.80 1.45 / 0.72 3.00 / 0.74

B 2.38 / 0.89 1.67 / 0.55 3.25 / 0.96

C 2.62 / 0.85 1.73 / 0.78 3.50 / 1.06

D 1.88 / 0.61 1.33 / 0.57 2.00 / 1.08

E 1.75 / 0.65 1.00 / 0.63 1.00 / 0.95

AD 2.38 / 0.75 1.50 / 0.74 3.25 / 0.93

CN 1.50 / 0.44 1.00 / 0.38 1.00 / 0.48

and how it nicely correlates with the decreasing values of the CDRSB score (last
column of Table 1) practically for all clusters A-E. Also, there is a recent re-
sult presented in [4] which demonstrates that the increased values of Florbetapir
F18-AV-45 PET (AV45) are positively correlated with dementia. This effect can
be noticed in the third column of Table 2 where we have constantly increasing
values for clusters A–E in the order of their cognitive impairment severity.

There is a statistical analysis of ADNI data which demonstrated that whole
brain atrophy and ventricular enlargement differ between cognitive impaired
patients and healthy controls [15]. The result is very interesting because it is
based on the same data source as our analysis. Our analysis detected the same
relation for clusters A, B, D, and E. So it is not surprising that in [15] this
property has been detected for the complete AD population. In our results the
lowest median value for the whole brain volume is for cluster B (1372) but it is
also very low for cluster A (1404). The real novelty of our result is cluster C in
which the corresponding median value of 1107 is higher than in all other clusters
and also higher in than in the complete cognitive normal population with median
value of 1051.

This result is important because it potentially suggests that we have two
different AD related physiological processes. One, that results in significantly
decreased IC and whole brain volumes and is characteristic for the majority of
AD patients, and second, that results in increased IC and whole brain volumes
and appears in only 10-15% of cases. If this hypothesis is actually true, it will
have substantial consequences for medical research and treatment of Alzheimer’s
disease. Namely, it is very likely that each of the two physiological processes will
require different research and treatment procedures.

An additional result of our analysis is an observation that decreased FDG-
PET values, increased AV45 values and decreased whole brain volume are espe-
cially characteristic for cluster A that is the largest and most homogeneous AD
subpopulation. So it is not a surprise that these properties have been previously
recognized as relevant for the complete AD population [3,4,15]. But if these
studies would have concentrated on the AD subpopulation in cluster A only,
the statistical significance and usefulness of their results would most probably
be even higher.



Biomarker Driven Segmentation of AD Patient Population 143

Especially interesting is the question whether different physiological develop-
ment of the AD disease may affect the clinical status of the patient and the
patient’s clinical prognosis. Figure 1 illustrates the differences between clusters
A and C for ICV and ADAS13 values. Black circles denote patients in cluster A
while empty squares are patients in cluster C. Signs + and – denote the position
of median values for the whole AD and CN populations, respectively. The big
black circle is the median value for cluster A patients and the big square is the
median value for cluster C patients. Results presented in Table 3 suggest that
patients characterized by decreased ICV, fusiform, whole brain, and MidTemp
results (type A patients) have clinically very intensive general picture of AD iden-
tified by high values of CDRSB, ADAS13, MOCA, and Functional Assessment
Questioner scores. In contrast, patients characterized by increased ICV, almost
normal fusiform, slightly increased whole brain, and slightly decreased MidTemp
(type C patients) have main problems with Everyday cognition, especially with
Memory, Organization, and Divided Attention (see Table 4). This is potentially
an interesting issue for further medical expert evaluation. A preliminary obser-
vation is that type C patients have self-awareness and insight to the condition.
This pattern is not the usual course of classic AD where the level of insight
decreases as the disease progresses.

Fig. 1. Alzheimer’s disease patients in cluster A (circles) and those in cluster C
(squares) presented in the space defined by the ICV (Intracerebral Volume) and
ADAS13 (Alzheimer’s Disease Assessment Scale)

Four squares at the bottom of Figure 1 denote four patients with cognitive
normal diagnosis included into cluster C. This is a potentially interesting fact
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suggesting that the physiological process of type C (increased IC and whole brain
volumes) may in a small number of patients, in spite of significant physiological
changes, result in only slightly changed clinical status, which is diagnosed as
cognitive normal. In contrast, the significant physiological changes resulting from
the process of type A (low FDG-PET, high AV45), according to the available
data, practically always results in severe dementia diagnosed as AD.

5 Conclusions

This work presents the application of a novel clustering methodology to dis-
cover relations between two distinct sets of descriptors. The result is a set of
small but homogeneous clusters of examples (patients). The main advantages of
the methodology are that it may be successfully used on instances described by
both numeric and nominal attributes and that it has a well-defined stopping cri-
terion. Additionally, its unique property is that the quality of clusters is ensured
by the requirement that examples must be similar in at least two different at-
tribute layers. As a consequence the resulting clusters present the segmentation
of the complete population where each subpopulation has some homogeneous
properties in both layers. AD domain is a good example of a task in which
relations between layers can be different or even contradictory for various sub-
populations. In such cases it is very difficult to identify relevant relations on
a complete population by classical statistical analysis and supervised machine
learning approaches. But after successful segmentation even a simple analysis
of median values and standard deviations may enable identification of relevant
relations.

The most relevant problem of the methodology is that constructed clusters are
small and that they tend to be even smaller if more than two layers are used. In
the concrete AD domain we got some useful insight about less than a half of AD
patients and practically no insight about cognitive normal patients and patients
with mild impairment. Additionally, the methodology has high time complexity,
which is growing quadratically with the number of examples. Because of this
the methodology is currently applicable only to domains with an order of 1,000
examples.

The results of the analysis are potentially relevant medical hypotheses. It
will be necessary to extend the clinical measurements and to further study the
identified relations in order to confirm correctness of these hypotheses.
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Abstract. Atrial fibrillation (AF) is an abnormal heart rhythm origi-
nated in the top chambers of the heart. The goal of pulmonary vein abla-
tion for AF is returning to normal heart rhythm; nevertheless restoration
of sinus rhythm is difficult to prognostic. In order to predict AF recur-
rences regularity of atrial activity morphology was studied. Intracardiac
recordings from 43 paroxysmal and persistent AF patients registered pre-
vious to ablation procedure were monitored after the intervention. Re-
sults showed differences in entropy measurements from dipoles located
in the right atrium with lower values of entropy in the recurrent group
than in group that maintain sinus rhythm (p=0.004). The same trend
was showed by entropy measures from spatial correlation between dipoles
located in the right atrium, with lower values in the non-recurrent group
than in the group with AF recurrence (p=0.009). Moreover, differences
between both atria were found in the non-recurrent group 4.11± 0.01 in
the left atrium vs. 4.07 ± 0.01 in the right atria (p=0.04). These find-
ings show that atrial activity is more regular in the right atrium in the
patients with non recurrences in AF.

Keywords: atrial fibrillation, entropy, correlation, ablation.

1 Introduction

Atrial fibrillation (AF) is the most common sustained arrhythmia. Prevalence
increases from 0.1% among adults younger than 55 years to 9.0% in persons aged
80 years or older [1]. AF affects the upper chambers of the heart. It reduces the
ability of the atria to pump blood into the ventricles and causes an irregular
ventricular response. Since the atria are not emptying properly during fibrilla-
tion, blood clots can develop and travel to small vessels in the head and cause a
stroke.
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Treatment of AF is directed toward controlling underlying causes, slowing
the heart rate and/or in restoring and maintaining sinus rhythm in patients to
avoid the need for anticoagulation, to reduce thromboembolic risk and prevent
tachycardia induced cardiomyopathy and improve survival.

Pharmacology treatments are commonly used for patients suffering from this
disease, in the longer term to control or prevent recurrence of AF, but med-
ications may not be effective and may have intolerable side effects. Electrical
cardioversion is successful in over 95% of patients with AF, but 75% of patients
have a recurrence of AF within 1 to 2 years [2]. Non-medication treatments of
AF include pacemakers, atrial defibrillators, and ablation procedure.

Pulmonary vein isolation shows promise for the treatment of AF and has
a high rate of success. It is increasingly being used for its efficacy compared
with antiarrhythmic drugs. It requires a change in strategy, since recovering the
therapeutic ideal of curing a disease that until recently was considered incurable,
resulting in improved quality of life.

Pulmonary vein isolation is a catheter ablation technique where radiofre-
quency energy is applied to destroy this small area of tissue [3]. The use of
radiofrequency energy causes scar tissue to form. The resulting tissue blocks the
extra electrical signals from the pulmonary veins reaching the left atrium, so the
area can no longer generate or conduct the fast, irregular impulses. This process
is repeated around the opening of each of the four pulmonary veins. The long-
term goal of the pulmonary vein ablation procedure is to eliminate the need for
medications to prevent AF.

The success rate for a single pulmonary vein ablation procedure depends on
many factors and at the moment it is difficult to predict when AF will be cured.
Previous studies have characterized AF by heterogeneous and unstable patterns
of activation including wavefronts, transient rotational circuits, and disorganized
activity [4]. The goal of this study is to calculate entropy measure from atrial
beats correlation sequences derived from intracardiac recordings of paroxysmal
and persistent AF subjects in a three months follow-up ablation procedure to
determine if it is possible to predict recurrence outcome.

2 Materials

AF intracardiac recordings were registered in 43 patients immediately before
AF ablation procedure. Table 1 shows different parameters from recurrent and
non-recurrent AF patients where there was no statistically significant difference
between groups. A 24-pole catheter (Orbiter, Bard Electrophysiology, 2-9-2 mm
electrode spacing) was inserted through the femoral vein and positioned in the
right atrium (RA) with the distal dipoles into the coronary sinus (CS) to record
left atrial (LA) electrical activity as well. The medium and proximal group of
electrodes were located spanning the RA free-wall peritricuspid area, from the
coronary sinus ostium to the upper part of the inter-atrial region. Using this
catheter, 12 bipolar intracardiac electrograms from the RA (dipoles from 15-
16 to 21-22) and LA (dipoles 1-2, 3-4, 5-6 and 7-8), were digitally recorded at
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1 kHz sampling rate (16 bit A/D conversion; Polygraph Prucka Cardio-Lab,
General Electric). Fifty to 60 seconds recordings from paroxymal and persistent
AF patients were analyzed. All patients were monitored after ablation, and were
divided in 2 groups according to AF recurrence outcome 3 months after ablation
procedure.

Table 1. Patient Clinical Characteristics

Parameters Recurrent AF Non-recurrent AF

Paroxysmal AF Patients 10 13
Persistent AF Patients 7 13
Male (%) 11(65%) 24(88%)
Age (years) 51± 14 48± 14
Structural heart disease (%) 4(29%) 5(22%)
Left atrium size (mm) 44± 8 44± 6

3 Methods

Our method relies on combining three key insights. First is the fact that the
amplitude of atrial peaks can provide information about AF morphology, the
second key insight is that maximum correlation from sequential time windows
that contain one atrial beat provides information from the variation of signals
along the time, and it also allows accurate calculation of the distance from atrial
peaks. The third key insight used is the entropy to measure AF irregularity.

3.1 Preprocesing

Electrograms from LA (dipoles from 1-2 to 3-4) and RA (dipoles from 17-18 to
19-20) were preprocessed according to the steps proposed by Botteron [5]. Ini-
tially, signals were band-pass filtered between 40 and 250Hz. This filter keep the
high frequency oscillations of atrial activations, while damping the low frequency
components due to noise and interference from the surroundings that may be
captured within silent periods (i.e. the segment between consecutive activations).
Subsequently, the signal is rectified. This is the key step of the preprocessing,
which makes the fundamental frequency peak arise well over the harmonics. Fi-
nally, the absolute value of the filtered waveform was low-pass filtered with a
20Hz cut-off filter. The properties of this preprocessing approach are described
in [6].

3.2 Correlation Measurements

Normalized correlation function was applied to examine whether it could be
identified differences between wave morphologies along the time in both atrial
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chambers. This analysis requires two simultaneous signals recorded from closely
spaced bipolar endocardial recordings.

The discrete cross-correlation function between discrete time series of N
length data x and y can be approximated by:

Rxy(i) =
1

N

∑
N−k−1
i=1

(xi − x)(yi − y)

σxσy
, (1)

where x and y are the mean values of the two time series, and σx, σy are the
standard deviations of the corresponding segments x and y, respectively.

Two different applications of normalized cross-correlation were proposed.
First, normalized cross-correlation function was calculated over each electro-

gram, overlapping segments that contain one atrial beat, where maximum of
cross-correlation was calculated. This operation was repeated on sequential win-
dowed segments for the entire data file. As result, it was obtained a time series
composed from the correlation coefficients of the segments.

Moreover, spatial correlation analysis was performed between two electro-
grams registered from very close positions in each patient. The cross-correlation
function was calculated over intervals for each electrogram (non-overlapping one
atrial beat segments). For each data segment analyzed, the maximum peak was
considered as the correlation coefficient of those two signals for that period of
time. This operation was repeated on sequential windowed segments for the en-
tire data files and a time series was built with the segment correlation coefficients.

3.3 Shannon Entropy

Due to the huge irregularity of the correlation coefficients time series, it was
applied entropy measures to evaluate whether there were differences in the regu-
larity along the atria in the group of patients who maintained sinus rhythm and
in the patients with recurrences in AF.

The entropy is usually calculated according to the well-known Shannon de-
finition [7]:

SE = −
M∑
i=1

p(i) ln p(i), (2)

where M is the number of discrete values the considered variable can assume
and p(i) is the probability of assuming the ith value.

3.4 Statistical Analysis

As a final step statistical techniques were applied to the extracted parameters.
The parameters are expressed in terms of mean and standard deviation values.
Independent t-student tests were used for comparison between both groups of
results. Results were considered to be statistically significant at p < 0.05.
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(a) RA correlation dipole (Entropy=3,98)
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(b) RA correlation dipole (Entropy=4,12)

Fig. 1. Maximum Correlation from sequential time windows along the signal recorded
in the RA from a non-recurrent AF and a recurrent AF patients, with a entropy value
of 3, 98 in the left and with a entropy value of 4, 12 in the right
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4 Results

Figures 1(b) and 1(a) represent the capability of entropy measurements to cap-
ture the disorganization of maximum correlation time series. Whereas the en-
tropy of the signal in Figure 1(a) (up) was 3.98 (higher predictability), in the case
of Figure 1(b) (down) raised up to 4.12 (lower predictability). These examples
illustrate how higher values of entropy correspond to more disorganized signals.
In addition, higher correlation values indicate higher organization degrees in the
atrial electrical activation and in this case it was correspond with lower entropy
values.

Entropy measures from temporal and spatial correlation analysis showed dif-
ferences between both chambers, shower higher regularity in the RA in patients
that did not have AF recurrences.

Entropy measurements from temporal maximum correlation along the right
and left atria showed a higher entropy in the measurements from the RA in
the patients with recurrences in AF (3.97± 0.24) than in patients that mainte-
nance sinus rhythm (3.62±0.59), showing a statistical signification of p = 0.004.
There was no statistically significant difference between entropy measures in the
LA (Figure 2).

In addition, entropy from maximum correlation time series extracted from
two dipoles located in very close positions showed higher values in those dipoles
located in the RA in patients with recurrences in AF, with 4.08±0.05 for the non-
recurrent AF group and 4.11± 0.03 for patients associated with AF recurrence
(p=0.009). Non statistically significant differences were found between entropy
measures from correlation between dipoles located int the LA (Figure 3).
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Fig. 2. Entropy from temporal correlation in both atria in recurrent and non recurrent
AF groups



152 R. Cervigón, J. Moreno, and F. Castells

Recurrent AFNon-recurrent AF

4,20

4,15

4,10

4,05

4,00

3,95

3,90

6
31

RA
LA

Fig. 3. Entropy from spatial correlation in both atria in recurrent and non recurrent
AF groups

Furthermore, comparison between entropy measures from maximum correla-
tion of two dipoles located in the LA and two dipoles sited in the LA showed
statistical significant differences in the patients associated with sinus rhythm
maintenance. In the LA entropy was 4.11 ± 0.04 vs. 4.08 ± 0.05 measured in
the RA. Nevertheless, in the group associated with AF recurrences there was no
statistical significant differences between both chambers (Figure 3).

5 Discussion

Catheter ablation of AF with the procedural end point of pulmonary vein isola-
tion is now a widely accepted procedure with generally good efficacy for patients
with AF [8,9]. The search for predictors of AF ablation success is currently of
high clinical interest [10,11].

On multivariate analysis, the predictors of overall clinical of AF termination
by ablation include shorter ablation duration, younger age, male gender, and
the presence of hypertension [12]. In addition, the dominant atrial frequency
has been described as a predictor of AF ablation outcome [13]. Furthermore,
combination of other parameters such as a larger LA diameter and the presence
of non-pulmonary veins ectopy during the procedure can predict late recurrence
during long-term follow-up [14].

This paper proposes entropy measure from AF morphology as potential pre-
dictor for AF recurrence, where low entropy values, specially at the RA, are as-
sociated with sinus rhythm maintenance. Patients that remained in sinus rhythm
presented lower entropy values in the RA compare with those who turned back
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to AF. Indeed, patients within the recurrent AF group had higher entropy val-
ues, i.e. the atrial morphology in this group was more disorganized. This means
that patients with a more chaotic atrial electrical activity in the RA will have a
higher risk to AF recurrence. With respect to atrial regions, entropy values ex-
hibited a LA to RA gradient, with higher values at the LA, only in patients that
were in sinus rhythm, where similar results were found in previous studies [15].
All these results are consistent and suggest that high entropy values could be a
pro-arrhythmic indicator and be related to AF drivers or AF maintenance and
perpetuation.

It is possible that after successful AF ablation, the electrophysiological proper-
ties of the LA, responsible for AF maintenance, are supposed to be dramatically
modified. RA electrophysiological properties could be also changed. These results
are consistent with previous studies where sample entropy was used as a tool to
measure regularity from atrial activity across the electrogram, with higher dif-
ferences in the [16]. The major conclusion of this study is the differences found
between both groups respect to RA and the LA to RA entropy gradient found
in the group that maintains sinus rhythm.
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Abstract. People suffering from heart diseases are liable to many accidents due 
to the occurrence of sudden heart attacks. As ECG signal processing can help to 
detect any heart malfunction as heart attack, in this paper, an integrated system 
is designed and implemented to help patients with heart disease by sending their 
ECG signals to the nearest hospital for a rapid intrusion and to alarm their 
neighbours or relatives. The system is based on collecting the ECG signals 
through a small portable device that applies signal processing techniques to 
identify the signal abnormalities. An alarm is then sent to the nearest hospital in 
the area based on the wireless ZigBee technology. A receiver module, to be es-
tablished at the nearby healthcare facilities, is designed to receive these alarm 
signals. An automatic call centre is combined with the receiver unit to initiate a 
series of automatic calls with the patient’s contacts to help save him. The sys-
tem has been applied to an ECG simulator programmed to produce abnormal 
ECG signals at specific time intervals. The system experimental results have 
shown that a receiver established at distances up to 1.24 km from the transmit-
ter unit could receive correct alarm signals in short time delays. The system 
could achieve an accuracy of 89% of correct data transfer. 

Keywords: ECG, Heart attack, wireless transmission, ZigBee.  

1 Introduction 

A coronary heart attack is a heart block which occurs due to a blood clot. This may 
happen from the build-up of fat, cholesterol and other substances as plaque which 
affects the blood flow. When blood is blocked in the coronary artery, the heart muscle 
supplied begins to die [1]. Damage increases the longer an artery stays blocked. Once 
that muscle dies, the result is permanent heart damage. Heart attack is one of the most 
common causes of death. About 325,000 people-a-year die of coronary attack before 
they get to a hospital or in the emergency room [2]. The heart attack can be detected 
based on the ECG ST-segment, which corresponds to the level of damage inflicted on 
the heart [3]. The ST-segment elevation myocardial infarction (STEMI) is the most 
serious type of heart attack, where there is a long interruption to the blood supply [2]. 
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This is caused by a total blockage of the coronary artery, which can cause extensive 
damage to a large area of the heart.  

Since ECG signal processing can help to reveal abnormalities and detect heart at-
tack, a three-lead portable device can be connected to the patient to pick up the ECG 
signals and perform signals analysis to identify the abnormal ST- wave. Many appli-
cations have been performed to transmit the patient acquired signals to a receiving 
station via wireless communication technology in order to receive the data transmitted 
and analyse it [4, 5]. 

Wireless communication is a fast-growing technology as it allows for systems  
flexibility and mobility [6]. The wireless technologies include Bluetooth, ultra-
wideband (UWB), Wi-Fi, ZigBee and GPS. IEEE defines the physical (PHY) and 
media-access control (MAC) layers for wireless communications over ranges around 
10-100 meters. Bluetooth, ultra-wideband, ZigBee over (IEEE 802.15.1/3/4) respec-
tively, and Wi-Fi over (IEEE 802.11) represent four protocol standards for short range 
wireless communications with low power consumption [7]. The main features for the 
various wireless technologies have been compared in literature [8]. Various metrics 
for the Bluetooth and Wi-Fi features have been presented in terms of including capac-
ity, network topology, security, quality of service support, and power consumption 
[9]. The strengths and weaknesses of ZigBee and Bluetooth for industrial applications 
have been studied in [10]. ZigBee can meet a wider variety of real industrial needs 
than Bluetooth due to its long-term battery operation, greater useful range, flexibility 
in a number of dimensions, and reliability of the mesh networking architecture. For 
data transmission over long distances, ZigBee devices allow passing data through 
intermediate devices to reach more distant ones, creating a mesh network; a network 
with no centralized control suitable for applications where a central node can't be 
relied upon. 

ZigBee is intended to be used in applications that require only a low data rate, long 
battery life, and secure networking [5]. It has a defined rate of 250 kbit/s, best suited 
for periodic or intermittent data or a single- signal transmission from a sensor or input 
device. The ZigBee technology has the advantage of being simpler and less expensive 
than other wireless personal area networks (WPANs), such as Bluetooth or Wi-Fi.  

This paper presents the design and implementation of a low-cost wearable ECG-
based heart attack detection system. The system has two main modules which have 
been integrated and adapted to transmit and receive the patients ECG signals. The 
first module is a small portable device with the patient. It acquires the raw ECG data 
from the leads placed in predefined locations of the patient chest. All necessary pro-
cessing for heart attack detection and formatting of the ECG data for its transmission 
occur in the microcontroller included in the mobile unit. Upon heart attack, the system 
sends an alarm and/ or complete signals via a low-cost RF transceiver to the second 
module which is the receiver placed at the healthcare facility.  
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2 Methodology 

In this paper, we have implemented a prototype hardware system consisting of two 
main modules as shown in Fig. 1. First, data collection & transmission module: a 
small-sized portable device mainly responsible for collecting the ECG signals from 
the patient chest via three leads and applying signal processing techniques to detect 
heart attack, then transmitting an alarm along with the defected signals to the nearest 
hospital. Second, the receiver module: is connected to a PC at the hospital to receive 
the transmitted signals in order to allow for the quick hospital intervention either by 
making automatic phone calls with the patient’s relatives and neighbours contacts or 
by giving an alarm to the hospital emergency department. The ZigBee-based wireless 
technology is used for the data wireless transmission. The detailed description for the 
system components is given in the following sections. 

 

Fig. 1. A wireless transmission/receiver system 

2.1 Data Acquisition and Transmission  

In ECG data acquisition and transmission, an Arduino shield kit [11] is used to read 
the three-leads output from the patient chest and process it in order to classify three 
different categories of ECG signals. These categories are:  

(a) Normal (patient-1) which reflects normal ECG signals without any abnormali-
ties with normal heart rate of 60 heart beats per minute. 

(b) Abnormal (patient-2) which represents an ECG abnormality due to the ST seg-
ment defect probably leading to heart attack. 

(c) Abnormal (patient-3) that reflects any abnormality of ECG signals other than 
heart attack, e.g. atrial flutter. 

The system has been applied to an ECG simulator programmed to produce abnormal 
ECG signals at specific time intervals. The collected signals are analyzed in order to 
identify the signal category (Heart attack or not) and to give a label to each category. 
If there is no heart attack detected, the system will ignore the data else, it will  
generate an alarm/ signal to be transmitted via a ZigBee module [12] connected to the 
Arduino kit as illustrated in the block diagram in Fig. 2.   This alarm or signal can be  
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an on/ off pulse, a short segment of the ECG  signal showing the ST-segment defect, 
or a longer segment of the ECG signal (3 seconds long) to allow the physician receiv-
ing it to review and analyze it visually. The data acquisition and transmission module 
components are shown in Fig. 3. 
 

 
 

Fig. 2. Data acquisition and transmission block diagram 

 

 

Fig. 3. Data acquisition and transmission setup 

ECG Arduino Shield Kit 

ZigBee  Module Transmission 

Patient 

ECG simulator 
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2.2 The Receiver 

The receiver is composed of a ZigBee module connected via an Arduino microcon-
troller kit to the PC to be placed at the hospital, where all the patients’ contacts are 
stored. This is illustrated in Fig. 4. According to the received signal class label, the 
system PC would initiate a series of automatic calls with the patients’ relatives or 
neighbors whose contacts are stored and also would generate an alarm to the emer-
gency department. Sometimes the received alarm is accompanied with a part of the 
ECG signal indicating the abnormality. 

 

 

 

 

 

 

 

 

 

Fig. 4. System receiver block diagram 

2.3 Wireless Technology 

In our system, XBee RF Modules [12] are used to implement the ZigBee protocol for 
peer-to-peer wireless communication between the two Arduino systems at the  
transmitter and receiver, allowing them to communicate over a modified ZigBee pro-
tocol.  The two Arduino systems should be of the same series (Series 2) as the XBee 
modules.  The XBee receiving kit is connected to the hospital PC at the receiving 
station, the other transmitting kit is portable with the patient data acquisition and 
transmitting device. 

The system setup can transmit/receive three types of signals along with the ECG 
class label:  Type 1 is only On/ Off pulse alarm, Type 2 is On/ Off pulse alarm in 
addition to a segment of the ECG signal of one or two ECG cycles length, and Type 3 
is On/ Off pulse accompanied with a 3 seconds long ECG signal. The ECG categories 
labels transmitted are: Category-1 for normal patients, Category-2 for heart attack, 
and Category-3 for atrial flutter.  The different ECG categories and signal types  
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transmitted are tabulated in Table 1. In the system experimental trials, the system 
transmitter is assumed to be located at a certain position A, while the receiver is 
placed at four different locations according to the studied distances between the 
transmitter and receiver: 10 m, 120 m, 1240 m, and more than 2.5 km. Table 2 illus-
trates the studied transmitter/receiver locations and their separating distances. 

2.4 ECG Signal Processing 

The signals have been acquired in time domain. A back/forward search algorithm for 
the ST episodes detection is used. After detecting the R wave of the QRS complex, a 
timer is initialized to calculate the ST-segment interval together with determining the 
positive or negative values of the ST wave. This interval is then compared to a specif-
ic threshold. If it is longer than the threshold and in negative direction, a heart attack 
is detected. 

3 Results 

The system has been tested by varying the distances between the transmitter and re-
ceiver. For every studied receiver location, the three signal types were also tested to 
be transmitted separately for all the classified ECG categories. The received signals 
have been verified to the actual signals sent from the transmitter and the time delay 
time has been recorded. As shown in Table 3, the system could correctly receive the 
signal Types 1 and 2 in the distance domain less than 1.5 km. However, the system 
couldn’t correctly receive the Type 3 signals due to the relatively long ECG segment 
transmitted of 3 seconds duration. 

Table 1. Transmitted signal types and ECG categories 

Signal Description 

Type 1 On/ Off pulse alarm 

Type 2 On/ Off  + segment of ECG signal 

Type 3 3 seconds long ECG signal 

ECG 
Category Description 

1 Normal 

2 Heart Attack 

3 Atrial flutter 
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Table 2. Transmitter/receiver locations and separating distances 

Point Description Distance between source and receiver 

A Source Base point 

B Building B 10 m 

C Building C 120 m 

D Building D 1240 m 

E Open Space More than 2.5 km 
 

Table 3. The system performance and calculated time delay between signals transmitting and 
receive 

Signal 
Time Delay (s) 

Building 
B 

Building 
C 

Building D E 

Type 1 0.5 0.52 0.6 not received 

Type 2 1 1.2 1.4 not received 

Type 3 1.3 1.8 received incorrectly not received 

4 Discussion and Conclusion 

An integrated system has been introduced to help people suffering from heart disease 
and liable to a heart attack to send their recorded ECG signals to the nearest hospital 
in the patient area upon detecting a heart attack. The system is based on collecting the 
ECG signals via a small portable device which can identify the abnormal signals by 
applying signal processing techniques. An alarm along with a part of the recorded 
signal can then be transmitted to the nearest hospital based on ZigBee technology. 
The system performance has been verified by calculating the time delay between the 
signals transmit and receive. The percentage of the correctly detected alarm signals 
was also computed. The system could achieve an accuracy of 89% of correct data 
transfer. 

The system was shown to correctly receive the transmitted signals for distances 
within the ZigBee domain (1.5 km for series-2) [5]. However at a distance of 1.24 km, 
the 3 seconds long ECG signal couldn’t be received correctly. This is due to the signal 
reflections problem inside concrete buildings, which increases for longer distances 
and for transmitted signals of longer length. In order to overcome that, the receiver 
should be replaced by two perpendicular antennas. Also, the signals may be divided 
into smaller sub-segments to be sent without error. For distances longer than 2.5 km, 
the system failed to receive all types of transmitted signals (alarm and the 3 seconds 
long ECG signals). 



162 K.S. Ahmed and S.M. El-Metwally 

 

Because the reachability radius achieved is only about 1.24 km, it is not likely to 
expect patients being so close to the hospital. As a future work, the communications 
from the patient's device to the hospital may to be conveyed using cellular networks 
or other wide-range communication technologies in order to extend the covered dis-
tances. 
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Abstract. Current discussions about cost-effectiveness in the field of medical 
devices for cardiology are reviewed.  In order to identify the trends, we per-
formed a review of studies published in medical journals. After having re-
viewed 1143 originally identified papers, we finally selected 61 papers to be 
studied in detail. The selected papers are classified into two categories: diagnos-
tic and therapeutic medical devices, while technology for telemedicine is briefly 
mentioned. In each category, cost-effectiveness results of chosen modalities are 
presented. The main trend seems to be avoiding invasive technology during the 
treatment. This trend is obvious both in the field of diagnostic and therapeutic 
devices. In CAD diagnostics, some authors try to prove that CT, PET or SPECT 
are more cost-effective than ICA. As compared with the classical (open chest) 
surgery in the past, the treatment of cardio-vascular illnesses is moving to less 
invasive interventions (TAVI versus SAVR is just one example). 

Keywords: HTA review, medical devices, cardiology, cost-effectiveness. 

1 Introduction 

Coronary artery disease (CAD) is the main cause of death in high-income countries 
[1]. The World Health Organization estimates there will be about 20 million deaths 
from cardiovascular reasons in 2015, accounting for 30 percent of all deaths world-
wide [2]. Moreover, aging of population mirrors in an increase in the incidence and 
prevalence of cardiovascular diseases in the elderly. Odden et al. [3] constructed a 
prognosis of the absolute coronary heart disease prevalence from 2010 until 2040 in 
U.S. (see Figure 1). According to European Cardiovascular Disease Statistics 2012 
[4], costs of cardiovascular diseases are estimated at almost €€ 196 billion a year in the 
EU (54% direct healthcare costs, 24% productivity losses, and 22% opportunity costs 
of informal care). In the last decade we have witnessed a great progress in cardiology, 
especially in non-invasive diagnostic methods and in treatment of a wide range of 
heart diseases.  

Limited resources and continuously growing costs in health care have led to the 
necessity to assess effectiveness, appropriateness and costs of health technologies 
incl. medical devices. However, apparatus have their specificities that affect signifi-
cantly all processes, where they are involved [5]. In Health Technology Assessment, 
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they lead to special methods different from other technologies [6]. The main chal-
lenge remains to be how to calculate and express the effects (outcomes) of a particular 
device. The generally used QALY concept is not suitable for medical devices, as they 
frequently do not directly affect the quality of life and/or life years of the patient. The 
efficiency of a device depends not only on the device itself, but also on how it is used 
(the skill and experience of the surgeon, organization of work on the clinic, etc.) [7]. 
Its effect can be lower radiation, more comfort for the clinician or the patient, better 
image resolution. We recommend to calculate standard CEA, where the effects are 
evaluated by means of a combination of value engineering methods and multiple-
criteria decision analysis, while costs are evaluated directly (ideally by the micro-
costing method) [6]. 

In this paper we briefly review current discussions about cost-effectiveness in the 
field of devices for cardiology. 

2 Methods 

In order to identify current trends in the field of medical devices used in cardiology, 
we performed a review of studies in journals focused on cardiology, medicine, bio-
medical engineering and health economy. We focused the review on state-of-the-art 
instrumentation in cardiology. The following data bases were searched: Web of  
Science, Science Direct, SpringerLink, Wiley Online Library, PubMed. We system-
atically selected relevant papers that contained a cost-effectiveness analysis. We  
included studies regardless of their design, sample size, time span or a particular 
coronary disease. The electronic and hand searches retrieved 1143 references. Of 
these, 155 papers were considered potentially relevant to the review of cost-
effectiveness in instrumentation for cardiology. Out of them, 61 papers were selected 
and included in the detailed study. These papers were classified according to their 
focus on diagnostic and therapeutic devices. Figure 1 shows the flow of studies 
through the review.  

3 Results - Apparatus 

3.1 Diagnostic Medical Devices 

Computed Tomography (CT). Non-invasive visualization of coronary arteries is a 
modern trend in cardiac imaging. The majority of studies in cardiac imaging have 
been focused on CT, only a few of them on other non-invasive or less-invasive mo-
dalities like SPECT, PET and/or scintigraphy [8-10]. Cardiac catheterization, the 
historically most frequently used modality for coronary imaging, is invasive, costly, 
and often performed unnecessarily [11].  

A full substitution of the invasive coronary angiography (ICA) in revascularization 
assessment is unlikely, particularly as angiography and angioplasty are often done on 
the same occasion, but there is a trend to avoid excessive interventions [12].  

According to the Catalan et al. [13], the initial CT strategy is better than the  
strategy with initial ICA, because it allows for avoiding ICA and post-ICA  
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morbidity- mortality, with significant savings in CAD patients diagnostic process. 
DSCT (dual source CT) coronary angiography is cost-effective for diagnosing CAD 
in patients with an intermediate pre-test likelihood [14, 15]. Dewey et al. [16] and 
Halpern et al. [17] report CTA being a cost-effective strategy before cardiac catheteri-
zation in patients with the pre-test probability up to 50%. Kreisz et al. [18] allows for 
the pre-test likelihood up to 65%, and Stacul et al. [19] even up to 86%. CT angiogra-
phy cost effectiveness proved to be better in the large majority of patients [19], which 
is supported by [20, 21]. The studies show a large heterogeneity. In order to increase 
the reliability, more studies are necessary that would combine the existing results [22] 
or use large randomized controlled trials. 

 

Fig. 1. Flow of studies through the review 

Angiography. The invasive coronary angiography (ICA) remains the predominant 
method for guiding decisions about stent implantation [23]. As mentioned above, CA 
is most often compared with CT angiography. Dorenkamp et al. and Halpern et al. 
[14, 17] suggested that the CA is cost-effective in the case of the pre-test probability 
up to 50% or even more. With the effort to reduce costs of CA, there is a way to trans-
fer some CA examinations to ambulatory conditions, while maintaining clinical ef-
fectivity and safety. Matchin et al. [24] showed that ambulatory coronary angiography 
in patients with coronary heart disease was safe, with a low complication risk, and 
due to decreased hospitalization days reduced the average procedure cost by 19%. 

PET, SPECT. Most studies concerning these diagnostic modalities in cardiology have 
not been focused on cost-effectiveness. They investigated the clinical effectiveness  
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[8, 25, 26] and attempted to demonstrate a suitability of these diagnostic modalities  
for cardiologic examinations and their inclusion into the guidelines [27]. Bengel et al. 
in his systematic review of the PET diagnostic modality [19] mentioned that  
some studies supported the overall cost-effectiveness of the technique despite of higher 
costs of a single examination, because unnecessary follow-up procedures can be 
avoided.  

As concerns SPECT, Shaw et al. [28] reported that SPECT is a cost-effective ex-
amination method in intermediate risk patients with a stable chest pain. Meyer et al. 
[10] compared SPECT with CT and reported a higher cost of the first-line SPECT 
myocardial perfusion test as compared with CT. 

Electrocardiography (ECG). ECG is used as the basic imagining modality in cardi-
ology. Many of both cost-effectiveness and clinical effectiveness studies are focused 
on the prevention of the sudden cardiac death of athletes [29, 30] and also non-
athletes [31]. The risk of the sudden cardiac death may be up to 2.8 times higher in 
top-performance athletes as compared with non-athletes. ECG with other cardiac and 
physical examinations is cost-effective also in comparison with other well-accepted 
procedures of modern health care [30]. However, Anderson et al. [32] suggests that in 
order to determine the cost-effectiveness of the ECG screening program in the US it is 
necessary to understand the sudden cardiac death problematic and etiology better. 

ECHO. ECHO can be used as an alternative diagnostic strategy. Bedeti et al. [33] 
concluded that stress echocardiography is cost-effective as a basic strategy in low-risk 
chest-pain patients, as the risk and cost of radiation exposure is void. Similar results 
were reported by Shaw et al. [28] that found the strategy using echocardiography in 
low-risk patients with suspected coronary disease cost-effective. Another cost effec-
tive usage of echocardiography is the transthoracic echocardiography (TTE) in  
patients newly diagnosed with atrial fibrillation (AF) [34]. Kitada et al. [35] were 
interested in a comparison of diagnostic accuracy of a pocket-size pTTE with a stan-
dard TTE. The paper shows that the pocket-size pTTE provides an accurate detection 
of cardiac structural and functional abnormalities beyond the ECG. However, the cost 
effectiveness analysis is necessary. Similarly, Trambaiolo et al. [36] was interested in 
a similar device: hand-carried ultrasound (HCU) device in an outpatient cardiology 
clinic. His results show that using a simple HCU device in an outpatient cardiology 
clinic allowed for reliable diagnoses. This modality proved to be cost and time saving.  

Another chapter in echocardiography is its application in pediatric diagnostics. 
Echo screening among siblings suffering from bicuspid aortic valve disease is effec-
tive and inexpensive, and it may lower the risk of complications. Hence, it should be 
incorporated into the clinical guidelines [37]. 

3.2 Therapeutic Medical Devices 

Transcatheter Aortic Valve Implantation (TAVI). Not so long ago, the only option 
of effective treatment of patients suffering from a heavy form of arterial stenosis was 
the surgical replacement of the aortal valve (SAVR). Unfortunately the surgery may 
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not be suitable for a part of these patients [38]. For them, the Transcatheter Aortic 
Valve Implantation (TAVI) represents a less invasive option. The PARTNER high 
study showed that for the risk patient group, TAVI is approximately as effective as 
the surgical methods [39]. 

The results of Neyt et al. [40] and Fairbairn et al. [41] indicated that TAVI shows a 
better cost efficiency for the non-operable patients. Fairbairn concluded that, in spite 
of greater procedural costs, TAVI is more cost efficient than the Surgical Aortic 
Valve Replacement (SAVR). Reynolds  et al. [39] suggested that the transfemoral 
TAVI is economically more interesting than SAVR, but results do not speak in favour 
of the transposal TAVI. On the other hand, Doble with his colleagues [42] made a 
complex analysis comparing TAVI and SAVR. Their results indicate that TAVI is 
less cost effective than SAVR in a 20-year horizon. 

Resynchronization Therapy. Blomstrom et al. [43] indicates that cardiac resynchro-
nization therapy (CRT) is a cost-effective treatment in Scandinavian health care set-
ting as compared to traditional pharmacological therapy. The authors recommended it 
for routine usage in patients with moderate to severe heart failure and manifestations 
of dyssynchrony. CRT was shown to be cost-effective in patients with hearth failure 
also in the Brazilian health care system [35]. The study simultaneously investigated 
cost-effectiveness of an upgrade of CRT to CRT+ICD (CRT + implantable cardio-
verter defibrilator). However, this upgrade proved only marginally cost-effective in 
patients with an implanted ICD [44]. 

CRT defibrilators (CRT-D) may offer a higher chance of survival from the sudden 
cardiac death as compared with CRT pacemakers  (CRT-P), the increase in clinical 
effect is significant and justifies the three times higher price of the CRT-D devices 
[45]. When the cost and effectiveness of CRT and CRT-D are compared with the 
optimum pharmaceutical therapy, the estimated net benefit from CRT-D is less than 
in two other strategies, while the ICER threshold exceeds 40 160 GBP/QALY [46]. 

Implantable Cardioverter Defibrilator (ICD). The implantable cardioverter defibri-
lator is a machine that is used for the treatment of patients suffering from hearth  
arrhythmias and a sudden death [47]. This treatment proved to work and it is well 
received not only for secondary prevention, but also as the primary prevention for 
patients with a high risk of hearth´s death. The primary prevention can be described as 
an effort to make an impact on the cause of the disease [48]. In the systematic review 
by Garcia et al. [49], there are mentioned several studies describing different aspects 
of ICD for the primary prevention. The cost-effectiveness of ICD as the primary  
prevention shows some uncertainty.  

Recent European surveys describing the primary prevention area brought different 
conclusions. Smith et al. [50] claim that it is possible to consider ICD as cost effective 
for patients suffering from both ischemic and non-ischemic heart disease and ejection 
fraction of the left heart chamber ≤ 0.40. On the other hand, Gandjour et al. [51] con-
clude that the treatment with ICD is not cost effective for the primary prevention of 
the sudden cardiac death in patients suffering from heart attack of myocardium and 
ejection fraction of the heart´s left chamber ≤ 0.3. 
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Ablation. Vida et al. [52] compared cost-effectiveness of radiofrequency catheter 
ablation (RFCA) in children and adolescents compared to medical treatment of  
supraventricular tachycardia (SVT) in a low-income country (Guatemala). The results 
indicate that radiofrequency catheter ablation of SVT is safe and cost-effective as 
compared to pharmacological therapy in children and adolescents.  

Another study about catheter ablation investigates whether simplified 3-catheter 
ablation approach is a safe and effective method for ablation of paroxysmal supraven-
tricular tachycardia. However, further studies are needed to assess cost-effectiveness 
of this simplified procedure [53]. 

Extracorporeal Membrane Oxygenation (ECMO). ECMO is an expensive inter-
vention and the length of hospital stay and the in-hospital mortality are predictors of 
total hospital costs [54, 55]. The results of cost-effectiveness for ECMO are variable. 
Roos et al. [56] claims that it is a cost-effective intervention in patients with high-risk 
PCI, and the ICER value is below the discussed threshold. Also another study by Graf 
et al. [57] indicates that the costs are reasonable in the range of provided treatments. 
In contrast, Clarke et al. [58] in his study presented results that ECMO is not cost-
effective (due to too high ICER). Despite variable resulting ICER values, NHS unof-
ficially listed these practices as recommended, though. Some other studies are focused 
on application of these systems in childcare. In their review study (including four 
studies) [59], Mugford et al. demonstrated a significant effect of ECMO on mortality. 
The use of ECMO is cost-effective in a comparable measure as other intensive care 
technologies in common use. Petrou et al. in their studies [60, 61] provide rigorous 
evidence of cost effectiveness of ECMO for mature infants with severe respiratory 
failure based on four-year experience. 

4 Conclusions 

The main trend in devices for cardiology is to avoid invasive technologies during the 
treatment. This trend is obvious both in diagnostic and therapeutic devices. In the dia-
gnostics there is above all an effort to replace invasive coronary angiography, the 
former golden standard of CAD, by less invasive procedures like CT angiography, or 
to use PET or SPECT [11]. However, the published studies suffer excessive heteroge-
neity, and other large randomized controlled trials are needed to confirm the cost effi-
ciency [22]. For PET and SPECT, the studies are focused rather on clinical efficiency 
than on assessing the cost-effectiveness.  Shaw et al. [28] and Meyer et al. [10] show-
ed higher costs of PET and SPECT per physical examination as compared with CT. In 
spite of the effort to replace ICA by non-invasive methods, ICA stays the predomi-
nant method when stent implantation is decided [23]. The great advantage of ICA is 
the possibility of an intervention immediately after the diagnostic phase. A new trend 
in ICA is an effort to transfer as many ICA examinations as possible to ambulatory 
conditions. There is space for a decrease in ICA costs due to zero hospitalization 
costs, while the safety level is maintained as showed Matchin et al. [24]. 
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ECHO is applied to diagnose low-risk chest-pain patients and patients in a low risk 
pacing with suspected coronary artery disease (Bedetti et al. [33], Shaw et al. [28]). A 
great advantage of ECHO diagnostics is avoiding radiation exposure and the danger 
of suffering during a more stressful examination [33]. Presenting no radiation stress, 
ECHO is the ideal modality to diagnose valve disease in children. Screening among 
siblings suffering from bicuspid aortic valve disease can serve as an example. Hales et 
al. [37] proved that ECHO is both clinically and cost effective. Another stress-free 
examination in cardiology is the basic ECG. It is widely used in the prevention of the 
sudden cardiac death both in athletes and non-athletes. However, Anderson et al. [32] 
suggests that in order to determine the cost-effectiveness of ECG screening programs, 
it is necessary to better understand the mechanism of the sudden cardiac death. 

As compared to classic (open chest) surgery, the treatment of cardio-vascular dis-
eases is moving to less invasive interventions in case of the ischemic heart disease, 
heart valve disease, birth defects, as well as heart rhythm disorders. New interventions 
are careful and considerate to patients, and are less time-consuming both during the 
intervention and in the phase of recovery. Accurate imaging methods are important 
for an execution of these complex interventional procedures in catheterization rooms 
[39-41]. Quite recent papers raise the cost-effectiveness question of TAVI versus 
SAVR. Neyt et al. [40] and Fairbairn et al. [41] suggested that TAVI shows better 
cost efficiency for non-operable patients. In the resynchronization therapy, the main 
interest is to prove its better cost efficiency as compared with the pharmacological 
treatment. Blomstrom et al. [43] proved cost-effectiveness superiority of the resyn-
chronization therapy. Also CRT-D offers a relatively higher chance of survival and an 
increase in clinical-effectiveness, which might justify a three times higher price of the 
apparatus, when cost-effectiveness is figured out [45]. 

In the field of ICD, the trend is to use it in the primary care [48, 49]. The indica-
tion of a primary prophylactic ICD was expanded to patients suffering from  
non-ischemic cardiomyopathy with left ventricular ejection fraction less than 30%. 
The results of studies evaluating cost-effectiveness of ICD implementation in the 
primary prevention are contradictory [50, 51]. It is necessary to carry out larger 
studies and gain more evidence to decide. ECMO can serve as an example that de-
spite a high ICER, the clinical effectiveness and irreplaceability by other therapies 
justify the high costs [54-56]. Other authors prove the cost-effectiveness of ECMO 
in children [59-61]. 

Advances in telecommunication technology allow implementing new and more ef-
fective strategies to monitoring, screening and treatment of a wide range of disorders 
in cardiology. De Waure et al. [62] concluded in their systematic review that tele-
medicine can improve the health outcomes in patients with CAD. Mistry et al. [63] 
suggest efficiency of teleconsultations in screening of the congenital heart disease. 
However, De Waure et al. pointed on heterogeneity in study designs and endpoints of 
most studies and a limited number of papers focused on the topic. There is for sure a 
great potential for the development of these technologies; their cost-effectiveness 
shall depend on process management and should be carefully established. 
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Abstract. Compressed sensing magnetic resonance imaging (CS-MRI) is a hot 
topic in the field of medical signal processing. However, it suffers from low-
quality reconstruction and long computation time. In this preliminary research, 
we took a study of applying exponential wavelet as a sparse representation to 
the conventional fast iterative shrinkage/threshold algorithm (FISTA) for the 
reconstruction of CSMRI scans. The proposed method was termed exponential 
wavelet iterative shrinkage/threshold algorithm (EWISTA). Simulation results 
demonstrated EWISTA was superior to existing algorithms w.r.t. reconstruction 
quality and computation time. 

Keywords: Fast Iterative Shrinkage/Threshold Algorithm, Exponential Wavelet 
Transform, Magnetic Resonance Imaging, Compressed Sensing. 

1 Introduction 

Magnetic resonance imaging (MRI) is a medical imaging technique to investigate the 
anatomy and physiology of the body in both health and disease [1-4]. MRI scanners 
use strong magnetic fields to form images of the body [5-8]. The technique is widely 
used in hospitals for medical diagnosis, staging of disease and for follow-up without 
exposure to ionizing radiation [9-12]. 

Recently, fast MRI technique [13] based on compressed sensing (CS) [14-16] was 
developed that permits the acquisition of a small number of k-space data points at 
random rates lower than Nyquist sampling rate [17-19]. The random undersampling 
employed in compressed sensing magnetic resonance imaging (CS-MRI) produces 
massive and random aliasing, and thus the reconstruction of the CS-MRI is in essence 
a procedure. 

Various algorithms were proposed for solving CS-MRI problem in last decade. 
Total Variation (TV) employs the sum of Euclidean norms of the gradient [20], 
choosing finite difference as sparsifying transform. TV is thus only suitable for 
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piecewise-constant objects. The iterative shrinkage thresholding algorithm (ISTA) is a 
nonparametric method that is proven to converge mathematically. However, the slow 
convergence prevents its widespread use [21]. Fast ISTA (FISTA) exploits the result 
of past iterations to speed up convergence [22]. Subband adaptive ISTA (SISTA) 
optimizes wavelet-subband-dependent parameters [23]. 

In this study, we employed the exponent of wavelet transform (EWT) to replace 
conventional wavelet transform (WT) as an more efficient way for sparse 
representation [24]. Subsequently, we proposed a novel exponential wavelet iterative 
shrinkage/threshold algorithm (EWISTA), taking advantages of both the simplicity of 
FISTA and the sparse representation of EWT, aimed at improving the reconstruction 
quality and accelerating computation. 

2 Methodology 

The EWT is obtained as 

( )exp 1
( | ) ...

1EWT
n

x n
e

ω⎛ ⎞−⎛ ⎞
Ψ = ⎜ ⎟⎜ ⎟⎜ ⎟−⎝ ⎠⎝ ⎠

                         (1) 

where x denotes the spatial image to be reconstructed, ω denotes the sparsity 
coefficients. The conventional WT is written as  

x Wω=                                     (2) 

where W denotes the sparsity transform. The formula above show the sparsity 
transform W bijectively maps the spatial image x to the sparsity domain ω. 
Afterwards, the data formation model of MRI scanner is 

y Fx e= +                                    (3) 

where F denotes the Fourier transform corresponding to the k-space undersampling 
scheme, y denotes the measured k-space data from the MRI scanner, and e denotes the 
effect on measurements of noise and scanner imprecisions. In another form, 

y M eω= +                                    (4) 

where M = FW. The reconstruction of CS-MRI is obtained by solving the following 
constrained optimization problem [25]: 

( ) ( )2

2 1
* arg min arg minC y M

ω ω
ω ω ω λ ω= = − +

                
(5) 

where λ controls the fidelity of the reconstruction to the measured data. 
We define Γτ the shrinkage operator with threshold τ 

( )( )( ) sgn( ) | | min / 2,| |u u u uτ τΓ = −
                       

(6) 

The pseudocodes of the procedure of the proposed EWISTA are described in  
Table 1. 
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Table 1. Pseudocodes of EWISTA 

Input: ω0 
1 diag( )τ−Λ = , EWTM FW=  

Initialization: n = 0, v0 = ω0, t0 = 1 
Repeat 

( )( )1
1n n nv a Avλτω −

+ = + Λ −  

2
1 (1 1 4 ) / 2n nt t+ = + +  

1 1 1 1( 1)( ) /n n n n n nv t tω ω ω+ + + += + − −  

n = n + 1 
Until termination criteria is reached 
Output: ωn+1 

3 Experiments and Results 

We compared the proposed EWISTA with Fast composite splitting algorithm 
(FCSA), ISTA, FISTA, and SISTA. The coefficients normalization is added to all 
methods for fair comparison. In addition, we analyze the convergence performance of 
the proposed EWISTA. All the algorithms are in-house developed using Matlab 
2013a on a HP laptop. 

We used a MR brain image diagnosed as Meningioma, and an ankle MR image. 
Their sizes are identical of 256x256. Both acceleration factors are set as 5. We chose 
bior4.4 wavelet with 5 decomposition level. Parameter n of EWISTA is chosen as 6. 
Gaussian white noise with standard deviation 0.01 was added to the k-space 
measurements. The maximum iteration number of each algorithm was set as 100. 

We used the median square error (MSE), median absolute error (MAE), and peak 
signal to noise ratio (PSNR) to evaluate the quality between the reconstructed image 
and the ground-truth image. Less MSE, less MAE, or larger PSNR indicates a better 
reconstruction [26, 27]. 

Figure 1 and 2 showed the reconstruction quality by different algorithms for the 
brain and ankle images, respectively. They indicated clearly that EWISTA was more 
effective in terms of preserving edges and textures, and suppressing noises. Table 2 
gave the quantitative measure, which demonstrated the proposed EWISTA was 
superior to existing algorithms with regard to reconstruction quality. In addition, the 
computation time of EWISTA was faster than ISTA, and slightly slower than FISTA 
and SISTA. 

We applied the proposed EWISTA algorithm to a 256-by-256 brain MR image 
diagnosed as ADHD. The acceleration factor was set to 3. We recorded the 
reconstruction and the error map every 9 steps in Figure 3. 
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(a) Original (b) FCSA 

(c) ISTA (d) FISTA 

(e) SISTA (f) EWISTA 

Fig. 1. Different Algorithms Comparison for Brain Image 

 

(a) Original (b) FCSA 

Fig. 2. Different Algorithms Comparison for Ankle Image 
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(c) ISTA (d) FISTA 

(e) SISTA (f) EWISTA 

Fig. 2. (Continued) 

Table 2. Comparisons of different algorithms 

Brain FCSA ISTA FISTA SISTA EWISTA 

MAE 6.53 5.01 4.65 4.73 4.49 
MSE 103.86 49.96 45.48 45.70 37.19 
PSNR (dB) 27.97 31.14 31.55 31.53 32.43 
Time (s) 7.17 10.85 6.78 6.92 8.37 

Ankle FCSA ISTA FISTA SISTA EWISTA 

MAE 4.02 3.02 3.00 2.97 2.74 
MSE 32.40 19.53 19.20 18.99 14.34 
PSNR (dB) 33.03 35.22 35.30 35.35 36.57 
Time (s) 8.24 12.21 9.18 8.84 9.94 

 
 

Step 1 

Fig. 3. Reconstructions and error maps of the proposed EWISTA method 
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Step 10 

Step 19 

Step 28 

Step 37 

Step 46 

Fig. 3. (Continued) 
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We observed in Figure 3 that the proposed EWISTA reconstructed the ADHD MR 
image gradually, and the quality increase was reducing. The enlarged area covered 
various brain parts that were entangled with adjacent parts, which made them not 
easily distinguished. The error map appeared to have a tendency that decreased to its 
minimum. Moreover, the artifacts remained at the early steps were hardly perceived in 
the late steps. 

4 Conclusion 

We proposed a novel EWISTA algorithm that took advantage of the simplicity of 
FISTA and the sparse representation of EWT. The experimental results showed that 
the proposed method EWISTA noticeably improved the reconstruction quality with 
somewhat compromised computation time compared with existing methods. In 
addition, the proposed EWISTA was convergent. 
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Abstract. Erythrocytes (RBC) are the most common type of blood cell. These 
cells are responsible for the delivery of oxygen to body tissues. The abnormality 
in erythrocyte cell affects the physical properties of red cell. It may also de-
crease the life span of red blood cells which may lead to stroke, anemia and 
other fatal diseases. Until now, Manual techniques are in practiced for diagnosis 
of blood cell’s diseases. However, this traditional method is tedious, time con-
suming and subject to sampling error. The accuracy of manual method depends 
on the expertise of the expert, while the accuracy of automated analyzer de-
pends on the segmentation of objects in microscopic image of blood cell. De-
spite numerous efforts made for accurate blood cells image segmentation and 
cell counting in the literature. Still accurate segmentation is difficult due to the 
complexity of overlapping objects and shapes in microscopic images of blood 
cells. In this paper we have proposed a novel method for the segmentation of 
blood cells. We have used wiener filter along with Curvelet transform for image 
enhancement and noise removal. The snake algorithm and Gram-Schmidt or-
thogonalization have applied for boundary detection and image segmentation, 
respectively. 

Keywords: RBC, SEM, Segmentation, Wiener filter, Curvelet. 

1 Introduction 

Computer based tools are becoming vital for the quantitative analysis of peripheral 
blood samples to help experts in diagnosis of blood cells disorder such as malaria, 
leukemia, cancer. The segmentation stage is initiated where red blood cells are sepa-
rated from the background and other objects and cells present in the image. The suc-
cess of these systems depends on the accuracy of segmentation. That is why different 
studies focus on the development of accurate image segmentation algorithm.  
Although previous works give better results for segmentation of sparsely distributed 
normal red blood cells, only few of these techniques focus the segmentation of touch-
ing and overlapping cells. The first step of the blood cells image analysis is the image 
pre-processing where unwanted noise is removed from the image. For accurate  
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segmentation image enhancement is vital. After the blood cells image enhancement, 
image segmentation process is initiated, in which individual cells are detached from 
each other and as well as from its background. The segmentation makes possible to 
extract features of the segmented cells and to discriminate among the normal and the 
infected blood cells. The traditional techniques for blood cell analysis are tedious and 
time consuming and also involve human intervention. The results of manual tech-
niques are also dependent on the skills of an expert. The blood cell counting is a blood 
test that counts number of cells. The low or high cell counts as compare to given thre-
shold helps the doctor or physician in diagnosing the disease related to blood cells. It 
is also called complete blood cell count, complete blood count (CBC), full blood ex-
am (FBE) or full blood count (FBC). There are two methods in practice: manual 
blood count and automated blood count. 

1.1 Manual Blood Count 

It is performed by trained physician who visually asses the blood smears by means of 
light microscope and in practice since 1950s [3]. This process of blood staining is 
time consuming and required more human effort. It is also require dedicated infra-
structure including specialized instruments, dyes and well trained personnel. 

1.2 Automated Blood Count 

Automated Image segmentation and pattern recognition techniques are used to ana-
lyze different cells by means of microscopic images. Quantifying these cells is very 
helpful in diagnosis and detection of various diseases like leukemia, cancer and many 
other fatal diseases. This method has been got attention of researcher in 1980’s [1]. 
The automated methods are more flexible and provide accurate results as compared to 
the orthodox manual methods. However, still image segmentation of overlapping cells 
and complex shapes is challenging task for accurate blood cell analysis. 

A variety of segmentation algorithms are presented in the literature. When the 
erythrocytes cells are sparsely distributed and the overlapping objects do not exist 
then the segmentation is quite easy. Methods like thresholding [2],region growing, 
and edge detection are usually sufficient for delineating cell boundaries. The results 
achieved from these straight forward methods can also be improved by the use of 
mathematical morphology. However in the presence of overlapping objects the auto-
mation of the cell segmentation is challenging. The erythrocyte image segmentation is 
challenging because of several reasons i.e. these cells images having low contrast 
with variations in shapes. Sometimes the boundaries of cells are missing and vague 
which makes the segmentation more complex.  

In cell-based diagnosis, the hematologists or pathologist always make a decision 
based on the number of cell count, their distribution and their geometrical features. 
Abundant of computer vision methods are developed to extract useful information 
from medical images. Mostly due to the complexity of cells structure and overlapping  
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between the cell boundaries and the background it is very challenging task to analyze 
it manually. The same problem is also faced during the automation of such systems. 
Because segmented images are used as input for computer aided systems for detection 
and diagnosis of disease. The precision of the results depend on the accurately  
segmented regions of the blood cells. The microscopic blood cell counting is still 
performed by the hematologists, which is essential for diagnostics of suspicious. The 
automation of this task is very crucial in order to improve the hematological proce-
dures. The development of such systems not only accelerates the diagnosis process 
but it also improves the accuracy of detection of the disease. 

The segmentation phase requires more attention because it is vital for accurate  
feature extraction and classification. In microscopic blood cell images segmentation is 
a challenging task because of the complex nature of the cells and uncertainty in  
microscopic images. Image segmentation is mostly used as a pre-processing step to 
locate objects in SEM images. It is the process of partitioning an image to objects, 
shapes and regions. To elaborate more, image segmentation not only focuses on the 
discrimination between objects and their background but also on the separation be-
tween different regions [4]. The image segmentation techniques can be classified as 
region based and contour based. For region based segmentation [5], morphological 
operators and watershed[3] approaches are used. 

The process of automated recognition of blood cells in microscopic images usually 
consists of four major steps include preprocessing, image segmentation, feature ex-
traction and classification as shown in figure 1. In this paper our work is confined to 
pre-processing and image segmentation. 

2 Related Work 

In the literature, numerous state of the art techniques have been presented for image 
segmentation date back 1970s [6]. But unfortunately the studies on microscopic im-
age segmentation are rare. Accurate segmentation is an essential for preserving the 
shape in order to detect the disease, which depends on the number of cells count and 
its type exists in the blood cell. The key tasks for blood cell analysis involve extract-
ing all the targeted cells from the complicated background and then segmenting them 
into their morphological components, such as the nuclei and cytoplasm. 

Various types of cells are available in human blood including white blood cell 
(WBC), red blood cells (RBC), Platelets, transmigrated cells (tissue specific cells) and 
various combinations of these cells. The white blood cells (leukocytes) defend the 
body against diseases and viral attacks. The quantification of leukocytes is essential 
for the detection of disease. Granular (polymorph-nuclear cells) and non-granular 
(mononuclear cells).The granulocytes contain three types of granules i.e. basophiles, 
nutrophils and eosinophiles, while the non-granular cells contain lymphocytes and 
monocytes [7]. The leukocyte cells have no color, by using the process of staining 
with chemicals leukocyte are made colorful to be visible under the microscope.  
During the staining process variation in color intensity is produced. Similarly during 
the acquisition of blood smear images from microscopes the quality of these images 
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may suffer from various types of illumination. These microscopic images may also be 
affected by camera lenses, exposure of time. 

To resolve the illumination issue image enhancement techniques are used as pre-
processing. Several illumination and contrast enhancement techniques have been 
applied in literature. Local histogram equalization for contrast enhancement of para-
site and RBC is used in [8].  The authors in [9] used adaptive histogram equalization 
for image enhancement [10-11].  In [12] the authors performed illumination correc-
tion using pre-defined illumination factor. Paraboloid modal for illumination correc-
tion is used in [13], to highlight the issues related to the features visibility under white 
light; polarized filters are used in light sources. While the issues related to color  
illumination still exist and require preprocessing. 

The most important phase in the blood cell analysis is segmentation. Blood cell 
segmentation and morphological analysis is a challenging problem due to both the 
complex cell nature uncertainty in microscopic videos. Blood cell segmentation yields 
a number of single cell images and each cell image is segmented into three regions, 
cell nucleus, cytoplasm and background. Huge amount of literature focused on the 
segmentation of white blood cells and differential counting. Edge detection is based 
on HIS (Hue Saturation Intensity) model is used for segmentation [14]. Color features 
selection and histogram based thresholding are used for segmentation blood cells 
cytoplasm and nucleus [15].Non supervised nucleus region detection is performed  
in [16] before nucleus color segmentation using the G channel from RGB color  
coordinates.  

Blood cell segmentation algorithms can be divided into three categories: traditional 
segmentation, graph cut based segmentation, and active contour model. Traditional 
segmentation algorithms are based on water shed methods, thresholding and edge 
detection. Leukocyte segmentation is a difficult task because the cells are often over-
laid with each other. In addition, the color and the intensity of an image often change 
due to instability of staining. Meanwhile, other factors also results in the difficulty of 
segmentation, such as: five classes of leukocyte and their different morphologies, 
light variation and noise. A new idea of leukocyte segmentation and classification in 
blood smear images is presented in [17]. They have utilized features related to cytop-
lasm and nucleus. These features are color and shape of the nucleus. They have used 
SVM [18] for classification. 

In automated blood cells analysis the major challenge is segmentation for blood 
cell, because it affects highly the performances of the classification. Various methods 
have been presented in literature but still a lot of improvements are required. The 
major challenge to the microscopic image segmentation is the accurate segmentation 
of overlapping complex objects and shape variations present in image. In this paper 
our focus is on the blood cell image enhancement and image segmentation. 

3 Methodology 

The blood automated blood cells analysis consists of image, acquisition, image pre-
processing, image segmentation, classification and feature extraction. The scope of 
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our work is confined to the image pre-processing and image segmentation in this pa-
per. In figure1: the block diagram shows our proposed methodology for automated 
blood cells analysis. 

3.1 Image Smoothening 

The blood smear images are widely acquired using bright field microscopy. The im-
age quality is affected by the use of different illuminators like HBO, XBO and LED. 
Illumination variations degrade the efficiency of both the manual and automated  
system which may lead to biased analysis of blood smear. Therefore, image prepro-
cessing is required to minimize these variations which will facilitate the image  
segmentation and it will also improve the accuracy of classification. 

Our method starts with the removal of unwanted particles or noise present in the 
image using wiener filter. The purpose of wiener filter is to reduce noise but preserves 
the edges. Wiener filter is statistical in nature as it adopts a least square (LS) approach 
for signal recovery in the presence of noise. We have to use the wiener filter which 
cannot be directly applied to 3D images. Therefore, separation of the RGB channels is 
required and then wiener filter is applied separately to each channel. The wiener filter 
measures the mean and variance of each pixel around. 

To get the finest detailed coefficients of noise free image, a Forward Discrete 
Curvelet Transform (FDCT) is applied to the input image. It is a multi-dimensional 
transform which can sense both the contours as well as curvy edges of the overlap-
ping objects in the image. The FDCT has high directional sensitivity along with the 
capability to capture the singularities. Edge and singularity details are processed to 
extract the feature points. After obtaining the highest detailed coefficients Inverse 
Discrete Curvelet Transform is applied to high frequency band to obtain the detailed 
image. This detailed image is now having the stronger edges than the original and 
would perform better in lending edge details to the segmentation step. 

 

 

Fig. 1. Proposed Solution 
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3.2 Image Segmentation 

The image segmentation is the most crucial phase in hematological image analysis. 
Accurate image segmentation produces accurate results in subsequent stages. Our 
proposed image segmentation technique is based on Gram-Schmidt orthogonalization 
and snakes algorithm. 

For segmentation, we have used Gram-Schmidt process. This method is used in 
mathematics and above all in numerical analysis for orthogonizing a set of vectors in 
the inner product space. The Gram-Schmidt process each feature is considered as 
vector. The pixel intensities in RGB space are the elements of each vector. 

 

Fig. 2. Relation between w and v in 3D space 

The Gram-Schmidt method takes linearly independent set S={v1,v2,v3...Vn} and 
generate orthogonal set S={u1,u2,u3...un}. Where u and v denotes the vectors having 
inner product <u ,v>. 1 = 1         1 = 1| 1| 2 = 2 −              2 = 2| 2| 
 3 = 3 −                 3 = | |  

. 

. 

 = − ∑                     

Calculating the Wk, by using Gram-Schmidt method, by applying it to a color im-
age in order to intensify the required color vk. By applying this process we get a com-
posite image the region of interest with the required color have maximum intensity 
while the remaining have minimum color intensity. It requires proper thresholding 
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which produce the desired segmentation. This process amplifies the desired color 
vector while reduce or weakening the undesired vectors. 

 

 

Fig. 3. Step by step segmentation process 

   

Fig. 4. Image Enhancement (a) Input Image (b) Curvelet Finest Coefficients (c) Enhanced 
Image 

The snake algorithm is useful for the segmentation of objects where the edges are 
not well defined. The snake segmentation technique has a number of attractive  
characteristics that makes it useful for shape detection. The snake model can  
be parameterized   contour defined within an image domain. The internal forces 
within the image domain control the bending characteristics of the line, while  
forces like image gradient act to push the snake toward image features. As the  
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snakes coordinate vector can be defined as C(s)=(x(s),y(s)) so the total energy can 
be represented as. 

 ( ) = ( ) , ( )      

Where ( ) represent the image forces, while f represents image intensity and Eint is 
the internal energy of the snake produced due to the bending or discontinuity. The 
Eint inflict the snake to be small and smooth. It avoids the wrong solution. The Eext 
is the external energy which is responsible for finding the objects and boundaries in 
the image. 

 

   

Fig. 5. Erythrocyte Boundary detection and image segmentation (a) Red Blood Cells (b) Boun-
dary detection 

In literature different methods are existing for the segmentation and classification 
of the white blood cells but these methods having limitations. Mostly used method is 
thresholding approaches including region growing, watershed segmentation and otsu 
threshholding all of these methods suffers from inconsistencies especially where the 
images having considerable variations.  Genetic algorithm is used for leukocyte seg-
mentation in literature the main limitation of this method is that the presence of irre-
levant and overlapping objects make difficult the possibility of accurate segmentation. 
Similarly methods like artificial neural networks (ANN), Support Vector machine 
(SVM), K-means, and Fuzzy c-means produce poor results for those images having 
complex background. Our method provides better results in the presence of complex 
background as well as the method produce better results for images having complex 
shapes and overlapping objects. 

4 Conclusion  

It is concluded that accurate image segmentation is a crucial part for feature extraction 
and classification of blood cells. The accurate segmentation of blood cells is highly 



 Accurate Microscopic Red Blood Cell Image Enhancement and Segmentation 191 

 

challenging in presence of complex and overlapping objects in microscopic images of 
blood cells. In this paper, we have proposed a hybrid segmentation technique which 
utilizes the capabilities of Gram-Schmidt orthogonalization method along with the 
snake algorithm to tackle inaccurate blood cell segmentation due to complex and 
overlap objects. The combination of these techniques leads to fruitful results. We 
have also exploited the Fast Discrete Curvelet Transforms  (FDCT) Curvelet trans-
form for image enhancement in order remove the noise and to obtain the finest coeffi-
cients which ensures the accurate image segmentation. In our future work will utilize 
these results for feature extraction and classification purpose. 
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Abstract. Medical ultrasonography offers important information about
patients health thus physicians are able to recognize different diseases.
During acquisition, ultrasound images may be affected by a multiplica-
tive noise called speckle which significantly degrades the image quality.
Removing speckle noise (despeckling) plays a key role in medical ultraso-
nography. In this paper, we propose a denoising algorithm in the wavelets
domain which associates the Hyperanalytic Wavelet Transform (HWT)
with a Maximum a Posteriori (MAP) filter named bishrink for medical
ultrasound images. Several common spatial speckle reduction techniques
are also used and their performances are compared in terms of three
evaluation parameters: the Mean Square Error (MSE), the Peak Signal
to Noise Ratio (PSNR), and the Structural SIMilarity (SSIM) index.

Keywords: Denoising, speckle noise, ultrasound images, wavelets.

1 Introduction

Ultrasound imaging is one of the most non-invasive, less-expensive and widely
used medical diagnostic technique [1] for soft-tissue structures of the human
body like kidney, liver, spleen, etc. However, medical ultrasound images are of
poor quality, resulting from the presence of speckle noise, a multiplicative noise
that significantly influences the visual interpretation of the image and compli-
cates diagnostic decisions. Speckle noise also limits the efficient application of
intelligent image processing algorithms, for example segmentation. Thus, speckle
noise reduction is an essential pre-processing step, but it should be done without
affecting the image features.

The ultrasound technology is similar to that used by radar and SONAR. Thus,
a transducer that emits high-frequency ultrasound waves through the human
body is used. During ultrasound wave propagation, the waves are reflected by
obstacles (such as an organ or bone), creating echoes. The reflected waves are
picked up by the transducer and transmitted to the device. Ultrasound images
generation is done by measuring the intensity of the reflected waves and the time
of each echo’s return. The machine displays on the screen the distances and the
echoes intensities, forming a two dimensional image [2].
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© Springer International Publishing Switzerland 2015
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In ultrasound images, the noise content is multiplicative and non-Gaussian,
and it is more difficult to be removed than the additive noise since its intensity
varies with the intensity of the image. Speckle noise can be modeled as:

yi,j = ui,jspi,j , (1)

where yi,j is the noisy image, ui,j is the image without speckle, and spi,j is the
speckle noise.

Thus, it is necessary to convert the multiplicative noise into an additive noise.
This can be done by two methods: the first method consists of applying the
logarithm of the acquired image and the second is based on the definition of
multiplication as a sequence of repeated addition operations, obtaining a signal-
dependent additive noise.

Speckle-reducing filters have been originally used by the Synthetic Aperture
Radar (SAR) community. They have been applied to ultrasound imaging since
the early 1980s [3]. Filters that are widely used in both SAR and ultrasound
imaging were originally proposed by Lee [6], Kuan et al. [7], and Frost et al. [8].
But, during the years, various other techniques have been proposed for denoising
in medical ultrasound images [2,3,9].

In this paper, we propose a speckle reduction method in the wavelets do-
main. This method is based on the Hyperanalytic Wavelet Transform (HWT)
associated with a Maximum a Posteriori (MAP) filter named bishrink. We will
compare the proposed method with several common spatial filtering methods:
Lee, Frost, Kuan, Gamma, Wiener, Median, and Hibrid Median.

The rest of this paper is organized as follows. Section 2 is dedicated to the
description of the proposed denoising method based on the association of the
HWT with the bishrink filter. In Section 3, the results of the proposed denoi-
sing algorithm are presented. The results are further compared with the results
obtained using seven spatial filters. The last section is dedicated to conclusions
and future work.

2 Image Denoising

The field of images denoising methods is very large. Over the years, various
denoising techniques for ultrasound images have been proposed in literature,
each of them being based on particular assumptions and having advantages and
limitations. The removal of speckle noise is a particularly difficult task, due to
the intrinsic properties of speckle noise. More, ultrasound images fine details
that integrate diagnostic information should not be lost during denoising.

Despeckling techniques can be classified in the following categories: filters
acting in the spatial domain, including linear and nonlinear filtering, and filters
acting in the wavelets domain [3].

Spatial filtering methods use the ratio of local statistics. The most used types
of spatial filters include: the mean filter, Lee filter, Frost filter, Kuan filter, the
Median filter, or Wiener filter.
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An alternative to the spatial domain filtering is to apply the filter in the trans-
form domain. The role of the transform is to give a better representation of the
acquired image. Generally, a better representation has a higher sparsity then the
spatial domain representation. The resulting image will have a reduced number
of pixels with high values, so its filtering will be more easy. Wavelets based me-
thods have three steps: the computation of a wavelet transform, the filtering of
the detail wavelet coefficients and the computation of the corresponding inverse
wavelet transform.

There are a few variants of wavelet transforms (WT) that can be used for
images denoising: the Discrete Wavelet Transform (DWT), the Dual Tree Com-
plex Wavelet Transform (DT-CWT), or the Hyperanalytic Wavelet Transform
(HWT). All transforms have two parameters: the mother wavelets used and the
primary resolution (the number of iterations). In this paper, we will use the HWT
which has a high shift-invariance degree and an enhanced directional selectivity.

The HWT of the image can be obtained using the 2D DWT of its associated
hypercomplex image [12], as it can be seen in Fig. 1.

Fig. 1. HWT implementation

The HWT of an image f(x, y) can be computed as:

HWT {f(x, y)} = 〈f(x, y), ψa(x, y)〉, (2)

where ψa(x, y) represents the hypercomplex mother wavelet associated to the
real mother wavelets ψ(x, y) and defined as:

ψa(x, y) = ψ(x, y) + iHx{ψ(x, y)}+ jHy{ψ(x, y)}+ kHx{Hy{psi(x, y)}, (3)

where i2 = j2 = −k2 = −1, ij = ji = k, and H represents the Hilbert transform.
Thus:

HWT {f(x, y)} = DWT {f(x, y)}+ iDWT {Hx{ψ(x, y)}}+
+ jDWT {Hy{ψ(x, y)}}+ kDWT {Hx{Hy{ψ(x, y)}}}.

(4)
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In the end we obtain:

HWT {f(x, y)} = 〈fa(x, y), ψ(x, y)〉 = DWT {fa(x, y)}. (5)

Concerning the second choice, various non-linear filter types can be used in
the wavelet domain. One of the most efficient parametric denoising methods
implies the use of MAP filters.

The bishrink filter is a MAP filter that takes into account the interscale de-
pendency of the wavelet coefficients. Based on the observation y = w+n, where
n represents the wavelet transform of the noise ni, obtained as the logarithm of
the speckle ni = log(sp), and w represents the wavelet transform of the useful
component of the input image s, obtained as the logarithm of the noiseless com-
ponent of the acquired image s = logu, the MAP estimation of w is given by:

ŵ(y) = argmax
w

{ln
(
pn(y − w)pw(w)

)
}, (6)

where pa is the probability density function (pdf) of a. Equation (6) represents
the MAP filter equation.

For the construction of the bishrink filter, the noise is assumed i.i.d.
Gaussian [11]:

pn(n) =
1

2πσ2
n

e
−n2

1+n2
2

2σ2
n , n = [n1, n2]. (7)

The model of a noiseless image is given by a heavy tailed distribution:

pw(w) =
3

2πσ2
e−

√
3

σ

√
w2

1+w2
2 , w = [w1, w2]. (8)

These pdfs are considered bivariate functions to take into account the inter-
scale dependency of the parent (indexed by 1) and the child (indexed by 2)
wavelet coefficients. The input-output relation of the bishrink filter is expressed
by:

ŵ1 =

(√
y21 + y22 −

√
3σ̂2

n

σ̂

)
+√

y21 + y22
y1, (9)

where σ̂2
n is the estimate of variance of the noise with:

σ̂2
n = median(|yi|), (10)

with yi ∈ sub-band HH and σ̂ is the estimate of the standard deviation of the
noiseless coefficients:

σ̂ =

⎧⎨
⎩
√

1
M

∑
yi∈N(k)

y2i − σ̂2
n if 1

M

∑
yi∈N(k)

y2i − σ̂2
n > 0

0 if not,
(11)

where M is the size of the moving window N(k) centered on the kth pixel of the
acquired image and (X)+ = X , for X > 0 and 0, otherwise.
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3 Simulation Results

To investigate the performance of the proposed denoising method, we use real
noise-free ultrasound images (as reference images) and we added artificial speckle
noise obtaining the test images. We compared the performance of the considered
denoising technique based on the association of HWT with the bishrink MAP
filter with common spatial denoising filters such as: Lee [6], Frost [7], Kuan [8],
Wiener filter [5], Gamma filter [4], Median filter [4,5], and Hibrid Median filter
[3]. The window size used for these filters was set to 5× 5.

The performance of the proposed denoising techniques is compared using three
evaluation parameters: the Mean Square Error (MSE), the Peak Signal to Noise
Ratio (PSNR) and the Structural SIMilarity (SSIM) index. The MSE measures
the quality change between the original image and denoised image and is given by:

MSE =
1

mn

m−1∑
i=1

n−1∑
j=1

[fi,j − Ŝi,j ]
2, (12)

where fi,j is the noiseless image, Ŝi,j represents the estimation of the noiseless
component of the acquired image (realized by denoising), and m and n are the
dimensions of both images (in pixels).

The PSNR is one of simplest and most widely used full-reference quality
metric. The PSNR measures the image fidelity (how closely the denoised image
resembles the original image) and is computed as:

PSNR = 10log10(255
2/MSE). (13)

A higher value of the PSNR shows a greater similarity between the noiseless
component of the acquired image and the image obtained after denoising. How-
ever, the PSNR is not very well matched to perceived visual quality, meaning
that two distorted images with the same PSNR may have very different types
of errors, some of them more visible than others [10].

The Structural SIMilarity (SSIM) gives a much better indication of image
quality [10]. The SSIM of two images, x and y, can be computed with the fol-
lowing formula:

SSIM(x, y) =
(2μxμy + C1)(2σxy + C2)

(μ2
x + μ2

y + C1)(σ2
x + σ2

y + C2)
, (14)

whereμx andμy represent themean of x and y respectively,σx and σy the standard
deviations (the square root of variance) of x and y, σxy represents the covariance of
x and y, andC1 andC2 are constants used to avoid instability in certain conditions.
A value of 1 of the SSIM indicates that the two images are identical.

An example of visual comparison for a test image randomly selected from the
database, after applying the denoising methods considered in this paper, is shown
in Fig 2. The noisy image is shown in Fig. 2a). The results obtained by applying
the proposed denoising method based on the association of the HWT with the
bishrink filter is shown in Fig. 2i), while the results obtained by applying the
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Fig. 2. Performance comparison of various denoising methods by visual inspection of
an ultrasound image of the liver corrupted by speckle noise
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eight spatial filtering techniques are shown in Fig. 2b)-h). By visual inspection
of these resulting images it seems that the wavelet based denoising method is
the one that removes most of the noise.

The MSE, PSNR and SSIM mean values obtained by applying the eight de-
noising techniques on twenty test images are shown in Table 1.

Table 1. MSE, PSNR, and SSIM values for various despeckling techniques

Denoising method MSE PSNR SSIM

Lee 75.80 29.33 0.8516
Frost 67.94 29.80 0.8763
Kuan 73.04 29.49 0.8551
Gamma 144.37 26.53 0.7851
Wiener 65.21 29.98 0.8781
Median 51.86 30.98 0.8864
Hibrid median 48.55 31.26 0.9010
Proposed(HWT+bishrink) 28.52 33.57 0.9459

We can observe that the proposed denoising algorithm that combines the
HWT with the bishrink filter gives the best results for all the three image quality
measures. It should be pointed out that for all the twenty ultrasound test images
considered in the experimental part, the best results were obtained using the
proposed denoising method.

4 Conclusions

Removing speckle noise plays a key role in medical image processing, since the
speckle noise significantly degrades the image quality and complicates the diag-
nostic decisions and the study of various illnesses. This paper has focused on the
removal of speckle noise in medical ultrasound images of the liver and proposed
a new denoising method that associates one of the best wavelet transforms, the
HWT with a very good MAP filter, namely the bishrink filter. We have presented
a comparative study between the proposed denoising algorithm with seven com-
mon spatial denoising filters used in the literature for despeckeling purpose: Lee,
Kuan, Frost, Wiener, Gamma, Median and Hibrid Median. The comparative
tests of the eight techniques considered for despecklization have shown that the
proposed HWT+bishrink gives the best MSE, PSNR and SSIM values. It also
outperforms the visual aspect of the other denoising methods considered for
comparison. All the denoising methods have been implemented in MATLAB.

A future research direction consists in increasing the diversity of the denoising
methods class by including representatives of the class of multiscale denoising
methods, for example Wavelet thresholding techniques such as SURE Shrink,
Visu Shrink or Bayes Shrink, the use of contourlet transform or the use of
MAP filter applied in the Double Tree Complex Wavelet Transform (DTCWT).
The investigation will be extended for ultrasound images of the kidney as well.
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The results will be used as a pre-processing step for effective segmentation of
the organs in ultrasound images.
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Abstract. An accurate diagnosis is important for the medical treatment of pa-
tients suffered from brain disease. Nuclear magnetic resonance images are 
commonly used by technicians to assist the pre-clinical diagnosis, rating them 
by visual evaluations. The classification of NMR images of normal and patho-
logical brains poses a challenge from technological point of view, since NMR 
imaging generates a large information set that reflects the conditions of the 
brain. In this work, we present a computer assisted diagnosis method based on a 
wavelet-entropy (In this paper 2D-discrete wavelet transform has been used, in 
that it can extract more information) of the feature space approach and a Naive 
Bayes classifier classification method for improving the brain diagnosis accura-
cy by means of NMR images. The most relevant image feature is selected as the 
wavelet entropy, which is used to train a Naive Bayes classifier. The results 
over 64 images show that the sensitivity of the classifier is as high as 94.50%, 
the specificity 91.70%, the overall accuracy 92.60%. It is easily observed from 
the data that the proposed classifier can detect abnormal brains from normal 
controls within excellent performance, which is competitive with latest existing 
methods. 

Keywords: Wavelet transform, Entropy, Naïve Bayes classifier, Classification. 

1 Introduction 

Finding accurate and appropriate technologies for noninvasive observation and early 
detection of the disease are of fundamental importance to develop early treatments for 
                                                           
* Corresponding author. 
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brain disease. Magnetic resonance imaging (MRI) [1, 2], is a medical imaging tech-
nique used in radiology to investigate the anatomy and physiology of the body in both 
health and disease. MRI scanners use strong magnetic fields and radio-waves to form 
images of the body [3-5], which does not cause any radiation damage to the patient’s 
tissues because it is not using any injurious ionizing radiation to the patients. 

Classification of normal/pathological brain conditions from MRIs is important in 
clinical medicine since MRI focuses on soft tissue anatomy and generates a large 
information set and details about the subject’s brain conditions. However, high vo-
lume of data makes manual interpretation difficult and necessitates the development 
of automated image classification tools [6]. To solve the problem, numerous feature 
extraction methods are proposed, such as Fourier transform based techniques, wavelet 
transform based techniques, etc. Among those features abovementioned, the WT is a 
series of image descriptor and it can analyze images at any resolution desired [7]. The 
WT has become a choice for many image analysis and classification problems  
because of following two points [8]: (1) The WT has been found to be good for  
extracting frequency space information from non-stationary signals. (2) Owing to its 
time-scale representation, it is intrinsically well-suited to non-stationary signal analy-
sis. However, the major disadvantage of WT is that it requires large storage and may 
cause curse of dimensionality [9]. Therefore, a novel parameter, namely wavelet-
entropy [10, 11], is extracted from the wavelet approximation coefficients. 

Classification problem is the next important issue in pattern recognition. Many  
algorithms can solve classification problem, such as neural network, support vector 
machine, Naive Bayes classifier (NBC) and decision trees. NBC is widely recognized 
as a simple and effective probabilistic classification method [12], and its performance 
is comparable with or higher than those of the decision tree [13] and neural network 
[14]. 

The proposed methodology for the MRI image classification is a combination of 
wavelet entropy and probabilistic NBC to perform a robust and accurate automated 
magnetic resonance normal/abnormal brain images classification. Those individual 
techniques were already proven successful, so we expect the proposed method (which 
is the combination of them) can achieve good results. 

2 Discrete Wavelet Transform 

The main feature of discrete wavelet transform (DWT) is a multi-scale representation 
of the function. By using wavelets, the given function can be analyzed at various le-
vels of resolution. 1D discrete wavelet transform (1D-DWT) can be applied to 2D 
discrete wavelet transform (2D-DWT) easily [15]. The original image is processed 
along the x and y directions by low pass filters and high pass filters which is the row 
representation of the image [16]. DWT is applied to each dimension separately. After 
the 1-level wavelet decomposition there are four sub-band images (DD1, VD1, HD1, 
A1) at each scale [17]. The A1 sub-band can be regarded as the approximation compo-
nent of the image, while the LH, HL, and HH sub-bands can be regarded as the  
detailed components of the image [18]. 
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As the level of decomposition increases, compacter but coarser approximation 
component is obtained. The sub-band A1 is used for the next 2D-DWT. After the 2-
level wavelet decomposition there are four sub-band images (DD2, VD2, HD2, A2) at 
each scale [19]. Due to page limit, the readers can refer to literature [8] to get the full 
concept of DWT. 

3 Proposed Feature 

However, the discrete wavelet transform allows the image decomposition with differ-
ent kinds of coefficients preserving the image information. The major disadvantage of 
this technique is that its excessive features increase computation times and storage 
memory. It is required to reduce the number of features. Therefore, an additional pa-
rameter, namely entropy, is an efficient tool to reduce the dimension of a data set 
consisting of a large number of interrelated variables while retaining most of the vari-
ations. 

Entropy is the average amount of information contained in each message received 
[20]. Here, message stands for an event, sample or character drawn from a distribu-
tion or data stream. Entropy thus characterizes our uncertainty about our source of 
information [21]. Then Entropy is also a statistical measure of randomness that can be 
used to characterize the texture of the input image. The entropy of an image can be 
determined approximately from the histogram of the image. The histogram shows 
different grey level probabilities in the image. 

Named after Boltzmann's H-theorem, Shannon defined the entropy H of a discrete 
random variable X with possible values 1 2{ , ,..., }nx x x  and probability mass function 

P(X) as: 

( ) ( ( )) [ ln( ( ))]H X E I X E P X= = −                        (1) 

here E is the expected value operator, and I is the information content of X. I(X) is 
itself a random variable. When taken from a finite sample, the entropy can explicitly 
be written as 

(X) (x ) (x ) (x ) log p(x )i i i b i
i i

H P I P= = −∑ ∑
                  

(2) 

As is known, the iterative subband decomposition is the core process of WT, so the 
coding stage has to be performed on some layers, in the case of 1D Mallat-tree de-
composition, where only approximation signals (L1) are recursively decompose into 
two sub-signals (L2, H2). Along the tree decomposition, it can be noticed that in in-
termediate layers some data are just temporary. For example, in layer 1, L1 signal data 
is produced while coding input signal and is successively decompose into L2 and H2.  

The two-dimensional discrete wavelet transform (2D-DWT) coding is usually 
based on separable basic scaling functions and wavelet bases so that it can be per-
formed iterating two orthogonal 1D-DWT.  
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(a) Original MR image; (b) 1-level decomposition; (c) 2-level decomposition; (d) entropy 

vector 

Fig. 1. 2D-DWT with Mallat-tree decomposition (The size of intermediate layers decreases 
twice as fast as the 1D case) 

After 2-level 2D-DWT, we will get seven coefficient matrices (Fig. 1c) from a MR 
image (Fig. 1a), four of them are 64-by-64 in size, and the rest 128-by-128. Then, we 
extract entropy from the seven matrices (LL2, HL2, LH2, HH2, HL1, LH1, and HH1) 
[22, 23]. The above procedure reduces the features from original 256x256=65,536 to 
an entropy vector of 7 values, which is used as the input for Naïve Bayes classifier. 

4 Naive Bayes Classifier 

What kind of classification can we choose is one of the important issues in pattern 
recognition. Many algorithms can solve classification problem, such as decision trees, 
support vector machine and neural network. Naive Bayes classifier is widely recog-
nized as a simple probabilistic classifier based on the application of the Bayesian 
theorem with strong (naive) independence assumptions, and its performance is com-
parable with the decision tree and neural network.  

4.1 Probabilistic Model 

In simple terms, a NBC assumes that the value of a particular feature is unrelated to 
the presence or absence of any other feature, given the class variable. A NBC consid-
ers each of these features to contribute independently to the probability, regardless of 
the presence or absence of the other features. In spite of their naive design and appar-
ently oversimplified assumptions, NBCs work quite well in various complicated real-
world situations. For some types of probability models, NBCs can be trained very 
efficiently in a supervised learning setting. In many practical applications, parameter 
estimation for NBC uses the method of maximum likelihood; in other words, one can 
work with the NBC without accepting Bayesian probability or using any Bayesian 
methods [24].  

The probability model for a classifier is a conditional model over a dependent class 
variable C  with a small number of outcomes or classes, conditional on several fea-
ture variables 1X  through nX . 

(C | )p X X
1 n
,...,

                              

(3)
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However, if a feature can take on a large number of values or if the number of fea-
tures n is large, then basing such a model on probability tables is infeasible. We 
therefore reformulate the model to make it more tractable. 

1
1

1

(C) p( ,..., | C)
(C | ,..., )

p( ,..., )
n

n
n

p X X
p X X

X X
=

                     
(4) 

In the Bayesian analysis, the final classification is produced by combining both 
sources of information, the prior and the likelihood, to form a posterior probability 
using the so-called Bayes' rule, so the above equation can be written as 

prior likelihood
posterior

evidence

×=
                         

(5) 

In practice, there is interest only in the numerator of that fraction, because the de-
nominator does not depend on C and the values of the features Xi are given, so that 
the denominator is effectively constant, so we just need to maximize the value of 
p(C)p(X1,…. Xn|C) 

Now the "naive" conditional independence assumptions come into play: assume 
that each feature iX is conditionally independent of every other feature iX  for 

j i≠ , given the category C.  

1
1

( ,..., | C) ( | C)
n

n i
i

p X X p X
=

= ∏
                         

(6) 

where probability P(X1|C), P(X2|C)…P(Xn|C) can be estimated by the training sample. 
Through these calculations, we can get the posterior probabilities of sample belonging 
to each class, then based on Bayesian maximum a posteriori criteria, select the class 
with largest posterior probability as class label. 

5 Experiment, Result, and Discussion 

All the programs were developed in-house, using Matlab2013a and were run on an 
IBM desktop with 3G Hz Intel Core i3 processor and 2GB RAM. This section only 
reports objective results. 

5.1 Data Source 

The dataset consist of T2 weighted MR brain images in axial plane and 256x256 in 
plane resolution. We used 64 images, 18 of which were normal and the rest abnormal 
(consisting of Glioma, Alzheimer disease, Sarcoma disease, Huntington disease,  
Meningioma disease). The two-dimensional discrete wavelet transform (2D-DWT) 
decomposes an image into several sub-bands according to a recursive process. The  
1-level decomposition obtains two kinds of coefficients. One contains the three sub-
bands (LH1, HL1, and HH1), which represent details of the original images. The oth-
er is LL1 subband that corresponds to the approximation of original image, as is show 
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in Fig. 2(b). The approximation LL1 is then decomposed into second-level approxi-
mation and detail images, and the process is repeated to achieve the desired level of 
resolution. The obtained coefficients for the approximation and detail sub-band im-
ages are useful features for texture categorization, as is show in Fig. 2(c). 

 

 

Fig. 2. Illustration of the image decomposition by 2D-DWT: (a) Original image; (b) 1-level 
decomposition; (c) 2-level decomposition 

The 10-fold CV was repeated 10 times, i.e., we carried out a 10x10-fold CV. For 
each time, we used three established measures: accuracy, sensitivity, and specificity. 
The order of the class was pathological brain and normal brain following common 
convention. 

5.2 Classification Comparison 

We compared the proposed wavelet-entropy with other reported features: including 
DWT+SVM [25], DWT+PCA +FP-ANN [26], DWT+PCA+SVM [27], BPNN [28], 
and RBFNN [28]. For the proposed NBC, Gaussian distribution and empirical proba-
bility were assumed. 

 

Table 1. Classification Comparison 

Feature Accuracy Sensitivity Specificity 
DWT+SVM [25] 96.15% N/A N/A 
DWT+PCA+FP-ANN [26] 97.00% N/A N/A 
DWT+PCA+SVM [27] 95.00% 96.42% 85.00% 
BPNN [28] 86.22% 88.00% 56.00% 
RBFNN [28] 91.33% 92.47% 72.00% 
Wavelet-Entropy+NBC (Proposed) 92.60% 94.50% 91.70% 
 
Results in Table 1 shows that the sensitivity is 94.50%, the specificity 91.70%, and 

accuracy 92.60%. The accuracy of the proposed method is higher than RBFNN and 
BPNN. The sensitivity of the proposed method is higher than BPNN and RBFNN. 
The specificity of the proposed method is higher than BPNN, RBFNN, and 
DWT+PCA+SVM. On the other hand, the proposed method performs marginally 
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worse w.r.t. average accuracy than PSO-KSVM, DWT+SVM, and DWT+PCA+FP-
ANN, however, it offered an alternative method for MR image classification, and can 
be used in combination with other classification methods. The standard deviation of 
our method was relatively small, which demonstrated the robustness of the proposed 
method. 

6 Conclusion and Discussion 

This paper proposed a new approach, by combining wavelet-entropy and NBC, for 
the classification of normal and pathological brains from the MR images. The ap-
proach consisted of two steps: feature extraction and classification. The accuracy 
achieved is 92.60% in detecting abnormal images from normal controls. Sensitivity 
and specificity of the proposed method are quite good. 

The contribution of this paper contained following two aspects: (i) It could help 
physicians/technicians detect abnormal brains in MR images with good accuracy. (ii) 
The application of DWT greatly reduced the calculation complexity. 

However, although it was difficult to interpret the entropy values or the 
weights/biases of NBC, the proposed method has satisfying classification results. This 
is the future research direction. 

Another limitation was that we treated different types of brain pathologies in a sin-
gle "abnormal" label; hence, multi-disease classification was the future research direc-
tion.  

Finally, the dataset is small and may introduce error to the reported classification 
accuracy; we shall create larger dataset to re-test our proposed method. 
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Abstract. Mapping centromere distribution in complete organs is a key step 
towards establishing how this couples to organ development and cell functions. 
In this context, quantitative microscopy tools play a key role, as they allow a 
precise measurement of centromere presence at both individual cell and whole 
organ levels. This work introduces PloidyQuantX, an imaging tool that operates 
on confocal microscopy image stacks. Tested on imagery obtained from whole-
mount centromere Q-FISH of the Arabidopsis thaliana primary root, Ploidy-
QuantX incorporates interactive segmentation and image analysis modules that 
allow quantifying the number of centromeres present in each cell nucleus, thus 
creating maps of centromere distribution in cells across the whole organ. More-
over, the presented tool also allows rendering three-dimensional models of each 
individual root cell, which makes it possible to relate their internal topology to 
specific cell functions. 

Keywords: quantitative microscopy, centromere quantification, image processing, 
biomedical imaging. 

1 Introduction 

The centromere is a region of highly specialized chromatin found within each chro-
mosome that serves as a site for the junction of sister chromatids. They play a key role 
in cell division processes, as they ensure accurate chromosomal segregation during 
mitosis and thus, the successful transfer of genetic information between cell and orga-
nismal generations [1]. In fact, abnormal centromere function can end up in aberrant 
cell division or chromosomal instability [2].  

For this reason, centromeres have become a central focus in the study of processes 
in which cell division plays a primary role, from species and chromosome evolution 
to cancer, aging and stem cell biology in mammals [3,4]. 

From a structural and functional perspective, there exists a high similarity between 
the role of centromeres in animals and in plants. Particularly, in Arabidopsis thaliana 
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(Arabidopsis) ‒a popular model organism in plant biology and genetics‒, several 
studies have led to the identification and characterization of the centromere regions 
[5], as well as to the better understanding of centromere functions [6]. However, the 
role of centromeres in key aspects of plant growth and development remain largely 
unexplored.  

In this context, a key element of plant morphogenesis is the balance among cell 
proliferation, expansion, and differentiation to produce organs of characteristic sizes 
and shapes. During the development of many plants, certain cell types undergo exten-
sive endoreduplication, a modified cell cycle that results in DNA replication without 
subsequent mitosis [7]. For this reason, cells undergoing endoreduplication contain a 
higher number of chromosomes in their nuclei, thus presenting higher ploidy levels. 
Therefore, ploidy quantification is a key issue for studying endoreduplication, the 
function of which is unknown, although some of the proposed roles include gene 
amplification, radiation resistance and cell differentiation. 

Ploidy level of plant cells has traditionally been determined by using conventional 
cytophotometric methods. However, these techniques do not allow precise quantifica-
tion of individual centromeres within a tissue or specific organ. 

As an alternative, confocal centromere Quantitative-Fluorescence in situ Hybridi-
zation (Q-FISH) applied in tissues [8] or flow-sorted [9] Arabidopsis nuclei allowed 
for study of a large number of nuclei with a good accessibility to the target DNA for 
the labeled probes. Additionally, flow sorting allowed to distinguish nuclei according 
to their ploidy level (C-value). The disadvantages of both preparation techniques are 
insufficient 3D information due to flattening of nuclei and loss of the spatial context 
given within native tissues or in particular cell types. 

In this context, this work introduces PloidyQuantX, an interactive image 
processing tool to separate cells nuclei and to identify the number of centromeres 
inside each cell, creating maps of centromere distribution from confocal microscopy 
image stacks of the Arabidopsis primary root. Moreover, PloidyQuantX allows con-
ducting centromere quantification from organ level to single-cell level, and rendering 
virtual 3D models of a specific cell of choice to visualize its internal topology. 

The remaining of this paper is organized as follows. Section 2 describes the biolog-
ical data on which the proposed system operates, while Section 3 provides the reader 
with an overview of PloidyQuantX’s architecture and a description of its constituting 
modules.  

2 Imaging Data 

The Arabidopsis thaliana root displays a simple structure, easily traceable cell lineage, 
distinctly separate zones of growth activities, and transparency. For this reason, the 
Arabidopsis root has emerged as a powerful model for studying cell division, cell 
elongation, and cell differentiation in plants).  

In this work, a centromeric cytomolecular map was developed using whole-mount 
immunolocalization in 6-day-old Arabidopsis roots with a PNA Cy3-labelled  
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at creating one or several binary masks that isolate each cell nucleus appearing in one 
or several image(s) of the confocal stack, determining their limits accurately and  
reliably. In its current implementation, the binary mask creation process is semi-
automatic and semi-supervised by the user, in the sense that a first segmentation  
approximation is automatically obtained –following the procedure described in the 
next paragraphs-, and it is refined manually at a later stage. 

The proposed segmentation procedure is a simple and adaptable two-step segmen-
tation strategy that combines average filtering based adaptive thresholding segmenta-
tion (for obtaining a first version of the binary mask), followed by denoising via  
morphological operators to improve its quality. 

On one hand, average filtering based adaptive thresholding segmentation allows 
setting a segmentation threshold that is highly local, thus being fairly immune to the 
large illumination variations found across the image [11,12]. On the other hand, the 
majority and horizontal breaking morphological operators are sequentially applied to 
remove isolated white pixels that do not belong to cells nuclei, and order to separate 
cells nuclei connected by one pixel, respectively [13]. The final version of the binary 
mask is created by manually separating those cells nuclei that may remain connected 
and filling the holes of the empty nuclei. 

3.2 Interactive Quantification 

The “Interactive quantification” module is responsible for the quantification of the 
centromeres contained in the cells nuclei. Currently, PloidyQuantX supports three 
types of quantification, namely: quantification at organ level, quantification at cell 
level, and 3D cell model rendering.  

All three quantification modes are based on centromere detection, which is tackled 
through the detection of local brightness maxima on the 16-bit images red channel by 
comparing the original image with the image resulting of applying a morpholigical 
dilation.  

As for the quantification at single-cell level, PloidyQuantX offers the user the 
chance of selecting a cell nucleus through its graphical user interface. Moreover, the 
user has the chance of selecting the upper and lower limits of the selected cell by 
means of an animation showing the cell of choice at different stack layers. Next, cen-
tromere detection is performed and refined across the selected layers, obtaining the 
final centromere quantification results for the cell of choice. 

As regards the quantification at organ level, it is conducted cellwise using the bi-
nary mask obtained from the “Interactive segmentation” module. As a result, Ploidy-
QuantX generates an image with a color-coded centromere count for each cell, and 
also an Excel spreadsheet indicating the centromere count corresponding to each cell 
at every selected layer of the confocal stack. Moreover, PloidyQuantX also allows 
focusing the quantification in an arbitrary number of regions of interest selected by 
the user through the program’s graphical user interface.  

Finally, the three-dimensional cell model rendering functionality of PloidyQuantX 
allows providing the user with a visual representation of a cell nucleus of choice, 
showing valuable information regarding cellular internal morphology. The contour 
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limits of the nucleus of the cell of choice at each layer of the stack are obtained by 
performing cell nucleus segmentation layer-wise, which constitutes the basis for the 
cell 3D model rendering.  

4 Conclusions 

This work has introduced PloidyQuantX as a tool for counting centromeres maps in 
intact organs such as the primary root of Arabidopsis, allowing to measure ploidy at 
single-cell and organ levels, plus the generation of 3D virtual models of cells. In its 
current status, PloidyQuantX provides centromere count, but we plan expanding its 
capabilities to obtain centromere fluorescence measurements. Moreover, given the 
importance of the segmentation step, further research efforts will be mainly directed 
towards the obtainment of accurate binary masks for cell nuclei segmentation in a 
maximally automatic manner. In this sense, we will investigate alternative algorithms, 
such as watershed segmentation [13], or exploiting the three-dimensionality of the 
confocal image stack to refine the obtained masks [14]. 
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Abstract. The hippocampus is a grey matter region of the brain which
is known to be affected by Alzheimer’s disease at the earliest stage. Its
segmentation is important in order to measure its degree of atrophy.

We study the histogram of the intensity values of the hippocampus
for 18 magnetic resonance images from the Internet Brain Segmentation
Repository. In this dataset, manually-guided segmentation results are
also provided. We use this database and the manual segmentation infor-
mation to select the hippocampus of each of the images for the study of
its histogram.

The histogram of intensity values of the left and right hippocampus for
each image in the database are unimodal, heavy tailed and lightly skewed,
for that reason, they can be fitted in a parsimonious way using the alpha-
stable distribution. This results can be used to design a procedure to
perform the segmentation of the hippocampus.

Keywords: Magnetic Resonance Image, brain processing, hippocam-
pus, alpha-stable distribution.

1 Introduction

Alzheimer’s disease (AD) is the most common cause of dementia. Nowadays,
many efforts are being made in the diagnosis in early stage of the disease using
magnetic resonance images [1] or functional brain images [2]. The hippocam-
pus is a grey matter region of the brain which is affected at the earliest stage.
Hippocampal atrophy rate, has been proven to discriminate AD from controls
or other dementia [3]; and mild cognitive impairment (MCI) from controls [4].
Furthermore, regional measures of hippocampal atrophy are found to be useful
predictors of progression to AD [5].

Segmentation of the hippocampus in magnetic resonance images is a useful
tool for Alzheimer’s diagnosis, nevertheless, this is a very challenging and time
consuming task which is usually performed manually by experts. For this reason,
it is useful to develop automatic segmentation methods.

In this work, we outline the similarities between the histogram of the intensity
values of hippocampus in T1 magnetic resonance images (MRI) and the α-stable
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distribution. In order to do that, we fit an α-stable distribution to the histogram
of the hippocampus of 18 MRI images using a maximum likelihoood method [6].

This paper is organized as follows: Section 2 introduce some properties of the
α-stable distribution. Section 3 presents the MRI database. The study of the
hippocampus of the brain magnetic resonance images is performed in Section 4
showing the predicted α-stable density fitting the histogram of the hippocam-
pus.Lastly, conclusions are given in Section 5.

2 Properties of the α-stable Distribution

The α-stable probability density function fα,β(y|γ, μ) has four parameters: α ∈
(0, 2] is the characteristic exponent which sets the level of impulsiveness, β ∈
[−1,+1] is the skewness parameter, (β = 0, for symmetric distributions and
β = ±1 for the positive/negative stable family respectively), γ > 0 is the scale
parameter, also called dispersion, and μ is the location parameter.

The α-stable distribution only has analytical closed expression in a few par-
ticular cases: when α = 2 we get the Gaussian distribution and then γ = σ/

√
2,

where σ is the standard deviation. Furthermore, for α = 1 and β = 0 the distri-
bution reduces to a Cauchy distribution and when α = 1/2 and β = 1 to a Lévy
distribution.

Figure 1 shows the α-stable probability density function for different values of
the parameters. We use the distribution with parameters α = 1.5, β = 0, γ = 1
and δ = 0 as reference. This figure also explain the name of the parameters: α
controls the degree of impulsiveness. When α decreases, the degree of impulsive-
ness increases. β controls the degree of asymmetry. γ controls the concentration
of the samples along the bulk of the distribution. Lower values of γ correspond
with higher concentration of the samples. Lastly, different values of δ produce
the same density but shifted in the x-axis.

3 IBSR Database

The images were obtained from the Internet Brain Segmentation Repository
(IBSR) 1 which provides manually-guided expert segmentation results along with
magnetic resonance brain image data. The MR brain data sets and their man-
ual segmentations were provided by the Center for Morphometric Analysis at
Massachusetts General Hospital.

In this dataset, manually-guided segmentation results are also provided. The
MR image data is a T1-weighted 3-dimensional coronal brain scan after it has
been positionally normalized into the Talairach orientation (rotation only).

The segmentation are the result of semi-automated segmentation techniques
which require many hours of effort by a trained expert. Even though manual
segmentations cannot be considered to be 100% “ground truth”, they provide a
useful information for the study of the histogram of regions of interests in the

1 http://www.nitrc.org/projects/ibsr
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Fig. 1. α-stable probability density function with reference parameters α = 1.5, β = 0,
γ = 1 and δ = 0 with changing: (a) Characteristic exponent α. (b) Skewness parameter
β. (c) Dispersion γ. (d) Location parameter δ.

brain. This database also includes segmentation results for of the principle gray
and white matter structures of the brain including the hippocampus.

4 Results

We study the histogram of the intensity values of the hippocampus for 18 mag-
netic resonance images from the Internet Brain Segmentation Repository. We
use this database and the manual segmentation information to select the hip-
pocampus of each of the images for the study of its histogram. The shape of the
histogram of intensity values in the region of interest is unimodal, heavy tailed
and lightly skewed. We fit them accurately using an α-stable distribution. Figure
2 shows the histogram of intensity values of the left and right hippocampus for
each image in the database along with the predicted α-stable density.

Unfortunatelly, in real world problem we do not have access to manual seg-
mented regions of the brain. Therefore, when we establish a narrow region of
interest including the right and/or left hippocampus, the histogram will be af-
fected by the contribution of adjacent regions of the hippocampus.

We plot the histogram of a dilated region of interest (the striatum and neigh-
bour voxels) for the image 1 in Figure 3. This figure depicts how the contribution
of the grey matter of the hippocampus is mixed with white matter voxels from
the adjacent voxels. Left to the histogram of the hippocampus, this figure also
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(r) Image 18

Fig. 2. Histogram of the intensity values of the right and left hippocampus. Solid line:
predicted α-stable density.

shows additional grey matter voxels with spreading histogram and some voxels
labelled as cerebro spinal fluid in the manual segmentation procedure. These
features suggest that a tight region of interest including the hippocampus can
be mathematically modelled as a mixture of three distributions: one for the main
region of interest comprising the grey matter in hipppocampus, a second compo-
nent for the cerebro spinal fluid and grey matter of the adjacent area and, lastly,
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Fig. 3. Image 01. Histogram of left and right hippocampus and dilated ROI. Blue bars:
histogram of the hippocampus. Left yellow bars: grey matter and csf of adjacent area.
Right yellow bars: White matter of adjacent area.

a third component to model the white matter. The spatial dependendences be-
tween voxels could also be included in the model via a hidden Markov random
field [7]. This three component mixture model is being currently studied by the
authors.

5 Conclusion

In this work, we study the histogram of the hippocampus in T1 magnetic reso-
nance images. This histogram is unimodal, heavy tailed and lightly skewed and
it was found to be accurately fitted in a parsimonious way using the alpha-
stable distribution. We believe these results can be used to design a procedure
to perform the segmentation of the hippocampus in future work.
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Abstract. Microcalcifications can be defined as the earliest sign of breast can-
cer and the early detection is very important.  However, detection process is 
difficult because of their small size. Computer-based systems can assist the ra-
diologist to increase the diagnostic accuracy. In this paper, we presented an au-
tomatic suspicious microcalcification regions segmentation system which can 
be used as a preprocessing step for microcalcifications detection. Our proposed 
system includes two main steps; preprocessing and segmentation. In the first 
step, we have implemented mammography image enhancement using top-hat 
transform and breast region segmentation using 3x3 median filtering, morpho-
logical opening and connected component labeling (CCL) methods. In the 
second step, a novel algorithm has been improved for segmentation of suspi-
cious microcalcification regions. In the proposed segmentation algorithm, first 
Otsu’s N=3 thresholding, then dilation process and CCL methods have been 
applied on preprocessed mammography image.  After this process, we took the 
upper region from the biggest two regions and if the pixels number of the taken 
region was greater than the limit value, that means the upper region was the 
pectoral muscle region and should be removed from the image. The limit value 
was determined according to the database results and prevented the false region 
segmentation for mammography images which have no pectoral muscle region. 
Successful results have been obtained on MIAS database.  

Keywords: Mammography image, microcalcification, image enhancement, 
segmentation, Otsu’s N thresholding. 

1 Introduction 

Microcalcifications are one of the important signs of the breast cancer and detection 
of them is very difficult because of their small size. Furthermore, low contrast and 
noise features of mammograms complicate the detection process. In addition to these, 
approximately 10%-30% of breast cancer cases are missed by radiologists [1].  
Computer-aided detection or diagnosis (CAD) systems can help radiologists as a 
second reader to increase the diagnosis accuracy. An automatic CAD system includes 
many processing steps such as image enhancement, segmentation, suspicious regions 
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identification and detection. In this study, we aim to develop an automatic system for 
segmentation of suspicious microcalcification regions and for this purpose; we have 
implemented image enhancement, breast region segmentation and suspicious regions 
identification processes. The developed system can be used to attract the attention of 
the radiologist of suspicious microcalcification regions and also as a processing step 
for detection of microcalcifications. 

For segmentation of suspicious microcalcification (MC) regions, Guan et al. [2] 
used scale-invariant feature transformation (SIFT) method and with this method key 
points were computed to segment MCs. However, many points were found initially 
with SIFT, which makes the segmentation process difficult. For this reason, then they 
set an appropriate threshold to determine the correct key points by analyzing the sus-
picious regions marking results of radiologists. However, the determined threshold 
value was static for all images which can be a disadvantage. In another study [3], the 
markers were determined for gradient images obtained by multiscale morphological 
reconstruction and then the MC clusters were identified using the watershed algo-
rithm. However, here the process complexity is more. Balakumar et al [4], primarily 
decomposed the enhanced mammography image with undecimated wavelet transform 
and identified the suspicious MC regions using skewness and kurtosis statistical pa-
rameters which were obtained from the horizontal and vertical detail images. The 
mammography image was scanned with size of 32x32 overlapping windows where 
skewness and kurtosis values for each window were computed. If the skewness and 
kurtosis values are >0.2 and >4 respectively, this region is identified as suspicious 
MC region. Using static values for each mammography images may be a disadvan-
tage because of different characteristics of breast tissues. Mohanalin et al. [5] pro-
posed Havrda&Charvat entropy based thresholding method. For parameters which 
change in the range of (0,2] , in the optimum threshold calculation formula; a fuzzy 
value corresponding to each parameter is calculated and the threshold value corres-
ponds to the maximum fuzziness is selected. Then fuzzy based enhancement was 
implemented using the selected threshold value to improve the visibility of microcal-
cifications and they were segmented by iterative thresholding. 

In this study, we have used top-hat transform and 3x3 median filtering, mor-
phological opening, connected component labeling (CCL) methods for image 
enhancement and breast region segmentation respectively as a preprocessing step. 
Then for segmentation of suspicious MC regions, Otsu’s N=3 thresholding, dila-
tion process and CCL methods have been applied on preprocessed mammography 
image. For this study, we have used Mammographic Image Analysis Society 
(MIAS) database [6]. 

The scheme of the proposed system is given in the following figure. 
As seen in Fig. 1., enhancement and breast region segmentation processes are giv-

en in the following section and the segmentation of suspicious MC regions is given 
after that. 
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Fig. 1. The scheme of the proposed system 

2 Preprocessing 

Mammography images usually have low image quality and breast tissue differences 
also makes detection of abnormalities difficult. In addition to these, there can be nois-
es and tags except breast region. Therefore, image enhancement and breast region 
segmentation processes are needed. 

2.1 Image Enhancement 

For enhancement of MCs in mammography image, we have used top-hat transform 
which is a morphological contrast enhancement method proposed by Meyer [7]. The 
top-hat filter protects features that conform to the structural element in the image and 
removes the others [8]. The opening process with top-hat can be defined by the fol-
lowing formula. = − ( )                                 (1) 

Where f and A show the original image and structural element respectively. Simi-
larly, the closing process with top-hat is expressed by the formula below. 

 = (  ) −                                  (2) 

 
With opening process, the hill and back features are obtained and by adding these 

features to the original image, brighter structures are highlighted. With closing 
process, features such as valleys and gutters are obtained and by subtracting it from 
the resulting image, dark structures are highlighted [8]. 
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= −                                           (3) 

The enhancement results for some mammograms are given in Fig. 2. 
 

           Mdb219                                Mdb213 

 
            (a)                   (b)                    (a)                   (b) 

Fig. 2. (a) Original image (b) Enhanced image with top-hat transform 

After the enhancement process, we have implemented the breast region segmenta-
tion to remove the unwanted parts such as labels and etc. 

2.2 Breast Region Segmentation 

In this section, by segmenting breast region, we aim to remove the unnecessary parts 
in the mammography image. Thus, the computational complexity is reduced and the 
success performance can be increased. The proposed algorithm for breast region seg-
mentation is given in the following figure. 

 

 

Fig. 3. The proposed algorithm for breast region segmentation 

As seen in Fig. 3., while the edges were protected, the noise in the mammography 
image was reduced by using a 3x3 median filter, then a binary image was obtained 
with mathematical morphology. The objects in the image were labeled by connected 
component labeling method and the biggest region was segmented as the breast re-
gion. The outputs of the proposed algorithm are given in Fig. 4. 
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          (a)               (b)                (c)                (d) 

Fig. 4. (a) Original image (b) 3x3 median filter and mathematical morphology applied image 
(c) The biggest region obtained with CCL (d) The breast region segmented image 

As a result of this section, we have obtained the breast region segmented and en-
hanced mammography image for segmenting suspicious MC regions. 

                      Mdb219                                    Mdb213 

 

             (a)                    (b)                    (a)                   (b) 

Fig. 5. (a) Original image (b) Enhanced and breast region segmented image 

Thus, the preprocessing section was completed. After this section, we focused on 
the segmentation of suspicious MC regions on the preprocessed image. 

3 Segmentation of Suspicious MC Regions 

In this section, the suspicious MC regions are identified and for this purpose, the pro-
posed algorithm is given below. 

As seen in Fig. 6., the upper region identifies the pectoral muscle region and the 
limit value is used to control if the pectoral muscle is seen in mammography image or 
not. Because there is no pectoral muscle in some mammograms or it is just a bit visi-
ble.  Therefore, if the pectoral muscle is visible in the mammography image it can be 
removed because it is an unnecessary area for MC regions. 
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Fig. 6. The proposed algorithm for segmentation of suspicious MC regions 

3.1 Otsu’s N=3 Thresholding 

Otsu’s N thresholding is an automatic threshold selection method which separates the 
image into classes [9]. The steps of Otsu’s N=3 thresholding algorithm are given be-
low. 

The grey levels of the image are identified as [0,1,2,…,L-1] where L is the number 
of grey levels. 

Step 1. The normalized histogram of the input image is computed and the histo-
gram elements are shown with pi where i=0, 1, 2, …, L-1. 

Step 2. The threshold values k1, k2, k3 separates the image into 4 classes and the 
cumulative sums P1, P2, P3 and P4 are computed for 4 classes with the following for-
mulas. = ∑                            = ∑  

(4) = ∑                     = ∑  
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Step 3. The global intensity average, mG, is computed by the formula below. 
 = ∑                                     (5) 

 
Step 4. The average intensity values for the classes are computed with the follow-

ing formulas. 
 = ∑                           = ∑   

(6) = ∑                      = ∑   

 
Step 5. The variance between classes can be computed as below. 
 ( , , ) = ( − ) ( − ) ( − )   

( , , ), = 1          , … , − 1 = 1, … , − 1=  1, … , − 2  (7) 

 
Step 6. The optimum threshold values correspond to the values which maximizes 

the variance between classes. 
 ( , , ),  ( , , ), 0 − 1 (8) 

3.2 Segmentation Results  

In the proposed algorithm, after the implementation of Otsu’s N=3 thresholding to 
strengthen the visibilities of MCs, dilation process has been used. Then, the number 
of pixels of the upper region which shows the pectoral muscle was compared with the 
limit value and if it is higher than the limit value, the upper region was removed from 
the image. In this study, the limit value was taken as 22.000 pixels according to the 
experimental results on the database. The outputs of the proposed algorithm are given 
in the following figure. 
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Mdb219 

 
           (a)                     (b)                    (c)                   (d)  

Fig. 7. (a) Enhanced and breast region segmented image (b) Otsu’s N=3 thresholding  
(c) +Dilation (d) Suspicious MC regions segmented image 

As seen in Fig. 7., windows show the MC clusters and after the segmentation of 
suspicious MC regions, the MC clusters can be seen and detected easily. 

There are 23 mammograms which contain 28 MC clusters in MIAS database and 
as a result, MC clusters were never missed by the obtained suspicious MC regions. 

4 Conclusion 

In this paper, a novel algorithm has been proposed for segmentation of suspicious MC 
regions. The developed system can be used to take attention of radiologists to these 
regions and to simplify the detection of MC clusters. Furthermore, it can be used as a 
processing step for an automatic computer-aided MCs detection system. The devel-
oped algorithm for segmentation of suspicious MC regions has been never used in the 
literature.  

Consequently, all MC clusters in MIAS database have been catched by the devel-
oped system. 
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Abstract. Prostate Magnetic Resonance Imaging (MRI) is one of the
most promising approaches to facilitate prostate cancer diagnosis. The
effort of research community is focused on classification techniques of MR
images in order to predict the cancer position and its aggressiveness. The
reduction of False Negatives (FNs) is a key aspect to reduce mispredic-
tions and to increase sensitivity. In order to deal with this issue, the most
common approaches add extra filtering algorithms after the classification
step; unfortunately, this solution increases the prediction time and it may
introduce errors. The aim of this study is to present a methodology im-
plementing a 3D voxel-wise neighborhood features evaluation within a
Support Vector Machine (SVM) classification model. When compared
with a common single-voxel-wise classification, the presented technique
increases both specificity and sensitivity of the classifier, without impact-
ing on its performances. Different neighborhood sizes have been tested
to prove the overall good performance of the classification.

Keywords: Prostate cancer, magnetic resonance imaging, support vec-
tor machine, MRI classification.

1 Introduction

Prostate Cancer (PCa) is one of the most frequent cancer in males, and it is
the third leading cause of cancer-related death among European men [1]. Ac-
cording to clinical guidelines, one of the most commonly used methods to detect
prostate cancer is a Transrectal Ultrasound (TRUS) guided biopsy that, unfor-
tunately, has been proven to provide limited efficacy to differentiate malignant
from benign tissues [2]. Another accepted screening method is the antigen (PSA)
blood test, which has been linked to over diagnosis and over treatments [3]. Re-
cently, diagnostic improvements have been made by evaluating the information
extracted from magnetic resonance image (MRI) sequences such as conventional
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morphological T1-weighted (T1-w) and T2-weighted (T2-w) imaging, diffusion-
weighted MRI (DW-MRI) and dynamic contrast-enhanced MRI (DCE-MRI).
These Multiparametric MRI techniques are promising alternatives for the detec-
tion of prostate cancer, as well as the evaluation of its aggressiveness [4–6].

Research studies have shown that Support Vector Machine (SVM) classifiers
provide good results for classification [7–9]. Nevertheless, they have to cope with
False Positives (FPs) and False Negatives (FNs) that affect the final results. From
a clinical point of view FNs may lead to underestimating the cancer by detecting
only portions of it, whereas FPs may lead to an extra care. Both scenarios
are not acceptable and should be avoided. The reduction of FPs and FNs is
therefore still a challenge that needs to be solved to effectively use Computer
Aided Detection (CAD) tools or Decision Support System (DSS) for PCa. In
particular, physicians look at FNs reduction (and related sensitivity increment)
to avoid misprediction by detecting regions that cannot be easily seen with the
naked eye.

On the computational side, these aspects are usually addressed either by im-
plementing extra filter steps, trained to increase the specificity by reducing FPs,
or by modifying the classification method. Sometimes both approaches are taken,
negligently forgetting that procedures adding post-prediction filters may also
decrement True Positives (TPs) or may negatively impact on future improve-
ments of the classification step.

In this article, we propose a new methodology that relies on a 3D voxel-wise
neighborhood features evaluation instead of single voxel one. We implemented
the classification pipeline on top of a SVM supervised machine learning classifi-
cation technique. The tool is mainly written resorting to Insight Toolkit (ITK)
libraries [10] to provide a modular and cross-platform implementation of the
flow. Moreover, actual implementation based ITK algorithms may take advan-
tage of the multiple processors present in most common systems and ensure
faster classification time.

In terms of classification, preliminary results show interesting classification
improvements w.r.t. the single voxel classification process.

2 Materials and Methods

In this section, we first describe the available multiparametric MRI dataset, then
we present the idea of the 3D-voxel neighborhoods classifier approach, together
with its implementation based on ITK and LIBSVM tool [11].

2.1 Dataset

The available dataset consists of 28 patients, who underwent MRI before prosta-
tectomy. The mean age is 64 years and they were selected among patient of the
same hospital. Since personal data are confidential and removed from the MRI
sequences, we have no other information about them. A pathologist contoured
tumors on histological sections and a radiologist outlined regions of interest
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(ROI) on the T2-w images in areas corresponding to each PCa. Non tumor
ROI were also outlined in each patient to define a balanced dataset useful in
the training stage. A total of 28 tumors with size bigger than 0.5 cc (median:
1,64 cc; 1st-3rd quartile: 0,75-2,25 cc) were included in the dataset. DW-MRI
and DCE-MRI sequences were automatically aligned to T2-w images and finally
each pixel, belonging to the prostate automatically segmented, was represented
as a vector of quantitative parameters (i.e. T2-w signal intensity, the ADC value
and K trans)[12, 13].

2.2 Classifier

Before going into methods and implementation details, we briefly describe the
architecture of the classification tool. It consists of two different stages: a training
and a testing stage. Both stages are summarized in Figure 1. Since the ITK
libraries follows the Objected Oriented Programming (OOP) paradigm, it can
be noticed that the architecture is fully modular. Together with the usage of the
LIBSVM library as a reliable implementation for a SVM classifier [11], this choice
aims at guaranteeing compatibility and flexibility towards further functionality
improvements.

The very first step of both stages is a data adaptation provided by means
of an ITK filter (called DataProcess in the schema of Figure 1). This step is
merely required by the discrepancy between the actual dataset format and the
one imposed by LIBSVM. It consists on vector permutations and aggregations;
actual values are not modified during this process. If the DataProcess filter, due
to further changes on the dataset format, will be no longer necessary, it will be
avoided.

Once adapted, all the data are normalized and standardized as required by
the SVM classification methodology [14]. The Normalization class filter imple-
ments this step. It provides both the normalized data and the normalization
parameters. Normalization parameters are necessary to apply the normalization
process to new data, i.e., when any further prediction is needed.

The normalized data are then forwarded to the training class, where the final
SVM classifier model is trained and created. The Training class filter is also able
to output a final model description that is very useful to set up the classifier
whenever needed, without training the model from scratch again. Avoiding re-
training time waste hugely impacts to the classifier timing performances.

When the training is completed and we need to employ it for prediction, the
testing flow is very similar to the training one: data coming from the feature
extraction are formatted and subsequently normalized resorting to the parame-
ters saved during the training phase. The prediction is also performed restoring
the model previously saved during the training phase. The outputs is an ITK
compliant image, representing a probability map where, for each pixel of the
original morphological sequence, a cancer probability value is computed.
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Fig. 1. The Classifier Training and Testing Flows

2.3 The 3D Voxel Neighborhood Approach

At the morphological level, tumors are clusters of voxels, spreading along three
dimensions. Even on MRI sequences, all of them start as a two-dimensions ar-
tifact on one slice and then progress slice by slice until the end of their mass.
Thus, it makes sense to consider at the same time not only on the set of features
extracted for the voxel under-evaluation but also on the pixels surrounding it,
both on the same slice and on the previous and following slices. Under these
assumptions, when the classifier deals with potential FP voxels surrounded by
True Negative (TN) voxels, we may increase the chance of classifying them as
TN. The same way potential FN voxels within a TP voxels neighborhood likely
results in a TP classification.

To formalize this idea, we first define a radius concept as the distance from a
central voxel (see Figure 2). This distance can be evaluated as a voxel-wise one
(Rvx) or using a common length metrics, i.e. millimeters (Rmm), resorting to the
spacing information (Sx,y,z) available within the header of any MRI sequence
compliant with the DICOM standard [15]. This last type of evaluation should
allow better results since spacing is known to be bigger on Z-axis than on X-
and Y-axis (e.g., 3 millimeters from one slice to another versus 0.3 millimeters
between two adjacent voxels within a slice). The radius identifies a 3D box where
all belonging voxels can be processed together.

Assuming that for each axial direction (x, y, z) we can relate a voxel-wise
radius with common length metrics radius (millimeters in the equation) as:

Rvx =

⌈
Rmm

S(x,y,z)

⌉
(1)

we are able to express the number of voxel selected with respect to each direction
as:
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⎧⎨
⎩

NumV oxx = ((2Rvx) + 1)
NumV oxy = ((2Rvx) + 1)
NumV oxz = ((2Rvx) + 1)

(2)

Eventually, equation 2 allows to evaluate the total number of voxels processed
in the 3D neighborhood as:

NumV oxtot = (NumV oxxNumV oxyNumV oxz)

= ((2Rvx) + 1)3
(3)

Figure 2 shows quantitatively how many voxel will be considered when the
radius is set to 1 voxel. Both the Training and the Prediction class filters are
able to process 3D voxel-wise neighborhoods as well as single voxels.

Once a radius is defined, each feature belonging to the voxels included in the
3D box is evaluated by averaging its value among all single voxel values. This
averaged value is employed as final value of the feature. Currently, studies on
different evaluation approaches are under analysis.

Fig. 2. 3D Voxel Neighborhood with a Rvx = 1. A total of 27 voxels are then considered.

It has to be emphasized in here that, during the developed supervised training,
where the dataset is originated by user-selected malignant and benignant ROI,
the Training class filter averages the feature value only of voxels of the same ROI
target type. This strategy avoids the training class filter to break the supervised
training rules. Moreover, this way, volumetric information could be weighted in
the malignant voxels set described by NumV oxtot neighborhood voxels; thereby
FP isolated voxels could be filtered and the borders of malignant ROI may result
more accurate. In line with these assumption physicians consider and highlight
tumors with a minimum volume size that have diagnostic relevance (i.e. 0,5cc).
It is also important to mention that features are collected voxel by voxel. Any
other form of feature extraction introduces losses in the original data.

Experiments were performed with different radius values in order to investi-
gate the classifier performances against single voxel-wise classification and will
be provided on Section 3. In technical terms, the neighborhood selection is im-
plemented making use of itkConstNeighborhoodIterator and itkImageRegionCon-
stIterator ITK class templates.
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3 Results

In this section we present the results for 3D voxel neighborhood classifier and
we discuss about obtained performances.

3.1 Data Evaluation

The training set was built upon 28 patients and a leave-one-out cross-validation
(LOOCV) has been implemented to validate the model. We performed different
experiments varying the radius (Rvx): six different radius (Ri) size were tested:
Ri={0,1,2,3,4,5}, where Ri=0 means a standard single voxel-wise classification.
Figure 3 compares results by means of the following statistical functions:

– Area Under the ROC Curve (AUC) [16]
– Sensitivity (Se): Se = TP

TP+FN

– Specificity (Sp): Sp = TN
TN+FP

– Accuracy (Acc): Acc = TP+TN
TP+TN+FP+FN

In particular, we present arithmetic mean (AM) and standard deviation (SD)
to compare classifier prediction performances.

Fig. 3. AUC, Se, Sp and Acc average (dot) and standard deviation (whiskers) values,
with relation to radius size (Ri), for testing set
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Since the final decision has to be binary (tumor vs healthy tissue), a thresholds
cutoff was set to 0.5 value during the experimental setup. This is a very weak
threshold, which commonly leads to worst results comparing with best cutoff
search algorithms, such as the Yoden one [17, 18]. The meaning of our choice is
strongly related to the way physicians exploit the classification results. Within
a diagnosis path, the CAD software is usually able to show the physician the
classification results as a colored overlay map on the T2-w sequence [19]. Colors
help focusing on the tumor areas but their relation to the classifier outcome is
changed as physician commodity.

3.2 Discussion

Figure 3 reveals that our 3D voxel-wise neighborhood classifier provide an im-
provement of the classification performances. We highlight the AM improvement
in term of AUC, Se, Sp and Acc. In particular, when comparing R0 to R5, the
results seem very promising.

Generally speaking, the progressive increase of the radius relates to a contin-
uous improvement in results. The Se reveals a significant improvement ranging
its average from 0.71 to 0.78 (R0 to R5), as well as the improvement of the AUC
value is significant when single voxel-wise classifier performances are compared
with R5 neighborhood classifier. In this case the average rises from 0.76 to 0.81.
Nevertheless, the Sp seems to do not benefit from our proposed technique (R0

to R5 delta is less than 0.03), suggesting that the way features on different voxel
are considered may need further investigation to refine the methodology. In par-
ticular, the AM variation expressed along the radius, may suggest that more
considerations on the morphological characteristic of tumors among the dataset
are needed. We expected such kind of impact on final results thus further inves-
tigations will be planned on that.

Eventually, SD values are generally not negligible but this may depend on the
actual available dataset size.

4 Conclusion

We present a 3D voxel neighborhood SVM classifier methodology, implemented
using ITK libraries, based on MRI sequences to discriminate prostate cancer
lesion from healthy tissue.

Obtained results indicate improvements if compared against traditional single
voxel-wise classifier; especially FNs take advantage from the proposed approach.
Some minor drawbacks suggest a further analysis involving an extended dataset
to confirm the validity volumetric neighborhood approach performance.
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Abstract. This article describes an algorithm for defining the precise,
objective, repeatable and unambiguous segmentation of cells in images
of the corneal endothelium. This issue is important for clinical purposes,
because the quality of the grid cells is assessed on the basis of segmen-
tation. Other solutions, including commercial software, do not always
mark cell boundaries along lines of lowest brightness.

The proposed algorithm is comprised of two parts. The first part de-
termines the number of neighbors of less than or equal brightness to each
image point in the input image, then a custom-made segmentation of the
binary image is performed on the basis of the constructed map. Each of
the 9 iterations of the segmentation considers a number of neighboring
points equal to the iteration index, thinning them if they have equal or
lower value than the analyzed input point, which allows the boundaries
to be routed between cells through the darkest points, thus defining an
objective and unambiguous selection of cells.

Keywords: image processing, cell counting, segmentation, thinning,
corneal endothelium, endothelial cell.

1 Introduction

The corneal endothelium is a monolayer of mostly hexagonal cells which are
responsible for stable corneal hydration rate. Unlike in other species, corneal
endothelial cells in humans and primates do not present mitotic activity in vivo,
which results in diminishing corneal endothelial cell density with increased age.
Age related density loss is exacerbated by many diseases as well as surgery on
the anterior segment of the eye, which can lead to irreversible corneal swelling
leading to functional sight loss. Corneal endothelial cells can be assessed in vivo
in a specular microscope. Corneal cell density (CD, cells/mm2), percentage of
hexagonal cells (H ,%), and the variation coefficient of the cell’s size (CV , %)
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can be obtained. All these parameters are sensitive and dependent on accurate
segmentation [3,4]. The proposed new CV SL parameter is very sensitive, as it
is based on triple points in a cell’s grid [6,17].

2 Features of Corneal Endothelial Images and
Preprocessing

Corneal endothelium images obtained with confocal microscopy are character-
ized by moderately large ranges of distribution variability and brightness dy-
namics a lot of noise [15]. These features make it impossible to use standard
segmentation algorithms such as Watershed, which is described in detail in [16].
For this reason, a custom solution for appropriate cell segmentation in images
should be developed.

2.1 Image Preprocessing

The first step of image processing and analysis is usually preprocessing. If the
degree of noise in images of the corneal endothelium is significant, this can cause
local minima and maxima to appear in unexpected places, however this can be
reduced by smoothing with a convolution filter mask. Tests have proved that
a 5 × 5 mask filled with values of 1 positioned in the shape of a diamond is
sufficient. The issue of noise removal from corneal endothelial images will be
the subject of future work [5]. Alignment of dynamics and ranges of brightness
can be achieved in other ways, if this is required for a binarization algorithm.
Detailed preprocessing of corneal endothelial images is described in [15,24].

2.2 Binarization

Images of the corneal endothelium can be binarized using various algorithms.
In [21] the author describes the binarization process as including the fol-

lowing stages: removal of the lowest frequency, gap closing, contrast enhance-
ment, thresholding, skeletonization, and finally improvements to the output
image (pruning and elimination of spurious structures).

An algorithm which uses shape masks for convolution is presented in [10]. The
authors use three kinds of mask: ’tricorn’, orthogonal (vertical and horizontal)
and diagonal.

An interesting approach is to use pyramid methods in image processing [1]. In
[8] the authors used wavelet pyramidal decomposition to carry out the binariza-
tion of corneal endothelial cells, followed by morphological operations to assess
the thinned boundaries.

A very interesting method is presented in [11]. The authors propose a scis-
soring operator that separates cells in the binary image, where the standard
solution is to use a kind of watershed algorithm.

One of the standard approaches in the identification of cells is the top-hat
algorithm. The authors also propose a binarization method that consists of ad-
justing masks to captured parts of the valleys. In [14] a mask is proposed for
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detecting local reductions. The KH Algorithm [7] improves this algorithm by
indicating the course of the valleys between cells and a filter which makes it less
susceptible to local defects. This algorithm uses four directional edge masks and
an object size filter to remove small objects. Fig. 1 shows an example portion
of an image of a corneal endothelium (Fig. 1(a)), the effect of smoothing (Fig.
1(b)), and the binarization results of the top-hat (Fig. 1(c)) and KH (Fig. 1(d))
algorithms at a manually selected optimum threshold.

(a) input (b) preprocessed (c) Top-Hat (d) KH

Fig. 1. Corneal endothelial image sample - original, after preprocessing, top-hat and
KH algorithm

2.3 Thinning

Thinning is the next step, which allows the contour of cells to be extracted from
a binarized image. There are a several approaches to implementing thinning
[23,13], a summary of which is in [20]. The authors of this article performed
thinning by carrying out a series of iterations of morphological operations for
one of three sets of masks. These masks are as follows (2(a), 2(b) and 2(c)), with
orientation 0◦, 90◦ 180◦ and 270◦.

Set A performs simpler segmentation (3(c)), while set C extracts a more
precise course of the skeleton (3(d)).

3 The Problem of Imprecise Segmentation

The issue of determining precise cell boundaries is quite important. For example,
Fig. 4 shows a sample of segmentation produced by a commercial program,
containing several places where the boundaries of the division between cells do
not run strictly in the valleys between cells.

The presented software does not provide a precise and fully correct description
of grid cells. It should be also noted that the use of thinning in the aforemen-
tioned binarization algorithms draws a grid segmentation in the middle of cells.
Therefore, it is worth considering the creation of an algorithm which makes
precise (repeatable and objective) segmentation lines that run in the valleys.
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(c) set C

Fig. 2. The sets of mask for thinning

(a) KH output (b) using set A (c) using set B (d) using set C

Fig. 3. Thinning outputs

Fig. 4. An example of commercial software
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(a) classic thinning

�

(b) required thinning

Fig. 5. The difference between classic thinning and the required

4 The Algorithm of Precise Segmentation

The proposed algorithm is composed of two parts: neighborhood point mapping
and modified thinning.

The first part of the algorithm creates a neighborhood map (n) which, after
preprocessing, selects the number of neighbors with brightness values in the
source image (p) which are greater than or equal to the given input image pixel.

for (x = 1; x < Width -1; x++)

for (y = 1; y < Height - 1; y++)

for (i = -1; i <= 1; i++)

for (j = -1; j <= 1; j++)

if (p[x + i, y + j] >= p[x, y])

n[x, y]++;

This (3 × 3) neighborhood map shows the top of cells as smaller values (min
= 1) and valleys as higher values (max = 9). Figure 6 shows a neighborhood
map for the input image (Fig. 1(a)), normalized (range of 1-9 to 0-255), in the
negative.

Fig. 6. The neighborhood map (normalized to 0-255, inverted)
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(a) level 1 (b) level 2 (c) level 3

(d) level 4 (e) level 5 (f) level 6

(g) level 7 (h) level 8 (i) level 9

Fig. 7. Subsequent thinning iterations for levels 1-9

The second stage is modified thinning. This consists of performing 9 iterations
of classical thinning. Each iteration processes thinning for points that have values
in the neighborhood map corresponding to a value that is no greater than the
number of the current iteration (1-9). Taking the second iteration as an example,
if there are 2 pixels in the mask that have a brightness value equal to or higher
than the central pixel then the value of the map for this pixel is of 2.



246 A. Piórkowski and J. Gronkowska–Serafin

(a) classic, set A (b) proposed, set A (c) classic, set C (d) proposed, set C

Fig. 8. The output of descibed thinning techniques

(a) classic segmentation (b) the proposed segmentation

Fig. 9. The output of classic segmentation (a) and the proposed (b)
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5 Results

Fig. 8 shows examples of binarization algorithm KH with overlapped classic
thinning using A and C masks, and thinning using the proposed algorithm (also
for thinning A and C). It can be seen that while the segmentation lines in Fig.
8(a) and Fig. 8(c) run in the middle, in the case of the proposed algorithm the
lines adapt to the valleys.

The difference between classic segmentation (Fig. 9(a)) and the proposed (Fig.
9(b)) is shown on real images (magnified, using mask B).

6 Conclusion

The article presents the problem of imprecise segmentation in corneal endothe-
lium images. This problem also affects commercial software. One of the reasons
for this error is the use of binarization. The next step after binarization is thin-
ning, which creates a result dependent on the selection of masks which are not
related to input image. A method which overcomes this problem is presented in
the article.

The authors’ method of determining cell boundaries allows the precise and
representative segmentation of the corneal endothelium. The first part of the
algorithm maps neighboring pixels The second part performs thinning by refer-
ring to the neighborhood map. As indicated in the resulting images, this method
offers better segmentation.

Further studies should involve full testing of the proposed algorithm, its im-
pact on the quality of the grid, as well as estimation of approximation depending
on a grid based on triple points with regards to the different methods of segmen-
tation. Other neighborhood sizes and binarization methods will be considered
[19,22]. The most promising approach seems to involve the use of an active con-
tour technique [2]. The result of segmentation in some cases can be improved
using intelligent methods such as neural networks or rough sets [12,18,9].
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tection, Department of Geoinformatics and Applied Computer Science as a part
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Abstract. In this paper we propose two simple and efficient algorithms for au-
tomated detection and localization of optic disc and macula with high accuracy. 
In the learning phase a set of statistical and fractal features were tested on 40 
images from STARE database. The selected features combine spatial and spec-
tral properties of the retinal images and are based on minimum or maximum cri-
teria. In the first step of the algorithm, a sliding box method is used for primary 
detection of optic disc and macula. For the second phase, a non overlapping box 
method is proposed for accurate localization of the center of the optic disc. The 
features are different for the two phases and also for the two cases optic disc 
and macula. The algorithms were tested on a set of 100 retinal images from the 
same database. By accurate determination position of the optic disc and macula, 
the results confirm the efficiency of the proposed method.  

Keywords: retinal images, image processing, features, sliding box method,  
optic disc detection, macula detection. 

1 Introduction 

Loss of vision affects quality of life and creates difficulty carrying out daily activities. 
It can be prevented by early detection through regular screenings and appropriate 
medical treatment. Therefore, the analysis of the main retinal components is funda-
mental in ophthalmological care. The detection and localization of the optic disc (OD) 
and macula (MA) can be considered as a starting point in the diagnosis of ophthalmic 
diseases such as: diabetic retinopathy, glaucoma and macular degeneration, which are 
major causes of a loss of vision.  

The main features of eye fundus images include OD, MA and blood vessels (BV). 
The OD has an approximately round form and is a brighter region than the rest of the 
ocular fundus interrupted by the outgoing blood vessels. The MA is a highly sensitive 
part of the retina and is located roughly in the center of it.  

Previously, several teams of researchers have studied a variety of automated meth-
ods to segment and quantify the OD and MA from digital retinal images [1-9]. 

Carmona et al. introduced an automatic system to locate and segment the OD in 
eye fundus images using genetic algorithms [1]. However, this method has a potential 
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error if the shape of the OD is not a perfect ellipse, and the method did not segment 
the OD cup. 

Xu et al. developed an automated system for assessment of the OD on stereo disc 
photographs [2]. They used a deformable model technique, which deforms an initial 
contour to minimize the energy function defined from contour shape.  

Youssif et al. [3] proposed an algorithm for OD detection based on matching the 
expected directional pattern of the retinal blood vessels. The retinal vessels are seg-
mented using a simple and standard 2-D Gaussian matched filter. The segmented 
vessels are then thinned, and filtered using local intensity, to represent finally the OD 
center candidates. 

Dehghani et al. [4] detected the OD in retinal images by extracting the histograms 
of each color component. Then, the average of the histogram for each color was cal-
culated as a template for localizing the center of OD. Another model-based (template 
matching) approach was employed by Osareh et al. to approximately locate the OD 
[5]. The images were normalized by applying histogram specification, and then the 
OD region from color-normalized images was averaged to produce a gray-level  
template. 

In [6], Qureshi et al. suggested an approach to automatically combine different OD 
and MA detectors, to benefit from their strengths while overcoming their weaknesses. 
The criterion for the selection of the candidate algorithms to be combined is based 
either on good detection accuracy or low computation time. 

More recently, Fuente-Arriaga et al. [7] presented a methodology for glaucoma de-
tection based on measuring displacements of blood vessels within the OD (vascular 
bundle) in human retinal images.  

Pereira et al. [8] applied an algorithm using ant colony optimization inspired by the 
foraging behavior of some ant species that has been used in image processing with 
different purposes. This algorithm, preceded by anisotropic diffusion, was used for 
OD detection in color fundus images.  

Li and Chutatape [9] proposed a new method to localize the optic disc based on 
principal component analysis, which, using the advantage of a top-down strategy, can 
extract the common characteristics among the training images. Also, the authors pro-
pose to extract other main features in color retinal images, such as the shape of the 
OD, fovea localization, set up fundus coordinate system, and detection of exudates. 

In this paper we propose a new approach for automated detection of the OD and 
MA using the sliding box method, the non overlapping box method and adaptive tex-
ture analysis. The localization of these regions of interest (ROIs) in fundus images is 
an important problem in retinal image processing in order to improve the diagnostic 
accuracy in eye diseases. 

2 Methodology and Algorithms 

We considered images from the STARE database (700×605 pixels), with dimension 
MM ×  and RGB representation on 24 bits (8 bits for each color component) [10]. 

Because the dominant color is red-brown, we used the green channel to emphasize the 
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areas with blood vessels and the blue channel to reduce the background influence and 
to emphasize the bright areas, like the OD. The red channel was used to extract com-
plementary features. In order to select some efficient features for discriminating and 
localizing the regions of interest (OD and MA), we analyzed a set of 40 images.  

The proposed algorithm has two phases. The first is based on the sliding box meth-
od with a window of 132×132 pixels. This allows dividing the window in 16 small 
windows (33×33) with a central point. The dimension of the window and also the 
sliding step length (5 pixels) were conveniently chosen so that the OD and MA are 
completely framed in one window. The output of this phase is the box which fits best 
the OD or MA, and is determined by optimizing the selected features described below 
(different for OD and MA). For ODs, the procedure continues the second phase of the 
algorithm with a fine localization of the OD center inside the selected box by using 
analysis based on non overlapping small boxes with dimensions of 33×33 pixels. The 
selected features also differ from those of the first step.  

The retinal image has regions with different intensities and also contains pixels or 
small patterns in the background which can be considered as noise. Therefore, pre-
processing operations, like noise rejection and contrast enhancement, are needed. The 
noise rejection is the first operation which must be done. On each color channel, two 
operations achieve this goal: the median filtering and the morphological erosion and 
dilation on a 3×3 window.  

Because the threshold operator generates errors [11], direct binarization of retinal 
images is not recommended, so we propose a morphological combined operation: 
erosion and dilation directly on gray images.  

The retinal images have a relatively low local contrast. Therefore, histogram equal-
ization is carried out. 

2.1 Selection of Features 

In order to detect and localize the regions of interest in the retinal image, we tested 
both statistical and fractal features on the R, G and B color channels. By combining 
the spectral information (color channels), statistical and spatial information (fractal 
and textural features) the performance of the algorithm is increased. During the learn-
ing process, a set of simple and efficient features from different color channels was 
tested and then selected. The tested features were the most frequently used statistical 
and fractal types: mean intensity, energy, contrast, homogeneity, variance, entropy, 
different estimations of fractal dimension and lacunarity. For our application we se-
lected the features by the following criterion: inside the pattern class (e.g. DO and 
MA) the differences must be small and between the classes they must be high. In 
order to select the better features we used a set of 40 images from STARE database. 
Finally we chose the following features: mass fractal dimension (Dm), lacunarity (L), 
contrast (C), energy (En) and mean intensity (Im). These features ensure proper detec-
tion and localization of the OD and MA. Texture and color components inside the OD 
differ from those of the retina. Therefore, different features depending of the color 
channel for the two phases of the algorithm were used.  
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Mean intensity. The mean intensity Im [11], a simple statistical feature, can be 
computed as in (1):  
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Energy and contrast. Aiming to obtain a statistical feature relatively insensitive to 
texture rotation and translation, we introduce the mean co-occurrence matrix notion 
[12]. For each pixel we consider symmetric neighborhoods with dimension of 

)12()12( +×+ hh , h = 1, 2, 3, .... Inside each neighborhood there are eight principal 

directions: 1, 2, 3, 4, 5, 6, 7, 8 (corresponding to 0o, 45o ,...,315o) and we evaluate the 
normalized co-occurrence matrices Nd,k corresponding to the displacement d deter-
mined by the central point and the neighborhood edge point in the k direction (k = 1,2, 
...,8). For each neighborhood type, the mean normalized co-occurrence matrix Nd is 
calculated by averaging the eight co-occurrence matrices Nd,k , (2):  
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The energy and the contrast can be extracted from the mean co-occurrence matrix 
Nd. 

Mass fractal dimension. For gray images, Sarker and Chaudhuri [13] proposed an 
extension of the basic box counting algorithm (BC), named Differential Box-
Counting (DBC) algorithm. It is proved that DBC has a good efficiency in texture 
classification of monochromatic images [14]. In order to calculate the fractal dimen-
sion for gray level images (mass fractal dimension – Dm), a 3D relief is created to be 
covered with boxes of sizes srr ×× , where r is the division factor, s is the box height 
s = r Imax/M, where Imax represents the maximum value of the intensity and M×M is 
the image dimension. 

For each square Sr(u,v) of dimension rr × , at the point (u,v) in the grid, exists a 
stick of boxes with height s. Each pixel (i,j) from Sr(u,v) has an intensity value (gray 
level) I(i,j) which belongs to a box from the stick. The maximum value of I(i,j), for 

),(),( vuSji r∈ , is denoted by p(u,v). Similarly, the minimum value is denoted by 

q(u,v). It can be considered that ),( vunr from (3) covers the 3D relief of the gray 

image created by Sr(u,v) and I(i,j), for ),(),( vuSji r∈ . 
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In order to calculate Dm with DBC, the relation (4) is used: 
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The sum ∑∑
u v

r vun ),( covers the entire relief, which was created by the gray image 

I. Otherwise the DBC algorithm behaves the same as the standard BC. For ease of 
calculation, it is required that M and r are powers of 2. 

Lacunarity. Another selected feature, lacunarity, characterizes the homogeneity 
and gaps in textured images. It is a powerful feature in medical and satellite image 
analysis [15]. Lacunarity can distinguish between two images of the same fractal di-
mension; therefore we can say that the lacunarity and fractal dimension are comple-
mentary. A great value of the lacunarity means that the texture has variable holes and 
high heterogeneity. For monochrome images, the lacunarity is based on DBC (5): 
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2.2 Detection of Optic Disc  

In the learning phase a set of 5 features was selected to indicate if the OD belongs to a 
window (132×132 pixels): DmG (mass fractal dimension, on the color channel G), 
DmR (mass fractal dimension, on the color channel R), LG (lacunarity, on the color 
channel G), LR (lacunarity, on the color channel R) and CG (normalized contrast, ex-
tracted from co-occurrence matrix, on the color channel G). The origin of the box B is 
considered the upper left corner and corresponds to the point (iB,jB) in the whole im-
age. The OD is localized in the box that satisfies the following optimal criterion over 
all the investigated boxes: DmG = min, DmR = min, LR = max, LG = max, CG = max.  

In order to localize and mark the center of the OD, the selected box is investigated 
in a similar way, but using the non overlapping boxes method and a window with a 
size of 33×33 pixels (16 boxes). The features selected for this phase are the following: 
DmB (mass fractal dimension, on the color channel B), LR (lacunarity, on the color 
channel R), CG (normalized contrast, extracted from the co-occurrence matrix, on the 
color channel G), EnB (normalized energy, extracted from the co-occurrence matrix, 
on the color channel B) and ImB (normalized average intensity, on the color channel 
B). As one can observe 3 of 5 features refer to the blue channel. Therefore, the blue 
channel is important and histogram analysis can produce valuable information con-
cerning the validity of the algorithm. In most cases, the blue channel histogram is 
concentrated in the low values domain and, moreover, the mode is 0. For this reason, 
the test of histogram is considered useful to correctly apply the algorithm. The OD is 
localized in the box that satisfies the following optimal criterion over all the investi-
gated boxes: DmB = min, LR = max, EnB = min, CG = max, ImB = max. In most of the 
cases, the above ideal situation is not possible and therefore for each box and each 
feature, a weight is established by considering 15 points for the extreme (minimum or 
maximum, as the case), 14 points for the following and so on (0 for the last). The total 
weight for a box is calculated by a normalized sum of the five weighting values (6). 
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in the position (u, v) from the grid of boxes.  
Only the boxes with 67.0),( ≥vuw are selected and, from their coordinates, the po-
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by 5,,,1),,( ≤= kkivu ii … . By considering the associated weights, the parameters, 

u and v are obtained by the formula of the mass center (7): 
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The (xo,yo) coordinates are obtained, approximating the values x,y to integers (8):  

 1733,1733 −⋅+=−⋅+= vjyuix BB  (8) 

where (iB,jB) represents the origin coordinates of B.  
The input of the algorithm is image I. 
The output of the algorithm is the position of the optic disc (xo,yo). 
The algorithm consists of the following steps:  

1. Image decomposition on color channels: R, G, B. 
2. Testing the algorithm applicability: Histogram analysis for blue channel: if mode 

is 0, the algorithm is aborted.  
3. Noise rejection by median filter 3×3 on each color channel. 
4. Morphological noise rejection by erosion and dilation grey level method. 
5. For each window with size 132×132 created by sliding box algorithm, the men-

tioned features and its extremes are calculated: DmG = min, DmR = min, LR = max, 
LG = max, CG = max. 

6. Testing the algorithm applicability and the first step localization: The box with the 
five optimal criteria satisfied is localized and selected. If not, the box with the 
four optimal criteria satisfied is localized and selected. If not, the algorithm is 
aborted. 

7. Inside of the selected window, the non overlapping box algorithm with box size 
33×33 pixels starts and the extremes are calculated: DmB = min, LR = max, EnB = 
min, CG = max, ImB = max.  

8. Testing the algorithm applicability and the second step localization: For each of 
the non overlapping boxes the weight w is calculated. The boxes with 

67.0),( ≥vuw are localized and selected. If none are found, the algorithm is abort-

ed. 
9. The third step localization: The mass center (u,v) of the selected box is calculated.  

10. The center of the optic disc is considered as (xo,yo). 
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2.3 Macula Detection 

For MA detection and localization we propose a similar method to the like optic disc 
detection, but without the second step – with small boxes. The difference consists in 
the fact that in the learning phase another set of features was selected to indicate if the 
MA belongs to a window: LB (lacunarity, on the color channel B), LG (lacunarity, on 
the color channel G), EnG (normalized energy, extracted from the co-occurrence  
matrix, on the color channel G) and CG (normalized contrast, extracted from the co-
occurrence matrix, on the color channel G). The MA is considered to belong to the 
box that satisfies the following optimal criterion over all the investigated boxes: LB = 
min, LG = min, EnG = max, CG = min. The center of the MA is considered as the  
center of the selected box (9):  

 66,66 +=+= BMBM jyix  (9) 

The input of the algorithm is image I. 
The output of the algorithm is position of MA (xM,yM). 
The algorithm consists of the following steps:  

1. Image decomposition on color channels: G and B. 
2. Testing the algorithm applicability: Histogram analysis for blue channel - if mode 

is 0, then the image is aborted.  
3. Noise rejection by median filter 3×3 on each color channel. 
4. Morphological noise rejection by erosion and dilation grey level method. 
5. For each window with size 132×132 created by the sliding box algorithm, the fol-

lowing features and their extremes are calculated: LB = min, LG = min, EnG = max, 
CG = max. 

6. Testing the algorithm applicability: If it exists, the box which satisfies the four  
optimal criteria is localized and selected. If not, the box which satisfies the three 
optimal criteria is localized and selected. If this does not exist, the algorithm is  
aborted. 

7. Calculating the coordinates of the MA center (xM,yM). 

3 Experimental Results 

The algorithm was tested on a set of 100 retinal images from the STARE database. 
From these we chose, for exemplification, 9 images, normal (healthy) as well as ab-
normal (images affected by disease): Im_1, …, Im_9 (fig. 1). The images were de-
composed in the components RGB both on global images and on the boxes (132×132 
pixels). For example, in figure 1 the decomposition of the Im_1 is presented 
(Im_1_G, Im_1_R, for the global image, and Im_1_DO_G, Im_1_DO_R, 
Im_1_DO_B, for the box selected for the optic disc). The image Im_1_W represents 
samples from the sliding box method containing three ROIs: OD, MA and BV. The 
last image Im_1_L marks the position of the OD and MA obtained by our method.  
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Fig. 1. Test images 

The input images were tested by the histogram requirement. For example, the im-
age Im_6 does not fulfill the condition 0mode ≠ (fig. 2). It can be seen, from table 2, 
that the result for MA detection in Im_6 is faulty on the blue channel.  

 

 

Fig. 2. Examples of a histogram on the blue channel (Im_1 and Im_5 fulfill the test criterion 
and Im_6 does not) 

The results for the first step of OD detection and MA detection are presented in ta-
ble 1 and table 2 respectively. For presentation, only three box types are considered: 
one containing OD, one containing MA and another containing BV. 

From table 1 it can be seen that the conditions: DmG = min, DmR = min, LR = max, 
LG = max and CG = max were satisfied for all tested images. In the case of Im_5 a box 
with MA was not considered.   
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The method used to compute the mass fractal dimension and lacunarity was im-
plemented using FracLac [16], which is a plug-in of ImageJ, a public domain Java 
image processing program. Several other MATLAB programs were subsequently 
used for image processing and for computing the texture features. 

Table 1. Results of OD detection 

Image Features LR CG DmR DmG LG 

Im_1 
OD 0.481 0.356 2.514 2.565 0.299 
MA 0.190 0.022 2.635 2.596 0.069 
BV 0.166 0.123 2.569 2.597 0.227 

Im_2 
OD 0.558 0.526 2.520 2.580 0.485 
MA 0.117 0.040 2.605 2.625 0.085 
BV 0.115 0.212 2.586 2.632 0.192 

Im_3 
OD 0.682 0.688 2.575 2.592 0.359 
MA 0.244 0.047 2.633 2.611 0.096 
BV 0.229 0.428 2.620 2.624 0.254 

Im_4 
OD 0.247 0.370 2.554 2.573 0.247 
MA 0.138 0.104 2.579 2.596 0.125 
BV 0.152 0.274 2.609 2.588 0.240 

Im_5 
OD 0.610 0.370 2.508 2.581 0.579 
MA - - - - - 
BV 0.218 0.006 2.633 2.660 0.075 

Im_6 
OD 0.262 0.392 2.556 2.643 0.245 
MA 0.255 0.138 2.616 2.649 0.083 
BV 0.141 0.173 2.656 2.649 0.176 

Im_7 
OD 0.883 0.328 2.519 2.597 0.293 
MA 0.264 0.098 2.587 2.623 0.079 
BV 0.167 0.267 2.616 2.620 0.208 

Im_8 
OD 1.181 0.517 2.506 2,558 0.362 
MA 0.202 0.088 2.652 2.643 0.073 
BV 0.367 0.274 2.553 2.619 0.183 

Im_9 
OD 0.486 0.508 2.527 2.581 0.306 
MA 0.114 0.133 2.595 2.611 0.094 
BV 0.142 0.212 2.599 2.632 0.156 

 
From table 2 it can be seen that the conditions: LB = min, LG = min, EnG = max and 

CG = min were satisfied for all tested images except the images Im_6 and Im_7 (on 
the blue channel, marked with *). In the case of Im_5 a box with MA was not consid-
ered. 

The position detection of the OD, after the first step (detection of iB,jB), is refined 
inside of the selected box by the second step analyzing all 16 images (33×33 pixels). 
Table 3 presents the results of the features selected for image Im_1 and the corre-
sponding weights. It can be seen that only images in grid positions (2,3), (3,2) and 
(3,3) meet the condition 67.0),( ≥vuw . The ideal condition for DmB is DmB = min. 

The corresponding weight of the minimum value is 15. The weights decrease if DmB 
grows, taking the value 0 for the maximum value of DmB. Similarly, for the minimum 
value of EmB the correspondent weight is 15. 

For LR, CG and ImB the weight corresponding to the maximum value is 15 and the 
weight corresponding to the minimum value is 0. 
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Table 2. Results of features selected for MA detection (note that * represents the values which 
do not meet the extreme criteria) 

Image Features LB LG EnG CG 

Im_1 
OD 0.295 0.300 0.145 0.356 
MA 0.054 0.069 0.946 0.022 
BV 0.170 0.227 0.396 0.123 

Im_2 
OD 0.516 0.485 0.165 0.526 
MA 0.056 0.085 0.830 0.040 
BV 0.126 0.192 0.391 0.212 

Im_3 
OD 0.456 0.921 0.111 0.688 
MA 0.095 0.096 0.809 0.047 
BV 0.170 0.253 0.215 0.428 

Im_4 
OD 0.303 0.247 0.200 0.370 
MA 0.075 0.125 0.464 0.104 
BV 0.116 0.249 0.293 0.274 

Im_5 
OD 0.366 0.574 0.244 0.370 
MA - - - - 
BV 0.043 0.075 0.986 0.006 

Im_6 
OD 0.301 0.245 0.248 0.392 
MA 1.947* 0.083 0.579 0.138 
BV 1.386 0.145 0.550 0.173 

Im_7 
OD 0.091 0.193 0.204 0.328 
MA 0.146* 0.079 0.499 0.098 
BV 0.034 0.208 0.295 0.267 

Im_8 
OD 0.171 0.362 0.268 0.093 
MA 0.073 0.073 0.672 0.088 
BV 0.104 0.183 0.337 0.274 

Im_9 
OD 0.324 0.306 0.117 0.508 
MA 0.038 0.094 0.571 0.133 
BV 0.100 0.156 0.337 0.212 

Table 3. Results of the fine localization of OD for Im_1 

Im_1 wD DmB wL LR wC CG wE EnB wI ImB w 
1,1 2 2.49 13 0.94 0 0.05 2 0.97 0 0.14 17/75=0.23 
1,2 4 2.49 11 0.55 8 0.31 0 1 1 0.16 25/75=0.33 
1,3 12 2.45 7 0.28 10 0.42 8 0.56 2 0.18 29/75=0.39 
1,4 5 2.49 1 0.14 4 0.23 10 0.48 8 0.20 28/75=0.37 
2,1 1 2.50 12 0.74 2 0.18 6 0.65 3 0.18 24/75=0.32 
2,2 7 2.47 4 0.19 14 0.57 7 0.61 6 0.19 38/75=0.51 
2,3 15 2.42 14 0.99 15 0.94 14 0.32 13 0.28 71/75=0.95 
2,4 11 2.46 8 0.37 5 0.25 3 0.96 12 0.27 34/75=0.45 
3,1 8 2.47 6 0.23 7 0.29 12 0.34 7 0.19 40/75=0.53 
3,2 13 2.44 5 0.22 13 0.53 15 0.31 9 0.22 55/75=0.73 
3,3 14 2.43 15 2.03 12 0.46 13 0.33 15 0.36 69/75=0.92 
3,4 10 2.46 9 0.40 3 0.23 9 0.56 14 0.30 45/75=0.60 
4,1 0 2.51 3 0.16 1 0.12 4 0.85 4 0.18 12/75=0.16 
4,2 6 2.47 2 0.15 11 0.43 11 0.46 5 0.19 35/75=0.47 
4,3 9 2.46 10 0.45 9 0.37 5 0.65 11 0.26 44/75=0.59 
4,4 3 2.49 0 0.12 6 0.27 1 0.96 10 0.25 20/75=0.27 
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Equations (7) and (8) lead to: 63.2=u , v = 2.72, 

 73.0,92.0,95.0,2,3,3,3,3,2 321321321 ========= wwwvvvuuu  

By considering the coarse localization (iB,jB), the approximate position of the OD 
(xo,yo) are found from equation (9). The results are presented together with the ap-
proximate position of the MA in table 4. 

Table 4. Coordinates of the OD and MA 

Image (iB,jB) (u,v) (xo,yo) (xM,yM) 

Im_1 (171, 34) (2.63, 2.72) (243, 106) (305, 357) 

Im_2 (253, 539) (2.12, 2.39) (306, 601) (335, 371) 

Im_3 (212, 462) (2.21, 2.48) (268, 527) (291, 315) 

Im_4 (182, 119) (2.36, 2.45) (243, 183) (273, 405) 

Im_5 (191, 524) (2.60, 3.51) (260, 623) - 

Im_6 (193, 60) (2.45, 2.33) (257, 120) (286, 350) 

Im_7 (164, 27) (2.33, 1.78) (224, 69) (277, 347) 

Im_8 (224, 550) (2.18, 3.09) (279, 635) (319, 320) 

Im_9 (220, 81) (2.39, 2.48) (282, 146) (314, 378) 

 

Testing on 100 images, the center of the OD (manually marked by an optometrist) 
was localized inside a square of 5×5 pixels found with an accuracy of 98%, while an 
accuracy of 94% was reached for localization of the MA. The number of failures was 
2 for OD and 6 for MA (table 5).  

Table 5. Failure classification criteria 

Algorithm OD test (failures) MA test (failures) 

Step 2 (not fulfill histogram)  1 1 

Step 6 (under the minimum number of matches) 1 5 

In table 6, the accuracy of our results comparing with other works is presented. 

Table 6. Comparison with other similar works 

Similar works [3] [4] [6] [8] Our method 

Success rate OD / MA 98.77 / - 91.36 / - 96.34 / 95.53 95.75 / - 98 / 94 

4 Conclusions 

The objective of this paper was the accurate localization of the OD and MA in retinal 
images. We considered a simple and efficient method based on fractal and statistical 
features for textured images, considering mass fractal dimension, lacunarity, energy, 
contrast and mean intensity. This method combined spatial, statistical and spectral 
information. The corresponding features were selected in a learning phase from a 
large set of different characteristics based on extreme criteria. The method avoids 
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some difficult problems like blood vessel extraction and binarization for OD and MA 
detection. For accurate localization of the OD, we proposed an algorithm with two dis-
tinct steps: the first is a sliding box type, based on large windows, and the second is a 
non overlapping type based on partitioning the previous windows into small boxes. For 
a high resolution, a weighting scheme of the results from the second step was applied.  
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Abstract. The main goal of our work is initial preprocessing of der-
moscopic images by hair removal. Dermoscopy is a basic technique in
skin melanoma diagnostics. One of the main problems in dermoscopy
images analysis are hairs objects in the image. Hairs partially shade the
main region of interest that’s why it needs special treatment. We have
developed a simple and fast hair removal algorithm based on basic im-
age processing algorithms. The algorithm was tested on available online
test database PH2 [8]. Primary results of proposed algorithm show that
even if hair contamination in the image is significant algorithm can find
those objects. There is still a place for improvements as long as some air
bubbles are marked as a region of interest.

Keywords: dermatoscopy image, hair removal algorithm, melanoma.

1 Introduction

Melanoma, the most frequent malignant skin cancer, characterizes an aggressive
growth with early and numerous metastases that are very difficult in pharma-
cological treatment and have rather a poor prognosis. The most frequent local-
isation is in the region of pigmental change. However, it can also arise in the
unchanged skin area. Early diagnosis, followed by immediate therapy (surgery
procedure), allows to save about 80% of patients with melanomas. Dermatoscopy
and videodermatoscopy are the major methods used in a diagnosis of skin cancer
[10]. In the case of the disease risk identification, physician orders further special-
istic treatment. Next step is surgery procedure to remove suspicious lesion with
a safe margin and perform the precise study of removed skin. Image processing
is an important part of the dermatoscopy diagnosis of malignant melanoma. It
allows to quickly diagnose the changes in nevus, is non-invasive and allows to
determine the probability of melanoma. During the diagnostic procedure, using
the videodermatoscopy device, skin lesions are acquired. Specific features help
in melanoma recognition from the image using the so-called ”ABCD rule” [6] :
A- asymmetry, B- border, C- color, D- differential structures. But before we can
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analyse dermoscopic image towards lesion malignancy, at first the preprocessing
step has to be done to mark the region of interest in the image. Preprocessing is
the initial step toward more advanced analysis. For example to discretize images
of malignant skin lesions and benign changes based on features calculated from
region of interest, like texture parameters that will indicate porosity or direction-
ality. To accurately calculate those features hairs registered in the image have
to be removed, and then region of interest can be found. It is needed to prepare
dermoscopic images to further processing by removing unwanted contaminations
in the image like hairs, air bubbles etc..

One of the main problems in dermatoscopy images analysis are hairs objects
in the image. Hairs partially shade the main region of interest that’s why it
needs special treatment. In the literature one can find a lot of works, that uses
some processing methods, for example, special filtration methods, thresholding
and morphological operations [5],[9]. In other, authors use morphological top-hat
operation or filtration together with morphological operations and lesion filling
step [1,2]. In this work, we have proposed our algorithm for hair removal from
dermoscopic images.

2 Materials and Methods

To test the algorithm an open-access database PH2 with dermoscopic images
was used [8]. Images have been acquired with a videodermatoscope, and each
of them has been manually contoured. All contours are stored in the database.
Examples of the images are shown in Fig. 1, 2 and 3. On the first of them one
can see almost clear image with lesion in the center whilst on the second large
image contamination with the hairs can be observed. Third test image contains
few hairs in colour similar to the lesion. In addition, some air bubbles are also
present in Fig. 2 and 3.

Fig. 1. Example of dermoscopic image. Image almost without contaminations. Source
[8]
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Fig. 2. Example of dermoscopic image. Image contaminated with hairs and air bubbles.
Source [8]

Fig. 3. Example of dermoscopic image. Image contaminated with hairs and air bubbles.
Source [8]

The proposed algorithm includes a transformation from color image to
grayscale, sharpening the image by stretching the histogram, finding the edge of
dark and light hair (using Canny edge detector [3,4]), using mathematical mor-
phology methods to filter inappropriate objects and finally hair removal. After
processing the image, the next step is to analyze the structure of the image.
Presented algorithm contains the following steps:

– Data acquisition
– RGB to Grayscale conversion
– Contrast Enhancement
– Binarization
– Edge Detection
– Removal non-hair edges
– Hair mask creation
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– Hair mask with RGB image merge
– Lesion (region of interest) mask creation

and is presented on a block diagram in Fig. 4.

Fig. 4. Block diagram of the algorithm

Results of proposed method have been compared with DullRazor algorithm
[7].

3 Results

We present results of each step of the algorithm that was performed on exemplary
dermoscopic images (Fig. 1, 2 and Fig. 3). Results for Fig. 1 are presented on
Figures: Fig.5 (a) - (h), Fig.8 (a) - (b). Results for Fig. 2 are presented on Figures:
Fig.6 (a) - (h), Fig.8 (c) - (d) and results for Fig 3 are presented on Figures:
Fig.7 (a) - (h), Fig.8 (e) -(f). Results presented in this section show each step
of the algorithm that was presented in Fig. 4. Conversion from RGB space to
grayscale is in b), contrast enhancement result in c), lesion ROI segmentation d).
Point e) is d) negation, next this ROI is enhanced by morphological operations
f). Final steps for hair edge detection are g) and h) where non-hair objects are
removed.

For a better representation of the final results on Fig. 9 hairs are marked in
red, ROI (lesion) is marked in green contour.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 5. Image processing shown in Fig. 1: (a) input image, (b) RGB to Grayscale, (c)
contrast enhancement, (d) lesion ROI segmentation LM, (e) negation, (f) LR enhance-
ment by morphological operations, (g) hair edge detection, (h) remove non-hair edges
and create hair mask HRM
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 6. Image processing shown in Fig. 2: (a) input image, (b) RGB to Grayscale, (c)
contrast enhancement, (d) lesion ROI segmentation LM, (e) negation, (f) LR enhance-
ment by morphological operations, (g) hair edge detection, (h) remove non-hair edges
and create hair mask HRM
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 7. Image processing shown in Fig. 3: (a) input image, (b) RGB to Grayscale, (c)
contrast enhancement, (d) lesion ROI segmentation LM, (e) negation, (f) LR enhance-
ment by morphological operations, (g) hair edge detection, (h) remove non-hair edges
and create hair mask HRM
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(a) (b)

(c) (d)

(e) (f)

Fig. 8. Intersection of lesion mask (LM) and hair mask (HRM): (a), (c), (e), combined
with input images: (b), (d), (f)
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(a)

(b)

(c)

Fig. 9. Final result - for input image: (a) in Fig. 1, (a) in Fig. 2, (a) in Fig. 3. Hairs
are marked in red, ROI (lesion) is marked in green contour
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(a) (b)

(c) (d)

(e) (f)

Fig. 10. Comparison of hair masks obtained by our algorithm (a, c, e) and DullRazor
software [7] (b, d, f)



272 D. Borys et al.

We compare obtained hair masks with results generated by DullRazor software
[7]. Comparison is shown in Fig. 10 and as we can see there is some differences
between this two approaches. Our algorithm generates less hair areas which
explicitly seen in Fig. 10 (a) and Fig. 10 (e).

4 Discussion

Results of the algorithm were presented on three test images with variable hair
contamination level (Fig. 1 and 2) and different hair to lesion contrast (Fig.
1 and 3). All crucial steps of the algorithm have been presented in Figs. 5 to
7. Processed final images that were collected in Fig. 8 shows lesion without
hair objects. In most cases, the algorithm removes hairs from the image without
disrupting the structure of the lesion and allows us to create contour of the lesion
without unnecessary (hair) objects in the region of interest. As it can be seen
in Fig. 9 even in very high image contamination with hair objects algorithms
can find properly lesion region. However, on the same Figure one can find also
that not only lesion is classified as a region of interest. Also, some air bubbles
have been classified as ROI. Results of this algorithm, after some corrections
to improve air bubbles removal, will be used for verification with experts ROI
creation, and further for deeper analysis of this images. For example, analysis of
the texture will be performed by means of entropy, standard deviation, grayscale
image, the average value of brightness, skewness of the histogram and energy
level and will be the subject of further analysis.
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Abstract. Segmentation and delineation of tumour boundaries are im-
portant and difficult step in emission tomography imaging, where ac-
quired and reconstructed images presents large noise and a blurring level.
Several methods have been previously proposed and can be used in sin-
gle photon emission tomography (SPECT) or positron emission tomog-
raphy (PET) imaging. Some of them relies on the standard uptake value
(SUV) used in PET imaging. Presented approach can be used in both
(SPECT and PET) modalities and it is based on support vector machines
(SVM) classification system. System has been tested on standard phan-
tom, widely used for testing the emission tomography devices. Results
are presented for two classifiers SVM and DLDA.

1 Introduction

Segmentation of three-dimensional data from emission tomography devices is
important, difficult and also a time-consuming task, especially, when performing
manually by medical experts. The problem of structures delineation with real
uptake have been studied in the literature [5,14] and few methods have been
proposed. Some of the proposed approaches are based on fixed threshold (for ex-
ample 70 % of maximum value) [1] or even simpler, based on fixed absolute SUV
value threshold (for example SUV 2.5) [10]. Others proposed methods that are
based on a contrast, calculated from phantoms with spheres [11]. Unfortunately,
all of those methods are acquisition parameters and parameters of reconstruc-
tion methods dependent. The importance and the influence of the method for the
system matrix calculation for ordered-subset expectation maximization (OSEM)
reconstruction algorithm have been studied by our group earlier [2].

Due to high noise in obtained images and high similarity between tumor and
normal tissue, automating segmentation process is a challenging task. In this
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paper, we propose new, automatic segmentation system, based on extraction of
different image features, which are used to train the classifiers such as SVM and
Bayesian classifier. In our experiment, we have compared the performance of the
classifiers to widely used in clinical practice method based on fixed on the level
2.5 threshold of standardized uptake value (SUV) segmentation [5].

2 Methodology

Experiment Design. Data have been taken with Philips Gemini PET device
at Department of PET Diagnostics. Phantom was a standard cylinder with five
spheres of different radius and volume (diameter from 1.3 cm up to 4 cm).
CT scan of the phantom is presented on Fig. 1. Spheres, visible on the CT
slice, have been filled with F-18 with constant concentration. The rest of the
phantom was filled with water. PET images were acquired with standard settings
for iterative reconstruction algorithm with CT-attenuation correction. Values of
counts reconstructed in PET images were scaled to SUV values to take into
account object’s mass and injected activity.

Fig. 1. Slice CT of a phantom

Classifier Design. Optimal design of the classification system for 3D image
data described in this article constitute challenging, computational and concep-
tional problem. To the most important and crucial steps of classifier design, we
can include data preprocessing, choice of proper classification and feature se-
lection methods. For that reason, we compare results from different selection
methods and different number of selected features. Our classifier is based on the
classification system proposed in [12] and is shown in Fig. 2.

First of all we have assigned different image features. All of these features are
computed for raw data obtained from PET-CT device and are shown in Tab. 1.

For all features (Tab. 1) we have compared selection algorithms based on
method proposed in [13], Recursive Feature Elimination (RFE) [6] and the clas-
sical t-statistics. Basing on the estimated train error for training data image, we
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Fig. 2. Classification system scheme

have decided to use the method proposed by Yang. Then, we have selected 15
best features, ranked as shown in Tab. 1. As a classification method we have used
the Support Vector Machines method (SVM) [3,4],[8] and compared the results
with Diagonal Linear Discriminant Analysis classifier (DLDA), which uses the
procedure called Nearest Shrunken Centroids [7],[9].

2.1 SVM Methods

In this article we have used binary SVM. We denote Z = (z1, z2, . . . , zl) as our
dataset, where zi = (xi, yi) and i = 1, . . . , l and yi ∈ {1, . . . ,K}. The response
yi is the class of predictor vector xi. The SVM solves the following problem

min
w,b,ξ

1

2
K(w,w) + C

l∑
i=1

ξi, (1)

subject to

yi(K(w,x) + b) ≥ 1− ξi, ξi ≥ 0, i = 1, . . . , l; (2)

whereK(, ) is the kernel function and C is penalty parameter.When we minimize
1
2K(w,w), we maximize the margin between two groups of data 2

||w|| . After
solving this problem we have decision function:w ·x+b for linear kernel function
K(, ). We don’t discuss about kernel function, because in our case the best results
were obtained for the linear kernel function K(w,x) = wTx.

3 Results

The numerical experiment includes comparison of selection methods, number of
features and classification methods. As shown in Fig. 3 the train error decrease
with increased number of features and has the lowest level for SVM classifier
and 15 selected features (ranked as shown in Table 1). In Fig. 4 we can see the
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Fig. 3. Train error of classification for different number of image features used

Fig. 4. Error plot for test set data for SPECT stacks
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Fig. 5. Example of trained images for SVM and DLDA classifier for 15 best features
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Table 1. Table of features that were computed for raw data obtained from PET-CT
device

Symbol description Selection rank

rd raw data 6
mean4 mean value for 4-neighbourhood 3
mean8 mean value for 4-neighbourhood 2
mean12 mean value for 4-neighbourhood 0
maxmin4 maximum value-minimum value for 4-neighbourhood 0
maxmin8 maximum value-minimum value for 4-neighbourhood 0
maxmin12 maximum value-minimum value for 4-neighbourhood 0
nbnum4 40 number of 4-neighbours for 40% thresholding 5
nbnum8 40 number of 8-neighbours for 40% thresholding 7
nbnum12 40 number of 12-neighbours for 40% thresholding 8
nbnum4 50 number of 4-neighbours for 50% thresholding 9
nbnum8 50 number of 8-neighbours for 50% thresholding 11
nbnum12 50 number of 12-neighbours for 50% thresholding 12
nbnum4 70 number of 4-neighbours for 70% thresholding 15
nbnum8 70 number of 8-neighbours for 70% thresholding 14
nbnum12 70 number of 12-neighbours for 70% thresholding 13

nbnum4 2.5 SUV number of 4-neighbours for 2.5% SUV thresholding 0
nbnum8 2.5 SUV number of 8-neighbours for 2.5% SUV thresholding 0
nbnum12 2.5 SUV number of 12-neighbours for 2.5% SUV thresholding 0

rdiff4 relative difference in min. and max. values of 4-neighbourhood 10
rdiff8 relative difference in min. and max. values of 8-neighbourhood 4
rdiff12 relative difference in min. and max. values of 12-neighbourhood 1

Table 2. Table of test error indicator results from numerical experiment

Method Mean error rate 95% confidence interval

SVM 0.0049 ( 0.0021 , 0.0077 )

DLDA 0.0060 ( 0.0024 , 0.0097 )

SUV 2.5 0.02 ( 0.011 , 0.028 )

comparison of test result for the test image not included in train set for SVM
and DLDA classifier. We can also observe that for the DLDA method we lose
the smallest object in phantom used for this study (images not shown in the
manuscript). Consequently, looking at all the classification errors indicators and
the 95% confidence interval as shown in Table 2, one general conclusion is that
there are no significant differences between SVM and DLDA method. Typically,
SVM method outperforms the other methods but we only observe significant
differences between SVM and standard method based on SUV 2.5 thresholding
(p value¡ 0.002). Also, DLDA method is significantly better that SUV 2.5 method
(p value¡ 0.005).

The Fig. 5 illustrate how the test error is changing for all used test images
obtained for the phantom. The biggest error we denote for slides where on the
slide with all visible spheres. Also for the test images the smallest error we found
for increased a number of features (Fig. 6). In this case, the error rate is much
higher for feature number smaller than 5.
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Fig. 6. Mean error for test set data for different number of features

4 Discussion

Emission tomography images are widely used method in clinical practice,
although the segmentation step is crucial for proper diagnosis and medical deci-
sion tasks. This work presents the segmentation method for emission tomogra-
phy images, based on feature selection technique and SVM classifier. From the
experimental results it is concluded, that SVM gives better classification accu-
racy than standard method based on simple SUV thresholding (SUV level 2.5 is
widely used to differentiate between benign and malignant lesions) and DLDA
classifier. For the chosen dataset, it is more effective to use more selected features
for classification. The best results we have obtained for 15 selected features. The
presented method makes it possible to obtain better segmentation results with-
out manual adjustment. Due to that, medical diagnostics, could be a faster and
more effective process. Of course, our methods can be applicable also to other
data where we consider segmentation problems such as segmentation of confocal
microscope images of cells or tissues.

Acknowledgment. This work was supported by the National Science Cen-
tre (NCN) under Grant No. 2011/03/B/ST6/04384 (DB) and by the Institute
of Automatic Control under Grant No. BKM-524/RAU1/2014/ t.30 (SS) and



Automatic Segmentation System of Emission Tomography Data 281

BK-265/RAu1/2014, t3. and Grant No. BKM-524/RAU1/2014/ t.9 (MDW).
Calculations were performed using the infrastructure supported by the com-
puter cluster Ziemowit (http://www.ziemowit.hpc.polsl.pl) funded by the Sile-
sian BIO-FARMA project No. POIG.02.01.00-00-166/08 in the Computational
Biology and Bioinformatics Laboratory of the Biotechnology Centre at the Sile-
sian University of Technology.

References

1. Boellaard, R., Krak, N.C., Hoekstra, O.S., Lammertsma, A.A.: Effects of noise,
image resolution, and ROI definition on the accuracy of standard uptake values: a
simulation study. J. Nucl. Med. 45, 1519–1527 (2004)

2. Borys, D., Szczucka-Borys, K., Gorczewski, K.: System matrix calculation for it-
erative reconstruction algorithms in SPECT based on direct measurements. In-
ternational Journal of Applied Mathematics & Computer Science 21(1), 193–202
(2011)

3. Boser, B.E., Guyon, I.M., Vapnik, V.: A training algorithm for optimal margin clas-
sifiers. In: Proceedings of the Fifth Annual Workshop on Computational Learning
Theory, pp. 144–152. ACM (1996)

4. Koonin, E.V., Altschul, S.F., Bork, P.: Knowledge based analysis of microarray
gene expression data by using support vector machines. Proceedings of the National
Academy of Sciences 4 97(1), 262–267 (1996)

5. Cheebsumon, P., et al.: Impact of [18F ]FDG PET imaging parameters on automatic
tumour delineation:need for improved tumour delineation methodology. Eur. J.
Nucl. Med. Mol. Imaging 38, 2136–2144 (2011)

6. Guyon, I., Weston, J., Barnhill, S., Vapnik, V.: Gene selection for cancer classifi-
cation using support vector machines. Machine Learning 46, 389–422 (2006)

7. Huang, D., Quan, Y., He, M., Zhou, B.: Comparison of linear discriminant analysis
methods for the classification of cancer based on gene expression data. Oxford
University Press (1988)

8. Kumar, M.S., Kumaraswamy, Y.S.: An improved support vector machine kernel for
medical image retrieval system. In: Pattern Recognition, Informatics and Medical
Engineering (PRIME), pp. 257–260 (2012)

9. Krzanowski, W.J.: Principles of Multivariate Analysis: A User’s Perspective. Jour-
nal of Experimental and Clinical Cancer Research 28(1), 149 (2009)

10. Paulino, A.C., Koshy, M., Howell, R., Schuster, D., Davis, L.W.: Comparison of CT-
and FDG-PET-defined gross tumor volume in intensity-modulated radiotherapy for
head-and-neck cancer. Int. J. Radiat. Oncol. Biol. Phys. 61, 1385–1392 (2005)

11. Schaefer, A., Kremp, S., Hellwig, D., Rbe, C., Kirsch, C.M., Nestle, U.: A contrast-
oriented algorithm for FDG-PET-based delineation of tumour volumes for the
radiotherapy of lung cancer: derivation from phantom measurements and validation
in patient data. Eur. J. Nucl. Med. Mol. Imaging 35, 1989–1999 (2008)

12. Student, S., Fujarewicz, K.: Stable feature selection and classification algorithms
for multiclass microarray data. Biology Direct 7, article 33 (2012)

13. Yang, K., Cai, Z., Li, J., Lin, G.: A stable gene selection in microarray data analysis.
BMC Bioinformatics 7, 228 (2006)

14. Zaidi, H., El Naqa, I.: PET-guided delineation of radiation therapy treatment vol-
umes: a survey of image segmentation techniques. Eur. J. Nucl. Med. Mol. Imag-
ing 37, 2165–2187 (2010)



 

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part I, LNCS 9043, pp. 282–291, 2015. 
© Springer International Publishing Switzerland 2015 

Alpha Rhythm Dominance in Human  
Emotional Attention States:  

An Experimentation with ‘Idling’ and ‘Binding’ Rhythms 

Mohammed G. Al-Zidi, Jayasree Santhosh*, and Jamal Rajabi 

Department of Biomedical Engineering, Faculty of Engineering 
University of Malaya, 50603 Kuala Lumpur, Malaysia 

{bingamal,jsanthosh}@um.edu.my, jamal.rajabi@gmail.com 

Abstract. The aim of the present study was to investigate the prominence of 
type of brain oscillations in processes combined with attention voluntarily di-
rected to emotionally significant stimuli. An indigenously designed experiment 
paradigm was conducted on specific class of healthy subjects using a series of 
audio and video clippings as stimuli. Each of the clippings was associated with 
one of the three different types of emotions namely sad, calm and excitation. 
Changes in peak of power spectrum and Inter hemispheric coherences showed 
an enhanced alpha rhythm dynamics compared to gamma rhythms.  Results 
from repeated measures using T-test and ANOVA showed that Alpha rhythm 
dynamics play more possible functional roles as compared with gamma 
rhythms. The fact that the study conducted on a similar class of subjects in-
creases the chance of nullification of factors such as age, gender, educational 
and societal status which also influences the presence of alpha. 

Keywords: Electroencephalogram (EEG), Alpha, Gamma, Attention, Emotion, 
Power Spectral Density [PSD], EEG Coherence. 

1 Introduction  

Exploring brain waves with its role in attentive aspects of human activities has been 
the interest of numerous studies especially with audio and visual tasks where changes 
in brain waves always expected to occur [1-3].  Many researchers had varied opinion 
about the role of alpha and gamma in attentive tasks.  

Alpha rhythm as one of the best known EEG phenomenon [4-6] is mostly present 
during the state of awake relaxation with eyes closed. In adults, it was reported that 
EEG alpha waves are more dominant and has higher amplitude of about 100 µV in 
the parietal-occipital region of the brain. However, activity of alpha waves were re-
portedly decreases in response to all types of motor activities including visual inspec-
tion, or even blinking of eyes [7],[ 8]. Alpha, initially known as ‘idling rhythms’ 
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started revealing its functional roles lately, when more about its correlates contribut-
ing towards cognitive processes and memory were identified. 

 A study using audio and visual sensory responses from occipital and temporal 
lobes of normal subjects, showed higher alpha in occipital compared to temporal [9]. 
The range of alpha and the highest values of Power Spectral Density (PSD) with dif-
ferent types of Sensory Response were reported recently [10]. In another study that 
was analyzed using graph theoretical tools, authors reported an enhanced synchroni-
zation level of alpha [11]. A recent short review gave detailed information about al-
pha activity in cognitive processes [12],[ 13], where the significance of alpha activity 
in both memory and in cognition was explained. 

Almost in parallel attempts, similar experiments and results were reported for sig-
nificance of gamma in cognition [14-16]. While a group of scientists agreed on the 
importance of alpha [2],[ 17], many others pointed out the role of gamma for the 
same. Gamma rhythms called as ‘binding’ rhythms was reported to be involved in 
perception, cognition and cognitive task execution [18-21].  

Researchers attempted to study processes combined with emotion and attention 
with experiments using faces or natural scenes in experiments. In one of such attempt, 
the focus was on the relationship between emotion and attention in terms of 
processing periods [22],[ 23]. In one of the latest reports, analysis was done to eluci-
date alpha and cortical inhibition in affective attention [24] where role of Gamma was 
not explored. In another latest study, the multimodality aspects of facial and vocal 
expressions were reported [20]. Thus effectively not much attempts were reported in 
this area especially about the dominance of type of EEG rhythms. 

The present study, made an effort as per the above facts and lacunae. Simple and 
indigenously designed experiments were conducted using audio and video clippings 
associated with three different types of emotions. The subject selection was restricted 
to a class of subjects similar in age, gender, culture, education and societal level, done 
purposefully to nullify the effect of changes in alpha rhythms with respect to age, 
gender, education and societal status [25]. 

2 Method and Material  

2.1 Participants 

Final year graduate male students of University Malaya, mean age of 22.5 years, 
right-handed, healthy having normal vision and hearing were selected. The study was 
approved by the engineering department of Biomedical Engineering, University of 
Malaya. Procedures were explained to each of the participants and written informed 
consent, as per prevailing medical ethics, was obtained prior to participation.  Table 1 
summarizes the information about the participants. 

Table 1. Subject details 

No. of sub. Mean age Gender ethnicity Edu, level handedness 

15 22.5 years Male Malaysian Undergraduate Right-handed 
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2.2 Materials 

EEG was recorded on a 40-channel Medlec Profile EEG Machine in Department of 
Biomedical engineering, University Malaya. Non-Invasive recording with Ag–Ag/Cl 
electrodes from 10 scalp positions were done according to the international 10–20 
system [26]. Fp1, Fp2, C3, C4, P3, P4, T3, T4, O1 and O2 were used for data extrac-
tion, where impedance values were kept below 10 k ohm. Brain vision professional 
recorder software by Brain Products GmbH and Brain maps were used. Sampling 
frequency was fixed at 256 Hz and the Sensitivity at 150 µV/mm. 

2.3 Procedure  

Visual and audio clippings were shown as emotional stimuli. Each clipping, asso-
ciated with one of the three emotions, lasted for 30 second duration.  The type of 
clippings used is shown in Table 2. Clippings were combined and organized in a 
power point slide to play them effectively. The participant was required to sit on a 
comfortable chair and initially, three minutes of awake relaxation with eyes closed, 
were recorded which was later used as baselines activity. 

Table 2. Emotional stimuli used for present study 

Task Type of Emotion Recording source 
 
 

Visual 

Sad video clip cartoon animation 
Calm video clip Mother Nature scene 

Excitement video clip cultural event 
Audio Sad music famous television program 

theme song 
Calm music religious song 

Excitement music Cultural event song 
 
Figure 1 show the details of the procedure for one session, which lasted for 6 

minute and was repeated for four times from each subject. The entire duration for data 
collection from one subject lasted for a maximum of 45 minutes to an hour, including 
preparation of subject.  

 

     

Fig. 1. Experiment procedure for 1 Session 

   Sad    Calm       Sad     Calm   

Tim0 3 4 6

Subject

  Relax               Audio                  Visual         
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2.4 Data Analysis 

Occipital and temporal lobes were focused in all analyses mainly due to the major 
role played by these lobes in processing sensory inputs related to audio and video 
emotional attention stimuli [27]. The analysis consisted of normalization of the data, 
relevant band and feature extraction using discrete wavelet transform. The approach 
used was as in following steps: 

Artifact Removal. Data went through pre-processing for removal of eye blinks and 
other signal interferences. Band pass filter to get signal between 0.5-100 Hz and a 50 
Hz notch filter to remove power-line interference components are used. Eye blink 
artifacts were removed using visual inspection. 

Feature Extraction. Discrete Wavelet Packet Transform (DWPT) method was used 
for feature extraction in alpha and gamma band. Wavelet packet analysis is a genera-
lization of wavelet decomposition that offers richer range of possibilities of signal 
analysis [28]. By applying the discrete wavelet packet analysis on the original signal, 
wavelet coefficients in the 32-64 frequency band in the 2nd level node and 8-16 Hz 
frequency band at the 4th level node (4, 2) was extracted  for gamma and alpha bands 
respectively [29]. For analysis, Daubechies (db4) wavelets were used as mother wave-
let because of its resemblance in physiological shape, and their near optimal time-
frequency localization properties. 

Following this, PSD of each signal for the left and right side of the brain was cal-
culated, where the length NFFT (non-equispaced fast Fourier transform or non-
uniform fast Fourier transform) was selected at 1024 with a window size of 256. The 
inter-hemispheric coherence values for occipital and temporal lobes were also  
obtained and compared between alpha and gamma. The coherence function was  
obtained by dividing the cross-spectral density of the targeted signals over the auto-
spectral density of each signal [30]. MATLAB software version 7.12 was used for all 
analyses. 

3 Results  

The wavelet decomposition method was performed and the detail coefficients for 
alpha and gamma bands were extracted.  The PSD of each signal from occipital and 
temporal electrodes was calculated for both right hemisphere and left hemisphere of 
the brain. The PSD of baseline activities for all subject were calculated for the pur-
pose of comparison between the relaxing state and emotional attention state. The 
mean value for relax state was obtained as 749 µV2. A sample of a two second epoch 
for a calm video recording scene is shown in Figure 2 A.  

A combined plot showing the PSD values for three types of emotional attention us-
ing audio stimuli is shown in Figure 2 B, and the same using visual scenes is shown in 
Figure 2 C.  
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Fig. 2. (A) A two second segment from O1 electrode for calm video clip, (B) PSD of Alpha 
rhythm from T3 electrode using Audio clipping (C) PSD of Alpha rhythm from O1 electrode 
for visual clipping 

The mean of the PSD values for alpha and gamma were obtained as shown in fig-
ure 3 and figure 4. Repeated T-test using Graphic-pad Prism software was conducted 
to examine the impact of each of the emotionally targeted attention on alpha and 
gamma. Statistically significant  

Differences in mean values were found, where values for alpha was always higher 
compared to that of gamma. The P-value obtained for alpha, was 0.0001<0.05 for 
each type of emotional attention states.  

Figure 3 and 4 indicated the PSD values for each emotional attention state recorded 
from respective electrodes. Though the PSD values are quite high for alpha, it can be 
seen that the mean value of the alpha and gamma tends to be the highest in calm emo-
tions compared with sad and excitement. The difference in mean value for sad and 

C 

B
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excitement was insignificant in both alpha and gamma, though the values were always 
higher in alpha.  

Graphic-pad Prism software was also utilized to perform a repeated one way 
ANOVA  between the three emotions  (sad , calm and exciting ) in order to find how 
significantly the mean values differ from each other. The calculated P-value showed 
that there is a statistically significant differences in the mean value of PSD between 
the three emotions in alpha (F=3.336, P=0.0425<0.05) and there is in-significant 
difference for the same in gamma (F=2.0365, P=0.1398>0.05). This result clearly 
showed that changes in alpha are more observable in attentive states associated with 
emotion compared with the same in gamma. 

 

Fig. 3. Mean value for the PSD of alpha waves for O1, O2, T3 and T4 electrodes 

 

Fig. 4. Mean value for the PSD of gamma waves for O1, O2, T3 and T4 electrodes 
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The analyses were done for occipital and temporal lobes due to two reasons. One, 
because of the audio and video emotional attention stimuli used, where temporal and 
occipital lobes would be playing the major role in processing the related sensory in-
puts respectively [27]. Secondly, an increased activation in occipital and temporal 
cortical regions was reported in emotional attention by various researchers [22],[ 32]. 

The PSD values were significantly high for all the three type of emotions in Alpha 
compared to Gamma. In all three types of emotions, alpha (763.4) and gamma (114.8) 
gave the highest PSD values for ‘calm’ compared with sad and excitement. This indi-
cated that calm emotions enhance both alpha and gamma which is a fact in accor-
dance with prior researchers. The statistical analysis reported the p value as 
(0.0001<0.05). PSD values for both ‘sad’ (654.2) and ‘excitement’ (627.8) were 
shown as having insignificant differences in both alpha and gamma (96.6 for sad; 
110.2 for excitement). Values from the left hemispheric electrodes were higher com-
pared with that from right, for both occipital and temporal lobes. The most interesting 
observation was that, though the pattern of change in PSD values displayed the same 
characteristics for both Alpha and Gamma for all the three emotional attention ana-
lyses, values are quite high (0.0001<0.05) for Alpha. Thus the changes in Alpha were 
quite distinct in comparison with that in Gamma. The same characteristic pattern 
shown by alpha and gamma in emotional states are in agreement with previous re-
searchers in their opinion on alpha and gamma, observed separately.  

The inter-hemispheric coherence analyses shown high values in occipital as be-
tween 0.7-0.9 and a lower value in temporal lobe as between 0.5-0.7.This showed that 
visual scenes had more effect compared to audio in measuring the performance asso-
ciated with emotional attentiveness. This established the role of these two lobes in 
processing emotion attention and is also in agreement with the views from earlier 
researchers [33],[ 34]. This fact also adds to the credibility to the present experiment. 

The result clearly showed that the changes in Alpha were more observable in all 
the three emotional attention states used, compared with that in Gamma. The present 
study is the first time reporting on the prominence of functional alpha dynamics in 
comparison with Gamma and emphasizes its importance in processing attention asso-
ciated with human emotional states. 

5 Conclusion  

Cognitive neuroscience has been very active with number of research in the area of 
attentive tasks and human emotion. Research reported so far, varied mostly in its opi-
nion about the role played by Alpha and Gamma rhythms in these areas. The present 
study reported the major role by alpha in its presence and availability during three 
different emotional attention states in an experiment with similar class of subjects. 
The most impressive findings in this study was the higher PSD values in ‘Calm’ as 
compared to ‘Sad’ and ‘Excitement’ emotion and the higher alpha PSD relative to that 
of Gamma. Since emotional responses are also known to modify perception, alpha 
rhythms might be a major part of neural correlates that may modulate specialized 
mechanisms of emotional attention. Authors acknowledge the fact that, repetition of 
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the study with a bigger sample size should pave way for more research attempts to 
elucidate the role of alpha dynamics governing such mechanisms and in explaining 
related biological implications. 
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Abstract. Cardiovascular diseases affect a high percentage of people
worldwide, being currently a major clinical concern. Echocardiograms
are useful exams that allow monitoring the heart dynamics. However,
their analysis depends on trained physicians with well-developed skills
to recognize pathology from morphological and dynamical cues. Further-
more, these exams are often difficult to interpret due to image quality.
Therefore, automatic systems able to analyze echocardiographic quan-
titative parameters in order to convey useful information will provide a
great help in clinical diagnosis. A robust dataset was built, comprising
variables associated with left-ventricle dynamics, which were studied in
order to build a classifier able to discriminate between pathological and
non-pathological records. To accomplish this goal, a network classifier
based on decision tree was developed, using as input the left ventri-
cle velocity over a complete cardiac cycle. This classifier revealed both
sensitivity and specificity over 90% in discriminating non-pathological
records, or pathological records (dilated or hypertrophic).

Keywords: decision tree, echocardiogram, classification.

1 Introduction

The automatic characterization of individual cardiac conditions will allow a
faster diagnostic of cardiovascular diseases, a major cause of death worldwide
[1]. Therefore, the quantification of the left ventricular activity is of the utmost
importance for the objective assessment of the myocardial function [2]. Echocar-
diography is an imaging modality that has been for long a readily available and
effective means to support the diagnosis and follow-up procedures of cardiovas-
cular diseases. Although the echocardiogram is a much-used method of diagnosis,
there is a lack of information in the literature on the usage of quantitative param-
eters since consensus is mostly absent regarding the clinical meaning of standard
values or those considered normal [3]. It is our basic assumption that methods
that evaluate the left ventricle dynamics throughout a (virtual) cardiac cycle will
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provide, at least, the basis for automatic discrimination between groups (normal
versus pathological).

With adequate procedural technique, echocardiographic images may depict
the left ventricle dynamics and activity. Using appropriate image processing
tools it is therefore possible to obtain quantitative descriptors related with the
contour, wall velocity, diameter, area and volume, among others. It must be em-
phasized that, even with standard image processing tools provided by the scan-
ners manufacturers those descriptors are difficult to obtain accurately. Most of
the techniques are still semi-automatic requiring skillful user interaction. There
is anyway a vast amount of raw quantitative data that is likely to be fed into a
decision support system. Within a large image repository framework this deci-
sion support system will be able to combine information extracted from many
echocardiograms and produce useful knowledge that will help clinical diagnosis.

There is, so far, no rule for selecting the best data mining method, which is nor-
mally evaluated according to each problem [4]. Therefore the aim of this study is
to extract useful quantitative information from echocardiograms of pathological
cases, in order to characterize the pathology. To accomplish this goal, a network
classifier based on a decision tree was implemented allowing a primary classi-
fication between non pathological and pathological (dilated and hypertrophic
cardiomyopathy).

In recent years, several studies tried to identify motion abnormalities in the
left ventricle wall, a goal that has been accomplished through diverse statistical
or modeling techniques, e.g. hidden markov models, shape statistical analysis,
independent component analysis classifiers, statistical modeling [5] [6] [7]. These
works are of utmost importance in the detection of local pathologies. They had
as objective to identify heart regions that were characterized with abnormal
motion, not identifying the type of pathology. By the opposite, in our work, the
left ventricle movement information is studied globally in order to infer possible
myocardial pathologies (normal, hypertrophic or dilated cardiomyopathy).

2 Material and Methods

2.1 Dataset

The database was built from clinical records collected in regular procedures
at Centro Hospitalar Gaia-Espinho. The local ethics committee approved the
procedures and an informed consent was obtained from patients. In all collected
data, a four-chamber view was recorded during, at least, a complete cardiac
cycle. The data were then anonymized and processed offline using a proprietary
software package from Siemens, the Syngo Velocity Vector Imaging technology
(VVI) [8]. The left ventricle contour is visually identified and manually marked,
at the beginning of the systolic phase. From this point, the software is able to
track the evolution of the first landmark through the entire record, extracting
variables related with the left ventricle function [9]:
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– Velocity dynamical measure over the left ventricle. Evaluates velocity over
the cardiac cycle at 49 image points, reflecting the ventricle displacement
per unit of time. (49 data points over a sequence of time.) Units: cm/sec

– Strain describes the ventricle deformation, by the fraction of change on the
myocardial deformation. (49 data points over a sequence of time.) Units: %

– Strainrate the rate of change in strain. (49 data points over a sequence of
time.) Units: 1/sec

– Tx left ventricle coordinates in the xx axis. (49 data points over a sequence
of time.)

– Ty left ventricle coordinates in the yy axis. (49 data points over a sequence
of time.)

– tVx velocity vector projection on the xx axis. (49 data points over a sequence
of time.) Units: cm/sec

– tVy velocity vector projection on the yy axis. (49 data points over a sequence
of time.) Units: cm/sec

– Volume left ventricle volume estimation over time. (a vector.) Units: ml
– Segment volume left ventricle volume estimation in its six segments. (6

data points evaluated over time) Units: ml
– Minimum diameter left ventricle minimum diameter over time. Units: mm
– Maximum diameter left ventricle maximum diameter over time. Units:

mm
– dV/dt volume over time (derivate of volume) Units: ml/sec

2.2 Data Normalization

The software used for variable extraction has the pre-requisite of starting the
echocardiogram analysis in the beginning of systole (i.e. at the maximum vol-
ume). This requirement guarantees that the first analyzed frame in each record
corresponds to the same physiological point (i.e. comparable frames). However,
depending on the machine, or its configured parameters, the sampling frequency
may be different between records. The echocardiogram frame rate may vary be-
tween 10 and 80 frames/sec [9]. Therefore, in a first phase, it is necessary to
standardize the sampling frequency, allowing the comparison of variables and
records, indexed to the frame. To meet this requirement, a cubic spline was
used to up resample all the records in the dataset to a higher frequency (100
frames/sec).

Briefly, the spline will find a cubic polynomial between two x points and link
them, its function being defined as:

f(x) = Pi(x), xi ≤ x ≤ xi+1, i = 1, ..., k − 1 (1)

where k is the length of the x vector. The spline building is based on a balance
between the best data fitting and the best smoothing. Therefore, to obtain the
best spline to the data [10], equation (2) is minimized:

(1 − q)
1

k

k∑
i=1

(yi − f(ti))
2 + q

∫ 1

0

f ′′(t)2dt (2)

where q is a parameter that varies between 0 and 1, and y is the ”real” data.
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2.3 Variables Representation

The cardiac cycle is divided in systole and diastole. In the systole the ventricle
decreases its volume until reaching the minimum. In the diastole, the ventricle
increases its volume to the maximum. Consequently, by inspecting the volume
curve, the cardiac phases are identified. After the spline building and data in-
terpolation, all previously presented variables were split in two cardiac phases
(systole and diastole). In each one, the mean and standard deviation of each
variable cardiac phase interval was calculated, allowing the inference of the vari-
ation of a particular descriptor related with the LV dynamics. These variables
were used as inputs in the classification system.

Several variables extracted from the echocardiogram were used as inputs of
the decision tree. The output will provide a classification for the myocardial sta-
tus (non-pathological, dilated or hypertrophic cardiomyopathy). For tree split,
the Gini’s diversity index is used, which evaluates the level of diversity in a
sample [11] [12]. Essentially, this index increases when the number of types in
which the entities are classified increases also. For the decision tree construc-
tion, the data was divided in two groups, the training and testing dataset. In
this study, the testing dataset was defined as 50% of each echocardiogram type,
chosen randomly. The training dataset corresponds to the other 50%. To eval-
uate possible overfitting of the tree, it had been trained and tested 100 times
using randomly chosen heartbeats in the proportion defined before. This method
allows a balanced proportion of echocardiogram types, and also datasets not bi-
ased by the records, because the random choice inside each type guarantees data
from different patients.

2.4 Method Evaluation

The global classification error (e) is assessed as the ratio between the true positive
(correctly classified cases) and the total number of cases.

To evaluate the classification performance, sensitivity (Sen, Eq.1), specificity
(Spe, Eq.2) and error (Error, Eq.3) were used, where TP is the true positive,
TN the true negative, FN the false negative, FP the false positive, and N the
total number of evaluated records. Sensitivity evaluates the probability of the
method classifying an echocardiogram in a class and effectively belonging to that
class. On the other hand, specificity evaluates the probability of the method not
classifying an echocardiogram in a class and not in fact belonging to that class.
Error translates the degree of correctly classified records by the classification
system.

Sen =
TP

(TP + FN)
(3)

Spe =
TN

(FP + TN)
(4)

Error = 1− TP

(N)
(5)
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3 Results

The analyzed dataset is composed of 54 echocardiogram records, of which 32
are non-pathological and 22 pathological (12 dilated and 10 hypertrophic car-
diomyopathy). All variables were recorded on one complete cardiac cycle and
they were split in systole and diastole, allowing comparison of different patient
variables in each cardiac phase.

Figure 1 presents a record comprising 2 complete cardiac cycles. The volume
is used to mark the transition point between phases, allowing association of the
ventricle variation in each cardiac cycle.

Fig. 1. Left ventricle variation model (mean± 2std) representation through two com-
plete cardiac cycles, describing systolic (first and third representations) and diastolic
(second and fourth representations). The blue line represents the mean, and the read
and green lines represent the model standard deviation. Below, the left ventricle vol-
ume is represented, with red marks representing the transition between each cardiac
phase. tx/ty is the xx/yy left ventricle coordinates, respectively.

Based on the idea that the pathological and non-pathological data will have
distant representations, the variables’ discriminatory power was studied based on
their statistical distribution. All the variables studied had superimposed statis-
tical distributions, especially considering the hypertrophic and non-pathological
data. The dilated cardiomyopathy (by physiological definition) is characterized
as an abnormal left ventricle movement, which consequently influences the ex-
tracted variables. Therefore those variables have intrinsic differences comparing
to non-pathological data. Nevertheless, by statistical analysis over the variables,
this difference is not enough to split between the considered classes.

The use of classifiers allows extraction of information from data that is not ac-
cessible by itself. They may combine data information, extracting characteristics
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able to discriminate between groups. The chosen classifier in this analysis was
the decision tree, due to its characteristics that allow a straightforward reading
of the discrimination rules by both technical and clinical staff. The classifiers are
able to differentiate between several classes, but if the data is not well defined by
a group of characteristics or variables, the differentiation between classes may
be lower. Therefore, it is important to select the input variables in the classifier,
which reveal the best discriminatory power. The introduction of irrelevant or
noisy data may lead the classifier to weak or false results [4].

Considering that the main objective of the study is to differentiate between
pathological and non-pathological data, in the first step the intention is to find
the variables that are clearly relevant in records discrimination. Since individ-
ual evaluation using the empirical statistical distribution does not give enough
information to infer such evidence, in this study the variables will be used indi-
vidually in a decision tree. The variables revealing the high accuracy will be used
in combination with each other in order to evaluate if the classifier performance
increases.

Considering that the pathological records are divided between dilated and
hypertrophic cardiomyopathy, a network classifier was also implemented. That
is, a record, in the first step, is analyzed and classified as pathological or non-
pathological. If it is classified as pathological, it will enter a new classifier that
will differentiate between dilated or hypertrophic. Again, the classifier (in this
case decision tree) input variables will be analyzed in order to identify which of
them are relevant in pathology discrimination. The final classifier will be the one
with the best performance and the lowest number of inputs.

3.1 Relevant Variables in Pathological/ Non-pathological
Differentiation

Considering the goal to find the most relevant variables in echocardiogram dis-
crimination, the training and test samples were randomly chosen in a proportion
of 50-50. However, to guarantee that the tree structure and the evaluation are
comparable, these samples were the same in all the evaluations presented.

In the first approach, all variables were considered as inputs considering dif-
ferent variables combinations. However, tree results interpretation revealed that
the tree was only using observations from a few variables. Knowing that the
introduction of not useful information in the classifier may lead to reduced per-
formance, it is important to evaluate the individual discriminatory power of each
variable, in the separation of both pathological and non-pathological classes.

In the tree implementation, all the extracted variables evaluated in both sys-
tole and diastole were used. These variables by themselves do not reveal their
total power in the data discrimination, as they may do when combined with
other variables. Nevertheless, it is always necessary to omit features that may
only contribute noise to the tree, making information evaluation difficult.

Table 1 resumes the classification tree performance in the differentiation be-
tween pathological and non-pathological records, considering the different input
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Table 1. Performance evaluation of the tested classifiers with the inputs extracted
from the Siemens software. Bold symbolizes the best performances.

Input Sensitivity Specificity

dV dt 70.37% 70.37%
dmax 68.52% 68.52%
dmin 79.63% 79.63%
segvol 74.07% 74.07%
strain 88.89% 88.89%

strainrate 83.33% 83.33%
tVx 75.93% 75.93%
tVy 88.89% 88.89%
tx 79.63% 79.63%
ty 72.22% 72.22%

velocity 90.74% 90.74%
vol 79.63% 79.63%

combinations. From inspection of this table, there is one possible candidate:
velocity.

In order to overcome possible bias in the data, the classifier was tested in
100 randomly selected samples (separation between train and test dataset). In
that evaluation, velocity was the variable with the best results, with a mean
performance of 75.8±8.8% (in sensitivity and specificity evaluation over the 100
tests).

The first step classifier was built with the left ventricle velocity as input
argument.

3.2 Relevant Variables in Dilated/ Hypertrophic Differentiation

In the first step of the network classifier, the record is classified as pathologic or
non-pathologic, but the classifier does not have 100% classification accuracy, so
there will be an error that will accumulate from the first step to the second.

Some records will be classified in the first step as pathological, when they are
actually non-pathological, and consequently, in the second step evaluation, these
records will increase the error.

In the second step classifier evaluation, the principle used was the same as in
the first step. Each variable will be evaluated as a potential input to the system.
The variable or variables that conduce to the lowest error / highest performance
will be chosen as the relevant variables in cardiomyopathy differentiation. When
the performance is evaluated, it is observed to be similar considering all the vari-
ables. Therefore, as previously, the performance is evaluated with 100 randomly
selected samples. The results are presented in Table 2. Evaluating sensitivity,
the variable with the highest value is the maximum and minimum left ventricle
diameter. Considering specificity, the most relevant measure is the yy left ven-
tricle coordinates. However, the difference between these two measures and the
other evaluated measures is not significant. Therefore, the classification error is
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Fig. 2. Part of the pathology decision tree used in the differentiation between dilated
and hypertrophic cardiomyopathy

Table 2. Performance evaluation in the second step network classifier. Bold symbolizes
better performances/ lower error.

Input Sensitivity Specificity Error

dV dt 94, 3± 6, 1% 85, 8± 8, 8% 16, 2± 8, 2%
dmax 96,8 ± 4,7% 86, 2± 9, 1% 14, 4± 7, 6%
dmin 96,8 ± 4,7% 86, 2± 9, 1% 14, 5± 8, 5%
segvol 93, 7± 5, 2% 83, 6± 8, 7% 15, 8± 7, 9%
strain 91, 7± 5, 9% 83, 0± 7, 6% 17, 0± 8, 4%

strainrate 94, 1± 6, 3% 82, 5± 8, 6% 16, 1± 1, 0%
tVx 92, 5± 6, 1% 86, 1± 9, 0% 17, 2± 8, 8%
tVy 94, 9± 6, 3% 87,9 ± 9,2% 14, 0± 9, 1%
tx 91, 8± 6, 0% 82, 9± 8, 3% 16, 2± 8, 6%
ty 95, 3± 5, 9% 86, 8± 9, 3% 14, 8± 7, 8%

velocity 95, 0± 5, 2% 85, 9± 8, 8% 13,3 ± 9,7%
vol 92, 8± 6, 5% 84, 3± 8, 9% 16, 5± 8, 5%

also inspected. This evaluation leads to one possible variable as potential dis-
criminator between dilated and hypertrophic cardiomyopathy: velocity (of the
left ventricle in systole and diastole). Considering that velocity is already used
in the first step, this makes the system simpler to explain and analyze. This
decision tree is exemplified in figure 2.
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The final performance is 95.0± 5.2% considering sensitivity and specificity of
the classifier.

3.3 Network Classifier

Velocity was chosen as the input variable, since in terms of performance, it
achieves high values, and the lowest mean error with 14.8%.

In summary, a pathological cardiomyopathy classifier was built evaluating as
input the velocity of the left ventricle, described by 49 points that delineates
the ventricle and evaluates the velocity at each frame. Figure 3 represents the
workflow information.

Fig. 3. Classifier workflow information

To help understanding the left ventricle delineation process, whose points are
then analyzed, figure 4 represents the contour of the left ventricle with the 49
delineated points.

In the first step of the decision tree evaluation, it was found that evaluation of
only one point, corresponding to the diastole phase, may discriminate between
pathological and non-pathological records. On the contrary, in the second step
of the decision tree all the evaluation was based on one point of the systolic
phase. This finding reveals that the diastolic phase is of the utmost importance
in the discrimination between a pathologic and non-pathologic case. In pathology
differentiation, the systolic phase is revealed to be more useful.
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Fig. 4. Left ventricle contour mean, delineated by the 49 points

4 Conclusions

Automatic computer aided decision systems are welcome auxiliary means to
help in the diagnosis of cardiovascular disease. The present study implemented
a network classifier to differentiate non pathological from pathological records.
It classifies three classes in two steps: 1. identifies a new record as pathological
or not; 2. if pathological, the record will follow to a new classifier branch, where
it will be classified as dilated or hypertrophic cardiomyopathy. The classifier, a
decision tree, uses one input variable, velocity, sampled at 49 points in the left
ventricular wall. Since the same variable is used in the two steps, a classifier for
the three classes was tested, but the result performance decreases. This latter
result is expected, because the classifier has to find more specificity in the data.
Therefore, a binary decision is easier for the classifier.

Velocity is revealed to be the variable with best discriminatory power, in
accordance with the physiological description of heart diseases: if our heart is
sick the velocity at which it contracts and dilates is not normal, and therefore
there will be differences with the non pathological records. The dilation phase
(diastole) is useful in differentiation between pathological and non-pathological.
On the contrary, the contraction phase (systole) gives information about the
type of pathology.
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Abstract. Mechanomyography (MMG) activity of the biceps muscle
was recorded from thirteen subjects. Data was recorded while subjects
performed dynamic contraction until fatigue. The signals were segmented
into two parts (Non-Fatigue and Fatigue), An evolutionary algorithm was
used to determine the elbow angles that best separate (using DBi) both
Non-Fatigue and Fatigue segments of the MMG signal. Establishing the
optimal elbow angle for feature extraction used in the evolutionary pro-
cess was based on 70% of the conducted MMG trials. After completing
twenty-six independent evolution runs, the best run containing the best
elbow angles for separation (fatigue and non-fatigue) was selected and
then tested on the remaining 30% of the data to measure the classifi-
cation performance. Testing the performance of the optimal angle was
undertaken on eight features that where extracted from each of the two
classes (non-fatigue and fatigue) to quantify the performance. Results
show that the elbow angles produced by the Genetic algorithm can be
used for classification showing 80.64% highest correct classification for
one of the features and on average of all eight features including worst
performing features giving 66.50%.

1 Introduction

Localised muscle fatigue has mainly been researched using two techniques,
mechanomyography (MMG) and surface electromyograhhy (sEMG). MMG has
also been utilised in studies on muscle activity [1] and prosthetic control [2].
MMG is a mechanical measure of the changes within the surface of a con-
tracting muscle i.e., where the vibration of the muscle fibres that move are
recorded orizio. MMG can be recorded using a variation of sensors, such as hy-
drophones, condenser microphones, piezoelectric contact sensors, laser distance
sensors orizio,orizio2, sonomyography [2], accelerometers [3] and goniometer [3]
among others.
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Studying the effect of the joint angle on muscle fatigue has been a topic that
has been touched upon in research using both sEMG and MMG. Several of
these studies are fairly dated, although their findings are similar. The muscle
length will affect both the force signals and the MMG signals, and this will vary
for the different joint angles in the different muscles in our body [1]. The joint
angle affects the muscle length, which again affects the localised fatigue in the
contracting muscle. Djordjevic et al. [2] found that fatigue occurred faster and
at a higher rate in long muscles, which means that the fatigue occurs quicker
at small elbow angles. Mamghani et al. studied signals from sustained isometric
contraction recorded with both MMG and sEMG in time and frequency domains
in various upper limb muslces, including the biceps brachii [3]. Results showed
that the shortest endurance time occurred at the longest muscle length (smallest
angle). They also found that the MPF (mean power frequency) and the RMS
(Rooot mean square) value of the EMG and MMG signal changed according to
the joint angle. The effect of elbow angle was different in BB than in the other
muscles, where the RMS value was higher at bigger elbow angle and decreased
as the elbow angle decreased. Various studies have linked fatigue occurrence to
muscle length (which is dependent upon the joint angle) based on force loss
in the muscle [4, 5]. In addition, other researchers have found that the rate of
fatigue in long muscles is dependent upon the rate of changes in the signal for
both sEMG [6, 7] and in the MMG signal [8].

Jaskolska et al [9] studied the RMS value of the MMG signal in different mus-
cles during isometric elbow extensions in young and old women. They discovered
that for the BB the RMS value increases when the muscles shortens (bigger el-
bow angle) for both age groups, and that the optimal average elbow angle values
for the young women was smaller (83.0 +/- 10.0◦) than that of the older women
(90.3 +/- 14.1◦) (P > 0.05). These findings are similar to research done on knee
extensions [10].

There has been little research on classification of the fatigue content in MMG
signals. Most research on classification of MMG signals in muscle activity are
used for prosthetic control. Xie et al. [11] proposed a method using the classi-
fication results of Short-Time Fourier Transform (STFT), Stationary Wavelet
Transform (SWT) and S-Transform (ST) combined with Singular value decom-
position (SVD), to find the highest classification accuracy of hand movements
based on MMG signals, which gave a classification performance of 89.7% be-
tween the two classes (wrist flexion and wrist extension). Another research has
also classified the MMG signal emanating from muscle activity for prosthetic
control, getting classification accuracy of 70% between the two classes (flexion
and extension). However, that research [12] did not use wavelet transform for
classification purposes, but rather used RMS (Root Mean Square) as a feature
for classification.

Various research has used different classification techniques for sEMG sig-
nals in localised muscle fatigue [13], which may also be applicable to research
on MMG signals. These include genetic programming and genetic algorithms
[14–17], statistical analysis [18–20], as well as classification methods to predict
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fatigue by using neural networks [21] or linear discriminant analysis (LDA) [22].
A variation of these techniques have been adapted in this research to evolve a
pseudo-wavelet for classifying fatigue content in the MMG signal.

In this study a GA was used to find the optimal elbow angle to be used in clas-
sification for localised muscle fatigue from fatiguing dynamic contractions based
on MMG signals. The MMG signal was extracted using a previously developed
pseduo-wavelet [23]. The GA utilised 26 evolutionary runs to find the optimal
(best separate Non-Fatigue and Fatigue) joint angle window where the MMG
signal is best classified. Then the DBI was used to determine the separation be-
tween the two classes (Non-fatigue and Fatigue). The classification performance
of the GA was compared using eight commonly used feature extraction methods.

2 Methods

In the first part of this research MMG signals were recorded emanating from
the biceps brancii during fatiguing dynamic contractions. The GA was used to
determine the optimal elbow angle for fatigue classifications utilising a pseudo-
wavelet as a feature extraction method. Finally, the classification performance of
the GA was compared using eight commonly used feature extraction methods.

2.1 Data Recording and Pre-processing

Thirteen athletic, healthy male subjects (mean age 27.5 +/- 3.6 yr) volunteered
for this research. The study was approved by the University of Essex’s Ethical
Committee and all subjects signed an informed consent form prior to taking part
in the study.

The participants, all non-smokers, were seated on a ’preacher’ biceps curl
machine to ensure stability and biceps isolation while performing biceps curl
tasks. The participants reached physiological fatigue and was encouraged during
the trial to reach the complete fatigue stage (unable to continue the exercise).

To evaluate the Maximum Dynamic Strength (MDS) percentage for each par-
ticipant we used the average of three 100% MDS measurements on three different
days to ensure correct estimation. The 100% MDS measurements for each sub-
ject were determined by the one-repetition maximum (1RM), where the subjects
managed to keep the correct technique while executing the repetition with the
heaviest possible load on a preacher biceps curl machine. In other words 100%
MDS is equal to 1RM. Determining each subject’s 100% MDS allowed estimat-
ing the correct loading MDS (40% MDS and 70% MDS) across subjects when
conducting the trials.

After establishing the MDS for each subject the trials where carried out.
After the warm-up period, all the thirteen participants carried out 3 trials of
non-isometric exercises with 40% Maximum Dynamic Strength (MDS) and 3
trials of 70% MDS with a one week resting period between trials to ensure full
recovery from the biceps fatigue, giving a total of 104 trials. Only one trial was
performed per day for each subject in order to avoid injury.
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The MMG signal was recorded using a 3-axis accelerometer (Biometrics,
ACL300 (range +/- 10G). The accelerometer was placed on the muscle belly
of the biceps Brachii, without covering the end plate zone or getting too close to
the musculotendinous region [24]. A flexible electrogoniometer (Biometrics Ltd.)
was placed on the lateral side of the arm to measure the elbow angle and arm
oscillations.

2.2 Labelling the Signals

The recorded MMG signals were grouped into Fatigue and Non-Fatigue epochs.
Initial recordings in the first few repetitions – when the subjects felt "fresh"–
were considered ’Non-Fatigue’, and when the subject was unable to perform the
sustained task the epochs were labelled as ’Fatigue, as per [25]. In the signal
analysis, the first repetition was therefore labelled as Non-Fatigue, while the
last repetition was labelled as Fatigue. This information was then used to train
and test the classifier.

2.3 Genetic Algorithms

Genetic Algorithms (GA) can be used for solving linear and nonlinear problems
[26]. The GA used a previously evolved pseudo-wavelet [23] as a feature extrac-
tion method to find the optimal elbow angle that could best separate between
Non-Fatigue and Fatigue segments of the MMG signal.

The parameter settings for the GA runs are shown in Table 1.

Table 1. Parameter settings for the GA runs

Parameter Value
Independent runs 26
Population size 5000

Maximum number of generations 20
Mutation probability 10%
Crossover probability 90%

Selection type Tournament, size 5
Termination criterion Maximum number of generations

The fitness function in the GA is used to find the optimal elbow angle in
the search space. The modified Davies Bouldin Index (DBI) was selected in this
study in the fitness function as it is a simple and effective index. Data cluster
linear overlap was calculated applying the modified DBI [27] by deciding the
proportion of intracluster spread to intercluster centroid distance. A good class
separation was expressed by smaller DBI values. Normally the fitness function
works by maximisation, using a hill climbing method; however, in this research
the DBI was changed into negative numbers, letting the fitness function use the
hill climbing method by trying to bring the (now) negative DBI closer to zero.
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2.4 Evolved Elbow Angle Selection

The GA used a pseudo-wavelet as a feature extraction to select the most optimal
angle for fatigue occurrence in the elbow joint. The pseudo-wavelet has been
developed in previous research [23]. A window of the MMG signal was selected
based on the starting elbow angle and the ending elbow angle. The starting and
ending elbow angle (a window) was determined by the evolutionary process of the
GA through testing the separation (DBI) of the two stages of fatigue (Fatigue and
Non-Fatigue). This helped the evolutionary processes by intending to minimise
the DBI, which allowed the fitness function to increase the separation between
the two classes. Usually the fitness function operates by maximisation, utilising
a hill climbing technique. This was enabled by the DBI being transformed into
negative numbers, allowing the fitness function to use the hill climbing method
by attempting to bring the (now) negative DBI closer to zero. The starting and
ending angles that gave best MMG signal separation were used at a later stage
in the classification.

Figure 1a shows a single rep when the muscle was fresh (Non-Fatigue) indi-
cating the starting and ending joint angles for one of the subject trials using the
best GA run. Figure 1b displays the same joint angles, but for a fatiguing rep.

(a) Elbow angles during Non-Fatigue rep. (b) Elbow Angles during fatiguing rep.

Fig. 1. Optimal window of joint angles selected by the GA showing where the MMG
signal was used for classification

2.5 Classification

Establishing the optimal elbow angle for feature extraction used in the evolu-
tionary process was based on 70% of the conducted MMG trials for training
purposes. The best run containing the best separation value was selected and
then tested on the remaining 30% of the data to measure the classification per-
formance.

For a comparison between the evolved pseudo-wavelet and other feature ex-
traction methods, LDA (linear discriminant analysis) was chosen due to its sim-
plicity, being well established and light on computational resources. The eight
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features extracted from the MMG signal was the input for the training and
testing phase of the LDA classifier.

2.6 Feature Extraction Techniques

A variation of parameters were used to test the optimal angle for the fatigue con-
tent in the MMG signal. These are utilised for comparison purposes to measure
the classification performance. The parameters used for comparison purposes
are:

– Higher-order statistics (HOS) (HO2 and HO3 were used as they gave the
best results.)

– Mean Frequency (MF)
– Median Frequency (MDF)
– Power Spectrum Density (PSD)
– Root Mean Square (RMS)
– Mexican Hat (Mex H)
– Evolved Pseudo-wavelet (PW)

There are common parameters that have been applied in a variety of research
on MMG signals for muscle fatigue [9, 23, 28–30].

3 Results

Table 2 shows the 26 evolutionary runs in finding the optimal (best separate
Non-Fatigue and Fatigue) joint angle window where the MMG signal is best
classified. From the table, GA run 9 (highlighted) with window joint angles from

(a) A scatter plot of elbow angles se-
lected by the GA. (larger dots indicate
better separation)

(b) 3D histogram of elbow angles selected
by the GA

Fig. 2. A scatter plot and a 3D histogram of elbow angles that was selected by 26
evolutionary runs
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Table 2. GA runs with the best DBI

Ga Run Elbow Joint 1 Elbow Joint 2 Dbi
1 48.61 111.75 -0.846
2 51.05 90.20 -0.836
3 49.53 93.42 -0.849
4 51.39 69.30 -0.843
5 49.96 96.66 -0.855
6 45.00 79.96 -0.860
7 48.67 93.71 -0.808
8 48.81 97.47 -0.823
9 50.26 73.90 -0.803
10 48.61 114.03 -0.775
11 48.80 112.78 -0.801
12 48.79 111.59 -0.789
13 51.19 64.35 -0.783
14 48.77 111.82 -0.809
15 51.39 69.30 -0.844
16 51.05 90.20 -0.836
17 48.81 112.87 -0.836
18 49.96 96.66 -0.855
19 49.53 93.42 -0.849
20 47.27 102.90 -0.853
21 51.39 69.30 -0.843
22 48.81 112.87 -0.839
23 50.13 109.22 -0.882
24 49.52 98.85 -0.804
25 47.38 76.10 -0.868
26 51.05 90.20 -0.836
Average 49.45 93.95 -0.83
St.Dev 1.51 16.05 0.03

48.61 to 114.03 gave best DBI between Fatigue and Non-Fatigue, giving -0.775
separation index.

Figure 2 shows a scatter plot 2a of the results obtained in Table2. Moreover,
2b shows a histogram of the joint elbow angles complementing Figure 2a showing
the frequency of joint angles that was selected by the GA.

Table 3 shows the classification performance of all 13 subjects with 8 different
extraction features. These results indicate that the joint angles found by the
GA enabled a classification of the two classes (Non-Fatigue and Fatigue) with
exceptional performance depending on the feature used ranging from 52.74%
and up to 80.63% classification performance. It can also be seen that the pseudo-
wavelet was the feature extraction method that gave best classification average,
with the lowest standard deviation. The average classification accuracy for the
pseudo-wavelet was much higher than the average classification accuracy for
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the other parameters. The second highest average classification by the GA used
Mexican Hat (wavelet) as a feature extraction technique.

Table 3. Classification performance

Subjects Ho2 Ho3 Mean freq Median Freq Psd RMS Mexican Hat PW
Subject 1 39.01 58.24 57.69 68.68 46.15 47.80 59.20 87.36
Subject 2 67.42 71.35 91.01 70.79 80.34 89.33 81.12 83.92
Subject 3 38.46 63.74 56.59 69.23 66.48 62.09 58.62 79.89
Subject 4 40.62 60.93 81.46 60.93 78.15 79.47 78.73 81.34
Subject 5 44.76 33.47 34.27 52.02 72.18 29.03 76.13 77.78
Subject 6 32.98 70.21 75.53 77.66 74.47 75.53 70.45 70.45
Subject 7 39.64 71.07 60.71 72.86 43.93 45.36 82.59 92.31
Subject 8 49.02 72.06 75.00 66.18 75.00 25.00 52.28 70.56
Subject 9 84.34 89.16 90.36 89.16 85.54 85.54 86.67 88.00
Subject 10 64.66 74.44 58.65 70.68 53.38 54.14 87.30 84.92
Subject 11 65.31 64.29 69.39 64.29 60.20 59.18 75.58 74.42
Subject 12 49.64 46.04 55.76 53.96 56.83 53.60 60.23 67.18
Subject 13 69.16 69.16 71.03 76.64 58.88 66.36 75.82 90.11
Average 52.69 64.93 67.50 68.70 65.50 59.42 72.67 80.63
st.dev 15.74 13.73 15.78 9.87 13.33 19.99 11.55 8.11

Figure 3 shows graphical representation of the classification performance shown
in Table 3.

Fig. 3. Graphical representation of the classification performance
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4 Discussion

The classification performance of the various feature extraction methods per-
formed less well than the classification based on the GA using the pseudo-wavelet
as a feature. The worst performance of the GA was when RMS was utilised as
the feature extraction method. RMS is a common parameter used in feature
extraction methods for both sEMG and MMG signals, however, for MMG RMS
is often used in research on isometric contraction. The poor performance of the
RMS parameter may be due to the fact that these results are based on MMG
signals from dynamic contraction, while most research on joint angle has utilised
fatiguing isometric contractions when analysing the signal with common feature
extraction methods. Various researchers has recommended the use of wavelets
for studies on MMG signals from dynamic contraction[29–31] due to the stochas-
tic nature of the signal in these contractions. Previous research by Al-mulla et
al. [23] also found that wavelets, and in particular the pseudo-wavelet, gave the
best classification results for MMG signals emanating from fatiguing dynamic
contractions. Results in this study show that the two best classification perfor-
mance of the optimal elbow angle was both wavelet-based (Mexican Hat and
evolved pseudo-wavelet), which may suggest that wavelets perform better at
fatigue classification of MMG signals emanating from dynamic contraction.

In this study the optimal elbow angle for MMG classification was determined
by the GA. The GA utilised a window that best separate between Non-fatigue
and Fatigue at various elbow angles. As the contractions were dynamic, with
constant movement of the elbow angle, a window of optimal elbow angle was
selected rather than one specific elbow angle degree. Finding the optimal elbow
angle of the biceps brachii during fatiguing dynamic contraction can be difficult.
For isometric contraction, the optimal elbow angle is perceived to be 90◦, how-
ever, this differs between subjects and the age of the subjects [9]. The various
GA runs used different elbow angles to best separate the two classes, but run
9 gave the best separation index (DBI). This run has the widest range of the
starting and ending joint angle, however, this is not a consistent finding between
the different GA runs. Some of the runs that has a smaller range in joint angles
also gave good separation between fatigue and non-fatigue.

This study was able to produce good classification results for MMG classi-
fication for fatiguing contractions from the biceps brachii. It is important to
note that the various muscles in our body respond differently when it comes
to endurance and fatigue occurrence at different joint angles [1]. While for most
muscles it was found that a small joint angle, which gives a longer muscle length,
fatigue would occur more quickly [2, 3]. However, for the biceps brachii it was
found that the RMS value of the MMG signal increased with increases in the
elbow angle. Other research has claimed that endurance time was not depen-
dent upon the elbow angle for the biceps brachii muscle [32, 33]. Therefore,
the findings in this study for the biceps brachii may not be applicable to other
muscle groups. More research is needed to determine the optimal joint angle
classification performance of the GA on other muscles using MMG signals.
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5 Conclusion

This research shows that it is possible to find the optimal elbow angle for fatigue
classification based on MMG signals from dynamic contractions. The GA, using
a pseudo-wavelet as a feature extraction method, was able to separate between
the two classes of fatigue (Non-Fatigue and Fatigue). Using the pseudo-wavelet
proved to provide better classification results that other common parameters.
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Abstract. The purpose of this investigation was to simulate surface 
electromyographic (EMG) signals generated in a cylindrical multilayer volume 
conductor constituted by bone (isotropic) muscle (anisotropic), fat (isotropic) 
and skin (isotropic) layers. This simulation was based on the distributions of 
the: MFs within each motor unit (MU), motor units (MUs) within the muscle, 
diameters of all activated MUs, conduction velocities of all activated MUs, 
lengths of all MFs, firing rates (FRs) of all recruited MUs, inter-spike intervals 
(ISIs) and the starting recruitment times of the activated MUs.  

A MU is composed of an alpha motor neuron and connected MFs, thus the 
action potential generated in each MU (MUAP) is the sum of the action poten-
tials generated from MFs (SFAPs) belonging to that particular MU. The simula-
tion of surface EMG signal began first by simulating SFAP and then the  
simulation of the MUAP. The non uniform repetition of the MUAP with a fir-
ing rate gives the MUAP train (MUAPT). Finally, the surface EMG signal is 
the sum of non-synchronized MUAP trains of active MUs. Four filters were 
used to detect the surface EMG signals. Simulations results show that 
the amplitude and shape of surface EMG signals depend on the filter used 
for recording. 

Keywords: Detection, Limb muscle, SEMG Simulation, spatial filter. 

1 Introduction 

Surface electromyography (EMG) is a technique in which the electrodes are placed on 
the skin overlying a muscle to record the electrical activity of the muscle [1]. Surface 
SFAP is the elementary component of surface EMG signal. Its simulation is important 
for the interpretation of the experimental recordings [2]. Several generation models of 
the SFAP signal were proposed [3, 4, 5, 6]. The difference between these models 
resides in the volume conductor description. The volume conductor was described as 
a space invariant system (the same shape of the potential in each point in the direction 
of source propagation) [3, 4, 5] or a non space invariant system [2], [7, 8, 9]. Analyti-
cal [3], [10] and numerical [11, 12, 13] approaches were proposed for the description 
of the electrical properties which separate the MFs and the detection point. Cartesian 
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[4], and cylindrical [6], [14] coordinate systems were adopted for the mathematical 
description of the volume conductor.  

The main steps to simulate surface SFAP are [11]: a) mathematical description of 
the volume conductor, b) modeling of the detection system and c) description of the 
generation, propagation and extinction of the intracellular action potential (IAP).  

In the 2D spatial filtering techniques, the volume conductor and the detection sys-
tem are described by transfer functions in the 2D spatial frequency domains [4]. 

The muscle is an ensemble of MUs and the MU is an ensemble of MFs. The sur-
face EMG signal simulation was based first on the simulation of the SFAP. Secondly, 
the MUAP was simulated by summing the SFAPs belonging to the same MU. Then, 
the MUAPT was simulated on the basis of the repetition of the MUAP according to 
the motor neuron firing rate. Each MUAPT is the non synchronized repetition of the 
MUAP. Finally, surface EMG signal is the sum of the MUAPTs trains. 

Our objective was to simulate surface EMG signal generated in a limb muscle (it 
can be the upper or the lower limb according to the given parameters). This muscle 
was represented with a multilayer cylindrical volume conductor composed of bone, 
muscle, fat and skin layers.  

Four detection systems were used to record surface EMG signals. The findings of 
this study show that the amplitude and shape of surface EMG signals depend on the 
filter used for recording. 

2 Methods  

2.1 Simulation of the Surface SFAP 

The SFAP was simulated using the analytical model describing the volume conductor 
as a cylindrical layered medium [6], [15, 14] and which was implemented as de-
scribed by Farina et al., [6]. The volume conductor which represents the limb muscle 
is composed of four layers (bone, muscle, fat and skin as shown in Fig. 1). Parameters 
of simulation corresponding to the volume conductor are described in the table 1. 
These parameters have already been used in other studies [6], [16, 17]. The SFAPs 
were simulated taking into account the generation, propagation, and extinction of the 
intracellular action potential (IAP), at the neuromuscular junction, along the fiber and 
at the tendons respectively. These phenomena are described by progressive genera-
tion, propagation and extinction of the first derivative of the IAP [5]. The current 
density source is obtained from the second derivative of the IAP described analytical-
ly by Rosenfalck [18]. 

2.2 Simulation of the MUAP 

Within the muscle layer there is a muscle of elliptical shape (Fig. 1) with short and 
long axes of 26mm and 54mm respectively [23]. The elliptical muscle is composed of
120 MUs uniformly distributed. The centers of all MUs cannot exceed the territory of 
the ellipse [23], [24]. Each MU contains a number of MFs according to the density  
of these fibers within the muscle (the density of MFs within the muscle was 
2fibres/mm2) and the radius of each MU. The diameters of the MUs are distributed 
according to the Poisson law in the interval [2-8mm]. The fibers were uniformly  
distributed within the MUs. The number of repetition of the MUAP is related to the 
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peak firing rate of each MU. The firing rates of the 120 MUs are also distributed ac-
cording to the Poisson law [22], [25]. The MUAPT is the non-synchronized repetition 
of the MUAPs. Finally, surface EMG signal is the sum of the 120 MUAPTs [24]. 

Table 1. Selected parameters to simulate SFAP generated in a multilayer cylindrical volume 
conductor constituted by bone, muscle, fat and skin layers [6], [16, 17] 

 
Parameter   Description  Value 

a 
 
Radius of the bone  

mm20  

b 
 
Radius of bone + muscle compartment   

mm50  

c 
 
Radius of bone + muscle + fat   

mm51  

d 
 
Radius of the volume conductor  

mm52  

mzσ  
 
Longitudinal conductivity of the muscle  

mS /5.0  

θmσ  
 
Angular conductivity of the muscle  

mS /1.0  

bσ  
 
Conductivity of the bone  

mS /02.0  

fσ  
 
Conductivity of the fat  

mS /05.0  

sσ  
 
Conductivity of the skin  

mS /1  

Table 2. Selected parameters to simulate surface EMG signal [22, 23, 24, 25] 

Parameter Value Description  
Fiber diameter µm46  For all fibers 

Muscle fibers lengths ]6040[ mm−  Gaussian )1,80( mmSDmean ==  

MUs diameters ]82[ mm−  Poisson )6( mmmean =  

MUs firing rates ]428[ Hz−  Poisson distribution  

MUs conduction velocities ]/5.55.2[ sm−  Gaussian )/75.04( smSDmean ==  

Recruitment starting times )/33.83( niSt =  Uniform  

MUs shape - Circular  
MUs distribution  - Uniform  

MUs Number  120  - 
Fibers distribution  - Uniform  

NMJs mm5 Uniform  

Tendons regions mm5  Uniform  

Muscle dimensions mm5427 − Elliptic  

Muscle fibers density 2fibers/mm2
- 

2.3 The Detection System 

The detection system is modeled as a two-dimensional spatial filter rotated by an angle 
with respect to the fibers direction and it is constituted of 1D and 2D spatial filters ac-
cording to the weights given to the electrodes. The investigated filters are the LDD, 
NDD, IB2 and the MKF (Fig. 3). Fig. 3 shows the electrodes arrangement with respect 
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to the centre of the elliptical muscle and the electrodes weights for each spatial filter. 
Electrodes arrangement is adapted to the volume conductor shape [6]. The transverse 
direction of electrodes arrangement is along the angular direction. The detection point 
corresponds to the point of intersection of the central row and column [6]. 

 
Fig. 1. Multilayer cylindrical volume conductor model constituted by bone (isotropic) muscle 
(anisotropic), fat (isotropic) and skin (isotropic) layers. The muscle layer includes a muscle of 
elliptical shape with semi short and semi large axes of 13mm and 27 mm, respectively. The 
elliptical muscle contains 120 motor units uniformly distributed. The other parameters are 
described in tables 1 and 2, respectively. 

 
Fig. 2. This figure is the same as Fig. 1, but here, we have shown the distribution of 120 motor 
units within the elliptical muscle (uniform distribution) and the distribution of the muscle fibers 
within the territory of each motor unit (uniform distribution) with a density of 2fibres/mm2 
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The parameters described in tables 1 and 2 can be changed according the studied 
limb (upper right or left limb or lower right or left limb). 
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Fig. 3. A schematic representation of the spatial filter configurations on a nine-electrode grid 
arranged with respect to the muscle fiber direction (a). The abbreviations of these spatial filter 
configurations are: LDD: Longitudinal Double Differential; NDD: Normal Double Differential; 
IB2: Inverse Binomial of order two ([19, 20]) and MKF: Maximum Kurtosis Filter ([1], [21]). 

3 Results 

Fig. 2 shows the volume conductor in which the surface EMG signal is generated. In 
the muscle layer, there is a muscle of elliptic shape. This elliptic muscle was consist-
ed, 120 MUs that were uniformly distributed. Inside each MU, the muscle fibers were 
uniformly distributed. The number of the muscle fibers within each motor unit is re-
lated to its diameter and also to the density of the fibers within the muscle area.   

Fig. 4 shows simulated surface SFAPs generated in a multilayer cylindrical volume 
conductor as described in figure 1 and detected by longitudinal double differential 
(LDD) (Fig. 4a), normal double differential (NDD) (Fig. 4b), inverse binomial of order 
two (IB2) (Fig. 4c) and maximum kurtosis (MKF) (Fig. 4d) filters. The differences 
between these signals reside in the amplitude and the shape. The signal that has the 
lowest amplitude is the LDD and the signal that has the biggest amplitude is the MKF. 
This result is due to the configuration and the weights given to the surface electrodes. 

Fig. 5 shows two simulated action potentials (left) generated in two motor units 
(right) and configured by LDD filter. The number of fibers within each motor unit 
was six. They were uniformly distributed. Positions of the fibers within the first motor 
unit were different with respect to their positions within the second motor unit (this is 
due to the random distribution of the fibers within each motor unit). The coordinates 
of the two motor units were also shown. The amplitude of the second MUAP was 
lower than the amplitude of the first motor unit (this is due to several parameters such 
as the depth of the motor unit within the muscle).    
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Fig. 4. Simulated surface single fiber action potentials generated in a multilayer cylindrical 
volume conductor model (Fig. 1) and detected by the LDD, NDD, IB2 and MKF spatial filters. 
Parameters of simulation are shown in tables 1 and 2, respectively. 

 
Fig. 5. At the left of the figure, we simulated the motor unit action potential (MUAP) generated in 
the first and the second motor units and detected by the LDD filter. At the right of the figure we 
simulated the two associated motor units. The muscle fibers were distributed uniformly in each 
motor unit with a density of 2fibres/mm2. The first and the second motor unit contain 6 fibers. 
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Fig. 6 depicts the motor unit action potentials trains (MUAPTs) generated from the 
first and the second motor units, respectively (the left of this figure). On the right of 
the Fig. 6, we depict the same as shown on the right of the Fig 5. The first MUAPT 
has a firing rate of 9Hz and the second has a firing rate of 12Hz. These MUAPTs were 
corresponding to the MUAP shown in Fig. 5. The differences between the two simu-
lated MUAPTs reside in the amplitude and in the number of repeated impulsions (this 
is due to the firing rate of each motor unit). 

In Fig. 7, we show the same MUAPTs depicted in Fig. 6 (the left of the Fig. 6 and 
Fig. 7 are the same), however on the right of Fig. 7, we show the positions of the two 
motor units within the muscle and the distribution of the fibres within these two motor 
units (the axes of the fibres belonging to the same motor unit and the axes of the 
motor units belonging to the mauscle are uniformly distributed). 

Fig. 8 depicts the simulated surface EMG signals generated in the multilayer cylin-
drical volume conductor as shown in figure 1 and configured by the LDD (Fig. 8a), 
NDD (Fig. 8b), IB2 (Fig. 8c) and MKF (Fig. 8d) spatial filters. The differences be-
tween these signals reside in the amplitude and the shape. The LDD signal has the 
lowest amplitude and the IB2 signal has the biggest amplitude (this result is due to the 
configuration of the electrodes in the filter mask (see Fig. 3) and also to the weights 
given to the electrodes). Parameters of simulation of these signals were resumed in 
tables 1 and 2 respectively.  

 

 

Fig. 6. At the left of this figure, simulated motor unit action potential trains (MUAPTs) gener-
ated in the first and the second motor units and detected by the LDD filter. The firing rates of 
the first and the second MUs were 9Hz and 12Hz respectively. At the right of the figure we 
simulated the two associated MUs. The muscle fibers were distributed uniformly in each motor 
unit with a density of 2fibres/mm2. Each MU contains 6 fibers with different positions.  

 



322 N. Messaoudi and R.E. Bekka 

 

 

Fig. 7. At the left of this figure, simulated MUAPTs generated in the first and the second MUs 
and detected by the LDD filter. The firing rates of the first and the second motor units were 9Hz 
and 12Hz respectively. At the right of this figure, we showed the volume conductor model and 
positions of the two motor units within the elliptical muscle. 
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(d)  
Fig. 8. Simulated surface EMG signal generated in a multilayer cylindrical volume conductor 
model constituted by bone, muscle, fat and skin layers (Fig. 1) and detected by LDD (a), NDD 
(b), IB2 (c) and MKF (d) spatial filters. The parameters of modeling are shown in tables 1 and 
2, respectively. 
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4 Conclusion 

Simulation of surface EMG signals is based on several distributions such as the distri-
bution of the: MUs within the muscle (uniform distribution), the MFs within each MU 
(uniform distribution), MUs radiuses (Poisson distribution), MFs lengths (Gaussian 
distribution), firing rates of all MUs (Poisson distribution), ISIs of the MUAPTs 
(Gaussian distribution), conduction velocity of all MUs (Gaussian distribution) and 
starting times of all recruited MUs (uniform distribution). 

Simulations results show that the amplitude and shape of surface EMG signals de-
pend on the type of filters used for recording. In fact, the signal detected by the LDD 
filter has the lowest amplitude and the one recorded by IB2 has the biggest amplitude. 
These differences are due to the configuration of the electrodes in the filter mask and 
to the weights given to the electrodes.  
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Abstract. This paper presents a new algorithm for automatic assess-
ment of frequency duration of murmurs developed in order to estimate
the severity of aortic stenosis. The applied analysis method is based on
Hilbert-Huang Transform (HHT). This technique can produce a signifi-
cant time frequency distribution through Hilbert transform of different
Intrinsic Mode Functions (IMF) obtained by the Empirical Mode Decom-
position. In this work, the frequency duration of murmurs is computed
using the instantaneous mean frequency produced via HHT. The algo-
rithm is tested on 14 cases of heart murmurs with different degrees of
severity. Those obtained results are compared with manual measurement
through Short Time Fourier Transform (STFT). The obtained results
show a very high correlation between the methods with a coefficient of
correlation R = 0.93

Keywords: Hilbert-Huang Transform, Empirical mode decomposition,
Heart murmurs, Instantaneous mean frequency, aortic stenosis severity
estimation.

1 Introduction

The aortic stenosis (AS) is currently the most common valvular disease. It is
characterized by a narrowing of the aortic valve opening, resulting resistance
to blood flow from left ventricle to the aorta. Generally, aortic stenosis results
from three conditions, whether a patient suffers from a congenital structure such
as bicuspid aortic valve or catches a stenosis by secondary conditions such as
rheumatic heart disease or idiopathic calcification of the aortic valve (Fig.1)
[2]. This pathology can cause ventricular hypertrophy characterized by a my-
ocardium thickening, which may lead to certain death without surgery. For most
patients, the valvular replacement is the only effective remedy. Before taking such
decision, the doctor must know with certainty the degree of severity of the aor-
tic stenosis. Several diagnostic techniques exist to assess the valvular dysfunc-
tion and select the good timing for surgery, where Doppler echocardiography
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Fig. 1. Aortic stenosis aetiology: morphology of calcific AS, bicuspid valve, and
rheumatic AS. Adapted from [2].

and catheterization are the most popular techniques. However, these techniques
are relatively cumbersome and expensive and require a specialist in cardiology.
Therefore, many researchers are trying to find new techniques easy, efficient and
inexpensive to estimate the severity of aortic stenosis. Among the promising
techniques is the numerical analysis of Phonocardiographic signal (PCG). This
signal represents the recordings of heart sounds. Through an electronic stetho-
scope two sounds (S1 and S2) can be distinguished (Fig.2), produced respectively
by the closure of atrio-ventricular valves (AV) and sigmoid valves. A third and
a fourth sound (S3 and S4) may also exist. However, a variety of heart murmurs
may also be present [3].

Fig. 2. PCG signal (healthy subject)

The detection of a murmur in PCG signal reflects an abnormal situation
in blood circulation through valves heart. The identification of this anomaly
is based on morphology and timing of murmur. In the case of aortic stenosis,
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the obstructed site produces a significant change in the blood velocity. The
reduction of this site causes a compression of fluid, and consequently an increase
in velocity. The increasing of velocity produces turbulence around the stenosis
(Fig.3) causing the vibration of cardiac structures and producing a murmur [4-6].
The registered murmur has a crescendo-decrescendo evolution (diamond shape
(Fig.4)), it reflects perfectly the opening and the closing of the valve, it often
occupies the middle of the systole and it is called mesosystolic murmur. However,
a protosystolic click is sometimes recorded; it indicates the conservation of some
mobility of aortic valve and absence of calcified forms [7-8].

Fig. 3. Streamlines of flow through and distal to a stenotic aortic valve showing an
asymmetric flow jet, recirculation regions and vortex shedding

Fig. 4. PCG signal of subject with aortic stenosis

In the case of aortic stenosis (Fig.4), the increasing of severity has a direct
influence on the shape and the timing of murmur [4], [9]. When the stenosis is
tight:
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– The intensity of murmur increases.
– The intensity of S1 decreases.
– The second sound S2 is frequently abolished.
– The peak of the murmur is telesystolic (It appears towards the end of sys-

tole).
– A high tone of murmur (frequency change).

The exploitation of these parameters can be very efficiency in the estimation
of the severity of aortic stenosis. However, according to Gamboa et al [10], these
are not convincing parameters. Nevertheless, Spectral properties of murmur seem
more reliable, and a relationship between the murmurs frequency content and
the severity of the stenosis is established in [11]. Furthermore, the dominate
frequency of the murmur is related to the jet velocity of the stenosis [12] and the
percentage of higher frequencies is related to transvalvular pressure differences
[13]. In a recent work, using time frequency analysis D.Kim et al [1] found good
correlation between the duration of higher frequency components and the peak
pressure gradient. On fourty one subjects with aortic stenosis, they established
a comparative study between the peak and the mean of transvalvular pressure
gradient on one hand, and on another hand the evolution of the duration of
murmur spectra at 200, 250 and 300 Hz. In their overall conclusion they found
that the best correlated result is given by the duration of murmur spectra at
300Hz and the peak of transvalvular pressure gradient TPGmax measured by
Doppler ultrasound. This result is shown in Figure 5 and 6. The approximate
curve is an exponential generated by a high correlation coefficient R = 0.91 .

(a) (b)

Fig. 5. (a) Time-frequency representation of PCG signals. The horizontal line indi-
cates the frequency at 300 Hz, the two vertical lines indicate the duration of murmur
measured at this frequency. Adapted from [1], (b): The evolution of the time dura-
tion at 300 Hz plotted against the Doppler echocardiogram-derived transvalvular peak
pressure gradient. The line indicates the exponential regression curve. Adapted from
[1].

Among limitations of this technique is the manual measurement of the fre-
quency duration at 300Hz. In this work, we proposed a new algorithm able to
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surmount this limitation and provides automatically the frequency duration.
The idea is to calculate the instantaneous mean frequency of the murmur. This
approach is described in the next section.

2 Methodology

The proposed methodology involves the frequency duration measurement of mur-
murs at a given frequency using the instantaneous mean frequency. This last
can be measured with different methods such as: short time Fourier transforms
(STFT) algorithm, wavelet transform, Hilbert-Huang transform, and many oth-
ers [14][15]. The proposed approach uses the Hilbert-Huang transform. Before
the description of this approach, some mathematic backgrounds are summarized
in following.

2.1 The Hilbert-Huang Transform

Before applying any mathematical technique, we must know the nature of the
data. Generally, the biomedical signals are apparently random or aperiodic in
time. Traditionally, the randomness in physiological signals has been ascribed
to noise or interactions between very large numbers of constituent components.
Therefore, the biomedical signals are most likely to be both nonlinear and non-
stationary[16]. The non-stationary signals are those whose frequency contents
change with time. However, the nonlinear systems are those which not follow
the superposition principal. Traditional data-analysis methods are all based on
linear and stationary assumptions. Only in recent years, where have been new
methods introduced to analyze non-stationary and nonlinear data. For example,
the wavelet analysis and the Wigner-Ville distribution were designed for linear
but non-stationary data. However, various nonlinear time-series-analysis meth-
ods were designed for nonlinear but stationary and deterministic systems [17].
Therefore, this problematic was really a great challenge to the mathematical
community to develop a new method able to analyse non-stationary and non-
linear data. The first solution was brought by Huang et al in [18]. Using Hilbert
transform, they develop a new method which seems to be able to meet this chal-
lenge. This method took the name of Hilbert- Huang Transform (HHT). The
HHT consists of two parts: empirical mode decomposition (EMD) and Hilbert
spectral analysis (HSA). It is potentially viable for non-linear and non-stationary
data analysis, especially for time-frequency-energy representations. It has been
tested and validated in many projects. In all these projects, the HHT gave results
much sharper than those from any of the traditional analysis methods in time-
frequency-energy representations. Hilbert Transform (HT) is the easiest way to
compute the instantaneous frequency. The HT of a real signal x(t) is defined as

H[x(t)] = y(t) =
P

π

∫ +∞

−∞

x(τ)

t− τ
dτ (1)

Where P indicates the Cauchy principal value.
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From y(t) it is possible to define the analytical signal z(t) = x(t) + iy(t) or,
in polar form, z(t) = a(t)eiθ(t) , in which

a(t) =
√
x2(t) + y2(t) (2)

ω(t) =
dθ(t)

dt
(3)

This method is efficient only when the data is constituted by single frequency
component. However, most biomedical signal does not meet these criteria. At
any given time, the data may involve more than one oscillatory mode. In this
case the simple Hilbert Transform is unable to provide the full description of
the frequency content in data. To solve this problem Huang et al [17] used the
empirical mode decomposition method (EMD). Their idea is to decompose a non-
stationary and nonlinear signal into a finite set of functions that have meaningful
instantaneous frequencies defined by equation (3). These functions are called
intrinsic mode functions (IMFs) in which each mode should be independent of
the others and only one frequency component exists at a given time. Then the
instantaneous frequencies can be computed by taking Hilbert transform of each
IMF.

The decomposition of a signal x(t) into a series of IMFs is implemented with
a so called sifting process. This process can be described generally on three steps:
The first step is the detection of all picks and valleys present in the signal. After
that, all pics will be connected together by a cubic interpolation to produce
the upper envelope eu(t); the same operation will be repeated for the valleys to
produce the lower envelope el(x). The upper and lower envelopes should cover
all the data between them. In the second step the mean between the envelopes
will be extracted and designated as m1(t) = [eu(t) + el(t)]/2. The difference
between the data and m1 produce the first IMF, it is designated by h1[19].

h1(t) = x(t)−m1(t) (4)

An IMF is a function that satisfies two conditions:

1. The number of extrema and the number of zeros crossings may differ by no
more than one, and

2. At any point, the average value of the envelope defined by the local maxima,
and the envelope defined by the local minima, is zero.

If h1(t) taken as an IMF do not satisfy the conditions above, the first and the
second steps will be repeated for k siftings in the third step until the resulting
signal meet the criteria of an intrinsic mode; then,

h11 = h1 −m11

...
h1k = h1(k−1) −m1k

(5)
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After repeating sifting operation in this manner, and h1k satisfy the conditions
above, the residue r can be extracted by the subtraction between the original
signal x(t) and c1. Where h1k is designated as c1; then,

r1(t) = x(t) − c1(t) (6)

Finally, the residue r1 will be treated as new data that are subject to the sift-
ing, yielding the second IMF from r1(t). The procedure continues until finally a
preset value for the residue is met or when the residue becomes monotonic func-
tion (non-oscillatory) from which no more IMF can he extracted. The original
signal x(t) can thus be expressed as follows

x(t) =

N∑
j=1

cj(t) + rN (t) (7)

Where N is the number of IMFs, rN (t) is the final residue which can be either
the mean trend or a constant [19].

Fig. 6. HHT Diagram

Once all IFs are found, the instantaneous mean frequency of the signal will
be computed to be used later in our algorithm.

2.2 The Frequency Duration Measurement Algorithm

The proposed algorithm is based on the extraction of the instantaneous mean
frequency of murmur. However, before this operation the PCG signal must be
segmented into different component to compute independently the murmur. Af-
ter that, the instantaneous mean frequency of murmur is computed and thresh-
olded with a given value to get finally frequency duration. The whole procedure
is realized in five steps as presented in the following algorithm (Fig7).

For the first and the second step we used segmentation algorithm developed in
[20]. This algorithm allows the extraction of heart sounds (S1,S2) and the systolic
murmur with good precision. In the third step, the Hilbert-Huang Transform of
the extracted murmur is computed. In our algorithm the first three decomposi-
tions (IMF1 to IMF3) are used. These last contain the principal higher frequen-
cies in the murmur. The result of this operation is presented in figure 8.
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Fig. 7. The different steps of the measurment algorithm

(a) (b)

Fig. 8. (a) Aortic stenosis murmur, (b): Instantaneous frequencies (IF) obtained from
the first three intrinsic mode functions (IMF1..IMF3)

(a) (b)

Fig. 9. (a) Max envelop of the instantaneous frequencies, (b): Time frequency repre-
sentation plotted with max envelop
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In order to detect the envelope of highest frequency in the signal, the max-
imum value found by the different IFs is took in every sample. The result is
presented in figure 9(a). Figure 9(b) shows the perfect enveloping of the time
frequency representation of the murmur obtained by STFT.

The last step in our algorithm is the application of a threshold to measure of
the frequency duration. This last is the difference between the first and the last
intersection of the threshold with the spectrum in figure 9(a).

3 Results

Fourteen aortic stenosis heart sounds with various degree of severity are used
to evaluate the proposed method. These were collected from: http://egeneral
medical.com/listohearmur.html, and from www.med.umich.edu/lrc/psb/

heartsounds/index.htm . After segmentation of the signals and extraction of
the instantaneous frequency of murmur using HHT, a threshold is applied to
measure the frequency duration. This last must be 300 Hz according to [1]. In
performance test, a comparative study is done between the automatic measure-
ments produced by our algorithm and the traditional manual measurements used
in [1]. The sensitivity of the measure is calculated using equation(8). The result
of the test is presented in table 1.

Sensitevity =
max(MM, AM)

min(MM, AM)
× 100 (8)

Table 1. The measure found by the methods

cases automatic manual Sensitivity
measurement measurement

case 1 0,043 0,040 93,0%
case 2 0,078 0,075 96,2%
case 3 0,113 0,090 79,6%
case 4 0,100 0,070 69,7%
case 5 0,121 0,097 80,2%
case 6 0,106 0,110 96,7%
case 7 0,100 0,115 87,0%
case 8 0,136 0,130 95,6%
case 9 0,170 0,130 76,3%
case 10 0,097 0,137 70,8%
case 11 0,111 0,123 90,2%
case 12 0,133 0,145 91,7%
case 13 0,250 0,200 80,0%
case 14 0,248 0,225 90,8%
case 15 0,236 0,230 97,5%

Median 90,2%
standard deviation 9,5%

http://egeneralmedical.com/listohearmur.html
http://egeneralmedical.com/listohearmur.html
www.med.umich.edu/lrc/psb/heartsounds/index.htm
www.med.umich.edu/lrc/psb/heartsounds/index.htm
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Fig. 10. Boxplot of sensitive results

Fig. 11. Automatic measurement of frequency duration plotted against the manual
measurement of frequency duration. The line indicates the linear regression curve.

Where, MM indicates manual measurement, and AM indicates automatic mea-
surement.

form the table it can be observed three categories of results. The first cate-
gory involves cases of sensitivity higher than 92%. From this value the measure
is considered with high precision. In this category, 5 cases can be found( case
{1,2,6,8,15}). The second category involves cases where their sensitivity is be-
tween 80% and 91%. The measures in this category is considered with medium
precision. Six cases can be found in this category (case{5,7,11,12,13,14}). The
third category involves cases where the sensitivity is lower than 80%. The mea-
sures in this category is considered with low precision. In this category, 4 cases
can be found( case {3,4,9,10}). The median value of all categories is 90,2%. This
last indicates a good precision in measurement, although the standard deviation
is relatively high (Std = 9,5%). These results are presented in boxplot in figure
10. In this figure it can be observed perfectly the distribution of the results,
where the half of population has a good sensitivity higher than 90%.
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To confirm the above results, the correlation function between the methods
is calculated (see figure 11). The result provides a linear curve with a high
correlation coefficient (R= 0.93). This value indicates a good success of our
algorithm in measurement of frequency duration at 300 Hz for most cases.

4 Conclusion

In this work, a completely automatic algorithm is elaborated in order to measure
the frequency duration of murmurs. This parameter is used in the assessment of
the severity of the aortic stenosis via phonocardiogram signal analysis. In this
purpose, we developed a new algorithm to compute the instantaneous frequency
using Hilbert-Huang transform. It is found that the frequency duration measured
automatically by our algorithm correlates best with manual measurement with
a high correlation coefficient R=0,93.
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Abstract. Orthostatic hypotension (OH) is an excessive fall in blood
pressure when an upright position is assumed and is related symptoms
associated with the occurrence of syncope. It presents as a heterogeneous
group of diseases but commonly manifest with symptoms of orthostatic
intolerance (OI). This study is focused to quantify the regularity in hemo-
dynamic profile by Shannon Entropy (SE) hemodynamic measures to in
older people with symptoms of OI undergoing an active stand and to
investigate if their dynamic cardiovascular profile during a six-minute
walk would be different to those of controls. The database included a
total of 65 participants, aged over 70 years of age, of whom 65% were
female. There was no significant differences in age and gender between
symptomatic and asymptomatic participants 44.6% (n=29) had symp-
tomatic OI and 55.4% (n=36) did not. SE measurement of HR showed
differences during phase 2 in both groups with statistical signification
(p=0.03), with 1.73 ± 0.56 in non-symptomatic OI and 2.05 ± 0.62 in
symptomatic OI. These differences did not arrive to the statistical signi-
fication for the average of diastolic and systolic blood pressure. Moreover,
HR entropy measures showed statistical significant differences between
phases in the control group with a regularity increase during the physi-
cally active phase. The main conclusion is that orthostatic HR regularity
response appears impaired during the exercise, especially in the symp-
tomatic OI patients, with more irregular time series during the active
phase.
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1 Introduction

The proportion of older people (aged 65 years and older) in the development
countries is rising dramatically. Injuries and morbidity within this group repre-
sent a significant source of high cost for the health care sector in the present and
future. A major health care cost incurred by older adults is the result of fall-
related injuries. Cardiovascular impairments represent one intrinsic risk factor
that can impact on individuals falling risk in various ways [1].

The prevalence of syncope rises with age and comorbidity, with the highest
prevalence in older adults in long-term care [2]. It is suggested that between 2-
10% of falls are the result of syncopal events [3], where transient blood pressure
declines could act as a risk factor for falls in a larger proportion of individuals.
Low blood pressure could affect cerebral perfusion, which is maintained through
autoregulatory mechanisms [4].

Blood pressure decrease could potentially cause dizziness or loss of balance,
thereby increasing falling risk. Cerebral autorregulation is normally preserved
with healthy aging, but has been found to be different between genders and
in different disease states [5,6]. It is important to understand the association
between blood pressure impairments, and falling risk, because this discrimina-
tion impacts on treatment and management approaches. Orthostatic intolerance
(OI) which is a clinical syndrome that is characterized by symptoms and loss of
consciousness before impending syncope and that it has been reported that is
caused by orthostatic hypotension (OH). Some previous studies suggest that the
presence of OH may be a risk factor for falls [7,8]. OH has been found to increase
risk of mortality and has been associated with a number of diseases including
stroke, myocardial infarction, and coronary artery disease [9,10].

There are many tools and methods to assess and define blood pressure impair-
ments in older adults [7,8,11,12,13,14,15]. Common tests asses cardiovascular risk
in relation to falling measure changes in blood pressure in response to a change
in posture, or orthostatic stress. Different measurements can effectively assess
blood pressure responses to orthostatic stress. Variability in blood pressure and
heart rate have been used to study the function of the cardiovascular control sys-
tem [16,17,18,19,20]. Moreover, beat-to-beat fluctuations in heart rate has been
widely believed to reflect changes in cardiac autonomic regulation [21]. In addi-
tion, complexity quantification of the physiologic signals, such as heart rhythm
in health and disease was analyzed in previous studies [22,23].

To implement best clinical practice, effective tools are needed to properly
assess and define orthostatic risk. This work presents entropy measure to provide
a more accurate measure to aid with the assessment of orthostatic intolerance
symptoms and its association with falls in a cohort of older adults.

2 Materials

The database included a total of 65 participants, aged over 70 years of age
(70.11 ± 5.85), of whom 65% were female. There was no significant differences
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in age and gender between symptomatic and asymptomatic participants 44.6%
(n=29) had symptomatic OI and 55.4% (n=36) did not. The measurement of
the arterial pressure waveform was done at the finger with Finapress for Finger
Arterial Pressure (Table 1). This method enabled for the first time a reliable
measurement of the beat-to-beat blood pressure signal in a noninvasive manner.
hemodynamic parameters were registered during three phases: Phase 1 a pre
exercise standing by participates lasting 3 minutes, Phase 2 participates engaged
in six minutes of walking and then phase 3 a post exercise standing upright which
lasted 3 minutes.

The participants were assessed at the Technology Research for Independent
Living (TRIL) Clinic in St James Hospital Dublin. All participants had a Mini-
Mental State Examination (MMSE) score of ≥ 23 points, which is an optimal cut
off when screening for dementia in an Irish setting [24]. None of the participants
had parkinson diabetes mellitus, severe chronic renal failure (defined as Cockcroft
Gault estimated Glomerular Filtration rate < 30m/min), vitamin B12 or folate
deficiency or a cardiac pacemaker. The participants were not asked to stop any of
their usual medications or fast before the assessment. All persons gave informed
consent before their inclusion in the study.

Table 1. Patient Clinical Characteristics

Parameters Symptomatic Non-Symptomatic

Male (%) 13(36%) 10(34%)
Age (years) 70± 6 70± 6
Weight (kg) 77± 15 75± 12
Height (cm) 168± 8 168± 8

3 Methods

Many studies tried to demonstrate the nonlinear nature of the heart rate signal.
This study is focused to quantify the regularity in hemodynamic profile by Shan-
non Entropy (SE) measures in older people with symptomatic and asymptomatic
OI during active and passive stands.

3.1 Experiment

The participants underwent a lying to standing orthostatic test (active stand)
with noninvasive beat-to-beat blood pressure monitoring system. Before stand-
ing, the participants were resting in a supine position for at least 10 minutes,
and after standing, blood pressure was monitored for 3 minutes with participants
standing still.
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The blood pressure measured by the FinometerPRO device was calibrated
at baseline (at least 2 minutes before the active stand) using the Return to Flow
calibration system, which involves the use of an oscilometric pressure cuff on
the ipsilateral upper arm for an individual calibration of the reconstruction of
the finger pressure signal to brachial level [25]. Furthermore, the hydrostatic
height correction system was used throughout the study to compensate for hand
movements with respect to heart level. In our study participants were equipped,
while walking, with a Portapress device. It is the ambulatory Finapres technology
solution. The Portapres offers standard ambulatory blood pressure monitoring
and displays hemodynamic parameters.

The 6 minutes walk test is a simple tool for the evaluation of functional exer-
cise capacity, which reflects the capacity of the individual to perform activities
of daily living [26]. It was conducted according to the following protocol:

– The participant stood for three minutes pre-exercise.
– A 30 meters flat, obstacle-free corridor was used marked out in 5 metes incre-

ments. The participants was instructed to walk at their fastest comfortable
pace, turning 180o every 30 metes in the allotted time of 6 minutes.

– The participant stood for a further 3 minutes at the end of the test.

Three phases were captured: a pre-exercise stand lasting 3 minutes, a six
minute walking phase and a post-exercise stand lasting 3 minutes. Hemodynamic
parameters were exported with the Beatscope 1.1a software (Finapres Medical
Systems) according to the 10-s average method outputted using Modelfow.

The following beat to beat derived hemodynamic measures were extracted:

1. Systolic blood pressure (SBP): as maximum pressure in arterial systole
(mmHg).

2. Diastolic blood pressure (DBP): as low blood pressure just before the current
upstroke (mmHg).

3. Heart rate (HR): pulse rate derived from the pulse interval (beats per minute)
(pulse interval: time between the current and the next upstroke).

3.2 Shannon Entropy

Due to the huge irregularity of the correlation time series, it was applied en-
tropy measures to evaluate whether if there were differences in the regularity in
hemodynamic parameters between both groups.

Derived hemodynamic parameters from equal length intervals were extracted
at each of the following phases of the active stand test. Shannon entropy (SE)
was applied to the measured parameters with the following definition:

SE = −
M∑
i=1

p(i) ln p(i), (1)

SE is formally defined as the average value of logarithms of the probabil-
ity density function, where M is the number of discrete values the considered
variable can assume and p(i) is the probability of assuming the ith value.
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3.3 Statistical Analysis

Entropy from hemodynamic parameters were analyzed to test any significant
differences regarding symptomatic and non symptomatic OI, unpaired t-tests
and repeated measures ANOVA coupled with the Student-Newman-Keuls test
were used. Results were considered to be statistically significant at p < 0.05.

4 Results

Results showed differences between phases in both groups. The main differences
were found in entropy from HR and SBP. These parameters showed differences
between different phases and between men and women in both groups.

Shannon entropy from HR values showed differences between phases in the
non-symptomatic OI group, however not statistical significant differences be-
tween all phases were found in the symptomatic OI group (Table 2).

Table 2. HR Entropy along the three phases in both groups

Groups Phases Entropy HR Differences Sig.(p)

Non-Symptomatic
1− 2 2, 21± 0, 51− 1, 73± 0, 56 0, 002
1− 3 2, 21± 0, 51− 2, 78± 0, 54 < 0, 001
2− 3 1, 73± 0, 56− 2, 78± 0, 54 < 0, 001

Symptomatic
1− 2 2, 31± 0, 48− 2, 05± 0, 62 0, 125
1− 3 2, 31± 0, 48− 2, 65± 0, 56 0, 016
2− 3 2, 05± 0, 62− 2, 65± 0, 56 < 0, 001
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Fig. 1. HR entropy between genders during the three phases (phase 1: dark grey, phase
2: grey and phase 3: white) between both group
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Table 3. HR Entropy along the three phases between genders in both groups

Groups Genders Phases Entropy HR Differences Sig.(p)

Non-Symptomatic

Men
1− 2 2, 08± 0, 57− 1, 76± 0, 49 0, 370
1− 3 2, 08± 0, 57− 2, 61± 0, 49 0, 027
2− 3 2, 08± 0, 57− 2, 61± 0, 49 0, 002

Women
1− 2 2, 28± 0, 048 − 1, 71± 0, 49 0, 001
1− 3 2, 28± 0, 48− 2, 67± 0, 56 < 0, 001
2− 3 1, 71± 0, 49− 2, 67± 0, 56 < 0, 001

Symptomatic

Men
1− 2 2, 30± 0, 48− 2, 16± 0, 61 0, 999
1− 3 2, 30± 0, 48− 2, 53± 0, 68 0, 603
2− 3 2, 16± 0, 61− 2, 53± 0, 68 0, 235

Women
1− 2 2, 31± 0, 49− 1, 99± 0, 63 0, 060
1− 3 2, 31± 0, 49− 2, 71± 0, 49 0, 009
2− 3 1, 63± 0, 62− 2, 71± 0, 49 < 0, 001
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Fig. 2. SBP entropy between genders during the three phases (phase 1: dark grey,
phase 2: grey and phase 3: white) between both group

Table 4. HR Entropy differences between groups

Phases Entropy HR Control − OI Sig.(p)

1 2, 21± 0, 51− 2, 26± 0, 50 0, 339
2 1, 72± 0, 56− 2, 05± 0, 62 0, 033
3 2, 78± 0, 54− 2, 65± 0, 56 0, 409
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Fig. 3. HR entropy during the three phases (phase 1: dark grey, phase 2: grey and
phase 3: white) between both group

In addition, HR entropy values showed differences between phases in women
belong to non-symptomatic OI group, but not statistical significant differences
between all the phases were found in the masculine group (Table 3). More-
over, in the symptomatic OI group not statistical significant gender differences
between phases were found (Figure 1). HR entropy measure illustrated higher
differences in women with more irregularity in non-symptomatic OI female hu-
man. Moreover, HR entropy measures showed statistical significant differences
between phases in the control group with a regularity increase during the phys-
ically active phase.

Systolic blood pressure entropy measure showed statistical significant differ-
ences (p=0.031) in the phase 2 between men (3.78± 0.27) and women (3, 59±
0.27), and not statistical significant gender differences were found in SBP entropy
measures in non symptomatic OI group were found. Moreover, blood pressure
entropy differences between groups and phases were not statistically significant
(Figure 2).

Entropy from HR measure during exercise showed statistically significant dif-
ferences between both groups (p=0,033), moreover in the other phases were not
found statistically significant differences (Table 4). In Figure 3 is possible to
observe the difference in dispersion between both groups.

5 Conclusions

In this study we examined the hemodynamic response of 65 older people during
a six minute walk functional exercise test. We analyzed the different profile of
those participants with symptomatic OI and a non symptomatic group. Both



344 M. Hortelano et al.

groups had similar baseline characteristics including age, gender, Charlson Co-
morbidity Index, cognition and berg balance. The main objective of this study
was to investigate hemodynamic parameters using entropy-based measures dur-
ing active and passive stands.

This study presents evidence that during the phase of exercise the HR regu-
larity response decreases more in symptomatic OI participants compared with
the non symptomatic OI, with higher entropy values during the active stand in
symptomatic OI participants compared with the non symptomatic OI group.

Moreover, higher HR entropy differences between phases were found in the
non symptomatic OI group and statistical significant differences between all the
phases were found in women, with lower differences in the masculine gender.
Nevertheless, regularity in HR response between phases showed less differences
in symptomatic OI compared with the non symptomatic OI participants.

These results follow the same trend that previous studies [27]. In addition,
previous studies reported gender differences in repolarization inhomogeneity [28].

Lower regularity for the old group can be ascribed low activity levels in both
groups. Our findings agree with comparative studies that predominantly looked
exercise and passive tilt results [29].

As conclusion, this study highlights the important information heart rate
regularity provide about hemodynamic changes that can occur during exercise
in symptomatic OI patients. Identification of the mechanism that mediate OI is
of clinical importance as OI is a recognized risk factor for falls and impairment
of functional status, especially in women [30]. This would help focus therapies
and interventions that potentially might enhance hemodynamic response.

Attention should also be drawn to entropy measure to detect changes in heart
rate variability, elicited by orthostatic in older subjects. Entropy-based measures
might provide useful indicators of pathological changes in cardiac activity during
exercise. The proposed index could be used in treatment to provide information
about hemodynamic changes in symptomatic OI patients during the exercise.
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19. de Roquefeuil, M., Vuissoz, P.-A., Escanyé, J.-M., Felblinger, J.: Effect of physiolog-
ical heart rate variability on quantitative t2 measurement with ecg-gated fast spin
echo (fse) sequence and its retrospective correction. Magn. Reson. Imaging 31(9),
1559–1566 (2013)



346 M. Hortelano et al.

20. Ledowski, T., Stein, J., Albus, S., MacDonald, B.: The influence of age and sex
on the relationship between heart rate variability, haemodynamic variables and
subjective measures of acute post-operative pain. Eur. J. Anaesthesiol. 28(6),
433–437 (2011)

21. Billman, G.E.: Heart rate variability - a historical perspective. Front Physiol. 2, 86
(2011)

22. Goldberger, A.L., Findley, L.J., Blackburn, M.R., Mandell, A.J.: Nonlinear dynam-
ics in heart failure: implications of long-wavelength cardiopulmonary oscillations.
Am. Heart J. 107(3), 612–615 (1984)

23. Goldberger, A.L., West, B.J.: Chaos and order in the human body. MD Com-
put. 9(1), 25–34 (1992)

24. Cullen, B., Fahy, S., Cunningham, C.J., Coen, R.F., Bruce, I., Greene, E.,
Coakley, D., Walsh, J.B., Lawlor, B.A.: Screening for dementia in an irish commu-
nity sample using mmse: a comparison of norm-adjusted versus fixed cut-points.
Int. J. Geriatr. Psychiatry 20(4), 371–376 (2005)

25. Guelen, I., Westerhof, B.E., Van Der Sar, G.L., VanMontfrans, G.A., Kiemeneij, F.,
Wesseling, K.H., Bos, W.J.: Finometer, finger pressure measurements with the pos-
sibility to reconstruct brachial pressure. Blood Press Monit. 8(1), 27–30 (2003)

26. Iwama, A.M., Andrade, G.N., Shima, P., Tanni, S.E., Godoy, I., Dourado, V.Z.: The
six-minute walk test and body weight-walk distance product in healthy brazilian
subjects. Braz. J. Med. Biol. Res. 42(11), 1080–1085 (2009)
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Abstract. Although multiresolution analysis (MRA) may not be considered as 
the best approach for brain-computer interface (BCI) applications despite its 
useful properties for signal analysis in the temporal and spectral domains, some 
previous studies have shown that MRA based frameworks for BCI can provide 
very good performance. Moreover, there is much room for improving the 
performance of the MRA based BCI by feature selection or feature 
dimensionality reduction. This paper investigates feature selection in the MRA-
based frameworks for BCI, proposes and evaluates several wrapper approaches 
to evolutionary multiobjective feature selection. In comparison with the 
baseline MRA approach used in previous studies, the proposed evolutionary 
multiobjective feature selection procedures provide similar or better 
classification performance, with significant reduction in the number of features 
that need to be computed. 

Keywords: Brain-computer interfaces (BCI), Feature selection, Multiobjective 
optimization, Multiresolution analysis (MRA). 

1 Introduction 

Many high-dimensional pattern classification or modeling tasks require feature 
selection techniques in order to remove redundant, noisy-dominated, or irrelevant 
inputs. In particular, dimensionality reduction is very important to improve the 
accuracy and interpretability of the classifiers when the number of features is too 
large compared to the number of available training patterns, which is known as the 
curse of dimensionality. 

Brain-computer interfacing (BCI) applications based on the classification of EEG 
signals pose the high-dimensional pattern classification problem [1], due to (1) the 
presence of noise or outliers (as EEG signals have a low signal-to-noise ratio); (2) the 
need to represent time information in the features (as brain signal patterns are  related 
to changes in time); (3) the non-stationarity of EEG signals, which may change 
quickly over time or within experiments. Moreover, the curse of dimensionality is 
usually present in the classification of EEGs as the number of patterns (EEGs) 
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available for training is usually small and the number of features is usually much 
larger than the number of available patterns.  

Feature selection is mandatory for BCI applications as it reduces the dimension of 
the input patterns making it possible to (1) decrease the computational complexity, (2) 
remove irrelevant/redundant features that would make it more difficult to train the 
classifier, and (3) avoid the curse of dimensionality [2]. Nevertheless, as the size of 
the search space depends exponentially on the number of possible features, an 
exhaustive search for the best feature set is almost impossible when the feature 
dimension is too high. Even for a modest number of features, feature selection 
procedures based on branch-and-bound, simulated annealing, and evolutionary 
algorithms have been proposed. Moreover, parallel processing could also be 
considered as an interesting alternative to take the advantage of high performance 
computer architectures for feature selection [3].  

This paper describes several approaches for multi-objective feature selection in an 
MRA system for BCI [4]. An MRA system applies a sequence of successive 
approximation spaces that satisfy a series of constraints to reach a description as close 
as possible to the target signal [5], and thus it is useful whenever the target signal 
presents different characteristics in the successive approximation spaces. A specific 
example of MRA systems, the discrete wavelet transform (DWT), has been applied in 
[4] to characterize EEGs from motor imagery (MI). MI is a BCI paradigm that uses 
the series of amplifications and attenuations of short duration occasioned by limb 
movement imagination, the so called event related desynchronization (ERD) and 
event related synchronization (ERS). The task of ERD/ERS analysis is complex 
because they are weak and noisy and occur at different locations of the cortex, at 
different instants within a trial, and in different frequency bands. Moreover, there is 
no consistency in the patterns among subjects, and the patterns can even change 
within a session for the same subject, which may lead to high-dimensional patterns 
making the number of available patterns to conduct ERD/ERS analysis significantly 
less than the number of features. This constitutes a good scenario for evaluating the 
multiobjective feature selection approaches proposed in this paper.  

This paper is organized as follows. Section 2 describes feature selection as a 
multiobjective optimization problem.  Section 3 describes the MRA framework for 
BCI and the characteristics of the corresponding features. Section 4 describes several 
alternatives proposed for evolutionary multiobjective feature selection in MRA for 
BCI. Experimental results are presented and discussed in Section 5. Finally, the 
conclusions are given in Section 6. 

2 Multiobjective Optimization in Supervised Feature Selection 

In this paper we implement feature selection through a wrapper approach. A wrapper 
approach can be regarded as a search for the best feature set, which optimizes a cost 
function that evaluates the utility of the selected features for a given classification 
problem. In our case the cost function takes into account the classification 
performance obtained with the selected features. As the performance of a classifier is 
usually expressed not only by its accuracy for a given set of patterns, but also by other 
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measures that quantify properties such as the generalization capability and 
computational efficiency. Using a multiobjective formulation for the feature selection 
problem, our method could be considered a powerful approach to feature selection.   

A multiobjective optimization problem can be defined as finding a vector of 
decision variables x=[x1,x2,...,xn]∈Rn that satisfies a restriction set, e.g., g(x)≤0, 
h(x)=0, and optimizes a function vector f(x), whose scalar values (f1(x), f2(x),…, 
fm(x)) represent the objectives of the optimization. As these objectives are usually 
in conflict, instead of providing only one optimal solution, the procedures applied to 
multiobjective optimization should obtain a set of non-dominated solutions, known 
as Pareto optimal solutions, from which a decision agent will choose the most 
convenient solution in specific circumstances. These Pareto optimal solutions are 
optimal in the sense that in the corresponding hyper-area known as Pareto front, no 
solution is worse than the others when all the objectives are taken into account.  

Feature selection as a multiobjective optimization problem can be for either 
supervised or unsupervised classifiers. A deep review on this topic is given by J. 
Handl and J. Knowles [6]. With respect to supervised classifiers, multiobjective 
feature selection procedures often take into account the number of features and the 
performance of the classifier [7, 8]. There are a lot of studies focusing on feature 
selection for unsupervised classification [6, 9, 10]. As the labels for the training and 
testing patterns are available in our BCI datasets, this paper deals with supervised 
multiobjective feature selection. 

 

Fig. 1. Wrapper approach to feature selection by evolutionary multiobjective optimization 

Figure 1 provides a scheme of multiobjective optimization for feature selection in a 
classification procedure. This scheme corresponds to the wrapper approach for feature 
selection implemented in our study. Each individual of the population encodes the 
features of the input patterns that are taken into account during the classifier training.  
An individual evaluation implies to train the classifier with the given input patterns and 
to determine the classifier performance by using several cost functions, as a 
multiobjective optimization procedure has been considered. From Figure 1 the 
usefulness of a multiobjective approach for feature selection is apparent as the 
classifier’s behavior is not usually characterized by only one parameter. Besides the 
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accuracy, there are other measures that quantify its performance. Among them we have 
measures to evaluate its generalization capabilities or the possible amount of 
overfitting the classifier could present.  

3 Multiresolution Analysis of EEG for BCI 

In this paper the dataset used to evaluate the proposed multiobjective feature selection 
procedures was recorded in the BCI Laboratory at the University of Essex. The 
dataset includes patterns that correspond to three different classes of imagined 
movements (right hand, left hand, and feet) from 10 subjects with ages from 24 to 50 
(58% female, 50% naïve to BCI) and was recorded with a sampling frequency of 256 
Hz during four different runs. There are a total of 120 trials for each class for each 
subject. More details about this dataset can be found in [4]. 

Each pattern was obtained from an EEG trial by the feature extraction procedure 
based on the MRA described in [4]. Thus, each signal obtained from each electrode 
contains several segments to which a set of wavelets detail and approximation 
coefficients are assigned. If there are S segments, E electrodes, and L levels of 
wavelets, each pattern is characterized by 2×S×E×L sets of coefficients (the number 
of coefficients in each level set depends on the level). In the Essex BCI dataset, S=20 
segments, E=15 electrodes, and L=6 levels, therefore 3600 sets, with from 4 to 128 
coefficients in each set are used to characterize each pattern (a total of 151200 
coefficients). Figure 2 shows how the pattern features are generated. Taking into 
account that the number of training patterns for each subject is approximately 180, it 
is clear that an efficient procedure for feature selection is required.  

 

 

Fig. 2. Characterization of an EEG signal (pattern) in [4] 

In [4] a simple approach to reduce the number of coefficients is applied, in which 
only one coefficient is assigned to each electrode and each level of approximation and 
detail. This coefficient is obtained by computing the second moment of the coefficient 
distribution (variance) and normalising the value between 0 and 1. This way, the 
number of coefficients for a given pattern is 2×S×E×L. 

Another approach to reduce the number of features used in [4] is, instead of using 
only one classifier as shown in Figure 3, a set of LDA (linear discriminant analysis) 
classifiers are used, and the majority voting of all the LDA outputs is adopted as the 
final classification output. This way, a set of 2×S×L LDA classifiers with the number 
of inputs equaling the number of electrodes are adopted, as shown in Figure 4. 
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Fig. 3. EEG classification with only one LDA classifier 

 

Fig. 4. EEG classification with multiple LDA classifiers based on majority voting, with one 
LDA classifier per segment per level [4] 

In this paper we present several feature selection approaches for the classification 
framework shown in Figure 4. It is clear that it is possible to consider the selection of 
the LDAs in Figure 4, but there are also other possible arrangements of LDAs as the 
one shown in Figure 5. The feature searching space in the classifier structure of 
Figure 4 has a dimension of 2×S×L, while the classifier of Figure 5 has the same 
number of features as in the case of Figure 3, i.e., 2×E×L.  

 

Fig. 5. EEG classification with multiple LDA classifiers based on majority voting, with one 
LDA classifier per segment 
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4 Evolutionary Multiobjective MRA Feature Selection 

Figure 1 outlines the main elements of our wrapper approach to evolutionary 
multiobjective feature selection. The classifier for assigning the fitness to each 
individual is the one in the different approaches shown in Figures 3 to 5. In this 
section we provide the relevant characteristics of the multiobjective evolutionary 
algorithm proposed, which is briefly described in Figure 6. The main steps of the 
multiobjective evolutionary algorithm correspond to those of NSGA-II [11], including 
the specific individual codification and genetic operators implemented for the 
application at hand.  

 
Fig. 6. Pseudocode for evolutionary multiobjective feature selection based on NSGA-II  

In NSGA-II the fitness values of the individuals in the population are sorted 
accordingly to the different fronts of nondominated individuals (nondomination 
levels) where they belong, while the diversity among individuals in the same 
nondominated front is also preserved. This way, NSGA-II uses a fast procedure of 
O(MN2) complexity (M is the number of objectives and N the number of individuals 
in the population), and the storage requirements grow as O(N2) in order to sort the 
population according to the different levels of nondominance. This procedure is 
implemented by the function NSGAII_nondomination_sort() in lines (3) and (8) 
of the pseudocode of Figure 6, thus being applied once the evaluation of the 
individuals by evaluate_population() is done, either after the population is 
initialized by initialize_population()in line (1) or after new individuals appear 
due to the action of genetic_operators()in line (6).  

To maintain the diversity among solutions with the same nondominance level, 
NSGA-II estimates the density of solutions surrounding a given solution through  
the average distance of the nearest neighbour solutions on either side of the considered 
solution for each dimension (objective) of the front. The density of solutions  
or crowding distance can be computed with complexity O(MNlogN) as it implies  
to sort, at most, N individuals along the dimensions corresponding to m objectives. 

Input: 
N number of solutions in the population 
P0 population of solutions (subsets of selected features) 
M number of objectives 
D set of training patterns 
L labels of the classes for training patterns  
Output: 
Pf set of nondominantsolutions (selected subsets of features) 

 
(1) P0=initialize_population(P0); 

(2) (P0,f1..M(P0))=evaluate_population(P0,D,L); 

(3) (P,f1..M(P)) =NSGAII_nondomination_sort(P0,f1..M(P0)); 

(4) repeat 

(5)  (P’,f1..M(P’)) =NSGAII_tournament_selection(P,f1..M(P)); 

(6)  P” =genetic_operators(P’); 

(7)  (P”,f1..M(P”)) =evaluate_population(P”,D,L); 

(8)  (P*,f1..M(P*))=NSGAII_nondomination_sort(P”,f1..M(P”),P,f1..M(P)); 

(9)  (P,f1..M(P)) =NSGAII_replace_chromosome(P*,f1..M(P*)); 

(10) until end_condition 

(11) Pf = P 

 



 Evolutionary Multiobjective Feature Selection in Multiresolution Analysis for BCI 353 

 

This crowding distance avoids the need of setting a sharing parameter. Once each 
individual in the population has a nondomination rank and a crowding distance, a 
selection process chooses solutions with lower nondomination ranks and solutions with 
higher crowding distances (less crowded regions) in case of similar nondomination 
ranks. Thus, the complexity of NSGA-II is determined by the population sorting  
step, i.e., O(mN2). This task has been implemented, respectively in lines (5) and (9)  
of the pseudocode of Figure 6, through the functions NSGAII_tournament_ 
selection()and NSGAII_replace_chromosome(). 

To configure NSGA-II for our wrapper procedure for feature selection, the fitness 
evaluation is done by a function that implements the learning procedure for the 
corresponding classifier (Figures 3 to 5) by using a set of labelled patterns. The 
corresponding procedure is implemented through evaluate_population() in lines 
(2) and (7). Thus, three main issues should be considered for a whole specification of 
the evolutionary multiobjective search procedure: the codification of the individuals 
in the population, the genetic operators, and the cost functions.    

Codification of the Individuals. If the number of features is very high, it is not 
useful to codify an individual with binary components, with each component 
corresponding to a possible feature. In our approach, each individual is codified by a 
set of vectors, with each vector corresponding to one of the features included in the 
selection codified by the individual. The components of the vector correspond to the 
dimensions that characterize each input pattern. For example, in the case described in 
Figure 2, each feature is codified by a vector with four components: segment, level, 
electrode, analysis/detail wavelet component. Each component will have an integer 
value between 1 and S for the segment component, between 1 and L for the level 
component, between 1 and E for the electrode component, and 0 or 1 for the 
analysis/detail component. This strategy provides efficient codification and allows to 
extract information about the characteristics of the feature selection (segments, levels, 
electrodes, or coefficients more frequently selected, etc.).  

Genetic Operators. Two different operators can be applied to the individuals. The 
first one is a crossover operator that randomly selects two parents and a subset (also 
randomly selected) of features for each parent. These subsets are interchanged by the 
parents. The mutation operator applies changes to a subset of features randomly chosen 
among the features codified by the individual to be mutated, which is also randomly 
selected. The changes in the values of the components of the feature to be mutated are 
normally distributed with means and deviations that change with generations.      

Cost Functions. To characterize the performance of the classifier while it has been 
trained or adjusted for a given set of features (an individual of the population), it is 
important not only to take into account the accuracy obtained for the training set but 
also to its behaviour for unseen instances, i.e., its generalization capabilities. Thus, two 
cost functions are considered to evaluate the feature selection. The first one is the kappa 
index [12], which provides an accurate description of the classifier performance. It can 
be considered even better than the classification ratio as it takes into account the per 
class error distribution. The other cost function evaluates aspects such as the 
generalization capability or the classifier overfitting. In our case, 10-fold cross-
validation analysis to the training patterns was applied to obtain the cost function values.  
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5 Experimental Results 

This section presents the experimental results obtained by the evolutionary 
multiobjective feature selection approaches described in Section 4. The experiments 
have been performed by using the dataset recorded in the BCI Laboratory at the 
University of Essex. For each subject, there is one data file named x1## with data 
recorded in two runs for training and another data file named xe1## with data 
recorded in two runs for evaluation. Each data file contains about 180 labelled 
patterns with data from 20 segments (S=20), six levels (L=6) of approximation or 
detail coefficients (a/d=2), and 15 electrodes (E=15).  The labels correspond to three 
imagined movements of right hand, left hand, and feet. 

The baseline method for comparison (OPT0) corresponds to the MRA framework 
depicted in Figure 4, where all the possible S×L×2 LDAs are considered for voting 
the class to which the corresponding pattern belongs. The number of inputs to each 
LDA is the same as the number of electrodes. The input from a given electrode is the 
normalized second moment of the wavelet coefficients of the signal in this electrode 
for the s-th segment, the l-th level, and approximation/detail type of the corresponding 
LDA. In OPT0 there is no feature selection.   

The three alternative methods proposed in this paper (OPT1, OPT2, and OPT3) use 
different multiobjective feature selection approaches. OPT1 is based on the 
classification scheme shown in Figure 3 and the multiobjective feature selection 
procedure is applied on S×L×E×2 features corresponding to the possible segments, 
levels, variances of the approximation and detail coefficients, and electrodes. With the 
BCI dataset of the University of Essex there are 20×6×15×2=3600 possible features for 
selection.  

OPT2 is based on the classifier structure shown in Figure 4. In this case, the feature 
selection problem is to select among the S×L×2 possible LDAs used for voting in the 
OPT0 method. This means the dimension of the search space is 20×6×2=240. OPT3 
is based on the classification scheme shown in Figure 5. In this case, the number of 
LDAs used for voting is equal to the number of segments, and each LDA can have up 
to 2×L×E different features as inputs. With the BCI dataset, there are 20 LDAs, each 
with up to 2×6×15=180 inputs. There are 2×S×L×E features, but they are structured 
and no more than 2×E×L features are available for selection for a given LDA.  

The evolutionary multiobjective feature selection procedures have been executed 
with populations of 20, 30, and 50 individuals respectively, and with 20, 30, and 50 
generations respectively to determine the minimum number of individuals and 
generations that provide competitive results compared with OPT0. OPT1, OPT2, and 
OPT3 have been executed by using 50 individuals and 50 generations so that the 
amount of searching work in all the approaches is similar. Executions with different 
number of iterations and individuals would provide a fairer comparison among the 
different approaches. We will consider this at the end of this section. 

We have used simulated binary crossover with a crossover probability of 0.5, a 
mutation probability of 0.5, and distribution index of 20 for crossover and mutation 
operators. It is worth mentioning that no work on tuning the parameters of the 
evolutionary multiobjective feature selection options to optimize their behavior has 
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been considered, as our aim here is to analyze whether multiobjective optimization is 
able to provide some improvements on MRA approaches for BCI.  

Tables 1 and 2 compare the Kappa indexes obtained by the 4 approaches (OPT0 to 
OPT3). The columns labeled as “Kappa index (x#)” in Table 1 correspond to the 
Kappa index values obtained by the trained classifier when it was evaluated by using 
the same training patterns. The columns labeled as “Kappa index (xe#)” in Table 2 
provide the Kappa index values obtained by the 4 approaches when the testing 
patterns were used to evaluate the classifier performance for each subject. 

Table 1. Comparison of different feature selection and classification methods for the University 
of Essex BCI data files (Kappa values evaluated with the training patterns) 

 OPT0 OPT1 OPT2 OPT3 
Subject Kappa index 

(x#) 
Kappa index 
(x# mean,std) 

Kappa index  
(x# mean,std) 

Kappa index 
(x# mean,std) 

101 0.790 0.738+0.022* 0.828+0.011^ 0.797+0.023 
102 0.857 0.747+0.017* 0.855+0.011 0.853+0.022 
103 0.757 0.665+0.012* 0.747+0.013 0.695+0.024* 
104 0.899 0.819+0.013* 0.902+0.010 0.882+0.022* 
105 0.757 0.646+0.023* 0.751+0.013 0.695+0.031* 
106 0.774 0.604+0.023* 0.776+0.014 0.754+0.024* 
107 0.857 0.816+0.018* 0.880+0.011^ 0.845+0.022 
108 0.774 0.508+0.021* 0.745+0.023* 0.683+0.032* 
109 0.790 0.597+0.021* 0.770+0.015* 0.730+0.030* 
110 0.883 0.821+0.016* 0.877+0.026 0.897+0.015^ 

Table 2. Comparison of different feature selection and classification methods for the University 
of Essex BCI data files (Kappa values evaluated with the test patterns) 

 OPT0 OPT1 OPT2 OPT3 
Subject Kappa index  

(xe#) 
Kappa index 
(xe# mean,std) 

Kappa index 
(xe# mean,std) 

Kappa index 
(xe# mean,std) 

101 0.438 0.393+0.046* 0.437+0.033 0.367+0.032* 
102 0.455 0.302+0.074* 0.429+0.023 0.382+0.044* 
103 0.279 0.249+0.046 0.325+0.017^ 0.356+0.024^ 
104 0.564 0.510+0.056 0.545+0.035 0.563+0.034 
105 0.287 0.191+0.040* 0.240+0.031 0.227+0.023* 
106 0.321 0.193+0.070* 0.319+0.028 0.246+0.036* 
107 0.631 0.560+0.041* 0.634+0.019 0.603+0.027* 
108 0.254 0.088+0.036* 0.184+0.027* 0.184+0.028* 
109 0.388 0.207+0.071* 0.333+0.026* 0.321+0.037* 
110 0.648 0.450+0.036* 0.605+0.041* 0.578+0.027* 

 

The results shown in Table 1 and Table 2 for OPT1, OPT2, and OPT3 are the 
average (mean and standard deviation) over 15 executions of each approach for each 
subject. The statistical analysis has been conducted by applying a Kolmogorov-
Smirnov test first to determine whether the obtained values of the Kappa index follow 
a normal distribution or not. If the experimental results do not have normal 
distribution, a non-parametric Kruskal-Wallis test has been used to compare the 
means of the different algorithms. A confidence level of 95% has been considered in 
the statistical tests. If the mean values of the Kappa index in OPT1, OPT2, and OPT3 
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are statistically significantly different from those in OPT0 according to the Kruskal-
Wallis test, they are marked with either ^ or *, with ^ indicating performance 
improvement and * indicating performance loss.  

Tables 3 and 4 show the best values of the Kappa index achieved by each approach 
over 15 executions. Compared to OPT0, feature selection (OPT1, OPT2, and OPT3) 
is able to provide competitive results, with the advantage that they require a smaller 
number of features. In some cases, OPT2 provides even better classification 
performance than OPT0. According to the statistical tests, except for subjects x108, 
x109, and x110, OPT2 is able to obtain the same or even better results than OPT0, 
with fewer features, which is highly valuable when designing online BCI systems. 

Table 3. Comparison of different feature selection and classification methods for the University 
of Essex BCI data files: maxima Kappa values evaluated with the training patterns 

 OPT0 OPT1 OPT2 OPT3 
Subject Kappa index 

(x#) 
Kappa index 
(x# max) 

Kappa index 
(x# max) 

Kappa index  
(x# max) 

101 0.790 0.782 0.849 0.832 
102 0.857 0.782 0.883 0.883
103 0.757 0.690 0.765 0.723 
104 0.899 0.849 0.925 0.933 
105 0.757 0.673 0.774 0.740 
106 0.774 0.648 0.799 0.799 
107 0.857 0.849 0.899 0.874 
108 0.774 0.539 0.782 0.732 
109 0.790 0.623 0.799 0.799 
110 0.883 0.841 0.899 0.920 

Table 4. Comparison of different feature selection and classification methods for the University 
of Essex BCI data files: maxima Kappa values evaluated with the test patterns 

 OPT0 OPT1 OPT2 OPT3 
Subject Kappa index 

(xe#) 
Kappa index 
(xe# max) 

Kappa index 
(xe# max) 

Kappa index 
(xe# max) 

101 0.438 0.472 0.489 0.430 
102 0.455 0.405 0.463 0.447 
103 0.279 0.329 0.354 0.413
104 0.564 0.589 0.614 0.606 
105 0.287 0.287 0.287 0.287 
106 0.321 0.338 0.381 0.292 
107 0.631 0.631 0.665 0.656 
108 0.254 0.170 0.245 0.237 
109 0.388 0.346 0.371 0.388
110 0.648 0.530 0.673 0.639 

With respect to the execution time required by each approach, the mean execution 
time is 4533+45s for OPT1, 13353+1031s for OPT2, and 1159+56s for OPT3. Taking 
into account these differences in the running time, it is possible to argue that the 
comparison among different approaches may not be fair as OPT1 and OPT3 could 
probably achieve better results when more generations (with more individuals) are 
adopted with execution time similar to that required by OPT2. Table 5 shows the 
results obtained, for two subjects only (x104 and x107), with OPT1 using a 
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population of 100 individuals and 60 generations and OPT3 using 200 individuals and 
90 generations. When 100 individuals and 60 generations are used, OPT1 requires a 
mean execution time of 11042+162s, which is in a similar order as the one required 
by OPT2. In the case of OPT3, 200 individuals and 90 generations still consume less 
execution time (8408+144s) than OPT2 with 50 individuals and 50 generations.  

The results in Table 5 show improvements on the performance of OPT1 and OPT3 as 
the number of individuals in the population and generations are increased. In the values 
of the Kappa index obtained by using the training patterns (x# columns), the Kruskal-
Wallis test shows that the differences are statistically significant for OPT1 (p=0.00 and 
p=0.005 for x104 and x107, respectively). However, when the evaluation was done by 
using the test patterns (xe# columns), these differences among OPT1 with 100 and 50 
individuals are not significant (p=0.75 and p=0.25 for x104 and x107, respectively). In 
the case of OPT3, the situation is similar for the values of Kappa index obtained by 
using the training patterns (p=0.04 and 0.014 for x104 and x107, respectively). With 
respect to the values of Kappa index obtained by using the testing patterns, the results 
are not statistically significant for x104 (p=0.63) but are statistically significant for x107 
(p=0.005). It can be seen that OPT3 with a population of 200 individuals and 90 
iterations achieved better performance than OPT2 (evaluation with the test patterns, i.e., 
xe# columns). Nevertheless, the Kruskal-Wallis test only shows statistical significance 
for x107 (p=0.005 for x107, and p=0.0997 for x104).  

Table 5. Comparison of Kappa indexes for OPT1 with 100 individuals and 60 generations, and 
OPT3 with 200 individuals and 90 generations, with respect to OPT1, OPT2, and OPT3 with 
50 individuals and 50 generations (x#: evaluation was done with training patterns; xe#: 
evaluation was done with test patterns) 

 OPT1 (100,60) OPT1 (50,50) OPT2 (50, 50) OPT3 (200,90) OPT3 (50,50) 

Subject 
Kappa index 
(x# mean,std) 

Kappa index 
(x# mean,std) 

Kappa index 
(x# mean,std) 

Kappa index 
(x# mean,std) 

Kappa index 
(x# mean,std) 

x104 0.841+0.018 0.819+0.013 0.902+0.010 0.897+0.019 0.882+0.022 
x107 0.836+0.016 0.816+0.018 0.880+0.011 0.865+0.018 0.845+0.022 

Subject 
Kappa index 

(xe# mean,std) 
Kappa index 

(xe# mean,std) 
Kappa index 

(xe# mean,std) 
Kappa index 

(xe# mean,std) 
Kappa index 

(xe# mean,std) 
x104 0.515+0.047 0.510+0.056 0.545+0.035 0.573+0.032 0.563+0.034 
x107 0.580+0.052 0.560+0.041 0.634+0.019 0.644+0.022 0.603+0.027 

6 Conclusions 

Procedures such as the one described in [4] provide approaches to cope with the curse 
of dimensionality based on the composition of multiple classifiers. Each classifier 
receives only a subset of pattern components (features) in such a way that the number 
of patterns is much higher than the number of features used as inputs. The problem 
with these approaches is that the number of classifiers to train and to accomplish the 
classification is usually very high (as finally, all the features should be taken into 
account). Beyond these approaches do not provide information about the most 
relevant features, the need to compute such a high number of features and to train a 
lot of classifiers could be a significant drawback to satisfy real-time requirements of 
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many applications. In this context, the contribution of this paper is twofold. On the 
one hand, we provide a multiobjective approach to cope with the feature selection in 
LDA classification based on two cost functions that evaluate the classifier accuracy 
and its generalization capability. On the other hand, we have proposed several 
classification structures (OPT1 to OPT3) to take advantage of our multiobjective 
approach to feature selection. The experimental results show that evolutionary 
multiobjective feature selection is able to provide classification performance similar 
to that of using all the possible LDAs with all the possible feature inputs (OPT0). 
Thus the proposed approaches lead to simpler classification procedures with fewer 
features. Besides the analysis of the characteristics of the features selected for 
obtaining some knowledge about important electrodes and segments, etc., there are 
other issues that can be considered to improve the performance of multiobjective 
feature selection in BCI applications. It is clear that improving the cost function that 
evaluates the generalization capability is an important issue. Moreover, the 
implementation of cooperative coevolutionary approaches able to cope with problems 
with a large number of decision variables (features) is also an interesting topic. 
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Abstract. Radiotherapy in cancer treatment always affects surrounding tissues 
and even deposits doses in distant tissues not traversed by the radiation beams. 
In the present work, we report energy transfer and absorbed dose in a target tu-
mor and in other distant organs in a digital mouse by Monte Carlo simulations. 
We simulated a selection of X-rays beams with seven energies, 50, 100, 150, 
200, 250, 350 and 450 keV each oriented in seven irregularly incremented an-
gles, and we computed the dose and the energy deposit as a function of photon 
interaction types. The results show that the absorbed dose increased with in-
creasing energy even in the secondary organs not receiving the radiation beam, 
and that the lowest dose was obtained with 100 keV beam. The spinal cord, of 
comparable size to the tumor and excluding the spinal bones, which was not di-
rectly irradiated by the beams, received a dose representing in average 1% of 
that of the tumor, while the spinal bone received doses of 6.6 and 0.12 times 
those in the tumor at 50 and 450 keV, respectively. Such Monte Carlo simula-
tions could be necessary to select the appropriate beam energy and beam angles 
to efficiently treat the tumor and to moderately reduce the impact of the radia-
tions in the other organs. 

Keywords: Dosimetry, Monte Carlo, Small animal, Tumor, X-rays, Photon in-
teraction. 

1 Introduction 

With Intensity Modulated Radiation Therapy (IMRT), the external beam is adjusted 
in intensity and cross section to target the malignant tumor while preserving the nor-
mal tissues. The provided 3D anatomical images of structures with Computed  
Tomography (CT) serve as a guide for the radiation oncologist to precisely adjust the 
beam on the tumor and to select other beam trajectories. The beam flux, intensity, 
energy and orientation are then estimated to optimize the penetration of the beam until 
the target tissue. Monte Carlo simulations (MCS) are generally used to calculate dose 
distributions. MCS are accepted as the most accurate method for dose calculation, but 
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simulating a large number of particles and tracking their interactions in the medium 
need high memory and fast clusters of computers in conjunction with improved  
algorithms [1, 2].  

Experimental preclinical small animal digital models are used to investigate tumor 
response to radiation therapy, and they are generally created from high resolution 
anatomical imaging such as magnetic resonance imaging, CT or from digital atlases 
[3-5]. 

The aims of the present work were to assess the radiotherapy dose deposit in a 
primary tumor and in other secondary organs of a mouse phantom [3] using multiple 
beam angles and energies targeting the tumor. To achieve these calculations we used 
Geant4 Applications for Tomographic Emission (GATE) based on Monte Carlo simu-
lation code [6]. We also report the statistics of the transferred energy in the tumor and 
in the other tissues. 

2 Materials and Methods 

2.1 Heterogeneous Mouse Phantom 

We used a digimouse based 3D image of a 28 g normal nude male mouse in format of 
micro-CT image provided by Digimouse [3] as shown in Fig. 1. Since the Digimouse 
data were obtained as gray scale intensities, we converted them to a voxelized phan-
tom with density in Hounsfield Units (HU) [7, 8]. In fact, GATE utilizes HU, and 
within GATE, they are converted to mass densities. To convert mouse image from 
gray scale levels to HU, we chose two extreme volumes of interest (VOI) in air and in 
spinal bone in order to define the linearity between image intensities and tissues den-
sities [7, 9, 10]. We evaluated the mean intensity values of each region as 0 for air and 
254 for spinal bone, and we established their corresponding densities of 0.120x10-2 
g/cm3 and 1.85 g/cm3, respectively. For calculation of HU values, we extracted the 
mass attenuation coefficients for these two materials from the tables of Photon Cross 
Sections and Attenuation Coefficients (http://atom.kaeri.re.kr/cgi-bin/w3xcom, the 
densities of the media are also given therein) by supposing 30 keV mono-energetic 
photon beam [3].  

In the mouse phantom, we considered a lung tumor having 60 HU [11] with a 
spherical volume of 1.4 mm in diameter [12] (Fig. 1). The mean HU difference be-
tween the tumor and lung tissue was 625 HU. AMIDE Software [13] was used for 
image display and manipulation. For dosimetry analyses, we used 7 radiation beams 
focusing on the tumor and we evaluated photon interactions, energy transfer and the 
related absorbed dose in 8 volume regions including the tumor (Fig. 1). Volume 1 
(V1) was around the tumor, V2 was in lung tissue, V3 was in lung tissue intercepted 
by beam 1, V4 and V5 were in the heart, V6 was located in the lung at the level of the 
tumor but horizontally translated by 1.8 mm, V7 was manually drawn around the 
spinal bone including bone marrow and spinal cord, and V8 was located around the 
spinal cord excluding the bone. The volumes of V7 in the spine and V8 in the spinal 
cord were respectively 7.32 and 1.09 times greater than the tumor volume (V1). In 
addition to the actual volume of the tumor, i.e. 1.4 mm of diameter (Fig. 1), the tumor 
volume was defined by two other regions of different diameters to assess the energy 
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transfer and absorbed dose within the beams and at larger volumes than intercepted by 
the beams, at diameters of 1.6 mm, V9, and 1.8 mm, V10. These assessments were 
made to estimate the dose to the boundaries of the tumor and to nearest tissues as the 
real limits of the tumor are not always accurately known from the images in clinical 
situations. All these regions were identified by means of the indications on the Digi-
mouse atlas [3] (http://neuroimage.usc.edu/neuro/Digimouse_Download).  

 

  
 

Fig. 1. Left: Mouse phantom with 8 tissue regions with region 1 being the targeted tumor. The 
circles around the digits indicate the actual spherical shape of the regions with 1.4 mm in di-
ameter except for regions 7 and 8 which were manually drawn. Right: Same image repeated 
with 7 radiotherapy beams focused on the tumor only. 

2.2 Simulation Procedure 

A monoenergetic conical X-rays beam was simulated from a point source intercepting 
the tumor. Seven beams were used around the mouse phantom at 7 angles to avoid 
irradiating bone marrow and the spinal cord [14] (Fig. 1). To investigate the influence 
of the X-rays energies on the absorbed dose within the tumor, in its surrounding tis-
sues and in the neighboring organs, the X-rays beams spanned the following energies 
of 50, 100, 150, 200, 250, 350 and 450 KeV with a total of 7x108 photons simulated 
for each beam angle and energy. This number of photons corresponds to the expected 
absorbed dose, around 2 Gy, in a small volume of a mouse tissue, using 8 beams with 
a current of 50 mAs at 120 kVp [15, 16]. The simulations were conducted on a super-
computer having 2464 CPUs and 308 SGI XE320 compute nodes each with 2 Intel 
Xeon E5462 four core processors at 2.8 GHz and 16 to 32 Gbytes of memory per 
node (http://www.calculquebec.ca/en/resources/compute-servers/mammouth-serie-ii). 
A single beam with 7x108 photons simulated in the mouse took around 5 min, and the 
whole beams for a single simulated energy were distributed on 40 nodes. 

The radiation dose was calculated in each volume of the ten regions (Fig. 1). Also 
we concentrated our efforts here on energy transfer and absorbed dose in specific 
volume regions instead of lines of isodoses [17]. 
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2.3 Data Analysis 

The results of particle tracking were obtained in ROOT file format [18], then the data, 
i.e. photon identifier number, type of interaction, position of interaction, and energy 
transferred were extracted for further analysis. In addition, two 3D matrices (0.1 mm 
resolution) storing the energy transferred and the related absorbed dose in the whole 
mouse were provided in two files in Analyze format [8, 19]. 

For each VOI, the relative importance for elementary interactions (Compton and 
photoelectric), the energy spectra, the total transferred energy and its related absorbed 
dose were also calculated. 

3 Results 

The energy transfer and dose were assessed with the 7 X-rays beams for each of the 7 
energies. The total energy transferred in the 10 VOIs and for each of the 7 beam ener-
gies are reported in Table 1. Although low energy photons are more prone to transfer 
energy such as 50 keV in comparison to those at 450 keV (Table 1), the absorbed 
dose appeared high at higher energies (450 keV) than at lower energies (Table 2). 
Note the heart (V4 and V5) and the spine (V7 and V8) were not traversed by the 
beams although at some energies they received high doses. The regions V9 and V10 
which included V1 also showed higher energy deposit. 

Table 1. Total energy transferred in the 10 VOIs and for the 7 beam energies. Values for the 
tumor volume V1 are in MeV and the other VOIs have % values of those of V1 respectively for 
each beam energy. 

 Beam energy (keV) 
VOIs 50 100 150 200 250 350 450 
V1 6211 9947 17010 24810 32781 48656 63812 
V2 0.64 0.27 0.18 0.15 0.12 0.1 0.08 
V3 10.27 9.58 9.21 9.03 9.18 9.17 9.14 
V4 1.14 1.03 0.47 0.28 0.16 0.1 0.07 
V5 3.54 4.68 2.13 1.16 0.64 0.34 0.23 
V6 0.95 0.51 0.35 0.3 0.26 0.22 0.18 
V7 5.96 7.08 3.1 1.65 0.92 0.48 0.3 
V8 0.1 0.09 0.05 0.04 0.03 0.02 0.02 
V9 115.7 115.39 115.48 115.32 115.42 115.34 115.4 
V10 128.85 129.33 129.43 129.27 129.39 129.3 129.5 
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Table 2. Absorbed dose in Gray in the 10 VOIs and for the 7 beam energies. The dose in V2 to 
V10 are % of their respective in V1 for a beam energy. 

 Beam energy (keV) 
VOIs 50 100 150 200 250 350 450 

V1 0.9123 1.4391 2.4430 3.5582 4.6796 6.8127 8.5674 
V2 0 0 0 0 0 0 0 
V3 0.11 0.11 0.1 0.1 0.1 0.1 0.11 
V4 0.76 0.31 0.24 0.23 0.22 0.22 0.23 
V5 0.06 0.04 0.03 0.03 0.03 0.03 0.03 
V6 0.01 0.01 0 0 0 0 0.01 
V7 6.6 2.89 0.97 0.45 0.27 0.15 0.12 
V8 0.02 0.02 0.01 0.01 0 0 0 
V9 1.4 1.39 1.4 1.39 1.39 1.37 1.35 

V10 1.85 1.85 1.86 1.84 1.83 1.79 1.76 

4 Discussion  

MCS in small animal radiotherapy are accessible and handy tools to help for better 
designing treatment planning, not only to the target tumors and to the tissues along the 
beam paths, but also to distant organs of interest. It has been reported that doses of 
more than 5 Gy could be considered as lethal in mice [20, 21]. It is recognized that 
exposure to repeated radiations during follow-up studies can have biological effects 
on the animal models and thus can affect the experimental results. MCS can therefore 
help in designing the appropriate radiation energies, beam directions and intensity and 
duration of experiment. It is preferable to study each beam direction separately in 
order to determine its optimal parameters. Instead of using monoenergetic photons in 
the simulations, an energy spectrum resembling the one produced by an X-ray tube 
can be generated reproducing also its shape and intensity.  

The radiation beams used in this simulation were based on X-rays tube voltage and 
current of 120 kVp and 50 mAs. The doses obtained in these simulations at lower 
energy (50 – 100 keV) were in the same range as those for micro-CT/radiotherapy or 
for radiotherapy previous studies at an effective energy around 50 keV (up to 2 Gy) 
[15, 16, 22, 23].  

The variation of the dose in the heart and spine regions was a function of the beam 
energy, except for the 100 keV beam. Moreover, the volumes determined within the 
spinal cord received around 1% of the absorbed dose in the tumor, knowing that this 
volume was not on the path of any beam, and it was surrounded by bones. The spinal 
bones, however, and including the spinal cord, received higher doses with respect to 
spinal cord and heart VOIs. In fact, V7 received 6.6 times the dose of the tumor at 50 
keV and 0.12 at 450 keV. This high ratio at 50 keV could be due to the high scattering 
in the mouse at this energy and high attenuation in the bones. The high doses calcu-
lated in V9 and V10 and in V1 at energies above 150 keV were due to the high num-
ber of generated photons. In real treatments, the number of photons is also governed 
by beam application duration among other parameters.  
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The two extra volumes around the lung tumor directly received the beam from 
some angles, but they were not directly exposed to the beams for some other beam 
angles. Also, the tissue density of these extra volumes was less than that of the tumor. 
Despite these differences, photons interactions in these volumes V9 and V10 varied 
very slightly with beam energies in comparison to V1, and their average ratios of 
absorbed dose (average over beam energies) were 9/ 1 =  1.3841  0.0194 Gy 
and 10/ 1 =  1.8265  0.0372 Gy. Apart from uncertainty on tumor volume 
definition, the X-rays focal spot on the anode could also cause a penumbra that can 
have an impact on tumor neighboring tissues [15, 16]. 

5 Conclusions  

The goal of this study was to assess the photon energy transfer and absorbed dose in 
tissues distant from or partially intercepted by the radiation beams as a function of beam 
energy. The spinal cord, even protected by the spinal bones and not intercepted by the 
beams, received in average 1% of the dose to the tumor, which, in turn, received 0.9 Gy 
at 50 keV and 8.56 Gy at 450 keV. The lowest dose to the secondary organs was found 
at the 100 keV beam. The dose to tumor surrounding tissue was shown to be indepen-
dent of beam energy and had ratios of 1.38 and 1.83 for volumes of diameters 1.6 mm 
and 1.8 mm with respect to the lung tumor of diameter 1.4 mm. 
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Abstract. DNA motifs are short recurring patterns which are assumed
to have some biological function. Most of the algorithms that solve this
problem are computationally prohibitive. In this paper we extend a re-
cent work that discovered identical string motifs. In the first phase of
our three phase algorithm we report all the string motifs of all sizes. In
the next phase we filter out those motifs which fail to meet our con-
straints, and in the last phase the motifs are ranked using a combination
of stochastic techniques and p-value. Our method outperforms other mo-
tif discovery algorithms including some well-known ones such as MEME
and Weeder on benchmark data suites.

Keywords: Significant DNA motifs, sequence analysis, algorithm.

1 Introduction

Nucleotide motifs are short recurring patterns in DNA, and are significant for un-
derstanding the mechanism behind regulating gene expressions. DNA motifs are
sometimes termed signals, e.g. regulatory sequences. Motifs are short biological
sequences (about 30 nucleotides) whereas the regulatory sites within which they
reside have a much longer size. The automatic motif discovery problem is de-
fined as a multiple sequence local alignment. There are two different approaches
for the motif finding problem: pattern-driven and sequence-driven [9]. In the
former, the objective is to search for pattern of length L which has the highest
occurring frequency in the sequence, indicating the motif as being the most sig-
nificant pattern of that length. On the other hand, the sequence-driven is used
to identify profile models with no pre-assumption on the statistical distribution
of the patterns in the sequence. The pattern driven approach is guaranteed to
find optimal solutions in the restricted space, but it becomes computationally
expensive for L > 10 [15].

Mutations is a common phenomenon and a number of algorithms have been
proposed to find motifs with mutations: PROJECTION [5], Weeder [14], Motif
Enumerator [17], MEME [2,10], VAS [6], Seeder [8], MOGAMOD [12] and [20].
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However, mutations complicates the situation further and so these algorithms
suffer from an exponential time complexity deeming them impractical on any
large sized sequence. In [13] they generated approximately 17.88 billion patterns
of length 10 over the IUPAC alphabet. As the search space was huge, the authors
had to develop a set of techniques to carefully prune it. The remaining patterns
were scored and those below a certain threshold were thrown out, and we are
left with motifs. The results were encouraging but the overall exponential time
complexity makes it impractical for motifs of length over 10. Karci [11] proposed
a quadratic time algorithm to find all the identical string motifs that occur at
least twice in the input sequence. Azmi and Al-Ssulami [1] were able to improve
the work in [11] reaching a practical complexity that is linear in time and space.

Yet the problem is far from over. Tompa et al [18] provided a benchmark data
set to be used for assessing motif discovery algorithms. In [18] they proposed
a scheme to measure the accuracy of the reported motifs for the benchmark
dataset. Using the above setting they evaluated 13 different motif discovery al-
gorithms and reported that none scored satisfactorily. Sandve et al [16] proposed
an improved benchmark dataset that was designed to differentiate between the
performance of motif discovery algorithms and the popular motif models, e.g. po-
sition weight matrices. Their supplementary web service allows users to visualize
their score of submitted predictions of the benchmark datasets.

In this paper we extend the work in [1], so instead of reporting string motifs
it will report biologically significant motifs. In [1] the authors defined a thresh-
old and their algorithm reported all the string motifs of all sizes occurring in
a single input sequence S provided that the motifs satisfied the threshold. Our
adaption includes modifying the original algorithm so it works on multiple input
sequences. Our objective is to discover identical motifs that are biologically sig-
nificant. As we believe that significant biological exact motifs are a subset of the
string motifs, we devise a kind of a filtering mechanism. The filtering will assess
the significance of the string motifs, throwing those that fail to meet our criteria.
This is followed by the ranking of the remaining motifs. At the end we pick the
first few motifs with the highest ranking. And these will be our biologically sig-
nificant motifs. The time complexity of our algorithm is O(nL−NL2 + z log z),
where N is the number of input sequences, n is the total length of N input
sequences, L is the length of the largest discovered motif, and z is the size of the
output. Though our algorithm only yields identical motifs, it scored higher on
the benchmark datasets [16] compared to MEME [2] and Weeder [14].

2 Preliminaries

Let Σ denote the set of finite symbols. In our case the alphabet Σ = {A, C, G, T},
the four bases for the DNA sequence. For any integer k > 0, we define Σk =
Σk−1 ◦ Σ, where Σ0 is the empty string. The ◦ is the concatenation oper-
ation. The set of all strings formed using the symbols in Σ is denoted Σ�.
Let S1, S2, . . . , SN be the set of N strings each of different size. We define the
composite string S = S1S2 · · ·SN . Let us denote the nucleotide at position i
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(0 ≤ i < |S|) using S[i], also let S[i . . j] denote the subsequence (substring)
starting with the symbol at position i and ending with the symbol at position
j, for any 0 ≤ i ≤ j < |S|. A substring of length k is called k–mer. In this paper
we will be using the terms (sub)string(s) and (sub)sequence(s) interchangeably.

Problem definition: given the set of strings S1, S2, . . . , SN over the alphabet
{A, C, G, T} with a total combined length equals n. Find all the biologically
significant identical motifs of lengths up to L (2 ≤ L < mini≤N{|Si|}), where
there is no motif of length L+ 1 in any of the strings.

3 Our Proposed Algorithm

Our three phase algorithm first finds all the strings motifs, this is followed by fil-
tering before it undergoes a ranking process. The algorithm in [1] was designed to
report all the string motifs in a single sequence, we however, will combine the first
two phases and modify the algorithm so that it will do the filtering prior to any
output.

3.1 Phases I–II

We introduce two parameters: max hits per sequence and min sequences for
the filtering. Respectively, these specify the maximum number of times a mo-
tif can occur in a single sequence, and the least number of different sequences
a motif must occur in. For example, suppose we have four sequences (N =
4), and we want to report only the motifs that occur no more than twice
in a sequence in three or more sequences then we just set the parameters
max hits per sequence = 2 and min sequences = 3. Of course, in each of the
three sequences it must occur at least once but no more than twice. The data
structure used by the algorithm is shown in Figure 1. In the subsequent discus-
sion the string S is the composite string S = S1S2 · · ·SN .

The main algorithm is listed in Algorithm 1. We use the term CanMotif
(candidate motif), a term we borrowed from [11]. Any substring is a candidate
motif, and if there is at least one more copy of the same substring then it is a
”string” motif. We will go over the algorithm using the example input of three
DNA sequences S1 = ATAGACAG, S2 = TGTATATACGCT and S3 = GACATTGCAG.
Assume we execute the algorithm with the setting max hits per sequence = 1
and min sequences = 2. This basically mean to report all identical string motifs
that occur exactly once in two or more of the input strings. Our composite string
Seq = ATAGACAGTGTATATACGCTGACATTGCAG. The algorithm starts by initializing
the array T to the encoding of each character in the string Seq, its starting
position and the sequence number. Without loss of generality we use the following
encoding {A→ 0, C→ 1, G→ 2, T→ 3}. Any other encoding is also acceptable as
long as each character in the alphabet Σ is assigned a unique consecutive number
starting from 0. Next we sort the auxiliary array T on the .NucVal component
saving the result in array U(step 4). We use the counting sort algorithm [7], a
linear sorting algorithm which works only if the keys were known beforehand.
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input sequences
Seq-1: AACGCAT
Seq-2: TGCATGC
Seq-3: GCAGTA
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Fig. 1. An example illustrating the basic data structure as used by the algorithm. The
array Seq[ ].Nucleotide is the composite string holding the three input sequences Seq-1,
Seq-2, and Seq-3. Initially .NucV al holds the encoding of single nucleotides {A→ 0,
C→ 1, G→ 2, T→ 3}, later it will hold the encoding of equi-length substrings. In this
example T [i].NucVal holds the fingerprint of the substring GCAT, while T [i].StartPos
and T [i].SeqNo holds this substring’s starting position and the sequence number it
belongs to (respectively). Note that all the indices start from zero.

The basic idea behind the algorithm is to start with a single nucleotide and
successively discover larger motifs by augmenting each motif with a single nu-
cleotide to its immediate right. We throw out some of the entries which violate
the condition set forth. The entire process is repeated as long as we are suc-
cessful in discovering motif(s) at the current iteration. The main while-loop
(Algorithm 1, steps 6–11) is where we augment the substrings one character to
their right in each iteration. At iteration k we generate a sorted list of k+1–mer
encoded CanMotifs. The sorting will let all the identical substrings to be next to
each other. This simplifies the task of eliminating some of the useless CanMotifs.
See Figure 2 for the entries marked for elimination. We eliminate two kind of
entries. Those substrings that span multiple sequences; and those violating the
condition min sequences. We however, do not delete entries if they violate the
condition max hits per sequence. The reason should be obvious. Once an entry
is deleted the information is lost. However, it is possible an entry that currently
violate the condition max hits per sequence will satisfy it in a subsequent it-
eration, i.e. when k is larger. In the next step we re-encode the motifs. More
on that later. The final step is to output all the string motifs that satisfy both
conditions. The whole process is repeated, going over for longer motifs.
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Algorithm 1. StringMotif – the main algorithm to report all the
identical string motifs that satisfies both conditions

Input: Sequences S1, S2, . . . , SN with a total combined length n, and two
filtering parameters max hits per sequence and min sequences

Output: All string motifs satisfying both conditions

1 begin
2 Initialize array Seq with the input sequence S1, S2, . . . SN , using the

encoding (A, C, G, T → 0, 1, 2, 3), and the sequence number
3 Initialize auxiliary array

T [i].{NucVal,StartPos,SeqNo} ← Seq[i].{NucVal, i,SeqNo} for all i < n

4 Sort array T on .NucVal field saving the result in array U

5 k ← 1
6 while |U | �= 0 do
7 Generate sorted list of k + 1–mer encoded CanMotifs
8 Discard useless CanMotifs
9 Re-encode the motifs so to start from 0

10 Output all motifs that satisfy both conditions
11 k ← k + 1

1 1 1 2 2 2 3 3 3 3 4 4 4 6 7 8 8 8

4 15 21 2 6 28 0 11 13 23 5 22 27 16 18 3 20 29

T[i].NucVal
T[i].StartPos

9 9 11 11 12 12 12 12 14 14 14 15

17 26 7 9 1 10 12 14 8 19 25 24

X X X X

1 2 3 1 1 3 1 2 2 3 1 3 3 2 2 2 3 3 2 3 1 2 1 2 2 2 2 2 3 3T[i].SeqNo

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

A T A G A C A G T G T A T A T A C G C T G A C A T T G C A G

S1 S2 S3

Seq[i].Nucleotide

X X X

i

Fig. 2. The input sequence Seq[ ].Nucleotide made up of three sequences S1, S2 and S3.
Below it is the auxiliary array T holding the fingerprints for all substrings of length 2
(case k = 1). Note that the fingerprints are sorted in increasing order. For example,
T [0].NucVal = 1 is the fingerprint for the substring of length 2 that starts at position
4, that is: AC. We have two more substrings AC, one in sequence S2 starting at position
15, and another in sequence S3 starting at position 21. The useless entries which we
delete are marked X. We delete those that span multiple sequences. For example, the
entry with T [i].StartPos = 7 is deleted because it spans S1 and S2. We also delete the
entry T [i].NucVal = 6 since it violates the condition min sequences = 2. We do not
check for entries violating the condition max hits per sequence.
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Fingerprinting. It is one of the major operations in [1]. The idea is to simplify
the task of comparing between two equal length substrings akin to comparing
between two integers, as we are only interested in knowing whether or not they
are equal. Given two equi-length substrings A and B, we want,

A = B ⇔ F(A) = F(B), (1)

where F() is the fingerprint function. It is computed as follows. Suppose α ∈ Σ,
and let encoding(α) ∈ {0, 1, . . . , |Σ|−1}. Let S[i . . i+ k] be a substring of length
k + 1. The fingerprint is recursively defined by,

F(S[i . . i+ k]) =

⎧⎪⎨
⎪⎩

encoding(S[i]), if k = 0,

|Σ| · F(S[i . . i+ k − 1]) +
encoding(S[i+ k]) otherwise.

(2)

Re-encoding the Motifs. Numerically, the fingerprint tends to grow exponen-
tially. As we do not wish to impose any limit on the size of the motifs we need
to hinder the growth of the fingerprint. We resort to the same trick as used in
[1], that is to re-encode the fingerprint at each iteration so it always start from
zero (Algorithm 1, step 9). Different fingerprint will be mapped into a different
number.

Generating Sorted List of Encoded Motifs. This pertains to step 7 in
Algorithm 1 where we used k–mer motifs to generate the list of k + 1–mer
CanMotifs. The input is a sorted list of encoded k–mer substrings and the output
is also a sorted list of encoded k + 1–mer substrings. From Eq. 2 it should be
obvious we are augmenting the string of length k by a single nucleotide to its
immediate right thereby forming an encoded k + 1–mer substrings. Figure 3
illustrates how we generate a sorted list of encoded k + 1–mer substrings in a
single pass. If we treat the encoded k–mer substrings that have the same value
as a group, then the encoded k + 1–mer substrings will be in the same group.
To put them in order we can resort to counting sort, a linear sorting scheme.
The cost of step 7 in Algorithm 1 is linear in the length of the input auxiliary
array. In the first pass we look for the boundary of the groups, i.e. those entries
with the same fingerprint. And in the second pass we go over each group and
compute the fingerprint of the larger substring (Eq. 2) and then use counting
sort to sort the content of each group.

List of Outputted Motifs. At iteration k, Algorithm 1 step 10 outputs the
k–mer string motifs which satisfy both constraints max hits per sequence and
min sequences. In Figure 3(top picture) we note that only four 2–mer string mo-
tifs will be outputted. These are motifs whose fingerprint (.NucVal = 0, 4, 5 and
7, corresponding to motifs AC, GA, GC and TG respectively. Motif with fingerprint
1 (corresponds to AG) violates max hits per sequence as it occurs twice in string
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0 0 0 1 1 1 2 2 2 2 3 3 3 4 4

4 15 21 2 6 28 0 11 13 23 5 22 27 3 20

.NucVal

.StartPos
5 5 6 6 6 6 7 7

17 26 1 10 12 14 8 25

1 2 3 1 1 3 1 2 2 3 1 3 3 2 3 2 3 1 2 2 2 2 3.SeqNo

25 26 27 27

14 1 10 12

2 1 2 2

group

2-mer (sorted)

3-mer (sorted)

Fig. 3. How we generate a sorted list of encoded 3–mer CanMotifs out of sorted list of
encoded 2–mer motifs. The input is the auxiliary array in Figure 2 after removing the
entries marked X and T [ ].NucVal has been re-encoded, e.g. 1 → 0, 2 → 1, . . . , 12 → 6,
and 14 → 7. Note that 2–mer motifs with an a fingerprint value of 6 generates 3–mer
CanMotifs with a fingerprint values of 24, 25, 26 and 27 only, which corresponds to the
augmented nucleotide to its immediate right being A, C, G or T respectively.

S1, and so it is not in the output list. The same is true for motifs with fingerprint
2, 3 and 6.

Complexity of First Two Phases. Assuming we start with N sequences
whose total size is n, then the cost for steps 1–3 in Algorithm 1 is O(n). Each of
the steps in while-loop (steps 7–10) can be done in time linear to the length of
the auxiliary array. Initially the size of the auxiliary array is n but as we discard
useless CanMotifs (step 8) the size of the auxiliary array shrinks. It is difficult to
estimate the size of the shrinkage but it does by at least N . This is because we
can have N k–mer substrings spanning two adjacent sequences. Thus the size of
the auxiliary array at iteration k is at most n− (k − 1)N . The time complexity

of phases I–II is O(n) +
∑L

k=1 O(n− (k− 1)N) = O(nL−NL2), where L is the
length of the longest discovered string motif.

3.2 Phase III

In this phase we rank the resultant string motifs out of phase II to determine their
significance (see Algorithm 2). We believe that the top ranked string motifs are
likely the biologically significant motifs we are after. Each input motif is assigned
an initial score which simply is its occurring frequency. Next we pick the top
twenty initial scored motifs, throwing out the rest. Compute the p-value of all
picked motifs. It was computed using the standalone version of the algorithm in
[3].1 Finally we return the motifs with the best p-values. The reason for picking

1 Download from, http://favorov.bioinfolab.net/ahokocc/zip/ahokocc.zip

http://favorov.bioinfolab.net/ahokocc/zip/ahokocc.zip
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only 20 highest scoring motifs as opposed to all the input is to save time since
computing p-value is computationally expensive. The time complexity of this
phase is O(z log z), where z is the number of motifs we receive out of phase II.

Algorithm 2. RankStringMotifs – the last phase of the algorithm to
discover significant motifs. Here we rank the string motifs out of phase II

Input: All the string motifs out of phase II, and rank cutoff ρ
Output: The top ρ motifs

1 begin
2 Assign an initial score to each input motif
3 Let Q = {the top 20 motifs based on initial score}
4 Assign a secondary score to each motif in Q
5 Return the top ρ motifs based on secondary score

4 Evaluation and Discussion

Implementation wise, phases I–II (Algorithm 1) was implemented in MS C#,
while phase III (Algorithm 2) was implemented in Activestate Perl.

Sandve et al [16] proposed a benchmark suite which we will use to evaluated
our algorithm. The authors generated different datasets, which were generated
either by extracting transcription factor binding site original neighborhood from
their respective genomes or by implanting their occurrences into a background
generated from a third order Markov model. The benchmark makes the perfor-
mance analysis of the algorithms more useful as we can factor out the effect of
motif model from the algorithm. We will use their ‘algorithm’ suite to evaluate
our system. This suite in turn is divided into two parts: ‘algorithm real’ and
‘algorithm Markov’. The latter contains true binding sites from the TRANS-
FAC database [19] embedded into mock backgrounds generated by third order
Markov. While in the real suite the binding sites are not tinkered with. Alto-
gether there are 50 datasets in each part.

While assessing different tools for the discovery of transcription factor bind-
ing sites, Tompa et al [18] devised different statistical measures to assess these
tools at the nucleotide level. Let nTP, nTN, nFP and nFN are the number of
True/False Positive/Negative predicted nucleotides. We will use the following
four measures [18]: Sensitivity nSn, Positive Predictive Value nPPV, Specificity
nSP, and the Performance Coefficient nPC. The sensitivity gives the fraction
of known site nucleotides that are predicted, and the positive predictive value
gives the fraction of predicted site nucleotides that are known. The performance
coefficient, initially devised by [15], is a single statistic that in some sense aver-
ages the above mentioned quantities. However, as [18] noted, there is no single
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Table 1. Various statistics on the benchmark algorithm real and Markov suites. Each
suite consists of 50 datasets. For our predictions we used motifs of length 8 (real suite)
and 10 (Markov suite). We boldfaced the best result in each suite. See text for the
definition of individual statistical measures.

real suite Markov suite

Method nSn nPPV nSP nPC nSn nPPV nSP nPC

MEME .1034 .0923 .9816 .0626 .1151 .1072 .9844 .0775
Weeder .2017 .0714 .9605 .0552 .1333 .0427 .9590 .0324
Our .1074 .1497 .9924 .0770 .0789 .1255 .9939 .0583

statistic which captures correctness perfectly. The four measures are given by,

nSn = nTP/(nTP + nFN),

nPPV = nTP/(nTP + nFP),

nSP = nTN/(nTN+ nFP),

nPC = nTP/(nTP + nFN + nFP).

(3)

The authors in [16] set an online service2 where users can upload their predic-
tions and the system calculates various statistics alongwith that ofWeeder [14] and
MEME [2]. BothWeeder andMEME are well-knownmethods with proven perfor-
mance in an assessment by [18]. So, it was reasonable to include them in the statis-
tics. The study in [18] showed that Weeder outperformed 12 other tools in most of
themeasures. For our predictionswe submitted two sets of predictions, one for algo-
rithm real suites and another for algorithmMarkov suites (Table 1). To prepare our
predictionsweused the setting:max hits per sequence = 1,min sequences = 2(in
Algorithm1); and rank cutoff ρ = 3 (inAlgorithm2). Going over the Table 1we see
that none of the various statistical values indicate a good performance, however,
judging from nPC our scheme had a lead over the other two schemes for algorithm
real suite and ranked second in algorithmMarkov suite.

To give a perspective of the execution speed, we timed Weeder 2.0 (http://
159.149.160.51/modtools/), MEME v4.9.1 (http://meme.nbcr.net/meme/
meme-download.html) and our software all running on the same environment
and under the same condition. These are the latest version of both softwares.
The largest dataset in [16] is M01011. The time to find all the motifs of size 10
was: 19.15 sec (Weeder), 36.07 sec (MEME) and 0.79 sec (our algorithm). While
for the smallest dataset, M00622 the time to find all motifs of size 10 was: 4.17
sec (Weeder), 1.34 sec (MEME) and 0.23 sec (our). Overall, it took our three
phase algorithm less than two minutes to prepare both predictions.

2 At, http://tare.medisin.ntnu.no/index.php

http://meme.nbcr.net/meme/
http://tare.medisin.ntnu.no/index.php
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5 Conclusion

This work is an attempt to get on biologically significant DNA motifs which
happen to be conserved. The main philosophy behind our approach is that the
exact match DNA motifs are a subset of string motifs. We solve this problem
using a three phase algorithm where the input is a set of different sequences
of different sizes. The first phase generates string motifs of different sizes. The
second phase filters the string motifs allowing only for motifs that satisfy two
different constraints. And in the third phase we rank the motifs using a com-
bination of stochastic and p-value. Once the motifs are ranked we pick the top
ones. The two constraints we used in phase two defines the upper bound on the
number of motifs per sequence, and the lower bound on in how many sequences
a motif must be in. We tested our algorithm on a benchmark dataset suites. In
one benchmark suite, our algorithm outperformed both MEME and Weeder and
in the other benchmark suite it was better than Weeder but lagged MEME.
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Abstract. The way to infer well-supported phylogenetic trees that pre-
cisely reflect the evolutionary process is a challenging task that com-
pletely depends on the way the related core genes have been found.
In previous computational biology studies, many similarity based algo-
rithms, mainly dependent on calculating sequence alignment matrices,
have been proposed to find them. In these kinds of approaches, a sig-
nificantly high similarity score between two coding sequences extracted
from a given annotation tool means that one has the same genes. In
a previous work article, we presented a quality test approach (QTA)
that improves the core genes quality by combining two annotation tools
(namely NCBI, a partially human-curated database, and DOGMA, an
efficient annotation algorithm for chloroplasts). This method takes the
advantages from both sequence similarity and gene features to guar-
antee that the core genome contains correct and well-clustered coding
sequences (i.e., genes). We then show in this article how useful are such
well-defined core genes for biomolecular phylogenetic reconstructions, by
investigating various subsets of core genes at various family or genus lev-
els, leading to subtrees with strong bootstraps that are finally merged in
a well-supported supertree.

Keywords: Quality test, Phylogenetic tree, Bootstrap, RAxML, Core
genome, Core genes, Supertree.

1 Introduction

Given a collection of genomes, it is possible to define their core genes as the
common genes that are shared among all the species, while pan genome is all
the genes that are present in at least one genome (all the species have each core
gene, while a pan gene is in at least one genome).

The key idea behind identifying core and pan genes is to understand the
evolutionary process among a given set of species: the common part (that is, the
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core genome) is of importance when inferring the phylogenetic relationship, while
accessory genes of pan genome explain in some extend each species specificity. We
introduced in a previous study [1] two methods for discovering core and pan genes
of chloroplastic genomes using both sequence similarity and alignment based
approaches. Later, we presented in another study [2] the quality test approach
as a method to find the core genes for chloroplast species. This article is an
extended version of [1, 2] focusing on how the quality core genes will affect the
phylogenetic inference, and also a performance analysis in terms of execution
time and memory consumption.

Chloroplasts is one of many types of organelles in the plant cell. They are
considered to have originated from cyanobacteria through endosymbiosis, when
an eukaryotic cell engulfed a photosynthesizing cyanobacterium, which remained
and became a permanent resident in the cell. The term of chloroplast comes from
the combination of plastid and chloro, meaning that it is an organelle found in
plant cell that contains the chlorophyll. Chloroplast has the ability to take water,
light energy, and carbon dioxide (CO2) to convert it in chemical energy by using
carbon-fixation cycle [3] (also called Calven Cycle, the whole process being called
photosynthesis). This key role can explain why chloroplasts are at the basis of
most trophic chains and thus responsible for evolution and speciation. Moreover,
as photosynthetic organisms release atmospheric oxygen when converting light
energy into chemical energy and simultaneously produce organic molecules from
carbon dioxide, they originated the breathable air and represent a mid to long
term carbon storage medium. Consequently, exploring the evolutionary history
of chloroplasts is of great interest and therefore further phylogenetic studies are
needed.

A key idea in phylogenetic classification is that a given DNA mutation shared
by at least two taxa has a larger probability to be inherited from a common
ancestor than to have occurred independently. Thus shared changes in genomes
allow to build relationships between species. Homologous genes are genes de-
rived from a single ancestral one. These genes are divided in two types, namely
paralogous and orthologous. Paralogous genes arise from ancestral gene dupli-
cation while the orthologous genes are products of speciation. In the case of
chloroplasts, an important category of genomes changes is the loss of functional
genes, either because they become ineffective or due to a transfer to the nucleus.
Thereby a small number of genes lost among species may indicate that these
species are close to each other and belong to a similar lineage, while a large
lost means distant lineages. Phylogenies of photosynthetic plants are important
to assess the origin of chloroplasts and the modes of gene loss among lineages.
These phylogenies are usually done using a few chloroplastic genes, some of them
being not conserved in all the taxa. This is why selecting core genes may be of
interest for a new investigation of photosynthetic plants phylogeny.

To determine the core of chloroplast genomes for a given set of photosynthetic
organisms, bioinformatics investigations using sequence annotation and compar-
ison tools are required, and therefore various choices are possible. The purpose
of our research work is precisely to study the impact of these choices on the
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obtained results. A state of the art for core genome discovery studies is detailed
in Section 2, whereas a general presentation of the approaches we propose is
provided in Section 3. To make this paper standalone, a closer examination of
the approaches is given in Section 4, where we will present coding sequences
clustering method based on sequence similarity, and quality test method based
on quality genes. Information regarding computation time and memory usage
is provided in Section 5, while an application example in the field of phylogeny
is illustrated in Section 6. This research work ends with a conclusion section
summarizing our investigations and giving suggestions for future work.

2 State of the Art

An early study of finding the common genes in chloroplasts was realized in 1998
by Stoebe et al. [4]. They established the distribution of 190 identified genes
and 66 hypothetical protein-coding genes (ysf ) in all nine photosynthetic algal
plastid genomes available (excluding non photosynthetic Astasia tonga) from
the last update of plastid genes nomenclature and distribution. The distribution
reveals a set of approximately 50 core protein-coding genes retained in all taxa.
Grzebyk et al. [5], for their part, have studied in 2003 the core genes among
24 chloroplastic sequences extracted from public databases, 10 of them being
algae plastid genomes. They broadly clustered the 50 genes from Stoebe et al.
into three major functional domains: (1) genes encoded for ATP synthesis (atp
genes); (2) genes encoded for photosynthetic processes (psa and psb genes); and
(3) housekeeping genes that include the plastid ribosomal proteins (rpl and rps
genes). The study shows that all plastid genomes were rich in housekeeping genes
with one rbcLg gene involved in photosynthesis.

In 2014, De Chiara et al. [6] aligned all of the 97 sequenced genomes to a
reference, the complete genome of the Haemophilus influenza strain 86-028NP,
using the Nucmer alignment program [7]. They generated a list of polymorphic
sites with these alignments. This list was then filtered to include only the poly-
morphic sites in the core genome of NTHi, i.e., the regions of the reference strain
that could be aligned against all other strains, yielding a set of 149,214 SNPs. A
clustering algorithm has been finally used on these SNPs to achieve core genes
extraction. Remark that most of these studies used only a low amount of plant
genomes to extract the core genome.

3 An Overview of the Pipeline

In previous work [1], an annotation based method has been presented in a
pipeline for core genomes discovery. It is based on an Intersection Core Ma-
trix (ICM) using gene features like gene names. The produced core tree has then
been compared to the phylogenetic one. However, working with gene features
alone does not lead to accurate core genomes. This is because of two reasons:
first, gene name does not necessary point to the same sequence among different
genomes. Second, gene features in the absence of gene sequences cannot provide
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information such as starting and ending codons, mutation rate, proteins, and so
on. Such limitations in core genomes confidence is the main reason explaining
why we are investigating a new direction. This new proposal consists of a pre-
processing step using a Needleman-Wunch global alignment, before taking into
account gene features, see Figure 1.

Fig. 1. An overview of the pipeline [2]

As a starting point, annotations (DNA coding sequences with gene names
and locations) must be provided on the set of chloroplastic genomes under con-
siderations. Obviously, this annotation stage must be of quality if we want to
obtain acceptable core and pan genomes. Such a stage necessitates a DNA se-
quences database like NCBI’s GenBank , the European EMBL database [8], or
the Japanese DDBJ one [9]. The annotations can be directly downloaded from
these websites, however it is preferable to launch an ad hoc annotation tool on
complete downloaded genomes, like the DOGMA one [10].

Using such annotated genomes, we will employ two general approaches de-
tailed in previous studies for extracting the core genome, which represent the
second stage of the pipeline: the first approach involves similarity values that
are computed on predicted coding sequences, while the second one takes bene-
fits from all the information provided during the annotation stage.
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Instead of considering only gene sequences taken from NCBI or DOGMA,
we consider to use an improved quality test process provided in [2] in this new
proposal. It works with gene names and sequences, to produce what we call
“quality genes”. Remark that such a simple general idea is not so easy to realize,
and that it is not sufficient to only consider gene names returned by such tools.
Providing good annotations is an important stage for extracting gene features.
Indeed, gene features here could be considered as: gene names, gene sequences,
protein sequences, and so on. We will subsequently propose methods that use
gene names and sequences for extracting core genes and producing chloroplast
evolutionary tree.

An extra step named feature visualization [1], will be added as a final stage of
our pipeline. The construction of core tree and/or phylogenetic tree is done by
taking the advantage of information produced during the core and pan genomes
search. This feature visualization stage will then be used to encompass phyloge-
netic tree construction using core genes, genes content evolution illustrated by
core trees, functionality investigations, and so on.

For illustration purposes, we have considered 99 genomes of chloroplasts down-
loaded from GenBank database. These genomes cover eleven types of chloroplast
families (see [1]). Furthermore, two kinds of annotations will be considered in
this work, namely the ones provided by NCBI on the one hand, and the ones by
DOGMA on the other hand.

4 Core Genes Extraction

In this section, we consider the gene prediction approach based on sequence
similarity presented in [1, 2]. This method starts with genomes annotated, ei-
ther from NCBI or DOGMA, and uses a distance on genes coding sequences
d : N = {A, T,C,G}∗ × {A, T,C,G}∗ → [0, 1], where A∗ is the set of words on
alphabet N , to group similar alleles in a same cluster.

Let us now present the proposed quality test improvement. The inputs are
genomes annotated twice, by NCBI and DOGMA respectively. To extract the
common genes, a post-treatment of these annotations must first be achieved. On
the NCBI side, due to the large variety of annotation origins (being produced
either by human or by various automatic tools), we have to compute an edit sim-
ilarity distance on gene names. The same name is then set to sequences whose
names are close according to this edit distance. This stage is not required in the
DOGMA side, as names are provided by an unique algorithm. However, DOGMA
investigates the six reading frames when extracting coding sequences [10], and it
sometimes produces various fragments for one given gene. So a gene whose name
is present at least twice in the file is either a duplicated gene or a fragmented
one. Obviously, these issues must be fixed and “fragmented” genes have to be
defragmented before the DNA similarity computation stage (such defragmenta-
tion has normally already been realized on NCBI website). As the orientation
of each gene fragment is given in output file, this defragmentation consists in
concatenating all the possible permutations, and only keeping the permutation
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with the best similarity score in comparison with other sequences having the
same gene name: this score has to be larger than a given predefined threshold.

The risk is now to merge genes that are different but whose names are similar
(for instance, ND4 and ND4L are two different mitochondrial genes, but with
similar names). To fix such a flaw, the sequence similarity, for intersected genes
in a genome, is compared too in a second stage (with a Needleman-Wunsch
global alignment) after selecting a genome accession number, and the genes cor-
respondence is simply ignored if this similarity is below a predefined threshold.
We call this operation, which will result in a set of quality genes, a quality test.
These genes will then constitute the quality genomes. A list of generated quality
genomes based on specific threshold is then produced. It is used to construct the
intersection core matrix, which will generate the core genes, core tree, and phy-
logenetic tree after choosing an appropriate outgroup. In this work, to improve
the confidence put in the core genes, we have discarded the paralogous genes.
fragment is in this file with the same gene name.

5 Implementation

All algorithms have been implemented using Python language version 2.7, on a
personal computer running Ubuntu 12.04 32 bits with 6 GByte memory, and a
quad-core Intel Core i5 processor with an operating frequency of 2.5 GHz.

5.1 Construction of Quality Genomes

The first step in producing annotated genomes is to find the set of common genes,
that is, genes sharing similar names and sequences, by using various annotation
tools and following the method described previously. Figure 2a presents the orig-
inal amount of genes based on NCBI and DOGMA annotations. Two quality test
routines then take place to produce “quality genomes” by: (1) selecting all com-
mon genes based on gene names and (2) checking the similarity of sequences,
which must be larger than or equal a predefined threshold (see Figure 2a). Note
that predefined threshold is not used to determine the ortholog genes, it is used
to ensure that core genes from NCBI and DOGMA annotations are identical. We
also calculate the correlation function to see with whom the common genes have
good relation (e.g. with NCBI or Dogma)? We found that the correlation value
based on the number of genes produced by two annotation algorithms is 0.57.
The correlation value based on the number of genes between the produced qual-
ity genomes and NCBI genomes is 0.6731, and 0.9664 between produced quality
genomes and Dogma genomes. Note that gene differences between such annota-
tion tools can affect the final core genome, if the naming and the functionality
of these genes are well defined.

5.2 Core and Pan Genomes

Figure 2b represents the amount of genes in the computed core genome of 98
species. In this figure, two methods are used and compared using the same sample
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(a) Amount of genes based on NCBI and DOGMA w.r.t
quality common genes. DOGMA gives the larger number
of genes.

(b) Core genomes sizes w.r.t. threshold. A maximal num-
ber of core genes does not mean a good core genomes: we
are looking for genes meeting biological requirements.

Fig. 2. (a) Genes coverage for a threshold of 60% and (b) core genomes sizes

of genomes: in the first one, the gene prediction approach presented in [1,2] has
been used on genomes annotated by NCBI, while on the other one the quality
test approach [2] has been applied on genomes annotated by DOGMA. Different
thresholds have been examined for both approaches. The amount of final core
genes within the two approaches is low, as the species considered here are highly
divergent. However even in that particular situation, it is obvious that the quality
test approach outperforms the other one at each tested threshold. Compare to
Coregenes [11], our approach allows to deal with a large class of genomes (98
species) whereas this tool is limited to six genomes. As stated previously, the
main goal is to find the largest number of core genes compatible with biological
background related to chloroplasts. In the quality approach case, one genome
(Micromonas pusilla, with accession number NC_012568.1) has been discarded
from the sample, as we observed that this genome always has the minimum
number of common genes with its correspondents. That can be explained by
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two reasons: (1) either it consists of non-functional genes, or (2) the diversity
value is too high. With quality approach, an absence of genes in rooted core
genome means that we have two or more sub-trees of organisms completely
divergent among each other. Unfortunately, for the first approach with NCBI
annotation, the core genes within NCBI cores tree did not provide a distribution
of genomes that are biologically supported. More precisely, Micromonas pusilla
(accession number NC_012568.1) is the only genome that totally destroys the
final core genome with NCBI annotations, for both gene features and gene quality
methods. Conversely, in the case of DOGMA annotation, the distribution of
genomes is biologically relevant1.

5.3 Execution Time and Memory Usage

In computational biology, time and memory consumptions are two important
factors due to high throughput operations among gene sequences. Figure 3 shows
the amount of time and memory needed to extract core genes using the two
approaches: in the first one, building the connected components depends on the
construction of a distance matrix by considering the similarity scores from the
global alignment tool, which takes a long time in the case of NCBI and DOGMA
genomes. Calculation time is different for DOGMA and NCBI due to the size
of genomes and the amount of gene sequences that need to be compared: NCBI
genomes have 8,992 genes, instead of 11,242 in DOGMA genomes. Figure 3a
presents the execution time needed for each method with respect to thresholds
in range [50 − 100]. But the DOGMA one requires more computational time
(in minutes) for sequence comparisons, while gene quality method needs a low
execution time to compare quality genes. However, once the “quality genomes”
have been constructed, this method takes only 1.29 minutes to extract core genes.

(a) Time needed to execute each method. (b) Memory usage (MB unit) (sizes usually
available on personal computers).

Fig. 3. Execution time and memory usage w.r.t. threshold

1 Core tree is available on http://members.femto-st.fr/christophe-guyeux/en/
chloroplasts.

http://members.femto-st.fr/christophe-guyeux/en/chloroplasts
http://members.femto-st.fr/christophe-guyeux/en/chloroplasts
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The second important factor is the amount of memory used by each method-
ology, this one is highlighted by Figure 3b. The low values show that the gene
quality method based on gene sequence comparisons presents the most reason-
able memory usage (when constructing quality genomes). It also depends on
the size of genomes. Determining which method to choose depends on the user
preferences: if we search for a fast and semi-accurate method, then the second
approach should be chosen. Otherwise, if an accurate but relatively slow ap-
proach is desired, then the first method with DOGMA annotations should be
preferred.

6 Phylogenetic Study Illustration

To show the relevance of the obtained quality core genes, we will use all or a
proportion of them to build a phylogenetic tree. Indeed, thanks to our approach
we can precisely identify the common genes of a group of species and thus use the
corresponding core genome to deduce their phylogenetic relation. The objective
is to find the most well-supported phylogenetic tree (with high bootstrap values).
In practice, to find a such tree, the popular program RAxML [12] is employed to
compute the phylogenetic maximum-likelihood (ML) function with the following
setup: the General Time Reversible model of nucleotide substitution with the
Γ model of rate heterogeneity and the hill-climbing optimization method, while
the Prochlorococcus marinus (NC_009091.1) Cyanobacteria species is chosen
as outgroup due to the supposed cyanobacteria origin of chloroplasts. The tree
representation is obtained with Geneious [13] based on the RAxML information.

The first experiments are done using all five genes in the core genome of
98 species. Thus, in order to find a well supported phylogenetic tree from all
core genes, which reflects a real evolutionary scenario, we have achieved high
level calculations of bootstrapping values for 120 trees, by considering all per-
mutations (using itertools package) of gene orders2. Among all these trees, we
have then selected the tree with the largest value of its lowest bootstrap, this
one is denoted as the most accurate tree (MAT) in what follows, after having
verified that gene order has no effect on the supports. The MAT has a lowest
bootstrap equal to 32 and to improve this value, we have investigated in a second
stage of experiments whether some core genes are homoplasic ones. In fact, when
the core is large enough, it is possible to remove a few of them that obviously
break the supports according to the maximum likelihood inference. After having
removing systematically 1, 2, 3, and 4 genes, the best phylogenetic tree, having
its lowest bootstrap value equal to 35, was obtained after one gene loss.

The low improvement observed previously when removing some core genes
suggests that their number is not sufficient to produce a well-supported phy-
logenetic tree. Therefore we decided for the next experiments to split the set
of species in two and to work with the core genome of the largest subset: 52

2 Five core genes: 5! = 120 phylogenetic trees.
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genomes lead to a core genome of 16 genes3 (Core_81 in the core tree available
online). As expected, working with this large core genome allows to really im-
prove the lowest bootstrap value4, since by removing randomly 1, 2, 3, and 4
genes the resulting MAT has 55 for lowest bootstrap value. Figure 4 presents
this best tree obtained after removing one gene (i.e. atpI ). Let us notice that
for large core genomes such an approach is intractable in practice, due to the
dramatic number of core genes combinations to calculate.

Fig. 4. Core_81 phylogenetic tree with 15 core genes (1 gene removed randomly)

Finally, the support of the best phylogenetic tree can be improved again by
using the whole knowledge inherited by all the previously constructed trees.
SuperTripletes [14] is one of the methods that can infer a supertree from a
collection of bootstrapping phylogenetic trees. This tool5 receives a file that
stores all bootstrap values. In this last experiment, phylogenetic trees with 1, 2,
3, and 4 random gene loss have been concatenated in one file and transmitted
to SuperTripletes. The obtained supertree with all taxa is provided in Figure 5.
It can be seen that the minimum bootstrap has been further improved to 64.

3 Core genes in Core_81: psbE, psbD, petG, psbF, psbA, psbC, rpl36, psbN, psbI, psbJ,
atpH, psaJ, atpI, atpA, psaA, and psaC.

4 The lowest bootstrap value for 16 core genes is 15.
5 Available on http://www.supertriplets.univ-montp2.fr/index.php

http://www.supertriplets.univ-montp2.fr/index.php
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Fig. 5. Supertree for Core_81 from 248 bootstrap phylogenetic trees after removing
1, 2, 3, or 4 genes randomly

7 Conclusion

We have employed a “quality test approach” from previous study to extract core
genes from a large set of chloroplastic genomes, and we compared it with the gene
prediction approach developed also in our previous studies. A two stage similarity
measure, on names and sequences, has thus been proposed for clustering DNA
sequences in genes, which merges best results provided by NCBI and DOGMA.
Results obtained with this quality control test have finally been deeply compared
with our previously obtained results.

Phylogenetic trees have finally been generated to investigate the distribution
of chloroplasts and core genomes. High computations are made to produce the
highest bootstrap values tree by generating all trees by considering gene orders
and through removing randomly some genes from core genome. A supertree is
then generated, showing a highly accurate phylogenetic tree for a large amount
of plant species.

Computations have been performed on the supercomputer facilities of the
Mésocentre de calcul de Franche-Comté.
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Abstract. Bivalent promoters are defined by the presence of both activating 
(H3K4me3) and repressive (H3K27me3) chromatin marks. In this paper, we 
first identified high confidence bivalent promoters in murine ES cells integrat-
ing data across eight studies using two methods; peak-based and cutoff-based. 
We showed that peak-based method is more reliable as promoters are more en-
riched for developmental regulators than the cutoff-based method. We further 
identified bivalent promoters in human and pig using the peak-based method to 
show that the bivalent promoters conserved across species were highly enriched 
for embryonic developmental processes. 

Keywords: ChIP sequencing, embryonic stem cells, chromatin, H3K4me3, 
H3K27me3, bivalent promoters, developmental genes, comparative genomics. 

1 Introduction 

The key cellular processes determining the fate of each cell type during development 
and differentiation are thought to be controlled by gene regulation (Pearson et al. 
2005). Genomic regulatory elements such as promoters receive and execute transcrip-
tional signals, dependent on their epigenetic state and chromatin accessibility, control-
ling the expression of key developmental factors(Wilson et al. 2010). Apart from the 
transcription control at the promoters and enhancers, gene expression is also con-
trolled epigenetically, by post-translational histone modifications, which transform 
the chromatin structure and thereby control gene expression (Bannister & Kouzarides 
2011).   

To unravel key developmental transitions that lead to different types of cell identi-
ties, embryonic stem cells (ESCs) offer a valuable model (Thomson et al. 1998) as 
they have an unlimited potential to self-renew as well as to differentiate in specific 
lineage when suitable external stimuli are provided. In ESCs, the majority of promot-
ers with high CG content are un-methylated. During differentiation though, some of 
them become methylated, assisting to the acquisition of their final cell identity (Mohn 
et al. 2008). Azuara et al., 2006 proposed that particular histone modifications and 
chromatin structure (Voigt et al. 2013; Thomson et al. 1998) are characteristic of ES 
cells. Two of the most commonly studied histone modifications related to activation 
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and repression of chromatin respectively are H3K4me3 and H3K27me3(Bannister & 
Kouzarides 2011). Polycomb (PcG) and Trithorax (TrxG) group proteins catalyze 
H3K27me3 and H3K4me3 respectively, regulating genes involved in development 
and differentiation (Ringrose & Paro 2004). Bernstein et al., 2006 observed activating 
(H3K4me3) and repressing (H3K27me3) chromatin signals in promoters of several 
developmentally regulated genes in murine ES cells. These activating and repressive 
marks were previously thought to be mutually exclusive and therefore the promoters 
marked with both modifications were named ‘bivalent’. Mikkelsen et al., 2007 used 
ChIP sequencing technique to examine the bivalent status and construct chromatin 
state maps across three cell types: mESCs, neural progenitor cells (NPCs) and mouse 
embryonic fibroblasts (MEFs). Their study showed for the first time, that bivalent 
domains also exist in cells of restricted potency and 8-43% of bivalent domains  
retained their bivalent mark during the differentiation (Mikkelsen et al. 2007).  More-
over, Mohn et al., 2008 indicated that bivalent genes that are not present in the  
pluripotent cells may arise in reduced potency cells.  

Bivalent genes were detected also in human ESCs (Pan et al. 2007; Zhao et al. 
2007) and the majority of them was shared with bivalent genes in mouse ESCs. Spe-
cifically, in two out of three studies there were 2,157 common bivalent genes 
(Mikkelsen et al. 2007; Pan et al. 2007; Sharov & Ko 2007; Zhao et al. 2007). In 
agreement with the studies in mice, human ESCs bivalent genes are functionally en-
riched with developmental transcription factors and genes and most of them lose the 
repressive H3K27me3 mark during differentiation (Pan et al. 2007; Zhao et al. 2007).  

ES cells employ various mechanisms to avoid losing their pluripotency. For exam-
ple they manage to prevent DNA methylation that would silence important genes 
indefinitely. Bivalent genes belong to an important category of genes full of develop-
mental factors that need to be poised for activation or repression at the right moment 
during the differentiation process (Voigt et al. 2013). The bivalent state preserves the 
plasticity of the developmental genes until certain environmental cues lead to proper 
differentiation.   

Though bivalent genes have been identified across multiple species in ES cells as 
well as differentiated cells, there is no study so far collecting multiple data sets to 
build a high-confidence bivalent gene set. We therefore collected genome wide bind-
ing patterns of H3K4me3 and H3K27me3 in murine ES cells from eight different 
studies. We then used two complementary approaches; peak-based and cutoff-based 
approach to define high confidence bivalent promoters. The high confidence bivalent 
promoters detected by the peak-based method were more enriched for developmental 
genes than the cutoff based. Finally, we collected data to identify bivalent promoters 
in human ES cells and pig induced pluripotent cells to study the evolutionary conser-
vation of bivalency. By performing the comparative analysis of bivalent domains 
across three species we highlighted the functional relevance of coexistence of these 
marks on the developmental promoters. 
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2 Materials and Methods 

Data Collection and Processing: Murine ChIP sequencing data for H3K4me3 and 
H3K27me3 histone marks in ESCs was obtained in fastq format from Gene Expres-
sion Omnibus (GEO) database (Barrett et al. 2013). Accession numbers for mouse 
are: SRX001923, SRX085431, SRX122633, SRX172569, SRX266814, SRX266815, 
SRX305921, SRX305922, SRX001921, SRX185810, SRX122629, SRX172574, 
SRX266816, SRX266817, SRX305910, and SRX305911. Human ChIP-Seq data 
(fastq format) for H3K4me3 and H3K27me3 histone marks in hESCs was obtained 
from Roadmap to epigenomics (Bernstein et al. 2010) and Gene Expression Omnibus 
(GEO). Accession numbers for human are: SRX006237, SRX012501, SRX27864, 
SRX007385, SRX019896, SRX006262, SRX006874, SRX012368, SRX007379, 
SRX019898, SRX003845, SRX064486, SRX027487, SRX189253, SRX027865, 
SRX056719, SRX003843, SRX064487, SRX027484, SRX189254, SRX040598, 
SRX056700. ChIP sequencing data for H3K4me3 and H3K27me3 in pig (Sus Scrofa) 
induced pluripotent stem cells (iPSCs) was downloaded from a published study with 
accession number GSE36114 (Xiao et al. 2012). After downloading all the raw se-
quence files for all the experiments, each technical and biological replicate of the 
samples was imported in FastQC 0.10.1 (S. Andrews 2010) for quality control. 
Alignment of reads was done using Bowtie 0.12.9 (Langmead et al. 2009) using ref-
erence genomes mm10 for mouse, hg19 for human and susScr3 for pig. For all the 
species we used single end alignment, seed length=28. We then performed the bowtie 
execution using custom bash scripts and the samtools (Li et al. 2009) pipeline to con-
vert directly sam format file to a bam format file for each sample. The bam files that 
belonged to the same experiment (technical replicates) were merged into a common 
bam file in order to proceed with the further analysis. The biological replicates of 
each experiment were not merged. We downloaded the Gencode (Harrow et al. 2012) 
genes for human (Gencode 19) and mouse (Gencode M2). We filtered out and kept 
only the genes from the initial gtf files. Also, we created bed files for the promoter 
regions, keeping the areas that were (-1000 bp, +2000 bp) from the Transcription Start 
Site (TSS). For mouse there were 38,922 promoter regions and for human 57,818. 
Since there was not a Gencode file available for pig, we downloaded the ensembl 
gene file available from Biomart (Haider et al. 2009). After doing the same procedure 
as mentioned above in order to keep only the promoter regions, we got 21,116 regions 
for pig promoters. 

Peak Calling Method: We used SICER (Zang et al. 2009), a tool that is recom-
mended for enrichment analysis of histone modification data, since it outperforms 
every other tool in its category for peak calling. The input controls were used when 
they were provided with the samples. When input was available, the SICER parame-
ters were: for H3K4me3, window=200 and gap size=200. For H3K27me3,  
window=200 and gap size=2x300, since this histone mark is found covering wider 
chromatin domains. The rest of the parameters (same for both H3K4me3 and 
H3K27me3) were effective genome fraction =0.7, false discovery rate (FDR) = 0.01, 
redundancy threshold = 1 and fragment size = 150. When the control library was una-
vailable, the FDR value parameter was replaced by the E-value parameter equal to 
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100. We intersected the resulting files after peak calling with the promoter files using 
the intersect command from BEDtools (Quinlan & Hall 2010). 

Cutoff Method: We obtained the read density only at the regions we were interest-
ed in, the promoters. Using custom scripts and the coverageBed (BEDtools) (Quinlan 
& Hall 2010) command, we created bed files for each sample. In the resulting bed 
files, the column that we kept was the one that contained the number of reads in the 
promoter regions. We applied logarithmic scale to the read densities of all samples, 
followed by quantile normalization for H3K4me3 and H3K27me3 samples separately 
to define a threshold that would reveal the real enrichment for H3K4me3 and 
H3K27me3 and even out the variability across samples. We generated scatterplots 
(Figure 1) of the same histone modification samples against each other to examine 
what type of normalization to choose.  To further increase the accuracy of the cutoff 
method, we created promoter files with sliding windows. Every promoter region was 
divided in windows of 200 bp, with a sliding step of 50 bp. For all the window re-
gions corresponding to the initial promoter region, the maximum coverage value was 
chosen as the representative for this region. The distribution pattern of H3K4me3 
reads is very close to the bimodal distribution. Following that, we used the mixtools 
package (Benaglia et al. 2009) in order to fit the bimodal distribution to all of our 
samples, both for H3K4me3 and H3K27me3. For most of the cases of H3K4me3 
bimodal distribution was fitted successfully. In contrast, most H3K27me3 samples 
were not close to follow the bimodal distribution. For the successfully fitted 
H3K4me3 samples we kept the mean and standard deviation of the second curve of 
each distribution. After subtracting each standard deviation value from its respective 
mean value, we obtained the initial threshold values for each sample. The final 
threshold value for all the H3K4me3 samples was the average of all the initial values. 
In the case of H3K27me3 distributions, since we had no successful fitting bimodal 
distribution, we chose empirically 3 different thresholds and chose the one that would 
give results best matching to previous studies. The final threshold values used were 
4.57 for H3K4me3 and 3.00 for H3K27me3. We used the study of Mikkelsen et al., 
2007 to compare peak-based and cut off based method to a published study. 

Functional Enrichment Analysis: We conducted gene ontology functional analyses 
for the bivalent promoters for both approaches, using DAVID (Dennis et al. 2003).  

Overlap between Species: To obtain a list of common bivalent, expressed and re-
pressed genes between the species, we used only the orthologous genes that mouse 
and pig share with human (18,255 genes). We got the common list of genes for all 
three species between them, but also for each combination by two (human-mouse, 
human-pig, mouse-pig). 

P value Calculation: To calculate if the overlap of two gene lists can happen due to 
random chance, we used hypergeometric test. Specifically, to compare two lists we 
used the phyper function in R. When we were comparing more than two lists we used 
random permutation of the rows and columns of the results table (species in columns, 
genes in rows) simulated for 1000 times. We used the permatfull function from the 
vegan package (Oksanen et al. 2013) in R. Then we compared the mean of all the 
simulations with our result of common genes in order to find if there is significant 
difference between them. 
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3 Results and Discussion 

3.1 Peak-Based Method to Detect High-Confidence Bivalent Promoters  

Bivalent promoters are defined by the presence of both active (H3K4me3) and repres-
sive (H3K27me3) chromatin modifications. In ES cells, they are highly enriched for 
developmental genes and therefore the identification of high confidence bivalent 
promoters might lead to discovery of novel developmental regulators. With this ra-
tionale, we set to look for high confidence bivalent marked promoters in murine ES 
cells and collected data for paired (H3K4me3 and H3K27me3) ChIP sequencing sam-
ples from eight studies from GEO (methods for details). The samples varied in their 
or nothing read length, ranging from 27 bp to 115 bp and the total number of mapped 
reads to the mouse genome assembly mm10, were ranging from 14 million to 200 
million reads per sample. We called peaks using SICER (Zang et. al., 2009), the best 
suited algorithm for peak detection in histone modification data. For eight samples of 
H3K4me3, between 16 thousand and 66 thousand peaks were identified while for 
H3K27me3, between 9 thousand and 26 thousand peaks were identified. To check if 
this variation in peak number can be attributed to the variability in total number of 
reads across samples, we calculated Pearson’s correlation coefficient between number 
of reads and number of peaks detected across eight samples and found a high correla-
tion. The correlation coefficient for H3K4me3 was 0.84 while for H3K27me3 was 
0.75. As the only way to adjust for the sequencing depth for peak based method is to 
consider the only 7 million reads for peak calling but it suffers a major drawback of 
not being able to use most of the available data, we defined an approach complemen-
tary to peak-based approach - cutoff-based method (described in detail in the follow-
ing section). We then collected 38,922 transcribed units (genes) in mouse from 
GENCODE (Harrow et al. 2012) and defined promoters as -1kb and +2kb region 
around the transcription start site of each transcribed unit. We then intersected these 
promoters with the H3K4me3 and H3K27me3 peaks. Despite the large variance in the 
number of H3K4me3 peaks identified in individual samples, the number of peaks 
within promoters was very consistent across samples ranging from 18 thousand to 20 
thousand H3K4me3 marked promoters. This suggests that most promoters have a 
high peak height of H3K4me3 and therefore H3K4me3 is a distinguishing mark for 
promoters. In contrast, the number of H3K27me3 promoter peaks showed a large 
variance ranging from 3 thousand to 9 thousand peaks. The Pearson’s correlation 
coefficient value between the total H3K27me3 peaks and the fraction of these in pro-
moters was 0.5. This suggests that H3K27me3 does not show preference to promoters 
and therefore is not a distinguishing mark for promoters. The number of bivalent 
marked promoters varied between 2 thousand and 7 thousand across eight samples. 
Pearson’s correlation coefficient between the number of H3K4me3 promoters and 
bivalent promoters was 0.58 while between H3K27me3 promoters and bivalent pro-
moters was 0.98. This shows that the classification of a promoter as a bivalent pro-
moter highly depends upon identification of H3K27me3 modification rather than 
H3K4me3 modification.   
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In order to identify the high confidence bivalent promoters, we calculated cumula-
tively the number of promoters identified with the H3K4me3 modification in ‘n’ or 
more samples. Over 20 thousand promoters were H3K4me3 marked in at least one 
sample, while about 15 thousand promoters were H3K4me3 marked in all eight sam-
ples. This demonstrates that H3K4me3 modification on promoters across samples is 
quite stable (Table 1). On the contrary, Over 11 thousand H3K27me3 promoters were 
detected in at least one sample of which only about 2 thousand were H3K27me3 
marked in all samples (Table 1). The rate of decrease in the number of bivalent pro-
moters (ratio of  six or more to one or more) was 0.44, in H3K4me3 promoters was 
0.81 and in H3K27me3 promoters was 0.37  in ‘n’ or more samples. This again 
demonstrates that the number of high confidence bivalent promoters is dependent on 
the H3K27me3 histone mark. We noted that consistently over 80% of H3K27me3 
promoters were marked bivalent. This means that most H3K27me3 marked promoters 
also have H3K4me3 modification present. This demonstrates that the co-existence of 
these two chromatin modifications on promoters initially thought as a surprise, is 
rather a rule than exception. ChIP enrichment signals can be missed during peak call-
ing procedure or by experimental error in an individual sample. Peaks detected in all 
samples are likely to miss true bivalent promoters. As the ratio of bivalent to 
H3K27me3 marked promoters was highly consistent when 4, 5 or 6 or more samples 
are taken into account, we decide to use an arbitrary cut off of six or more to define 
high confidence bivalent promoters. This resulted into identification of 16,885 high 
confidence H3K4me3 marked, 4,239 high confidence H3K27me3 marked and 3,740 
high confidence bivalent promoters. 

We then checked if the high confidence detection was biased towards any individ-
ual study or were true representative of all eight studies. About 50% of high confi-
dence peaks were present in individual H3K4me3 samples while the fraction of high 
confidence H3K27me3 peaks in individual sample varied between 40 and 70%. This 
again demonstrates that H3K4me3 is consistent while H3K27me3 varies on the pro-
moters. 

Table 1. Cumulative count of three categories of promoters in mESCs with the peak based 
method. The cells with bold font (6 or more) represent the high confidence cut off chosen. 

MOUSE (WITH PEAK CALLING METHOD) 
Samples H3K4me3 H3K27me3 Bivalent Biv./H3K27me3  
1 or more 20761 11610 8515 0.73 
2 or more 19980 8931 7252 0.81 
3 or more 19358 7413 6343 0.85 
4 or more 18523 6198 5458 0.88 
5 or more 17848 5175 4679 0.90 
6 or more 16885 4239 3740 0.88 
7 or more 16062 3287 2764 0.84 
8 or more 14720 2236 1555 0.69 
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3.2 Cutoff-Based Method to Detect High-Confidence Bivalent Promoters 

As the peak calling method is highly sensitive to the sequencing depth, we defined 
another independent method to identify enriched genomic regions for a specific his-
tone modification, henceforth called cutoff-based method. We calculated the number 
of reads mapping to each promoter in each H3K4me3 and H3K27me3 samples by 
using custom scripts and BEDtools (Quinlan & hall 2010). In order to normalize the 
reads across multiple samples, the logarithmic scaled promoter read counts across all 
H3K4me3 and H3K27me3 experiments were quantile normalized separately (see 
Methods). The H3K4me3 normalized promoter read density followed a clear bimodal 
distribution separating H3K4me3 unmarked from marked promoters (Figure 1a). We 
noted further that the H3K4me3 positive and H3K4me3 negative sets were conserved 
across samples. On the contrary, the normalized promoter read density for H3K27me3 
did not show a clear bimodal distribution making it hard to distinguish between the 
H3K27me3 positive and H3K27me3 negative sets (Figure 1b). Moreover, though 
H3K27me3 mark was coherent across samples, the distinction of two groups unlike 
H3K4me3 was not clear (Figure 1).  We fitted a bimodal distribution to H3K4me3 log 
scaled promoter read densities and consistently obtained a cut off of 4.57 to distin-
guish between H3K4me3 positive and negative promoters (Figure 1a). On the other 
hand, as bimodal distribution failed to fit, we defined an arbitrary cut off of 3.00 to 
distinguish between H3K27me3 positive and negative promoters (Figure 1b). The 
cutoff based method identified consistently about 7 thousand H3K27me3 marked 
promoters and about 13 thousand H3K4me3 marked promoters.  

  
a b 

Fig. 1. Representative histograms and density plots for a) H3K4me3 and b) H3K27me3 sam-
ples in mouse ESCs. The vertical dotted red line marks the threshold used. 
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To identify high confidence bivalent promoters using the cutoff method, we calcu-
lated cumulatively the number of promoters identified with a given modification in 
‘n’ or more samples. Both H3K4me3 and H3K27me3 marks showed a large variabil-
ity across samples. Over 15 thousand promoters were H3K4me3 marked in at least 
one sample while only about 11 thousand promoters were H3K4me3 marked in all 
eight samples. Similarly, Over 16 thousand H3K27me3 promoters were detected in at 
least one sample from which only about 3 thousand were H3K27me3 marked in all 
samples (Table 2). The ratio levels were not as consistent as in the case of the peak 
calling method but for most of the cases (except for the extremes) more than 50% of 
the bivalent promoters were part of the repressed ones. Similar to the peak calling 
procedure, we used a threshold of six or more to define high confidence bivalent pro-
moters. This resulted into the identification of 13,034 high confidence H3K4me3 
marked, 4,660 high confidence H3K27me3 marked and 2,396 high confidence biva-
lent promoters. 

Table 2. Cumulative count of three categories of promoters in mESCs with the cutoff based 
method. The cells with bold font (6 or more) represent the high confidence cutoff chosen. 

MOUSE (WITH CUTOFF BASED METHOD) 

Samples H3K4me3 H3K27me3 Bivalent Biv/H3K27me3 

1 or more 15668 16624 7711 0.46 

2 or more 14895 10327 5428 0.52 

3 or more 14389 7748 4400 0.56 

4 or more 13942 6419 3685 0.57 

5 or more 13478 5479 3027 0.55 

6 or more 13034 4660 2396 0.51 

7 or more 12378 3846 1708 0.44 

8 samples 11190 2829 945 0.33 

3.3 Systematic Comparison of Peak-Based and Cutoff-Based Method 

We performed a systematic comparison of the peak-based and cutoff-based method. 
Across individual samples, the variability in the total number of peaks identified by 
cutoff-based method was much lower compared to the peak-based method for both 
H3K4me3 and H3K27me3 data sets. Though cutoff-based method showed high con-
sistency across samples for both modifications, there was more variability for the 
cutoff-based method when the cumulative analysis was performed (Table 1 & 2). We 
then compared the high confidence bivalent promoters obtained by both methods by 
defining the same threshold of six or more samples. The cutoff-based method con-
cluded that only about 50% of H3K27me3 marked promoters were bivalent whereas 
peak-based method predicted this fraction to be over 80%. The peak-based method 
results are thus in agreement with literature. This was expected since the peak-based 
method is the most widely used approach in the literature. Over 80% of bivalent peaks 
detected by the cutoff method were also found by the peak method. The peak-based 
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method is therefore able to identify high confidence bivalent promoters missed by the 
cutoff method (Figure 2a). Finally we calculated functional enrichment for bivalent 
promoters using both methods. Though both promoter sets were enriched for devel-
opmental categories such as anatomic structure development, and developmental 
process the enrichment was higher with the peak method than for the cutoff method 
(Figure 2b). Taken together, the peak-based method was more reliable in detecting 
high confidence bivalent promoters.    
 

 

Fig. 2. a) Common bivalent promoters between the cutoff based method, the peak based meth-
od and from Mikkelsen et al., 2007 b) Functional enrichment values (-log10Pvalue) for the 
most enriched gene ontology terms for the two methods (P-value indicated on top of each bar) 

3.4 Comparison of Serum-Grown High-Confidence Bivalent Promoters with 2i 

Having established that peak detection method predicts reliable high confidence biva-
lent promoters, we used the bivalent promoters detected by the peak-based method for 
further analysis. Murine ES cells can be maintained in two distinct culture conditions 
in vitro, 2i (with inhibitors of two kinases Mek and GSK3) and serum. All eight sam-
ples used for high confidence bivalent promoter detection were grown in serum cul-
ture condition. Marks et al., 2012 identified 1,014 bivalent genes in murine ES cells 
grown under 2i media and 2,936 bivalent genes grown in serum and stated that the 
identification of fewer bivalent genes in ‘2i’ was in agreement with the postulated 
naïve ground state of ES cells grown in ‘2i’ and not in serum. If this were the case, 
the high confidence bivalent promoters should have higher overlap with 2i grown 
bivalent genes than bivalent genes detected in a serum grown sample. 76% of 2i-
grown bivalent genes and 68% of serum-grown bivalent genes overlapped with our 
high confidence bivalent promoters respectively. 2i grown show higher overlap than 
serum-grown suggesting 2i might be more similar to naïve ground state. A fraction of 
2i-grown bivalent genes were not identified bivalent in any of the ten samples grown 
in serum. This suggests that there are genes specifically bivalent marked in 2i and not 
in serum culture condition. 
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3.5 Identification of Bivalent Regions in Other Mammalian Species 

In order to check if the high confidence bivalent regions are more conserved across 
species, we collected genome wide binding profiles for H3K4me3 and H3K27me3 in 
human ES cells and pig induced pluripotent cells. We collected 11 paired samples in 
humans from six studies with reads ranging from 13 million to 60 million in individu-
al samples. We used the peak based method to call peaks in individual samples.   
These peaks were then mapped to promoters of 57,818 transcribed units defined by 
GENCODE (Harrow et al. 2012). Similar to mouse, the number of H3K4me3 pro-
moter peaks were highly consistent across samples (mean 19,219.73, SD 462.88) 
while the number of H3K27me3 promoter peaks was variable (mean 8,035.73, SD 
2,626.27). In order to identify high confidence human bivalent promoters we calculat-
ed bivalent promoters identified in ‘n’ or more samples. The rate of decrease in the 
number of bivalent promoters (ratio of eight or more to one or more) was 0.39, 
H3K4me3 promoters was 0.89 and H3K27me3 promoters was 0.31  in ‘n’ or more 
samples. The fraction of bivalent to H3K27me3 promoters was consistently higher 
than 80%. We used an arbitrary threshold of eight or more samples to define high 
confidence bivalent promoters. This resulted into the identification of 18,744 high 
confidence H3K4me3 marked, 5,841 high confidence H3K27me3 marked and 5,116 
high confidence human bivalent promoters. 

In pig (Sus Scrofa), only one study was available in the public domain hindering 
detection of high confidence bivalent promoters. Using 21,116 promoter regions we 
detected 8,383 H3K4me3 marked, 2,816 H3K27me3 marked and 1,561 bivalent 
marked promoters again demonstrating that over half of H3K27me3 marked promot-
ers also contain an H3K4me3 modification. 

Table 3. Cumulative count of three categories of promoters in mESCs with the peak based 
method. The cells with bold font (8 or more) represent the high confidence cut off chosen. 

HUMAN (WITH PEAK CALLING METHOD) 

Samples H3K4me3 H3K27me3 Bivalent Biv./H3K27me3 

1 or more 21167 18701 13206 0.70 

2 or more 20275 12066 9778 0.81 

3 or more 19865 9825 8236 0.83 

4 or more 19602 8560 7308 0.85 

5 or more 19341 7789 6713 0.86 

6 or more 19123 7102 6177 0.86 

7 or more 18944 6480 5660 0.87 

8 or more 18744 5841 5116 0.87 

9 or more 18489 5171 4505 0.87 

10 or more 18189 4087 3495 0.85 

11 samples 17678 2771 2202 0.79 
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3.6 Comparative Analysis of Bivalent and Promoters Across Three Species 

Finally, we computed the overlap of bivalent promoters across three species by con-
sidering only one-to-one mapping orthologs. The bivalent promoters were less  
conserved across three species compared to the active promoters (Figure 3a and b). 
Specifically less than 10% of human bivalent promoters were conserved across three 
species while over 25% of H3K4me3 marked promoters were conserved across three 
species. The functional enrichment of common bivalent genes resulted in develop-
ment processes more specific to embryogenesis, such as pattern specification process, 
embryonic morphogenesis and embryonic organ development, suggesting that the 
three species have more commonalities during embryonic development. 

 

Fig. 3. Venn diagram of a) bivalent and b) K4marked promoters between human, mouse and 
pig using the peak calling method 

4 Conclusion 

In summary, we identified high confidence bivalent domains in murine ES cells by 
integrating data across eight studies using two methods; peak-based and cutoff-based 
and demonstrated that the peak-based method is more reliable. We then identified 
bivalent promoters in human and pig and performed a multi-species comparative 
analysis of bivalent promoters to show that the conserved bivalent promoters were 
highly enriched for embryonic developmental processes. 
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Abstract. A phylogenetic tree estimates the “historical” connections
between species or genes that they carry. Given a distance matrix from
a set of objects, a phylogenetic tree is a tree whose nodes are the objects
in the set and such that the distance between two nodes in the tree
corresponds to the distance in the matrix. However, if the tree structure
does not match the data perfectly then new nodes in the graph may be
introduced. Such nodes may suggest “ancestral living beings” that can
be used for phylogeny reconstruction. In general, finding these ancestral
nodes on a phylogenetic graph is a difficult problem in computation and
no efficient algorithms are known. In this paper we present an efficient
algorithm to compute unknown nodes in phylogenetic trees when the
similarity distance can be reduced to the L1 metric. In addition, we
present necessary conditions to be fulfilled by unknown nodes in general
phylogenetic graphs that are useful for computing the ancestral nodes.

Keywords: Phylogenetic trees, ancestral sequences, algorithms,
L1 metric.

1 Introduction

Phylogenetic trees were conceived for applications in evolutionary biology for
the purposes of describing and visualizing evolutionary relationships that exist
between members of a group of biological organisms [7]. However, more recently
phylogenetic methods have been applied to a wide variety of cultural objects
[2]. We emphasize here that the musical domain has also been considered as
an application of phylogenetic methods [9,3,1,4]. In fact, this similarity analysis
could be applied in investigations of the origins of musical features that inter-
pret them as living beings that evolve over time under the influence of social
parameters such as preferences and fashions. Following this metaphor, bioinfor-
matic techniques have been used in several contexts, putting the data into a
similarity matrix in a phylogenetic tree. For example, the phylogenetic tree of a
collection of rhythms provides a compelling visualization of the various relation-
ships that exist between all the rhythms, as well as of their possible evolutionary
phylogeny [3].

The bioinformatics and computational biology literatures are filled with a
wide variety of different approaches for constructing phylogenetic trees. Distance
methods assume that a distance (or dissimilarity) matrix is available containing
the distance between every pair of objects being studied. From these distance
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matrices, the algorithms construct phylogenetic trees in such a way that the
minimum distance between every pair of rhythms, measured along the branches
in the tree (geodesic distances) approximates as closely as possible the corre-
sponding distance entry in the distance matrix. Some of these methods have the
desirable property that they produce graphs that are not trees, when the un-
derlying proximity structure is inherently not tree-like. One notable example is
SplitsTree [8]. SplitsTree computes a plane graph embedding with the property
that the distance in the drawing between any two nodes reflects as closely as
possible the true distance between the corresponding two objects in the distance
matrix. However, if the tree structure does not match the data perfectly then
new nodes in the graph may be introduced, as for example in Figure 1, with the
goal of obtaining a better fit. Such nodes may suggest implied “ancestral living
being” from which their “offspring” may sometimes be derived. SplitsTree also
computes the splitability index, a measure of the goodness-of-fit of the entire
splits graph. This fit is obtained by dividing the sum of all the approximate dis-
tances in the splits graph by the sum of all the original distances in the distance
matrix [8].

Buleŕıa

Soleá

Guajira

Seguiriya

Fandango

5

1

2
1

4

4

2

2

2
X Y

Z

W

Fig. 1. SplitsTree with unknown nodes X,Y, Z,W using the Chronotonic distance
between flamenco rhythms in [3]

By using extant sequences and the phylogenetic relationships among them,
it is possible to infer the most plausible ancestral sequences from which they
have been derived when an estimation paradigm is used [10]. However, comput-
ing ancestral nodes on a phylogenetic graph based on a similarity distance is
a difficult problem in computation and is still under investigation [4]. In this
paper, we present an efficient algorithm that computes all unknown nodes in a
phylogenetic tree (without cycles) when the similarity distance can be reduced
to the L1 metric after some suitable rewriting of the sequence. In the case of
phylogenetic trees with cycles, we also show how to extract valuable information
on the coordinates of the ancestral nodes.

The rest of the paper is organized as follows: Section 2 presents the distances
considered in this paper and the statement of the problem. In Section 3, we state
the theoretical properties and the algorithms to solve the problem. In Section
4 we extend our approach for the Hamming distance between general strings.
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In Section 5 we show several examples and the conclusions of our study are
summarized in Section 6.

2 Problem Statement. Similarity Distances

Given two k-dimensional vectors X = (x1, x2, · · · , xk) and Y = (y1, y2, · · · , yk)
representing objects, the dissimilarity between the objects may be measured by
any of a large variety of metrics or more general measures. Perhaps the most well-
known and frequently used metrics are two special cases of the Lp-metrics: the
Euclidean distance (p = 2) and the city-block distance (also called Manhattan
metric, p = 1). Some authors argue in favor of using the L1 norm given by the
simpler sum of the absolute values of the differences of each coordinate. The L1

distance between the vectors X and Y is
∑n

i=1 |xi−yi|. Moreover, as we will see
in this section, other useful metrics can be reduced to the city-block distance.
Thus, the problem we are dealing with in this paper is the reconstruction of
ancestral sequences in a given phylogenetic graph whose nodes are the objects
in a set and such that the distance between two nodes in the graph corresponds
to the L1 distance between the objects.

2.1 Other Related Distances

We include here some distances that are inherently the L1 metric. Standard
techniques in the field of evolutionary biology consider the distance between two
objects to be the minimum number of operations that must be made on one
object in order to transform it to the other. The simplest one is the Hamming
distance where the operation is the substitution. Obviously, the Hamming dis-
tance between two binary sequences of the same length is equivalent to the L1

distance. Another easy operation that may be made in binary sequences is to
move an “1” from its position to either of its two adjacent neighboring positions.
Such a change is called a swap, and the minimum number of swaps required to
transform one string to another is termed the Swap distance [3]. For instance, the
Hamming distance between the sequences [001001010101] and [001000110101] is
2 but the Swap distance is 1. Notice that we can compute the Swap distance by
using the following simple idea. Let us represent each string by a vector of the po-
sitions of the ones. It is easy to see that we obtain the minimum number of swaps
needed by adding the absolute values of the differences between the elements of
these auxiliary vectors. Then the Swap distance between two binary sequences
can be reduced to the L1 distance between these auxiliary vectors. Let us look
at an example: the sequences S = [101010010010] and G = [100100101010] cor-
respond to the rhythms of Seguiriya and Guajira, respectively in flamenco music
[3]. Thus, the auxiliary vectors are S′ = [1, 3, 5, 8, 11] and G′ = [1, 4, 7, 9, 11],
respectively (see Figure 2) and the distance is

dswap(S,G) = |1− 1|+ |3− 4|+ |5− 7|+ |8 − 9|+ |11− 11| = 4
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Fig. 2. The Swap distance Fig. 3. Chronotonic distance

Another similarity distance is the Chronotonic distance, proposed in the area
of Phonetics [5] to measure the similarity between two speech recordings (voice
recognition). This distance has also been considered in the musical domain [3].

The chronotonic distance is based on histogram representation, specifically
on the so-called TEDAS representation [5]. The vertical axis displays the inter-
onset intervals, while the horizontal axis shows where the onsets occur. The
result is a histogram representing the binary sequence that contains both pieces
of information. The distance between two sequences is obtained by computing the
area between the two given histograms. In the example above, if we superimpose
the chronotonic representations of the sequences S and G, the area between them
is 8 (see Figure 3).

Now, in order to reduce the chronotonic distance to the L1 metric, we associate
to each histogram the auxiliary vector (f(1), f(2), ..., f(n)) where f(i) is the
value of the chronotonic function in the interval [i − 1, i]. Thus, with this new
annotation the sequences S and G can be rewritten as

S = (2, 2, 2, 2, 3, 3, 3, 3, 3, 3, 2, 2), G = (3, 3, 3, 3, 3, 3, 2, 2, 2, 2, 2, 2).

Observe that the chronotonic distance between these rhythms is equivalent to
the L1 distance between the two auxiliary vectors,

dchrono(A,B) = |2− 3|+ |2− 3|+ ...+ |2− 2|+ |2− 2| = 8

As a consequence, the Hamming, Swap and Chronotonic distances on binary
sequences are examples that can be reduced to the L1 metric.

3 Computing Ancestral Nodes. Properties

In this section we show some properties of the phylogenetic graphs that lead us
to find the unknown nodes (if any) when the L1 distance is used as similarity
distance. Hereafter, we are given a phylogenetic graph with n nodes that are
represented using k numerical components. Since we are interested in comput-
ing the exact representation of the unknown nodes, we suppose the weights of
the edges in the phylogenetic graph matches perfectly the L1-distance matrix,
that is, the fit index equal to 1. Otherwise, our solution can be interpreted as
an approximation. We denote the nodes by capital letters A,B,C, . . . and the
i-th component of a node by using the same letter with subscript i. For exam-
ple, the i-th component of the node A is ai and A can be represented by the
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k-tuple (a1, a2, . . . , ak). Unless otherwise is specified, we denote by d(A,B) the
L1 distance between two known nodes A and B.

Lemma 1. Let A, B and C be nodes in a phylogenetic graph, if B lies in the
shortest path between A and C, then ai ≤ bi ≤ ci or ci ≤ bi ≤ ai, 1 ≤ i ≤ k.

Proof. Using that B is in the shortest path between A and C we have

d(A,B) + d(B,C) = d(A,C) (1)

From the triangle inequality we get that |ai − bi| + |bi − ci| ≥ |ai − ci| for
i = 1, 2, ..., k. Adding these inequalities we obtain |ai − bi|+ |bi − ci| = |ai − ci|
as a consequence of (1).

Let us suppose ai ≤ ci. We analyze three cases: bi < ai, ci < bi and ai ≤
bi ≤ ci. If bi < ai then |ci − bi| = ci − bi > ci − ai = |ai − ci| and we get a
contradiction. If bi > ci then |ai − bi| = bi − ai > ci − ai = |ai − ci| and we get a
contradiction. Then we have ai ≤ bi ≤ ci. The case ai ≥ ci is analogous and the
result follows.

Definition 1. An unknown nodeX in a phylogenetic graph is said to be crossroad
if there exist at least three known nodes A, B and C such that the shortest paths
between A and B, A and C, B and C, contain the node X. We say that A, B and
C are connected in crossing through X.

Lemma 2. Let X be a crossroad node and A, B and C three nodes connected
in crossing through X, then for all i, 1 ≤ i ≤ k, the value of xi is the median
element of the multi-set of numbers {ai, bi, ci}.

Proof. By Lemma 1, we have min(ai, bi) ≤ xi ≤ max(ai, bi),min(ai, ci) ≤
xi ≤ max(ai, ci), and min(bi, ci) ≤ xi ≤ max(bi, ci). From the inequalities
above we conclude that max(min(ai, bi),min(ai, ci),min(bi, ci)) ≤ xi and xi ≤
min(max(ai, bi),max(ai, ci),max(bi, ci)).

Without loss of generality, let ai ≤ bi ≤ ci. Then the inequality above become
bi ≤ xi ≤ bi, and the result follows.

The following property is a direct consequence from Lemma 2,

Corollary 1. A crossroad node X can be computed in O(k) time when three
nodes connected in crossing through X are given.

By construction, a phylogenetic graph is a connected graph (for every pair of
nodes in the graph, there exists a path between them). Also, we can assume that
all unknown nodes has degree at least 3, otherwise it has no sense to consider
them in the phylogenetic graph.

Lemma 3. Let X be an unknown node in a phylogenetic graph. If the resulting
graph after removing X and the incident edges on X has at least three connected
components, then X is crossroad.
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Proof. LetG be a phylogenetic graph and letG−{X} be the resulting graph after
removing X and the incident edges on X . Note that every connected component
in G − {X} contains known nodes because the phylogenetic software (e.g., the
SplitTree) adds an unknown node only if it is necessary for a path between
two known nodes. Let A, B and C be three known nodes from three distinct
connected components of the graph G− {X}. Any path between A and B in G
passes throw X , because they are in different connected components in G−{X}.
Then X is in the shortest path between A and B. Applying the same argument
to B and C, and C and A we conclude that X is crossroad and A, B and C are
nodes connected in crossing through X .

The following results are straightforward,

Corollary 2. An unknown node that is not in a cycle is crossroad.

Corollary 3. In a phylogenetic network with no cycles (phylogenetic tree), all
the unknown nodes are crossroad.

As a consequence of Corollaries 1 and 3, all unknown nodes in a tree can be
computed in polynomial time. Our algorithm uses two stages. First, by using the
necessary conditions stated in the properties above, the candidate representation
for each unknown node is calculated. Note that this representation is unique by
Corollary 1. After that, we have to check if the computed unknown nodes fit the
weights of the adjacent edges, that is, the distance between the candidate X and
every known node N matches the sum of the weights in the shortest path from
X to N . In this case, we say that the representation is valid. In the negative
case, the corresponding node does not exist. Now we are ready to show the main
result of this section,

Theorem 1. In a phylogenetic network with no cycles (phylogenetic tree), the
possible values for unknown nodes can be computed in O(nk). Each possible value
represents a candidate node for which the matching on the distances can be done
in O(nk) time.

Proof. The first step is to find, for every unknown node X , a triple of nodes
connected in crossing through X . Let G be the graph that represents the phy-
logenetic network and let T be a rooted tree on G whose root is an arbitrary
known node A. We denote by tag(N) the first known node in the subtree of T
with root in N , thus

tag(N) =

{
N if N is known

tag(C1) if N is unknown, where C1 is one child of N in T.

Note that the leaves of T are known nodes, then using a bottom up analysis we
can find tag(N) for every node in T in O(n) time. Since X has degree at least
3, it has at least two children C1 and C2. The nodes A (root of T ), tag(C1)
and tag(C2) are connected in crossing through X . Now, from the triple of nodes
connected in crossing through X , the components of X can be computed in O(k)
time by using Corollary 1. Finally, for each candidate vector X we can check the
distance to every node in O(nk) time by using a DFS from X .
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3.1 Finding Unknown Nodes in a Phylogenetic Network with
Cycles

If the unknown node lies in a cycle, it can be non-crossroad. In this case, we are
not able to exactly compute the coordinates of the node. However, we give an
algorithm to obtain bounds of their coordinates. Also, we show that if a valid
representation for a crossroad node exists, our algorithm computes the exact
value for each of its components.

Let G be the phylogenetic graph containing cycles. We use dG(A,B) to denote
the cost of the shortest path between two known nodes A and B in the graph.
Given an unknown node X in G, the Algorithm 1 computes the vectors lower
and upper containing the bounds, and if a valid representation for X exists,
then lower[i] ≤ xi ≤ upper[i], 1 ≤ i ≤ k. In the line 1 we compute the shortest
paths tree from X1, and we can use dG(X,A) for every node A in the graph.
If X lies in the shortest path between the known nodes A and B (line 5), then
xi ∈ [min(ai, bi),max(ai, bi)] and we update the lower and upper bounds (lines
6, 7 and 8). Is easy to see that Algorithm 1 spends O(n2k) time.

Algorithm 1. Computing lower and upper bounds on the unknown node coor-
dinates
Input: Graph G and one unknown node X
Output: Two k-tuples lower, upper
1: Dijkstra(Graph : G, root : X)
2: lower ← [−∞,−∞, ...]
3: upper ← [+∞,+∞, ...]
4: for every known nodes A,B do
5: if dG(X,A) + dG(X,B) = d(A,B) then
6: for i ∈ {1, 2, ..., k} do
7: if lower[i] < Min(ai, bi) then lower[i] ← Min(ai, bi)

8: if upper[i] > Max(ai, bi) then upper[i] ← Max(ai, bi)

Theorem 2. Let G be a phylogenetic graph and X an unknown node. If X is
crossroad, Algorithm 1 allows to compute the exact representation or guarantee
that it is impossible to find its value. Otherwise, lower and upper bounds for each
its components are calculated.

Proof. Let (A(1), B(1)), (A(2), B(2)), . . . , (A(r), B(r)) be all the pairs of known
nodes such that X lies in the shortest path between A(j) and B(j), 1 ≤ j ≤ r.

By Lemma 1 xi is in Ii =
⋂r

j=1[min(a
(j)
i , b

(j)
i ),max(a

(j)
i , b

(j)
i )]. Suppose that

using Algorithm 1, we obtain lower[i] > upper[i] for some i, then Ii is empty
and, therefore a valid representation for X does not exist. In the case lower[i] =
upper[i] ∀i (1 ≤ i ≤ k) we obtain the only possible representation of X and
in order to guarantee the node is correct, we must check the distance to every

1 A spanning tree rooted at X such that for any node Y , the reversal of the Y to X
path in the tree is a shortest path from X to Y .
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known node in G, that is, to verify if it is a valid representation. The matching
operation takes O(nk) time.

Finally, if X is crossroad then there exist three nodes A(∗), B(∗) and C(∗) con-
nected in crossing through X . Thus Ii ⊆ {[min(a

(∗)
i , b

(∗)
i ),max(a

(∗)
i , b

(∗)
i )] ∩

[min(b
(∗)
i , c

(∗)
i ),max(b

(∗)
i , c

(∗)
i )]∩[min(a

(∗)
i , c

(∗)
i ),max(a

(∗)
i , c

(∗)
i )]} and by Lemma 2,

Ii is only one point or is empty, 1 ≤ i ≤ k. Therefore we can compute the exact
representation of X or guarantee that it does not exist.

4 The Hamming Distance for Strings

In this section we extend the previous results from numerical to symbolic se-
quences when the Hamming distance is considered. We present the version of
Lemmas 1 and 2 for this scenario. With these technical results, the algorithm
can be easily derived.

Lemma 4. Let A, B and C be nodes in a phylogenetic graph obtained for n
strings and the Hamming distance. If B lies in the shortest path between the
strings A and C, then ai = bi or ci = bi, 1 ≤ i ≤ k.

Proof. By the definition of Hamming distance, we have:

d(A,B) =

k∑
i=1

δ(ai, bi), d(B,C) =

k∑
i=1

δ(ai, bi), d(A,C) =

k∑
i=1

δ(ai, bi)

where δ(x, y) is 0 if x = y and 1 if x �= y. Note that δ(ai, bi)+ δ(bi, ci) ≥ δ(ai, ci)
and d(A,B)+ d(B,C) = d(A,C) because B lies in shortest path between A and
C. As a consequence, we get δ(ai, bi) + δ(bi, ci) = δ(ai, ci).

We have two cases ai = ci or ai �= ci. If ai = ci then δ(ai, bi) + δ(bi, ci) = 0
and ai = bi = ci. If ai �= ci then δ(ai, bi) + δ(bi, ci) = 1 and ai = bi, bi �= ci or
ai �= bi, bi = ci, and this proves the Lemma.

Lemma 5. Let X be a crossroad node and A, B and C three nodes connected
in crossing through X. If a valid representation for X exists, then the value
of xi, (1 ≤ i ≤ k), is the element that repeats more (the mode) in the multi-set
{ai, bi, ci}.

Proof. First, we prove that at least two of ai, bi, ci are equal. Suppose that ai,
bi, ci are different, then by applying Lemma 4 on the shortest path between A
and B, we get two cases xi = ai or xi = bi. If xi = ai, by Lemma 4 on the
shortest path between B and C we arrive to xi = bi or xi = ci and this is a
contradiction. The other case is analogous. Therefore, at least two of ai, bi, ci
are equal.

Now, let suppose that ai = bi. By Lemma 4 on the shortest path between A
and B we have xi = ai = bi. The cases bi = ci or ai = ci are similar and the
proof is done.

The Algorithm 1 can be slightly modified to calculate the candidate coordi-
nates for each crossroad node when the Hamming distance is used.
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5 Examples

In this section we show some examples of unknown nodes in phylogenetic trees
that can be exactly computed from extant sequences. We consider two examples
from the musical domain and one example from Biology. Every discovery of
ancestral nodes suggests a possible ethnomusicological or Biological research
project to determine the exact nature of its influence. Possible discussions on
the influence of theses ancestral nodes in the evolution of the species is outside
the scope of this paper.

5.1 Example 1

In [9] a phylogenetic tree for a set of musical rhythms by using the Hamming
distance was computed via SplitTree. Each rhythm has a representative binary
string of sixteen bits, see Table 1. The matrix distance is illustrated in Table 2
and the SplitsTree software is used to obtain the phylogenetic tree. This tree has
only one unknown node, denoted by X in Figure 4. It is easy to see that X is a
crossroad node.

Table 1. Binary representation of rhythms

Rhythm Representation

1. Shiko 1000101000101000
2. Son 1001001000101000
3. Soukous 1001001000110000
4. Rumba 1001000100101000
5. Bossa-Nova 1001001000100100
6. Gahu 1001001000100010

Table 2. Distances between rhythms

1 2 3 4 5 6

1 0 2 4 4 4 4
2 2 0 2 2 2 2
3 4 2 0 4 2 2
4 4 2 4 0 4 4
5 4 2 2 4 0 2
6 4 2 2 4 2 0

Rumba

Shiko

Son

Gahu

Bossa-Nova

Soukous
X

2

2

1

1

1

1

Fig. 4. SplitsTree using Hamming or L1 distance in example 1

In order to find the unknown node X we consider the nodes Gahu, Bossa-
Nova and Soukous as the nodes connected in crossing through X . Our algorithm
assigned the value [1001001000100000] to the node X .



412 L.E. Caraballo, J.M. Dı́az-Báñez, and E. Pérez-Castillo

5.2 Example 2

By considering the Chronotonic distance between flamenco rhythms, a phylo-
genetic graph with four unknown nodes has been computed in [3], see Fig-
ure 5. The Chronotonic vector is obtained from the binary vector, subtract-
ing the positions of successive one’s. As noted in Section 2, we transform the
Chronotonic distance into L1 by using the auxiliary vectors and it is easy to see
that the four unknown nodes in this phylogenetic network are crossroad. There-
fore we can exactly compute their values, illustrated in Table 3. For example,
the node X was computed by using Soleá, Buleŕıa and Guajira as the nodes
connected in crossing through it, and the computed values are valid because all
L1 distances between the unknown and others nodes coincide with the length of
the corresponding shortest paths in the graph.

Buleŕıa

Soleá

Guajira

Seguiriya

Fandango

5

1

2
1

4

4

2

2

2
X Y

Z

W

Fig. 5. The phylogenetic graph using the Chronotonic distance

Table 3. The found unknown flamenco rhythms

Unknown node Connected in crossing Auxiliary vector

X Soleá, Buleŕıa, Guajira (2,2,3,3,3,3,2,2,2,2,2,1)
Y Buleŕıa, Guajira, Seguiriya (2,2,3,3,3,3,2,2,2,2,2,2)
Z Seguiriya, Fandango, Buleŕıa (2,2,3,3,3,3,3,3,3,3,2,2)
W Seguiriya, Fandango, Guajira (3,3,3,3,3,3,3,3,3,3,2,2)

5.3 Example 3

The following data were extracted from a research work on primate mitochon-
drial DNA evolution published in [6]. They consider 12 primates and the size of
each sequence is 898. For our example, we selected 5 strings with 60 characters
each. The taxa is illustrated in Table 4. The phylogenetic graph computed with
the SplitsTree software and Hamming distance is given in Figure 6. All unknown
nodes are crossroad. Then, if any, their values can be determined. However, since
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Table 4. DNA of a group of primates

Primates DNA

Homo sapiens CCACCCTCGTTAACCCTAACAAAAAAAACT
CATACCCCCATTATGTAAAATCCATTGTCG

Pan CCACCCTCATTAACCCTAACAAAAAAAACT
CATATCCCCATTATGTGAAATCCATTATCG

Gorilla CCACCTTCATCAATCCTAACAAAAAAAGCT
CATACCCCCATTACGTAAAATCTATCGTCG

Pongo CTACCCTCATTAACCCCAACAAAAAAAACC
CATACCCCCACTATGTAAAAACGGCCATCG

Hylobates CCACCCTTATTAACCCCAATAAAAAGAACT
TATACCCGCACTACGTAAAAATGACCATTG
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1

4.5

4.5

1

1

12
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Fig. 6. The phylogenetic graph using Hamming distance and strings.

Table 5. The unknown nodes for phylogenetic reconstruction

Unknown Connected in crossing Value

A Gorilla, Hylobates, Pongo CCACCCTCATTAACCCCAACAAAAAAAACT
CATACCCCCACTACGTAAAAACGACCATCG

B Hylobates, Pongo, Pan CCACCCTCATTAACCCCAACAAAAAAAACT
CATACCCCCACTATGTAAAAACGACCATCG

G Pongo, Pan, Homo-Sapiens CCACCCTCATTAACCCTAACAAAAAAAACT
CATACCCCCATTATGTAAAATCCATTATCG

H Pan, Homo-Sapiens, Gorilla CCACCCTCATTAACCCTAACAAAAAAAACT
CATACCCCCATTATGTAAAATCCATTGTCG

the distance from the nodes C,D,E, F to the known nodes are not integer val-
ues, these nodes do not match the weights in any way. On the other hand, the
distance from A,B,G,H to the known nodes are integer values and our algo-
rithm is able to find their values. The Table 5 shows the values obtained by our
algorithm. After finding their values we checked that the distances to the known
nodes are correct, that is, the Hamming distance between every pair of nodes
coincides with the distance on the phylogenetic graph.
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6 Conclusions and Future Research

We have shown that the reconstruction of all ancestral nodes in a given phy-
logenetic tree can be done in polynomial time if the similarity distance can
be reduced to the L1 metric. Our algorithm runs in O(mnk) if the tree has n
nodes and m ancestral nodes in a k-dimensional space. Additionally, we proved
some properties that must be satisfied by ancestral nodes in general graphs. By
imposing these conditions, the unknown nodes can be obtained in many real
examples, even for phylogenetic graphs with cycles. To our knowledge, this is
the first efficient solution to the problem.
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Abstract. Cloud computing provides a promising solution to the big
data problem associated with next generation sequencing applications.
The increasing number of cloud service providers, who compete in terms
of performance and price, is a clear indication of a growing market with
high demand. However, current cloud computing based applications in
bioinformatics do not profit from this progress, because they are still lim-
ited to just one cloud service provider. In this paper, we present different
use case scenarios using hybrid services and resources from multiple cloud
providers for bioinformatics applications. We also present a new ver-
sion of the elasticHPC package to realize these scenarios and to support
the creation of cloud computing resources over multiple cloud platforms,
including Amazon, Google, Azure, and clouds supporting OpenStack.
The instances created on these cloud environments are pre-configured
to run big sequence analysis tasks using a large set of pre-installed soft-
ware tools and parallelization techniques. In addition to its flexibility, we
show by experiments that the use of hybrid cloud resources from different
providers can save time and cost.

Keywords: Bioinformatics, High performance computing in Bioinfor-
matics, Novel architecture, Cloud Computing, Sequence Analysis.

1 Introduction

Cloud Computing is no longer a new term that sounds strange to scientists in the
life science domain. It is currently a usual accepted practice, due to its flexibility,
efficiency, usability, scalability, and cost-effectiveness. This development has in
fact been enabled 1) by companies offering cloud based services in the form of
a software as service (SaaS) with a pay-as-you-go business model, and 2) by
academic institutions providing open-source cloud-based software tools.

Prominent SaaS examples include BaseSpace (https://basespace.illumina.
com) and IonReporter (https://ionreporter.lifetechnologies.com), which
are developed by the two major manufacturers of Next Generation Sequencing
(NGS) machines. Examples from academic institutes include CloVR [1] and QI-
IME [2] for metagenomics analysis. These are distributed in the form of virtual
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machine (VM) images that can run on private or public clouds. Other less recent
examples include Crossbow [3] for NGS read alignment and SNP calling, RSD-
Cloud [4] for comparative genomics, Myrna [5] for RNA-Seq data analysis, among
others. These tools are used only in Amazon’s cloud environment, after the user
instantiates instances at own cost from the respective pre-configured machine im-
ages deposited in Amazon. To speed up computation, these cloud-based tools use
some middleware packages to establish a computer cluster and analyze the data
in parallel. These middleware packages include StarCluster [6], Vappio [7], Cloud-
Man [8], and first version of our elasticHPC [9]. It is worth mentioning that these
packages are limited to the Amazon cloud.

The cloud computing market (especially the IaaS one) is no longer a few play-
ers field, dominated by Amazon (AWS [10]). Very recently, significant entities,
such as Google, Windows Azure [11], RackSpace, and IBM have joined the IaaS
market, with very competitive performance and pricing models, as we will dis-
cuss below. Moreover, some academic clouds (such as Magellan [12] and DIAG
[13]) started to offer services for researchers.

To profit from the current competition, it is important to extend current
bioinformatics solutions to run on multiple cloud platforms. To exploit paral-
lelization power, these solutions should enable two major scenarios: In the first,
different separate clusters are automatically created and configured on different
cloud environments (multiple non-federated cloud clusters). In the second, a hy-
brid cluster is created with machines from different providers (federated cloud
cluster). Providing a package implementing these scenarios is not a straightfor-
ward task, because all of the above mentioned clouds are built with different
architecture, usage scenarios, APIs, and business models.

In this paper, we present a new version of the elasticHPC package to support
the creation and management of a computer cluster for bioinformatics appli-
cations over multiple clouds. The older version of elasticHPC was specific to
Amazon but the new version supports also Google Cloud, Microsoft Windows
Azure, and any other OpenStack-based cloud platform. The package supports
different use case scenarios as well as job submission and data management to
leverage the use of the multicloud for big data bioinformatics applications. To
the best of our knowledge, it is the first package supporting multicloud (including
recent commercial ones) for bioinformatics applications.

This paper is organized as follows: In the following section, we present use case
scenarios for multicloud. In Section 3, we present the new features of elasticHPC
supporting these scenarios. In Section 4, we discuss some implementation details.
Sections 5 and 6 include experiments and conclusions, respectively.

2 Use Case Scenarios for Multicloud

To easily present different use case scenarios for multicloud, we use a simplified
version of the variant analysis workflow based on NGS technology as an example.
This workflow is used to identify mutations compared to a reference genome.
The basic steps of this workflow are depicted in Figure 1. In the first step, the
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Fig. 1. The variant analysis workflow: The tools BWA, Picard, GATK are usually used
for the three steps of the workflow. On the arrows, we write the different file formats
of the processed data.

NGS reads are mapped (aligned) to a reference genome. In the second step,
the duplicate reads are marked to improve the subsequent variant calling step.
The variant calling step involves the identification of mutations by analyzing the
aligned reads in comparison to the reference genome. In biomedical practice, the
program BWA [14] is usually used for the read mapping step, the package Picard
[15] (http://picard.sourceforge.net) is used to mark duplicate reads, and
GATK [15] is used to call the variants.

The currently existing scenario for running this workflow in the cloud includes
the creation of a computer cluster composed of a number of nodes over one cloud
computing platform. The parallelization is achieved by decomposing the set of
input reads into blocks that are distributed over the cluster nodes.

In the case of executing this workflow over multiple clouds, there are different
scenarios with different configurations to match different requirements. These
scenarios can be broadly categorized into two basic ones: 1) Multiple clusters
over multiple clouds, and 2) One cluster of federated cloud machines. (Combina-
tion of both scenarios, where one of the multiple clusters is composed of nodes
from multiple clouds, is also possible.) Our elasticHPC package supports these
scenarios as we will discuss later in the implementation and experiment sections.

2.1 Multiple Clusters Over Multiple Clouds

There are two different configurations of this scenario. The first configuration,
which is represented in Figure 2(a), includes many computer clusters; each is
created in one cloud environment. The data is partitioned and sent to each
cluster for processing. After completion, the data is collected in one persistent
storage. This scenario matches the case when the data partitions are independent
from one another, as in the case of reads from different sample groups or from
different chromosomes.

The decision of using this scenario depends on whether there is a deadline
(time) constraint or not. In other words, there is a constraint to finish the com-
putation before a certain time, while reducing the cost as much as possible.
Assume that there is a deadline constraint and there is one cloud available free
of charge (or with reduced price), but it has certain limitations on resource avail-
ability. Then, in this case, one would use whatever available of resources in the
cheaper cloud to process as much as possible of the data and uses the other cloud

http://picard.sourceforge.net
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Fig. 2. Three general configurations for computer clusters over multiple clouds.
Part(a): Multiple independent clusters over multiple clouds and each cluster processes
part of the input data. Part(b): Each cluster is created in one cloud and solves a step
of the workflow. Part(c): One cluster composed of different machines from different
clouds.

to scale up the computation power to finish before the deadline. This saves cost
compared to the case in which all the workflow runs in the more expensive cloud.

The second configuration, which is shown in Figure 2(b), includes the creation
of the computer clusters in a staged fashion, where each cluster is dedicated to
one step of the workflow. More precisely, one can select that the read mapping
step of the variant analysis workflow runs in Google cloud, the mark duplicate
step runs in Amazon, and the variant calling runs in Azure or on Google again.
This configuration can be justified only in the case that there are some technical
limitations (like the RAM size) preventing a step from running in one cloud, but
the other steps can run in cheaper cloud(s). This is because the data transfer
is costly and time consuming. In the experiments section, we show when this
configuration can retrieve better results than the usual configuration including
one cluster over a single cloud platform.

2.2 One Cluster of Federated Cloud Machines

In this use case scenario, a computer cluster whose nodes come from different
cloud providers is created, as shown in Figure 2(c). This cluster includes one
master job queue which dispatches the jobs among the nodes in different clouds.
The job queue can be configured to schedule the jobs depending on the avail-
ability of resources for the task at hand and the performance of the nodes at
each cloud site. The job manager can also consider extra cloud specific factors
like the latency of transferring the data among cloud sites, access to storage, and
the efficiency of the file system of each cloud.

This scenario provides more granularity than the previous ones, as it works on
the job level rather than the whole (sub-) workflow level. This can be very useful
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in the case that the processing time differs from one job to another depending
on the characteristics of the processed data. For example, the time of processing
longer NGS read is more than that of processing shorter ones. In this case, the
jobs associated with the longer reads might be assigned to some instances of
certain computing capabilities in one specific cloud site and the jobs associated
with the shorter reads might go to other nodes in another cloud site. Determining
the affinity of a job to a cloud platform and its cluster nodes can be implemented
by an additional module examining the data characteristics. The success of this
scenario depends on fast Internet connection among the cloud sites and good
management of input data according to its characteristics.

3 Package Features

elasticHPC supports the above-mentioned use case scenarios and related cluster
configurations through the following set of features:

– Creation of Multicloud Clusters : The package can create virtual machines of
different types on different cloud platforms. The nodes can be grouped into
different clusters. Even within one cloud environment, we can have multiple
clusters, where the nodes of each can have different specifications.

– Management of Cluster : The package supports addition (scaling up) and
removal (scaling down) of nodes from running clusters. The type of the
added nodes can be different from the currently used nodes in a cluster.
There are also functions to retrieve the status of the allocated nodes.

– Data Management Options : The package allows mounting of virtual disks
and establishment of a shared file system. (Default option is the NFS). The
persistent storage can also be used as shared file system. In AWS, we use the
library S3FS. The package has also a functionality to speed up data transfer
among nodes. For data to be replicated over multiple nodes, we use peer-to-
peer like protocol to reduce the total time transfer to O(n logn). Considering
different data management scenarios is important to make the data available
to the cluster nodes quickly and with reduced prices, noting that the user is
charged for data transferred out of the cloud sites.

– Job Submission Options : elasticHPC automatically configures a job sched-
uler (including security settings among the different providers) when the
cluster is started. The default job schedule is PBS Torque, but SGE is also
supported. The automatic setup takes into consideration the use case sce-
narios and cluster configuration defined by the user.

– Bioinformatics Tool Set : The original package of elasticHPC includes about
200 sequence analysis tools coming from BioLinux, EMBOSS, and NCBI
Toolkit. The new version of elasticHPC has been augmented with more
tools for NGS data analysis tools including SHRiMP, Bowtie2, GATK, BWA,
among others.
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Table 1. Features of different clouds. The feature ’Max RAM per Core’ is the result
of dividing the RAM size by the number of cores. Amazon charges more for higher IO
speed.

Resource AWS Azure Google

Compute
IaaS Service Name EC2 Azure VM GCE VM
Maximum Core VM 32 16 16
Maximum RAM VM 244 GB 112 GB 104 GB
Max RAM per Core 8.1 7 6.5
Hard Disk EBS Volume VHD Page Blob Persistent HD
Maximum Volume/HDD 1 TB 1 TB 10TB
One HDD multiple mounts No No Yes
VM Format RAW,VMDK,

VHD
VHD RAW Format

Snapshot Yes Yes Yes
IO speed High(Variable) High NA

Storage
Persistent Storage S3 Page/Block

Blobs
Buckets

Security
Firewall Security Groups EndPoints Firewall
Grouping VMs Placement Group Cloud Service Instance Group

Business Model
Min. Charge Unit Hour Minute Minute
On-Demand Model Yes Yes Yes
Spot Model Yes No No
Reserved Model Yes No No
Sustained use No No Yes
Charge IO/Data Transfer Yes Yes Yes (Cheaper)
Cost per IO speed Yes No NA

4 Implementation of Multi-cloud elasticHPC

4.1 Quick Review of Major Cloud Platforms

Before introducing the implementation details of elasticHPC , we review the
three major commercial providers Amazon, Azure, and Google. Table 1 com-
pares the features among the three, including the business model. The following
paragraphs include brief explanation.

Amazon Web Services (AWS). Amazon Web Services (AWS) is the part of
Amazon responsible for cloud computing services. It includes many IaaS prod-
ucts, including virtual machines, storage, and networking. Amazon divides the
virtual machines (VMs) into families depending on their power (in terms of CPU
and RAM). For example, the highest CPU virtual machine of type c3.8xlarge in
AWS has 32 Cores and 108 GB RAM and costs $1.68 per hour. (Prices are per
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November 2014 and for Linux machines.) Persistent storage solutions in AWS
include EBS volumes, which can be mounted to running instances as virtual hard
disks, and S3 which functions as web-storage system.

Pricing models in the language of AWS include ’on demand’, ’reserved’, and
’spot’. On-demand model refers to pay-as-you-go, where users are charged by
the time their machines are running. Minimum charging unit is one hour; i.e.,
a fraction of an hour is charged as an hour. Reserved model refers to machines
allocated over long time period and there is a discount for that. In the spot
model, the user bids on unused resources. Once the machine price gets below
the user’s bid, the machines are started. But amazon can terminate any spot
instance, if the bid becomes less than the new spot price. AWS charges for IO
operations and data transfer out of AWS sites to the Internet.

Microsoft Azure. Windows Azure [11] is a commercial cloud computing plat-
form developed by Microsoft. The most powerful virtual machine (VM) of Azure
is of type A9. It has 16 cores and 112 GB RAM and costs $4.47 per hour. A
new VM can be instantiated from a supported image by Azure (with selected
operating system), or from a previously created one stored on a virtual hard disk
(VHD). To each VM, one can mount one or multiple VHD(s) as persistent disks
including data that can persist, even after the VM is terminated. Azure provides
two types of storage models: page blob and block blob. Page blob is used for
file system storage with a maximum size of 1 TB. Block blob is used for object
storage with maximum size of 200 GB[2] per object. VHDs and images use page
blobs for storing files. To organize the Blobs, each storage account can include
one or multiple containers, and each container includes the actual Blobs.

Azure pricing scheme includes only on-demand instances. Like Amazon, Azure
also charges per data transfer out to the Internet. Unlike Amazon, Azure charges
per minute of virtual machine use.

Google Cloud (GCE). Google has recently provided very competitive IaaS
features in terms of performance and prices. Like EC2, Google Compute Engine
is the interface to all infrastructure products, including VMs, hard disks, images,
snapshots and networking. Depending on their capabilities, the VMs are catego-
rized into families, such as ’high CPU’ and ’high memory’. The most powerful
machine in Google is of type n1-highmem-16. It has 16 cores and 104 GB RAM,
and it costs $1.184 per hour. Google provides only one type of storage, which
is object storage. It consists of buckets, and each bucket can contain unlimited
number of objects. Buckets are unique within each project and cannot be nested.

Pricing model of Google includes pay-as-you-go for ’on-demand’ instances,
and charges for data transferred out of Google sites to the Internet. Google
offers also discounts for long use of virtual machines with the “sustained use”
model. Unlike Amazon, Google charges per minute of virtual machine use.
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Fig. 3. Architecture Diagram of the multicloud elasticHPC

4.2 Implementation Details

Figure 3 shows the basic components of the elasticHPC . The elasticHPC follows
a server client architecture. The user installs a client module at own desktop to
control cloud resources. The interface component is responsible for handling all
command lines submitted by the user. The command lines are then passed to the
IaaS controller-and-mapper layer to translate the request to the corresponding
APIs specific to each cloud platform.

Specifying the required resources in one or multiple clouds is achieved through
a configuration file, including different clusters in different cloud platforms, num-
ber of nodes, machine types, storage, and security. The elasticHPC website in-
cludes detailed explaination of the configuration file.

For each cloud, there is a module that handles all functions related to the
creation and management of clusters at that cloud site including security settings
and storage. The reason having a module specific to each cloud is the lack of
a standard among the providers and many details are involved. For example,
one persistent virtual hard disks in Amazon (which defined as an EBS volume)
cannot be mounted to multiple instances. To do this, one has to first copy the
volume many times from a snapshot. In Google, however, it is possible to mount
a persistent disk as read only for many machines. This fast mounting is very
useful for bioinformatics applications, where the disk including tools, databases
and indices can be quickly mounted without copy operations. Another example,
is that multiple machine instances can be created in parallel in both Google and
Amazon, but this is not always the case in Azure, depending on the Azure’s
cloud service.

The job and data related commands are implemented in the Job management
module. This module uses the created cloud resources in one or multiple clouds.
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Table 2. Running times in minutes. “MarkD” stands for the mark duplicate step. The
numbers between brackets are the cost in USD.

Azure

Nodes
4 8 16

BWA 21(1.4) 14(1.9) 12(3.2)
MarkD 284(19) 280(37) 281(75)
GATK 67(4.5) 35(4.7) 20(5.4)
Totals 372(25) 329(44) 313(84)

Google

Nodes
4 8 16

9 (0.3) 6 (0.36) 5 (0.6)
181 (5.5) 180 (10) 175 (22)
47 (1.4) 26 (1.6) 15 (1.8)
237 (7.2) 212 (12.8) 195 (24.4)

Amazon

Nodes
4 8 16

10 (2.2) 7 (4.5) 6 (8.9)
183 (6.8) 186 (14) 185 (28)
46 (2.2) 24 (4.5) 13 (4.5)
239(11.3) 217 (23) 204 (41)

5 Experiments

We demonstrate the new multicloud features of elasticHPC with two experi-
ments: In the first experiment, we run the variant analysis workflow in Figure 1
three times on the three different clouds AWS, Azure and Google, and compare
the performance and cost. In the second experiment, we use hybrid model in
which parts of the workflow run on different clouds.

5.1 Experiment 1

For this experiment, we use an exome dataset from [15] of size ≈ 9 GB. (The
exome is a set of NGS reads sequenced only from the whole coding regions of
a genome.) We ran the three steps in Figure 1 using BWA for read mapping,
Picard for marking duplicates, and GATK for variant calling. The workflow was
executed three times independently on Google, AWS, and Azure clouds. In each
cloud, the 9 GB input data is divided into blocks to be processed in parallel over
the cluster nodes. We used nodes of types m3.2xlarge (8 Cores, 30 GB RAM,
$0.56/hour) for Amazon, n1-highmem-8(8 Cores, 52 GB RAM, $0.452/hour) for
Google, and Standard A7 (8 Cores, 56 GB RAM, $1.00/hour) for Azure.

Table 2 summarizes the running times and the cost of each step using each
cloud. It can be observed that Google and Amazon have similar performance and
they are better than Azure. Regarding the cost, Google is the best as it charges
per minute and not per hour as AWS. We observe that there is no improvement
in the running time when adding more nodes for the mark duplication step. This
is because Picard requires all the reads to be as one set to sort them.

5.2 Experiment 2

To improve the cost and running time of the previous workflow, one can use
just one stronger machine for the mark duplicate step. The best machine is the
Amazon c3.8xlarge, which has 32 cores and 108 GB RAM. It costs $1.68. To
further reduce the cost, we can still run steps 1 and 3 on Google cluster. This
is equivalent to the configuration in Figure 2(b). This means that we will have
hybrid scenario against the scenario based on a single cloud provider. As shown
in Table 3, the time for running the mark duplicate step on such strong machine
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Table 3. Running times in minutes using single provider and multicloud scenario of 2
providers. The numbers between brackets are the cost in USD.

Amazon (4nodes) Google (4nodes) Google+Amazon (4nodes)

BWA 10 (2.24) 9 (0.27) 9 (0.27)

MarkD 183 (6.83) 181 (5.5) 58 (1.68)

GATK 46 (2.24) 47 (1.41) 47 (1.41)

Data Transfer NA NA 23 (2.0)

Totals 239(11.3) 237 (7.18) 138 (5.27)

is ≈58 minutes. The uni-directional data transfer took 10-15 minutes (depending
on traffic) between Google and Amazon in US West site. The total cost of this
scenario on 4 nodes is ≈ $5 and it takes ≈2 hours. The key factor for this is
that Amazon charges a fraction of an hour as an hour, while Google charges per
minutes. That is, Google will always retrieve better cost when the parallelization
leads to fractions of hour. So the best cost with comparable performance for these
three steps workflow is when we use hybrid cloud of Amazon and Google.

6 Conclusions

In this paper, we have introduced the multicloud version of elasticHPC . It en-
ables creation and management of computer clusters over multiple cloud plat-
forms to serve bioinformatics applications. The cluster machines in any cloud is
equipped with large set of sequence analysis tools. The package is available for
free for academic use at www.elastichpc.org. On the web-page of the package,
we have developed a web-interface from which users can start computer clusters
in multiclouds and execute data analysis jobs.

Google and Azure currently offer “the charge per minute” pricing model. We
expect Amazon will follow soon. With such dynamic market, elasticHPC enables
the data analyst to use the cloud with the best offer at the time of analysis.

In future versions, we will include different ideas to use shared storage from
multicloud as a shared file system, a research field referred to as cloud-backed
file systems. This is useful in regions with fast Internet connectivity (as between
Google and Amazon in US West).

It is also important to mention that the new multicloud features of elasticHPC
opens the way for the development of more advanced layers for task scheduling
and cost-time optimization.
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Abstract. During evolution of microorganisms genomes underwork have
different changes in their lengths, gene orders, and gene contents. Investi-
gating these structural rearrangements helps to understand how genomes
have been modified over time. Some elements that play an important role
in genome rearrangements are called insertion sequences (ISs), they are
the simplest types of transposable elements (TEs) that widely spread
within prokaryotic genomes. ISs can be defined as DNA segments that
have the ability to move (cut and paste) themselves to another loca-
tion within the same chromosome or not. Due to their ability to move
around, they are often presented as responsible of some of these genomic
recombination. Authors of this research work have regarded this claim,
by checking if a relation between insertion sequences (ISs) and genome
rearrangements can be found. To achieve this goal, a new pipeline that
combines various tools has firstly been designed, for detecting the distri-
bution of ORFs that belongs to each IS category. Secondly, links between
these predicted ISs and observed rearrangements of two close genomes
have been investigated, by seeing them with the naked eye, and by using
computational approaches. The proposal has been tested on 18 complete
bacterial genomes of Pseudomonas aeruginosa, leading to the conclusion
that IS3 family of insertion sequences are related to genomic inversions.

Keywords: Rearrangements, Inversions, Insertion Sequences, Pseudo-
monas aeruginosa.

1 Introduction

The study of genome rearrangements in microorganisms has become very impor-
tant in computational biology and bio-informatics fields, owing to its applica-
tions in the evolution measurement of difference between species [1]. Important
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elements in understanding genome rearrangements during evolution are called
transposable elements, which are DNA fragments or segments that have the
ability to insert themselves into new chromosomal locations, and often make
duplicate copies of themselves during transposition process [2]. Indeed, within
bacterial species, only cut-and-paste of transposition mechanism can be found,
the transposable elements involved in such way being the insertion sequences.
These types of mobile genetic elements (MGEs) seem to play an essential role
in genomes rearrangements and evolution of prokaryotic genomes [3, 4].

Table 1. P. aeruginosa isolates used in this study

Isolates NCBI accession number Number of genes

19BR 485462089 6218
213BR 485462091 6184
B136-33 478476202 5818
c7447m 543873856 5689
DK2 392981410 5871

LES431 566561164 6006
LESB58 218888746 6059
M18 386056071 5771

MTB-1 564949884 6000
NCGM2.S1 386062973 6226

PA1 558672313 5981
PA7 150958624 6031

PACS2 106896550 5928
PAO1 110645304 5681
RP73 514407635 5804

SCV20265 568306739 6190
UCBPP-PA14 116048575 5908

YL84 576902775 5856

In this research work, we questioned the relation between the movement of in-
sertion sequences on the one hand, and genome rearrangements on the other hand,
and tested whether the type of IS family influences this relation. Investigations
will focus on inversion operations of rearrangement (let us recall that an inver-
sion occurs within genomes when a chromosome breaks at two points, and when
the segment flanked with these breakpoints is inserted again but in reversed or-
der, this event being potentially mediated with molecular mechanisms [5, 6]). To
achieve our goal, we built a pipeline system module that combines existing tools
together with the development of new ones, for finding putative ISs and inversions
within studied genomes. We will then use this system to investigate the structure
of prokaryotic genomes, by searching for IS elements at the boundaries of each
inversion.

The contributions of this article can be summarized as follows. (1) A pipeline
for insertion sequences discovery and classification is proposed. It uses unanno-
tated genomes and then combines different existing tools for ORF predictions
and clustering. It also classifies them according to an international IS database
specific to bacteria. Involved tools in this stage are, among others, Prodigal [7],
Markov Cluster Process (MCL) [8], and ISFinder1 [9]. (2) We then use two

1 www-is.biotoul.fr

www-is.biotoul.fr
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different strategies to check the relation between ISs and genomic rearrange-
ments. The first one used a well-supported phylogenetic tree, then genomes of
close isolates are drawn together, while the questioned relation is checked with
naked eye. In the second strategy, inversion cases are thoroughly investigated
with ad hoc computer programs. And (3), the pipeline is tested on the set of 18
complete genomes of Pseudomonas aeruginosa provided in Table 1. After having
checked left and right inversion boundaries according to different window sizes,
the probability of appearance of each type of IS family is then provided, and
biological consequences are finally outlined.

The remainder of this article is organized as follows. The proposed pipeline
for detecting insertion sequences in a list of ORFs extracted from unannotated
genomes is detailed in Section 2. Rearrangements found using drawn genomes of
close isolates is detailed in Section 3, while a computational method for discov-
ering inversions within all 18 completed genomes of P. aeruginosa and results
are provided in Section 3.2. This article ends by a conclusion section, in which
the contributions are summarized and intended future work is detailed.

Fig. 1. Pipeline for detecting IS clusters in genomes of P.aeruginosa
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2 Methodology for IS Detection

In a previous work [10], we have constructed a pipeline system that combines
three annotation tools (BASys [11], Prokka [12], and Prodigal [7]) with OA-
SIS [13], that detected IS elements within prokaryotic genomes. This pipeline
produces various information about each predicted IS, each IS is bordered by an
Inverted-Repeat (IR) sequence, number of ORFs in each IS family and group, etc.
As we are now only interested in detecting which ORFs are insertion sequences,
we have developed a new lightweight pipeline that focuses on such open read-
ing frames.. This pipeline, depicted in Figure 1, relies on ISFinder database [9],
the up-to-date reference for bacterial insertion sequences. The main function of
this database is to assign IS names and to provide a focal point for a coher-
ent nomenclature. This is also a repository for ISs that contains all information
about insertion sequences such as family and group.

The proposed pipeline can be summarized as follows.

Step 1: ORF Identification. Prodigal is used as annotation tool for predict-
ing gene sequences. This tool is an accurate bacterial and archaeal gene find-
ing software provided by the Oak Ridge National Laboratory [7].
Table 1 lists the number of the predicted genes in each genome.

Step 2: ORF Clustering. The Markov Cluster Process (MCL) algorithm is
then used to achieve clustering of detected ORFs [8, 14].

Step 3: Clusters Classification. The IS family and group of the centroid se-
quences of each cluster is determined with ISFinder database. BLASTN
program is used here: if the e-value of the first hit is equal to 0, then the
cluster of the associated sequence is called a “Real IS cluster”. Otherwise,
if the e-value is lower than 10−8, the cluster is denoted as “Partial IS”. At
each time, family and group names of ISs that best match the considered se-
quence are assigned to the associated cluster. In Table 2 summarizes founded
IS clusters found in the 18 genomes of P. aeruginoza.

Table 2. Summary of detected IS clusters

No. of Clusters Max. size of Cluster Total no. of IS genes

Partial IS 94 57 362
Real IS 66 49 238

Total IS Cluster 160 - 600

3 Rearrangements in Pseudomonas aeruginosa

At the nucleotide level, genomes evolve with point mutations and small inser-
tions and deletions [15], while at genes level, larger modifications including du-
plication, deletion, or inversion, of a single gene or of a large DNA segment,
affect genomes by large scale rearrangements [16, 17]. The pipeline detailed
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previously investigated the relations between insertion sequences and these
genome rearrangements, by using two different methods that will be described
below.

3.1 Naked Eye Investigations

In order to visualize the positions of IS elements involved in genomic recombi-
nation that have occurred in the considered set of Pseudomonas, we have first
designed Python scripts that enable us to humanly visualize close genomes. Each
complete genome has been annotated using the pipeline described in the previous
section, and the strict core genome has been extracted. This latter is constituted
by genes shared exactly once in each genome. Thus polymorphic nucleotides in
these core genes have been extracted, and a phylogeny using maximum likeli-
hood (RAxML [18, 19] with automatically detected mutation model) has been
inferred. (Figure 2).

Fig. 2. Phylogeny of P. aeruginosa based on mutations on core genome

For each close isolates, a picture has then been produced using our designed
Python script, for naked eye investigations. Real and Partial IS are represented
with a red and green circles, respectively. Additionally, DNA sequences repre-
senting the same gene have been linked either with a curve (two same genes in
the same isolate) or with a line (two same genes in two close isolates). Example
of recombination events are given below.
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(a) Insertion events of IS sequences have
occurred in this set of 18 P. aeruginosa
species. For instance, when comparing DK2
and RP73, we have found that IS3-IS3 (2
ORFs) and IS3-IS407 (2 ORFs too) have
been inserted inside RP73.

(b) Deletions of insertion sequences can be
found too, IS5 (Partial IS) is present in the
genome of DK2, while it is deleted in the
close isolates RP73.

(c) A duplication occurs in the insertion se-
quence type IS110-IS1111 that contains one
ORF (Real IS), as there are 6 copies of
this insertion sequence in both PAO1 and
C7447m genomes.

Fig. 3. Examples of genomic recombination events: Insertion, Deletion, and Duplication
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Fig. 4. The surrounding insertion sequences are within the same IS family (IS6) in the
NCGM2.S1 genome. We have found too that insertion sequences are not always exactly
at the beginning and end positions of the inversion, but they are overrepresented near
these boundaries.

We will focus now on the link between large scale inversions and ISs as shown
in Figure 4, by designing another pipeline that automatically investigate the
inversions.

3.2 Automated Investigations of Inversions

The proposal is now to automatically extract all inversions that have occurred
within the set of 18 genomes under consideration, and then to investigate their re-
lation with predicted IS elements. The proposed pipeline is described in
Figure 5.

Fig. 5. Pipeline for detecting the role of ISs in inversions
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Table 3. Small and large inversions detected from all genomes

Genome 1 Start Stop Genome 2 Start Stop Length (genes)
19BR 1001 1002 213BR 5094 5095 2
19BR 2907 2920 213BR 2933 2946 14
19BR 684 685 LES431 4689 4690 2
19BR 850 978 LES431 4393 4521 129
PAO1 997 998 c7447m 1977 1978 2

LESB58 4586 4587 LES431 2347 2348 2
DK2 2602 2603 RP73 2516 2517 2
DK2 1309 1558 RP73 3489 3738 250
DK2 260 261 SCV20265 3824 3825 2
DK2 2846 2852 SCV20265 3065 3071 7
M18 3590 3591 PACS2 1920 1921 2
M18 3194 3579 PACS2 2076 2461 386

MTB-1 5581 5582 B136-33 4742 4743 2
UCBPP-PA14 4820 4821 B136-33 2871 2872 2
NCGM2.S1 1053 1307 MTB-1 4507 4761 255
NCGM2.S1 1742 1743 MTB-1 4882 4883 2

PA1 95 96 B136-33 2691 2692 2
PA1 1334 1491 B136-33 1286 1443 158

PACS2 94 97 PA1 495 498 4
PACS2 970 1206 PA1 2220 2456 237

SCV20265 45 46 YL84 721 722 2
SCV20265 261 462 YL84 306 507 202

UCBPP-PA14 259 260 B136-33 3507 3508 2
YL84 721 722 M18 43 44 2
YL84 768 983 M18 5555 5770 216
YL84 721 722 PAO1 44 45 2
YL84 1095 1264 PAO1 5192 5361 170

– Step1: Convert genomes from the list of predicted coding sequences in the
list of integer numbers, by considering the cluster number of each gene.

– Step2: Extract sets of inversion from all input genomes. 719 inversions have
been found (see Table 3).

– Step 3: Extract IS clusters (Partial and Real IS) using the first pipeline, as
presented in a previous section.

– Step 4: Investigate boundaries of each inversion (starting S and ending E
positions), by checking the presence of insertion sequences within a window

(a) Left and Right Boundary using
window

(b) No. of inversions for three different window
size

Fig. 6. Using different window size within all inversions
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ranging from w = 0 up to 10 genes. Between 0 and 4 insertion sequences
have been found at the boundaries of each inversion, (Figure 6).

Fig. 7. Different cases of IS inversions

– Step 5: Finally, compute the presence probability for each IS families and
groups near inversions. (Figure 7).

As presented in Figure 8, there is no major problem in dealing with small in-
versions because the small inversions having small ratio of increment as compared
with big inversions (i.e., during window size increment of inversion boundaries,
the small inversions, which have length lower than 4 genes, have small increase
ratios compared to large inversions).

Fig. 8. Small inversions (� 4 genes) vs. large inversions (> 4 genes)

Table 4 details the roles of IS in largest inversions found within two close
isolates.

The IS family of type IS3 always have the most probability of appearance
with left and right boundaries of inversions.(Figure 9)
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Table 4. Summary of large inversion sets within closed genomes

Genome 1 Genome 2 Inversions inversion IS Boundary Window
no. inversion family

19BR 213BR 9 14 IS110 LB1-RB2 w=0
PAO1 c7447m 2 2 IS3 (LB1-RB2)/(LB2-RB1) w=0
LES431 LESB58 3 2 IS3 (LB1-RB2)/(LB2-RB1) w=0
DK2 RP73 93 250 Tn3 LB1-RB2 w=3

UCBPP-PA14 B136-33 7 2 IS3 (LB1-RB2)/(LB2-RB1) w=0
NCGM2.S1 MTB-1 91 255 IS5 LB1-RB2 w=5

(a) Left Boundary

(b) Right Boundary

Fig. 9. IS distribution using different windows size

4 Conclusion

We designed a pipeline that detects and classify all ORFs that belong to IS. It
has been done by merging various tools for ORF prediction, clusterization, and
by finally using ISFinder database for classification.

This pipeline has been applied on a set of Pseudomonas aeruginosa, showing
an obvious improvement in ORFs detection that belong to insertion sequences.
Furthermore, relations between inversions and insertion sequences have been
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emphasized, leading to the conclusion that the so-called IS3 family has the largest
probability of appearance inside inversion boundaries.

In future works, we intend to investigate more deeply the relation between
ISs and other genomic recombination such as deletion and insertion. We will
then focus on the implication of other types of genes like rRNA (rrnA, rrnB,
rrnC, rrnD) in P. aeruginosa recombination [20]. By doing so, we will be able
to determine genes that are often associated with deletion, inversion, etc. The
pipeline will be finally extended to eukaryotic genomes and to other kinds of
transposable elements.
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Abstract. Understanding of transcriptional regulation through the dis-
covery of transcription factor binding sites (TFBS) is a fundamental
problem in molecular biology research. Here we propose a new com-
putational method for motif discovery by mixing a genetic algorithm
structure with several statistical coefficients. The algorithm was tested
with 56 data sets from four different species. The motifs obtained were
compared to the known motifs for each one of the data sets, and the
accuracy in this prediction compared to 14 other methods both at nu-
cleotide and site level. The results, though did not stand out in detection
of false positives, showed a remarkable performance in most of the cases
in sensitivity and in overall performance at site level, generally outper-
forming the other methods in these statistics, and suggesting that the
algorithm can be a useful tool to successfully predict motifs in different
kinds of sets of DNA sequences.

Keywords: Motif finding, Genetic Algorithm, Transcription Factor
Binding Site, Statistical significance.

1 Introduction

Sequence motifs are short nucleic acid patterns that are repeated very often and
have some biological significance. Their function is usually to serve as sequence-
specific binding sites for proteins such as transcription factors (TF). The dis-
covery of these sequence elements in order to get a better understanding of
transcriptional regulation is a fundamental problem in molecular biology re-
search. Traditionally, the most common methods to determine binding sites
were DNase footprinting, and gel-shift or reporter construct assays. Currently,
however, the use of computational methods to discover motifs by searching for
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overrepresented (and/or conserved) DNA patterns in sets of functionally related
genes (such as genes with similar functional annotation or genes with similar
expression patterns) considerably facilitates the search. The existence of both
computationally and experimentally derived sequence motifs aplenty, as well as
the increasing usefulness of these motifs in the definition of genetic regulatory
networks and in the decoding of the regulatory program of individual genes,
make motif finding a fundamental problem in the post-genomic era.

One of such many strategies for motif discovery relies on the use of Genetic
Algorithms (GA).

Genetic Algorithms. A genetic algorithm is a search heuristic that tries to
imitate the process of natural selection in order to find exact or approximate
solutions to optimization or search problems. The motivation for using genetic
algorithms comes from the idea of reducing the number of searches in a high
number of large DNA sequences.

The basic structure of a genetic algorithm consists of evolving a population
of candidate solutions (individuals) in order to find the best solution or set of
solutions possible. This is performed through an iterative process in which the
population in each iteration will be considered a generation. In each one of these
generations, the fitness (the score given to measure how good the individual is as
a solution for the problem) of every individual in the population is evaluated. The
fittest individuals are selected from the current population, and a new generation
is created by crossover and mutation of these fit individuals. The new generation
is then used in the next iteration of the algorithm. The algorithm will normally
terminate when either a satisfactory solution has been found or a maximum
number of generations has been reached. The main challenge therefore resides
in successfully defining the population, and the fitness, crossover and mutation
functions.

The most common approach for motif finding using Genetic Algorithms [1]
assumes that every input sequence contains an instance of the motif, and relies
on the following elements:

– Each individual is represented by a vector P = {p1, p2, ..., pN} storing the
starting positions for each one of the TFBS instances for the given set of
N sequences S = {S1, S2, ..., SN}. Thus P represents a possible solution set
M = {m1,m2, ...,mN}, where each mi is an instance with length w from
sequence Si.

– The fitness of each individual is computed using the similarity score of the
consensus string produced by an individual, using the PWM (position weight
matrix).

Fitness(M) =
w∑
i=1

fmax(i) (1)

where M is a candidate motif, w is the motif length and fmax(i) is the
maximum frequency value in column i in the PWM.
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Current Situation. As well as the standard GA, most of the existing motif
finding methods deal with a set of DNA sequences in which all of the sequences
(or at least most of them) are expected to contain at least one instance of each
one of the transcription factor binding sites (TFBS) that the method will report,
sustaining the search on the statistical enrichment of these TFBS in the set of
sequences.

In the last years, new statistical properties of TFBS have been discovered [2].
By the use of this statistical information, this research explores the efficiency of
the application of a different sort of genetic algorithm, with fewer restrictions
about the input sequences, the presence of instances and the size of the datasets,
and able to work with large datasets without consuming a great amount of
time. In the method here described, we would like to find TFBS based on their
statistical enrichment in any of the input sequences (not necessarily most of
them). For that purpose, a new GA-based method was designed, in which the
sequences are treated iteratively, creating random subsets of them in a random
order and analyzing the statistical overrepresentation in several steps.

2 Methods

The method here proposed mixes a genetic algorithm with probabilistic methods,
trying to integrate the advantages of both.

The main characteristics of the method are the following:

– There are no assumptions about the presence of the motifs in the input
sequences. Unlike other methods, which assume that every sequence contains
at least one instance of the motif, in this method the motifs can be distributed
in any way in the given sequences, with the only assumption that they are
overrepresented in at least a few of them.

– It is a heuristic algorithm. Thus, it may produce different results each time
it is run

– Individual motifs are ungapped. Patterns with variable-length gaps might
be predicted split into two or more separate motifs.

– The background set of sequences is generated dynamically throughout the
process by shuffling the candidate motifs to analyze against the sequences
instead of shuffling the sequences themselves.

2.1 Representation

To represent the candidate motifs, initially there were two possible options: either
using a string with the sequence of nucleotides, or using a position in which the
instance is located. As Vijayvargiya and Shukla [1] proved in their experiment,
the approach with positions is more appropriate for a genetic algorithm (GA).
Therefore, that was the approach chosen for our method.

However, in that standard algorithm, as it assumed there was one instance of
the motif in each of the input sequences, each individual was represented by a
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vector with the beginning positions of each one of those instances. In the method
here described, on the other hand, there are no assumptions about the presence
of instances in every sequence, so the individuals are represented by a single
position value in what we call the supersequence.

Supersequence. In order to deal with that, we needed to have a structure
in which a single value for that position represents a unique individual for the
whole set of sequences. For that purpose, all the input sequences are joined in
a single supersequence before starting the algorithm. That way, each individual
will be represented by a unique position in the supersequence. This position, at
the same time, represents the motif given by the position itself, a fixed motif
length and a maximum number of mutations allowed.

It is important to clarify that the supersequence serves only as a means of rep-
resentation of the motifs during the algorithm process and there is no biological
meaning in it. The final solutions will be represented by a position weight matrix,
got by clustering all the predicted instances with a high level of similarity.

Subsequences. In order to discard unfit individuals faster to generate more
diverse solutions, the supersequence is divided in subsequences of an arbitrary
length regardless of the length of each sequence (defined by a parameter that by
default has a value of 500 bp).

For each generation of the population, the fitness will be calculated against
one of the subsequences. In other words, in each iteration the algorithm will
search for overrepresentation of the motifs within the given subsequence. The
purpose of creating the subsequences is only to simplify the fitness function and,
as well as the supersequence, there is no biological meaning in it.

The order of the original sequences will be shuffled every S generations, being
S the total number of subsequences.

Fig. 1 shows how the supersequence and the subsequences are created.

Fig. 1. Creation of the supersequence and the subsequences
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2.2 Evaluation and Selection

The algorithm does not have a typical fitness function, but a combination of
different ones applied at different moments of the process.

Simple Overrepresentation. The first step to measure the quality of the so-
lutions consists of checking if they are overrepresented in the given subsequence.
In order to calculate it, the algorithm follows these steps for each individual of
the population:

1. Getting the candidate motif i given by the position P of the individual and
the fixed motif length l.

2. Shuffling the candidate motif to get a background motif b(i).
3. For both the candidate motif and the backgroundmotif, counting the number

of similar words (SW (x)) in the given subsequence (those words with length
l that are exactly the same as the motif except for as much as m mismatches,
being m the number of mismatches allowed).

4. Storing both values (SW (i) and SW (b(i))) in vectors that are kept along with
the individual.

5. Calculating the difference of similar words between the candidate motif and
the background motif (N(i)):

N(i) = SW (i)− SW (b(i)) (2)

Candidate Selection (First Fitness Measurement). In order to select the
best candidate solutions as survivors and generate new individuals by crossover
of these fit candidates, the Fluffiness Coefficient (FN (i)), inspired by the“fluffy-
tail test” proposed by Abnizova et al. [3], is used for every individual in every
generation.

FN (i) =
N(i)− μs

δs
(3)

where μs and δs are, respectively, the mean and the standard deviation of the
Simple Overrepresentation values (N(i)) for the set of solutions. The individuals
with the lowest Fluffiness value are eliminated from the population.

Solution Selection (Second Fitness Measurement). Once an individual
has survived for at least 10 generations, a new fitness test is performed in order
to decide if the candidates are final solutions to the problem or not. For that
purpose, two different coefficients are used.

– Thinness Coefficient. This coefficient is inspired by the “thin-tail test”
proposed by Shu and Li [4]

TN (i) =
k0 − 2ε

4ε
where ε = 2

√
6

M
and k(i) =

M(fZ(i)− μs)
4

(M − 1)δ4s
− 3 (4)
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M is the total number of individuals in the population, k(i) is the kurtosis of
the individual i and fZ(i) is the number of individuals in the population with
the same fitness value N(i) as i. The individuals with a Thinness coefficient
above 0.6 are eliminated from the population.

– Mann-Whitney U Test. The Mann-Whitney U test (also known as
Wilcoxon rank-sum test) is a nonparametric test that, for two populations,
measures if one of them tends to have larger values than the other.

U1 = n1n2 +
n1(n1 + 1)

2
−R1 (5)

where n1 is the sample size for the sample 1, and R1 is the sum of ranks in
the sample 1.
In our algorithm, the first sample corresponds to the vector with the values
stored for the number of similar words for the candidate motif in each genera-
tion, and the second sample is formed by the same values for the background
motif.
If the probability of both data samples coming from the same population is
lower than 0.05, then the motif is considered as a possible final solution.
The final fitness value will be given by the following formula:

FV (i) = pval(i)× w (6)

where pval(i) is the Mann-Whitney U test p-value and w is the motif width.

2.3 Genetic Operators

Crossover. The crossover function is a one-point crossover in which a child is
generated by the parts of both parents joined in reversed order. The parents
are the motifs given by the position of the individuals, and the position of the
newborn child will be the position of the most similar word in the supersequence.

Mutation. Mutation will happen randomly, according to a parameter that
defines the frequency. It will also be applied to random individuals. The mutated
individual will slightly change its position by a random offset between 1 and the
motif length

2.4 Post Processing

Filtering and Clustering of Solutions. After running the algorithm for every
given motif width, the solutions are filtered and clustered to generate the final
solutions, each one of them formed by a combination of instances (preliminary
solutions given by the GA) with a high level of similarity. The fitness of the
clustered solution will be the maximum of the fitnesses of the motifs that are
part of the cluster.

In order to devise the similarity, the algorithm measures the distance between
motifs.
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The distance between motifs is defined by the sum of the distances between
their IUPAC symbols. Each IUPAC symbol represents a subset of the symbols
{A, G, C, T}. The distance between two symbols s1 and s2 is calculated as
follows:

d(s1, s2) = 1− 2
|s1 ∩ s2|
|s1|+ |s2|

(7)

So the values will be always between 0 and 1, being 0 for identical symbols
and 1 for disjoint symbols.

The distance between two motifs x and y with sizes m and n respectively is
calculated as follows:

D(x, y) =

min(m,n)∑
i=1

d(xi, yi) + wuu (8)

where u is the number of unpaired bases (|m − n|) and wu is the weight
assigned to them (0.6 by default). All possible shifts aligning the motifs are
considered and the final distance will be the minimum.

Two motifs are considered similar (and clustered in the same motif) if:

D(x, y)

mean(|x|, |y|) ≤ MS (9)

where MS is the Maximum Similarity, a parameter that can be adjusted and
that, by default, will be 0.5.

3 Results

Assessment. The tool was tested using the assessment provided by the study
performed by Tompa et al. [5] to compare the accuracy of motif finding methods.
This assessment provides a benchmark containing 52 data sets of four different
organisms (fly, human, mouse and yeast) and 4 negative controls. The data
sets are of three different types: the real promoter sequences in which the sites
are contained (Type Real), random promoter sequences from the same genome
(Type Generic) and synthetic sequences generated by a Markov chain of order
3 (Type Markov). The assesment compared the efficiency of 14 methods, to
which we compared our method as well. The eight statistics that will define the
accuracy of each tool are the following ones:

– nSn (Sensitivity, nucleotide level), gives the fraction of known site nucleotides
that are predicted:

nSn =
nTP

nTP + nFN
(10)
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– nPPV (Positive Predicted Value, nucleotide level), gives the fraction of pre-
dicted site nucleotides that are known:

nPPV =
nTP

nTP + nFP
(11)

– nSp (Specificity):

nSp =
nTN

nTN + nFP
(12)

– nPC (Performance Coefficient, nucleotide level) [6]:

nPC =
nTP

nTP + nFN + nFP
(13)

– nCC (Correlation Coefficient) [7]:

nCC =
nTP × nTN − nFN × nFP

(nTP + nFN)(nTN + nFP )(nTP + nFP )(nTN + nFN)
(14)

– sSn (Sensitivity, site level), gives the fraction of known sites that are pre-
dicted:

sSn =
sTP

sTP + sFN
(15)

– sPPV (Positive Predicted Value, site level), gives the fraction of predicted
sites that are known:

sPPV =
sTP

sTP + sFP
(16)

– sASP (Average Site Performance) [7]:

sASP =
sSn+ sPPV

2
(17)

Where TP refers to the number of true positives, FP refers to the number
of false positives, TN refers to the number of true negatives, and FN refers to
the number of false negatives. The n before each one of these measures refers to
nucleotide level and the s refers to site level.

Tests. Our algorithm was run 3 times for each data set, using different motif
lengths, and then all the results combined in the post processing stage.

– Motif width 8, allowing 2 mismatches
– Motif width 10, allowing 3 mismatches
– Motif width 12, allowing 4 mismatches

The parameters with which the algorithm was run for all of the data sets are
the following:
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– Population size: 200

– Number of generations: 100

– Maximum number of solutions: 100

– Mutation rate: 0.1

– Subsequence size: 500bp

– Maximum Similarity: 0.7

Fig. 2 summarizes the average values of the mentioned statistics got by each
one of the 14 methods of the assessment and our own method regardless of the
organism and the type of data set. Fig. 3 shows the average values grouped by
organisms. The procedure to calculate the average in every case is as follows:
The values of nTP, nFP, nFN, nTN, sTP, sFP and sFN of the different data
sets are added, and then the given statistic is computed as if the summed values
corresponded to a unique large data set.

Fig. 2. Average statistical values for all 56 data sets

4 Discussion

First of all, as the authors of the assessment [5] in which our tests are based
explain, these statistics should not be taken as an absolute measurement of the
quality of the methods. There are many factors that affect the results:



A Genetic Algorithm for Motif Finding Based on Statistical Significance 447

Fig. 3. Average statistical values depending on the organism
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– Obviously, the underlying biology is yet to be completely understood, and
therefore there is no standard method to measure the correctness of each
tool in biological terms.

– Each one of the methods was tested by a different person, who made human
choices for the parameters and the post processing of that method.

– The assessment only allows one predicted motif per data set (or none), even
though the data sets of Type Real are most likely to contain several different
binding sites.

– The length of the known motifs is in many cases longer than 30 bp, and our
method, as well as most of the others, was run for motifs no longer than 12
bp.

– The assessment depends uniquely on TRANSFAC [8] for the definition of
the known binding sites, and the TRANSFAC database might also contain
errors.

– The method used to calculate the average of each tool tends to favor the
methods that predict no motif for many data sets, as 0 is taken as the value
for all the statistics in this case.

– The assessment was carried out in 2005, so it does not include methods
developed in the last 10 years.

However, keeping all these in mind, the assessment serves as a powerful tool
to infer some important conclusions about the performance of each method.

Our method shows really high values for three statistics: nSn, sSn, and sASP .
But, on the other hand, the values for the statistics nPPV , nSp, and sPPV
are generally poor. From these, we can conclude that the method succeeds in
predicting many of the sites, given the high number of true positives both at
nucleotide level and site level, but lacks of a mechanism to detect false positives.
This is understandable given the nature of the method. As it predicts sites
according to statistics that measure the overrepresentation, it is very likely to
happen that it reports many sites that are not actual instances of the motif but
are very similar to it. Therefore, it usually finds the known motif, but with more
instances than it actually contains.

As for the different organisms, it is interesting to notice that most of the other
methods offer their best performance with yeast data sets, whereas our method
gives its best results with fly and mouse data sets. There is no apparent reason
for this, and it requires further investigation to figure out why this happens.

It is quite obvious that the main drawback of our method is the absence of
a mechanism to detect false positives. For example, the method that gives the
best overall statistics is Weeder. But this is, to a considerably extent, due to the
fact that it was run in a cautious mode, predicting no motif in most of the cases.
Our method, however, failed to detect the negative controls and predicted at
least one motif for every given dataset, which produced a high number of false
positives.

Even though there have been many different studies about DNA motif find-
ing, it still remains as one of the most complicated challenges for researchers.
Several different approaches have been recently developed and there has been
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an important progress in this area. However, the task of comparing the perfor-
mances of different motif finding tools have proven to be quite a struggle, given
that each tool is designed based on an algorithm and on motif models that are
too diverse and complex. This happens basically because we do not have yet a
clear understanding of the biology of regulatory mechanisms. Therefore, it is not
possible for us to define a standard to measure the quality of tools.

As many studies comparing the performance of different tools suggest [9]
(and as researchers’ experiments corroborate), the best option when trying to
find motifs is using a few complementary tools in combination (selecting the top
predicted motifs of each one), instead of simply relying on a single one.

According to this, we believe that our Statistical GA approach has proven
to be suitable for being one of those complementary tools that can be used
in addition to other ones to successfully predict motifs in any kind of set of
DNA sequences. There is still work to do to improve the method, especially
the addition of a mechanism to detect false positives, but we think that the
method can be useful for researchers and that it might offer new ways for future
development of computer-based motif finding methods.
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Abstract. Reactive oxygen species generated by pollen NADPH oxidases are 
present in numerous allergenic pollen species. The superoxide generated by this 
enzyme has been suggested as a key actor in the induction of allergic 
inflammation. However, this enzyme has been characterized in Arabidopsis 
thaliana pollen only, where two pollen-specific genes (RbohH and RbohJ) have 
been described. The olive (Olea europaea L.) pollen is an important source of 
allergy in Mediterranean countries. We have assembled and annotated an olive 
pollen transcriptome, which allowed us to determine the presence of at least two 
pollen-specific NADPH oxidase homologues. Primers were designed to 
distinguish between the two homologues, and full-length sequences were 
obtained through a PCR strategy. Complete in silico analysis of such sequences, 
including phylogeny, 3-D modeling of the N-terminus, and prediction of 
cellular localization and post-translational modifications was carried out with 
the purpose of shed light into the involvement of olive pollen-intrinsic NADPH 
oxidases in triggering allergy symptoms. 

Keywords: allergy, NADPH oxidase, pollen, Rboh, ROS, superoxide. 

1 Introduction 

One of the most important causes of seasonal respiratory allergy in the Mediterranean 
area is olive pollen [1]. Allergens are proteins significantly expressed in pollen, many 
of them showing essential roles in pollen physiology. In the case of olive, twelve 
allergens have been identified and characterized to date [2]. 

Together with the classic view of the allergic inflammatory response triggered by 
pollen allergens, several studies have shown that pollen is also able to induce IgE-
independent mast cell degranulation mediated by reactive oxygen species (ROS) [3]. 
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Moreover, pollen-released soluble molecules such as superoxide, nitric oxide and 
nitrite seem to contribute to the allergic response [4-7].  

NADPH oxidases (NOX or DUOX [dual NADPH oxidases] in animals, also called 
respiratory burst oxidase homologs [Rbohs] in plants [8]), are transmembrane en-
zymes which catalyze the generation of superoxide radical O2

•- in the apoplast [9], 
leading to extracellular ROS increase [8]. This protein family shares 6 transmembrane 
central domains, two heme-binding sites, and a long cytoplasmic C-terminal owning 
FAD and NADPH binding domains. In addition, plant NOXs as well as animal NOX5 
and DUOX possess Ca2+-binding EF-hands motifs in the N-terminus [10]. In Ara-
bidopsis thaliana, ten Rboh are encoded [11, 12], with two forms (RbohH and RbohJ) 
specifically expressed in pollen [13]. Rboh activity is essential for proper pollen tube 
growth to the female gametophyte, leading to fertilization [14]. Although pollen 
NOXs are expected to be located in the plasma membrane, a cytoplasmic localization 
has also been described [15].  

NADPH oxidase enzymes are present in a wide number of allergenic pollens [4]. 
Superoxide generated by this enzyme activity locates in particular pollen compart-
ments depending on the plant family: surface, cytoplasm, the outer wall or even in 
subpollen particles (SPPs) released during hydration [7]. These SPPs owning NADPH 
oxidase activity can reach the lower airways because their size is in the respirable 
scale [5] and this activity has been involved in the activation of dendritic cells leading 
to induction of adaptive immune responses [16]. 

Boldogh et al. [4] demonstrated that pollen intrinsic NADPH oxidase activity gen-
erates oxidative stress in the airway-lining fluid and epithelium, which in turns facili-
tates pollen antigen-induced allergic airway inflammation. The authors suggest that 
this ROS induction is independent of the adaptative immune response. Therefore, in 
the proposed ‘2-signal model’, pollen NADPH oxidase activity promotes allergic 
inflammation induced by pollen antigens. Regarding allergic conjunctivitis, NOX-
produced ROS from ragweed pollen were able to intensify the responsiveness of pa-
tients [17]. However, it has been recently suggested that this ROS-producing activity 
in pollen is not involved in either sensitization to pollen or in the allergic airway dis-
ease [18]. On the basis of the presence of contradictory results, further studies are 
necessary to determine how pollen intrinsic NADPH oxidase-produced ROS are act-
ing in the allergic response.    

An olive pollen transcriptome has been recently generated from cDNA by using a 
454/Roche Titanium+ platform (Carmona et al., in preparation). The annotated infor-
mation is highly valuable to determine the presence of putative new allergens, to elu-
cidate the mechanisms governing the allergy process, and the implication in the olive 
pollen metabolism through germination, stigma receptivity, and the interaction pollen-
stigma. We have screened such transcriptome to identify the presence of Rbohs in the 
olive pollen, and used the retrieved sequences for further sequence confirmation and 
bioinformatic analysis. 
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2 Materials and Methods 

2.1 Screening and Identification of NADPH Oxidase Transcripts in the Olive 
Transcriptome 

Different strategies were defined to select such transcripts. Searches were performed 
by definition using GO, EC, KEGG and InterPro terms and codes, orthologues and 
gene names in the annotated transcriptome. BLAST searches were also performed 
using heterologous sequences available in public databases and well- established bib-
liography resources as TAIR and GenBank.  

2.2 Olive Pollen Rboh Cloning and Sequencing  

Olive pollen transcriptome retrieved sequences corresponding to Rboh-homologues 
(partial, internal sequences) were used to design primers in order to amplify the 
known sequence from pollen cDNA. Plant material was obtained according to [19]. 
Total RNA from mature pollen was extracted using the RNeasy Plant Total RNA kit 
(Quiagen, U.S.A.) and first-strand cDNA was synthesized with oligo(dT)19 primer 
and M-MLV reverse transcriptase (Fermentas). Standard PCR were carried out using 
Taq polymerase (Promega) and Pfu (Promega) to obtain or confirm nucleotides se-
quences. Full sequences were obtained by means of both 3’- and 5’-RACE (smarter 
RACE, Clontech), following manufacturer’s specifications. pGEMT-easy (Promega) 
was used for cloning purposes. Sanger sequencing was achieved in the facilities of the 
EEZ-CSIC institute in Granada. 

2.3 In silico Analysis of the Sequences 

Nucleotide  sequences were aligned using CLUSTAL OMEGA multiple alignment 
tool with default parameters [20]. Phylogenetic trees were constructed with the aid of 
the software Seaview [21]  using the maximum likelihood (PhyML) method and  
implementing the most probable nucleotide substitution model (GTR)  previously 
calculated by  JmodelTest2 [22]. The branch support was estimated by bootstrap 
resampling with 100 replications. 

For the prediction of protein cell localization, the software Plant-mPloc [23] was 
used. PhosPhAt [24] and PlantPhos [25] were used to predict serine, threonine and 
tyrosine phosphorylation. GPS-SNO 1.0 was used for prediction of S-nitrosylation 
sites [26]. TermiNator was used to predict N-terminal methionine excision, acetyla-
tion, myristoylation or palmitoylation [27]. 

Structure prediction of OeNOX1 N-terminal region was modeled by using the fold 
recognition-based Phyre2 server [28], with c3a8rB [29] as the template and a 100% 
confidence. Ligand binding sites were predicted with the server 3DLigandSite [30].  
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3 Results 

3.1 Retrieval and Alignment of NADPH Oxidase Sequences from the Olive 
Pollen Transcriptome 

Transcriptome mining led us to pick seven entries identified as internal, partial se-
quences corresponding to NADPH oxidases (Table 1) by BLASTing each individual 
sequences against the GenBank database.   

Table 1. Output  sequences identified as NADPH oxidase after screening. The lengths of the 
assembled sequences are indicated. 

Sequence 
No. 

Sequence name Lenght 
(bp) 

1 input_mira_c5325 2032 
2 input_mira_c12648 463 
3 HVRC56C02JI550_RL3 459 
4 input_mira_c8822_split_1 610 
5 HVRC56C02GU1BZ_RL1 370 
6 input_mira_c5061 643 
7 input_mira_c8822_split_0 281 

 
Figure 1 displays a simplified representation of a multiple sequence alignment be-

tween the transcripts obtained and well-characterized plant NOXs available at public 
databases. Such alignment, together with the phylogenetic analysis displayed in  
Fig. 2, led us to conclude that the 7 outputs identified in the annotated transcriptome 
belong to at least two different coding sequences, that we named OeNOX1 and 
OeNOX2. 

 

Fig. 1. Sequences alignment using AT5G60010.1 (Arabidopsis thaliana pollen-specific RbohH) 
as the reference (blue arrow).  Green arrows: OeNOX1; red arrows: OeNOX2.  

3.2 Cloning of OeNOX1 and OeNOX2 and Phylogenetic Analysis 

PCR amplification of cDNA enabled us to obtain the whole sequence of the coding 
region of OeNOX1 (2502bp) and a large proportion of the coding region of OeNOX2 
(2094bp). The nucleotide sequences of both genes were subjected to a phylogenetic 
analysis including a representation of NADPH oxidases identified in different  
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taxonomical groups (Fig. 2). Different clusters are easily differentiated. Ancestral-
type NOXs are presents in humans (NOX1-4) as well as in fungus (Fusarium 
graminearum: NOXA and NOXB) (yellow cluster). Animal NOX5 and DUOX1-2 
share EF-hands motifs with plants NADPH oxidases, and all of them are considered 
calcium-dependents (green cluster). OeNOX1 and OeNOX2 proteins belong to a fam-
ily of highly related proteins in plants (blue cluster) with ten orthologues in Arabidop-
sis. Olive pollen NADPH oxidases are gathered in a subgroup together with the three 
pollen specific NOXs identified up to now (AtRbohH and J from Arabidopsis and 
NtNOX from Nicotiana) (purple cluster) [31, 32].  

 

Fig. 2. Phylogenetic relationships between olive pollen NADPH oxidases OeNOX1 and 2 and 
their homologues in vegetative and reproductive tissues from Arabidopsis (AtRbohA-J) and 
other taxonomically distant NOX proteins. 
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3.3 In silico Prediction of Cellular Localization and Post-translational 
Modifications 

Plant-mPloc software allowed to predict OeNOX1 and OeNOX2 cellular localization 
in plasma membrane, as it occurs with AtRbohH from Arabidopsis. Nevertheless, 
cytosolic localization was predicted for the Arabidopsis homologue AtRbohJ. 

PhosPhAt and PlantPhos allowed us to predict 23 putative phosphorylation  
(Table 2). Potential S-nitrosylation sites were identified in 2 Cys-containing peptides 
by using the software GPS-SNO, as described in Table 3. Moreover, the N-terminus 
methionine of the mature protein was predicted to be acetylated with a 100% proba-
bility by using the prediction tools cited in material and methods. On the contrary, the 
presence of neither myristoylation nor palmitoylation sites was predicted. 

Table 2. Amino acids prone to phosphorylation within the OeNOX1 sequence as predicted by 
PhosPhAt/PlantPhos 

Serine Threonine Tyrosine 

14 90 231 

49 91 253 

75 92 269 

189 246 514 

689 271 527 

691 521 628 

804 578 645 

625 736 

Table 3. Cys-containing peptides prone to S-nitrosylation (B) within the OeNOX1 sequence as 
predicted by GPS-SNO 

Position Sequence  
347 ALILLPVCRRTLTKL 
815 KPLKQLCQELSLTS 

3.4 3D Modeling of the Structure and in silico Analysis of the Function 

The structure prediction served used confirmed that the corresponding translated ami-
no acid sequences of OeNOX1 and OeNOX2 were consistent with available 3D mod-
els developed by using folding-recognition software. However such available models 
included partial structures only. N-terminus of OsNOX1/2 was modeled from Met73 
to Leu241 with 100% confidence with the template corresponding to the (X-ray) 
structure of the N-terminal regulatory domain of a plant NADPH oxidase [29].  
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The most interesting feature was the presence of Calcium binding sites predicted at 
residues Asp181, Asn183, Asp185 and Met187, (Fig.3). 

 

Fig. 3. 3D modeling of the N-terminus of OeNOX1/2. Predicted Ca-binding sites are displayed 
in blue and Calcium ion is displayed in green.  

4 Discussion 

In this paper we have carried out a bioinformatic screening of exome sequences of 
mature olive pollen. This allowed us to detect the existence of at least two Rboh 
genes, homologous to other pollen Rboh genes described previously in tobacco and 
Arabidopsis. Subsequent PCR and RACE experiments confirmed such expression in 
olive pollen and drove to the obtention of full sequence of one of the two genes, 
namely OeNOX1. The overall filtering of transcriptome outputs to identify the two 
NOX sequences obtained resulted to be a challenge due to the high homology be-
tween these two genes, which required not only a knowledge of bioinformatics tools 
but previous experience in these protein families. The phylogenetic analysis carried 
out clustered OeNOX1 and OeNOX2 within a pollen-specific NOXs subgroup, thus 
suggesting distinctive features for these Rboh homologous in pollen. 

ROS production by RbohH and RbohJ is essential for proper pollen tube tip 
growth[14], acting as a speed control to dampen growth rate oscillations during polar-
ized cell growth [15]. Furthermore, the activity of these enzymes has been demon-
strated to be subjected to a complex regulation by multiple elicitors including Ca2+, 
signaling phospholipids and Rac/Rop GTPases [33]. Although the key involvement of 
NADPH oxidases in olive pollen physiology has been determined as well [33], little is 
known as regard to the involvement of these enzymes in the development of allergy. 
Olive pollen generates superoxide which can be detected by using confocal microsco-
py in combination with the use of dihydroethidium [34]. Still many aspects have to be 
elucidated, for example putative release of sub-pollen particles from olive pollen upon 
hydration, superoxide dismutase inhibition of both pollen NOX activities, their pres-
ence in insoluble fractions which could facilitate the exposure of tissues to ROS gen-
erated by these enzymes etc. These many aspects may contribute to processes like 
sensitization and pathogenesis of allergic inflammation [7]. 
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Concerning bioinformatic predictions of post-translational modifications, caution 
should be taken, considering the in silico nature of the outputs. However, some of the 
results agree with experimental data previously published in plants other than olive. 
This is the case of the highly conserved Cys815, which is a predicted candidate for  
S-nitrosylation. This residue was previously disclosed to be nitrosylated in Arabidop-
sis thaliana, leading to NADPH oxidase activity regulation during the immune re-
sponse in plants [35]. Considering the proposed involvement of pollen-generated 
nitric oxide (NO) in the allergic response as well [6] we also suggest another possible 
interconnection of these events with pollen-induced allergy via NOX activity. Unfor-
tunately, the available 3D templates did not enable us modeling the protein portion 
including such cysteine liable to be S-nitrosylated. Concerning other modifications, 
NADPH oxidases in plants have been previously described to be modified by phos-
phorylation, probably in a synergistic way with Ca2+ [36, 37]. OeNOX1 has been 
predicted to be acetylated at the N-terminus, as it occurs for almost 80% of eukaryotic 
proteins [27]. Finally, the expected plasma membrane localization reported is also in 
good agreement with determinations made by other authors [15].  

Here we show for the first time the presence of two NADPH oxidase forms in a 
highly allergenic pollen like that of Olea europaea. Predictions of sequence, structure, 
location and post-translational modifications have been made in order to initiate a 
valuable characterization of this enzyme which help to further assess its implication in 
allergy. 
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Abstract. Ole e 5 is an olive pollen allergen displaying high identity 
with Cu,Zn superoxide dismutases. Previous studies characterized 
biochemical variability in this allergen, which may be of relevance for 
allergy diagnosis and therapy. The generation of an olive pollen 
transcriptome allowed us to identify eight Ole e 5 sequences, one of 
them including a 24 nt deletion. Further in silico analysis permitted 
designing primers for PCR amplification and cloning from both cDNA 
and gDNA. A large number of sequences were retrieved, which 
experimentally validated the predictive NGS sequences, including the 
deleted enzyme. The PCR-obtained sequences were used for further 
scrutiny, including sequence aligment and phylogenetic analysis. Two 
model sequences (a complete sequence and a deleted one) were used to 
perform 3-D modeling and a prediction of the T- and B-cell epitopes. 
These predictions interestingly foreseed relevant differences in the 
antigenicity/allergenicity of both molecules. Clinical relevance of 
differences is discussed.  

Keywords: allergen, deletion, Ole e 5, pollen, Superoxide Dismutase. 

1 Introduction 

Olive pollen is one of the most important causes of respiratory allergy in the Mediter-
ranean area [1]. To date, twelve allergens have been identified in olive pollen, and one 
in olive mesocarp, named as Ole e 1 to Ole e 13 [2,3]. Several studies have shown 
that olive pollen allergens posses a relatively high level of microheterogeneity in their 
sequence, which has been extensively characterized for allergens Ole e 1, Ole e 2 and 
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Ole e 7 [3,4,5]. Moreover, olive pollen contains a complex mix of allergen forms, 
which is highly dependent of the genetic background (olive cultivar) used for the 
analysis [4].  

Allergen polymorphism is a relevant issue concerning allergy diagnosis and treat-
ment. Heterogeneity of vaccines used for specific immunotherapy (SIT) is considered 
a challenging factor their efficacy or even worse, it may represent a cause for secon-
dary sensitization of patients or the development of undesirable reactions. Therefore, 
accurate identification and quantification of the different allergenic forms present in 
the extracts and its reactivity is a major concern nowadays.  

Ole e 5 is considered a minor allergen in olive pollen, with prevalence around 35%, 
which has been identified as a Cu,Zn superoxide dismutase (SOD). Due to its ubiq-
uity, it is considered as a cross-reactive allergen in the pollen-latex-fruit syndrome 
[6]. Studies carried out over Ole e 5 show that it is a 16 kDa protein with a high iden-
tity to Cu,Zn SODs from other species. In olive pollen, the presence of up to five 
isoforms has been detected [4, 7-9]. Concerning the biological function of this protein 
in pollen, SODs catalyse the dismutation of the superoxide anions into molecular 
oxygen and hydrogen peroxide, therefore acting as an antioxidant able to remove 
reactive oxygen species (ROS) [10]. ROS are produced in both unstressed and 
stressed cells. Under unstressed conditions, the formation and removal of O2 are in or 
close to balance. Within a cell, the SODs constitute the first line of defence against 
ROS [11] and they have been localized in cytosol, chloroplasts, peroxisomes and the 
apoplast [12,13]. ROS may also act as signalling molecules. Thus, the interaction 
pollen-pistil is mediated by the accumulation or ROS in the stigma, where Ole e 5, is 
considered one of the main actors [14,15]. Under stress conditions, a clear rise of 
Cu,Zn-SOD has also been detected [16]. 

Actual olive tree transcriptomes mainly rely on libraries from vegetative tissues us-
ing different NGS strategies. The peculiarity of the reproductive tissues, and the 
widely reported presence of numerous tissue-specific transcripts in pollen grains, 
made us to attempt a similar approach in the later. Hence, reproductive cDNA librar-
ies were prepared to be sequenced using 454/Roche Titanium+ platform. This infor-
mation is highly valuable to elucidate the mechanisms governing the allergy process, 
as well as its implication in the olive pollen metabolism through germination, stigma 
receptivity, and the interaction pollen-stigma.  

2 Materials and Methods 

2.1 Construction of the Olive Pollen Transcriptome 

For the construction of the pollen transcriptome, mature pollen obtained from dehis-
cent anthers of the olive cultivar 'Picual' was used. The samples were thoroughly 
grinded with a pistil and liquid N2 followed by the extraction of the total RNA as 
RNeasy Plant Mini Kit (Qiagen) manual instructions recommends. RNA integrity was 
checked by formaldehyde gel analysis [17]. The mRNAs were purified using the 
Oligotex mRNA mini kit (Qiagen). The concentration and quality of the mRNAs were 
determined by the Ribogreen method (Quant-it RiboGreen RNA Reagent and kit) and 
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2.4 Functional Annotation 

A preliminary unigene analysis was performed using Full-LengtherNext. It provided a 
gene description, full-length unigenes, putative start and stop codons, the putative 
protein sequence, putative ncRNAs, an unknown unigenes. This gives a quick pre-
view of the olive pollen transcriptome content. Full annotation was carried out using 
Sma3 to provide another gene description. 

2.5 Selection of Cu,Zn-SOD Transcripts 

Different strategies were defined to select such transcripts. First, EC codes of A. 
thaliana orthologous to olive sequences were extracted from annotations and sub-
jected to analysis into the Arabidopsis reactome database of plant biological path-
ways. Finally, annotations were manually screened for specific enzymes selected 
from well-established bibliography resources.  

2.6 Cloning of full Cu,Zn-SODs Sequences on the Basis of the Retrieved 
Sequences 

Genomic DNA was obtained from the olive leaves of 7 cultivars and the extraction 
was carried out with the REDExtract-N-Amp Plant PCR (Sigma). Total RNAs corre-
sponding to olive pollen from 17 olive cultivars were obtained using the RNeasy Plant 
Mini kit (Qiagen) and subjected to reverse transcription using the SuperScript II re-
verse transcriptase kit (Invitrogen). The gDNAs and cDNAs obtained were amplified 
with the following primers:  

 5´ ATG GTG AAG GCC GTA ACA GTC 3´ (forward) and   
 5´ TCA ACC CTG AAG GCC AAT G      3´  (reverse). 

The PCR products were analyzed electrophoretically, and the amplified bands were 
excised, and purified with the MBL-Agarose Quikclean kit (Dominion). The purified 
PCR products were cloned in pGEM-Teasy vector system (Promega). E. coli DH5α 
were transformed with the vector followed by a selection of the colonies: the plas-
midic DNAs were extracted as indicated in the Real mini-prep turbo kit (Real) manual 
instruction. After double-checking the correct insertion of the fragment, it was se-
quenced in the Sequencing Service of the Institute of Parasitology and Biomedicine 
"López-Neyra" (IPBLN-CSIC, Granada, Spain). At least 3 clones of each cultivar 
were sequenced. 

2.7 Alignment and in silico Analysis of the Sequences 

The alignment of all the nucleotidic sequences obtained was performed by using the 
Clustal W software (http://www.ebi.ac.uk/Tools/clustalw/). The WinGene 1.0 soft-
ware (Henning 1999) was used to generate the translation to aminoacidic sequences, 
which were aligned using the Clustal W software as well. The ScanProsite software 
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(http://www.expasy.org/tools/scanprosite) was used to identify potential post-
translational modifications and SOD consensus sequences.  

2.8 Phylogenetic Tree  

Phylogenetic trees were constructed with the aid of the software Seaview [19] using 
the maximum likelihood (PhyML) method implemented with the JTT model of the 
most probable amino acid substitution calculated by the ProtTest 2.4 server [20]. The 
branch support was estimated by bootstrap resampling with 100 replications. 

2.9 3D-Modeling 

The two most distinctive forms of Cu,Zn SODs were subjected to 3D reconstruction  
(http://swissmodel.expasy.org/workspace/)[21,22,23,24] by using the 2q21 template 
(annotated as a dimer) available as PDB by means of the DeepView v3.7 software.  

2.10 Identification of B- and T-cell Epitopes 

To determine linear B- and T-cell, as well as conformational B-cell epitopes we made 
use of a set of tools as described for other olive pollen allergens like Ole e 12 [25]. 

3 Results 

3.1 Screening of the Olive Pollen Transcriptome for Cu,Zn SOD Sequences 

A total of eight inputs corresponding to Cu,Zn SOD were obtained from the database 
generated (Table1). The sequences were named OePOlee5-1 to OePOlee5-8 (Olea 
europaea Pollen allergen Ole e 5-1 to 8).  

Table 1. Selected sequences from the olive pollen transcriptome identified as Cu,Zn SOD. 
Lenghts from the sequences obtained after the assembly and from the codificant protein are 
indicated, as well as the missing aminoacids. Putative cellular localization is also shown. 

Identifier Nucleotides 
(NGS) 

Aa (no 
UTRs) 

Seq. description Subcellular 
location 

OePOlee5-1 677 128 Lacking N-terminal(24A) Cytosol 
OePOlee5-2 532 150 Lacking N-terminal (2aa) Cytosol 
OePOlee5-3 450 144 Deleted sequence (8 aa)  Cytosol 
OePOlee5-4 621 152 Complete sequence Cytosol 
OePOlee5-5 587 192 Lacking C-terminal (36aa) Chloroplast 
OePOlee5-6 615 155 Complete sequence Cytosol 
OePOlee5-7 407 39 Lacking N-terminal (189aa) Chloroplast 
OePOlee5-8 758 152 Complete sequence Cytosol 
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3.2 Alignment of the NGS-Retrieved Sequences of Cu,Zn SODs to the 
GenBank Database and Phylogenetic Analysis 

BLAST query of the individual sequences against the GenBank database confirmed 
all of them as Cu,Zn SODs, either highly homologous to Cu,Zn SODs previously 
described in olive (Sequences OePOlee5-1,3,4,6, and 8), or in other tree species 
(sequences OePOlee5-2,5, and 7). Sequences alignment allowed the detection of 
microheterogeneities among the sequences, affecting several positions, however a 
high level of identity was the main characteristic observed (data not shown). The 
most distinctive feature observed was the presence of one relevant deletion (24 
nucleotides) in one of the sequences (OePOlee5-3). The phylogenetic tree generated 
by including most relevant BLAST scores showed the presence of two differentiat-
ed clusters, putatively corresponding to those previously described as 
chloroplastidic and cytosolic proteins, respectively (Figure 2). However, not all the 
sequences used for the phylogeny were annotated as chloroplastidic or cytosolic by 
the describing authors.  

3.3 Alignment of the Cloned Sequences from Different Olive Cultivars 

The nucleotide sequences experimentally obtained from cDNA (51 sequences) and 
gDNA (21 sequences) were aligned separately (not shown). In both cases, most of 
the sequences were 456 nt long. Three exceptions were found where the length of 
the sequences were 432 nt in all cases, with a deletion of 24 nt positioned between 
the nt 252-276. These three exceptions corresponded to clones obtained from dif-
ferent olive cultivars and origins ('Arbequina' and 'Empeltre' from cDNA; 'Loaime' 
from gDNA).  

All 72 aminoacidic sequences were aligned in order to identify postraslational 
modifications (glucosylations and phosphorylations), cysteines putatively involved in 
3D structure, Cu-binding histidines, and consensus sequences for SODs (figure not 
shown). The deletion observed in three of the sequences was positioned between the 
aa 85-92. All experimentally obtained sequences of Cu,Zn SOD clustered coinciden-
tally with sequences OePOlee5-1,3,4 and 8 (Figure 2). 

3.4 3D-Modeling of the Complete and Deleted Forms of Cu,Zn SODs and 
Putative Involvement of Modifications in Allergenicity 

Sequences OePOlee5-4 and OePOlee5-3 were used as representative forms of the 
complete and deleted forms of Cu,Zn SOD, respectively. The modeling approaches 
performed confirmed that the missing part of the protein in the deleted form (8 aa) 
matched to an external loop which does not form part of the active centre neither 
binds to the Cu,Zn atoms (Figure 3). 
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The use of predictive software allowed us to identify the presence of T- and B- epi-
topes along the two representative forms of SOD mentioned above (OePOlee5-4 and -
3). The short sequence (aa 85-92), which is absent from the deleted form, takes part of 
a defined T-epitope (aa 88-95), a predicted B-linear epitope (aa 87-102), and a con-
formational T-epitope in the complete sequence. Moreover, the 3-D restructuration 
occurring in the deleted form when compared to the complete form slightly alters the 
distribution of other T- and B- epitopes not directly involving the missing loop  
(results not shown).   

4 Discussion 

The transcriptomic approach used here greatly helped to define further strategies to 
identify the variability of the Ole e 5 (Cu,Zn SOD) pollen allergen both within  
and among olive cultivars, by allowing the identification of the most common vari-
ants, which included a deleted form of the enzyme. Such strategies comprised the 
design of accurate primers for PCR amplification. The presence among pollen tran-
scripts of an even larger number of variants than those expected on the basis of 
transcriptome analysis was further confirmed by standard cloning procedures, 
which allowed an experimental validation of the predicted sequences generated by 
NGS assembly. 

Nucleotide polymorphism in the olive pollen allergen Ole e 5 (Cu,Zn SOD) is 
however relatively lower than that of other olive pollen allergens like Ole e 1 [26] and 
the considered “highly conserved” allergen Ole e 2 [27] (profilin). Microheterogenei-
ties observed in the sequence cannot be considered artefacts as the result of the miss-
incorporation of nt by the polymerase as they have been detected in Cu,Zn SODs at 
much higher rate than the described for the enzyme. The observed substitutions do not 
affect key amino acids for the structure and/or function of the enzyme, like Cys in-
volved in disulphide bridges, His residues involved in Cu-binding, of those motifs 
described as consensus for Cu,Zn SODs. Therefore, it is likely that the resulting gene 
products may represent active enzymes. The deleted forms of Cu,Zn SOD observed in 
both the sequences assembled after NGS as well as after experimental cloning devel-
oped in this work are likely not to be greatly affected in their functionality, as neither 
the reading frame nor the presence of key amino acids were disturbed. However, it is 
conceivable the presence of slight modifications either in the molecular weight, the 
isoelectric point of other properties of the protein. Moreover, subtle changes in the 
activity of the protein, including its kinetics could occur, and should be experimen-
tally tested further. 

As regard to the antigenicity/allergenicity of the deleted form of Cu,Zn SOD, pre-
dictive tools clearly report a modification of the overall ability of the protein to be 
recognized as a potential antigen/allergen. T-cell epitopes play a crucial role in im-
mune responses for the induction of cytotoxic T-cell responses and in providing help 
to B cells for the development of antibody responses, whereas the identification of  
B-cell epitopes contributes to improve our understanding of structural aspects of  
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allergens and of the pivotal role they play in the induction of hypersensitivity  
reactions against small molecules and allergens [28]. The observed differences in the 
distribution of T- and B-epitopes among the complete and deleted sequences of Cu,Zn 
SODs may help to develop biotechnological approaches aimed to improve allergy 
vaccines. These approaches include the generation of hypoallergenic variants  
including isoforms and folding variants and the engineering of vaccines combining  
B- or T-cell epitopes. Most recent studies at this regard, resulting in an increased 
safety profile and reduced side-effects compared with allergen extracts have been 
recently reviewed [28]. 
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Abstract. Genome rearrangements are evolutionary events that shuffle
genomic architectures. Most frequent genome rearrangements are rever-
sals, translocations, fusions, and fissions. While there are some more
complex genome rearrangements such as transpositions, they are rarely
observed and believed to constitute only a small fraction of genome
rearrangements happening in the course of evolution. The analysis of
transpositions is further obfuscated by intractability of the underlying
computational problems.

We propose a computational method for estimating the rate of trans-
positions in evolutionary scenarios between genomes. We applied our
method to a set of mammalian genomes and estimated the transposi-
tions rate in mammalian evolution to be around 0.26.

1 Introduction

Genome rearrangements are evolutionary events that shuffle genomic architec-
tures. Most frequent genome rearrangements are reversals (that flip segments of
a chromosome), translocations (that exchange segments of two chromosomes),
fusions (that merge two chromosomes into one), and fissions (that split a single
chromosome into two). The minimal number of such events between two genomes
is often used in phylogenomic studies to measure the evolutionary distance be-
tween the genomes.

These four types of rearrangements can be modeled by 2-breaks [1] (also
called DCJs [2]), which break a genome at two positions and glue the resulting
fragments in a new order. They simplify the analysis of genome rearrangements
and allow one to efficiently compute the corresponding evolutionary distance
between two genomes.

Transpositions represent yet another type of genome rearrangements that cuts
off continuous segments of a genome and moves them to different positions. In
contrast to reversal-like rearrangements, transpositions are rarely observed and

� Corresponding author.

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part I, LNCS 9043, pp. 471–480, 2015.
c© Springer International Publishing Switzerland 2015



472 N. Alexeev, R. Aidagulov, and M.A. Alekseyev

believed to appear in a small proportion in the course of evolution (e.g., in
Drosophila evolution transpositions are estimated to constitute less than 10% of
genome rearrangements [3]). Furthermore, transpositions are hard to analyze; in
particular, computing the transposition distance is known to be NP-complete [4].
To simplify analysis of transpositions, they can be modeled by 3-breaks [1] that
break the genome at three positions and glue the resulting fragments in a new
order.

In the current work we propose a computational method for determining
the proportion of transpositions (modeled as 3-breaks) among the genome rear-
rangements (2-breaks and 3-breaks) between two genomes. To the best of our
knowledge, previously the proportion of transpositions was studied only from
the perspective of its bounding with the weighted distance model [5, 6], where
reversal-like and transposition-like rearrangements are assigned different weights.
However, it was empirically observed [7] and then proved that the weighted dis-
tance model does not, in fact, achieve its design goal [8]. We further remark
that any approach to the analysis of genome rearrangements that controls the
proportion of transpositions would need to rely on a biologically realistic value,
which can be estimated with our method.

We applied our method for different pairs among the rat, macaque, and human
genomes and estimated the transpositions rate in all pairs to be around 0.26.

2 Background

For the sake of simplicity, we restrict our attention to circular genomes. We
represent a genome with n blocks as a graph which contains n directed edges
encoding blocks and n undirected edges encoding block adjacencies. We denote
the tail and head of a block i by it and ih, respectively. A 2-break replaces any
pair of adjacency edges {x, y}, {u, v} in the genome graph with either a pair of
edges {x, u}, {y, v} or a pair of edges {u, y}, {v, x}. Similarly, a 3-break replaces
any triple of adjacency edges with another triple of edges forming a matching
on the same six vertices (Fig. 1).

Let P and Q be genomes on the same set S of blocks (e.g., synteny blocks
or orthologous genes). We assume that in their genome graphs the adjacency
edges of P are colored black and the adjacency edges of Q are colored red. The
breakpoint graph G(P,Q) is defined on the set of vertices {it, ih|i ∈ S} with
black and red edges inherited from genome graphs of P and Q. The black and
red edges in G(P,Q) form a collection of alternating black-red cycles (Fig. 1).
We say that a black-red cycle is an �-cycle if it contains � black edges (and � red
edges), and we denote the number of �-cycles in G(P,Q) by c�(P,Q). We call 1-
cycles trivial cycles1 and we call breakpoints the vertices belonging to non-trivial
cycles.

1 In the breakpoint graph constructed on synteny blocks, there are no trivial cycles
since no adjacency is shared by both genomes. However, in our simulations below
this condition may not hold, which would result in the appearance of trivial cycles.
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Fig. 1. a) The breakpoint graph G(P,Q0) of “black” genome P and “red” genome
Q0 = P , each consisting of a single circular chromosome (1, 2, 3, 4, 5, 6, 7, 8). Here,
n = 8, b = 0, and all cycles in G(P,Q0) are trivial. b) The breakpoint graph of “black”
genome P and “red” genome Q1 = (1, 2, 3,−7,−6,−5,−4, 8) obtained from Q0 with
a reversal of a segment 4, 5, 6, 7 (represented as 2-break on the dotted edges shown in
a). Here we use −i to denote opposite orientation of the block i. The graph consists of
c1 = 6 trivial cycles and c2 = 1 2-cycle, and thus b = 2c2 = 2. c) The breakpoint graph
of “black” genome P and “red” genome Q2 = (1, 2,−6,−5, 3,−7,−4, 8) obtained from
Q1 with a transposition of a segment 3,−7 (represented as a single 3-break on the
dotted edges shown in b). The graph consists of c1 = 3 trivial cycles, c2 = 1 2-cycle,
and c3 = 1 3-cycle; thus b = 2c2 + 3c3 = 5.

The 2-break distance between genomes P and Q is the minimum number of
2-breaks required to transform P into Q.

Theorem 1 ([2]). The 2-break distance between circular genomes P and Q is

d(P,Q) = n(P,Q)− c(P,Q) ,

where n(P,Q) and c(P,Q) are, respectively, the number of blocks and cycles in
G(P,Q).

While 2-breaks can be viewed as particular cases of 3-breaks (that keep one
of the affected edges intact), from now on we will assume that 3-breaks change
all three edges on which they operate.

3 Estimation for the Transposition Rate

In our model, we assume that the evolution represents a discrete Markov process,
where different types of genome rearrangements (2-breaks and 3-breaks) occur
independently with fixed probabilities. Let p and 1− p be the rate (probability)
of 3-breaks and 2-breaks, respectively. For any two given genomes resulted from
this process, our method estimates the value of p as explained below. In the next
section we evaluate the accuracy of the proposed method on simulated genomes
and further apply it to real mammalian genomes to recover the proportion of
transpositions in mammalian evolution.
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Let the evolution process start from a “black” genome P and result in a
“red” genome Q. It can be viewed as a transformation of the breakpoint graph
G(P, P ), where red edges are parallel to black edges and form trivial cycles,
into the breakpoint graph G(P,Q) with 2-breaks and 3-breaks operating on red
edges. There are observable and hidden parameters of this process. Namely, we
can observe the following parameters:

– c� = c�(P,Q), the number of �-cycles (for any � ≥ 2) in G(P,Q);
– b = b(P,Q) =

∑
�≥2 �c�, the number of active (broken) fragile regions be-

tween P and Q, also equal the number of synteny blocks between P and Q
and the halved total length of all non-trivial cycles in G(P,Q);

– d = d(P,Q), the 2-break distance between P and Q;

while the hidden parameters are:

– n = n(P,Q), the number of (active and inactive) fragile regions in P (or Q),
also equal the number of solid regions (blocks) and the halved total length
of all cycles in G(P,Q);

– k2, the number of 2-breaks between P and Q,
– k3, the number of 3-breaks between P and Q.

We estimate the rearrangement distance between genomes P and Q as k2 + k3
and the rate p of transpositions as

p =
k3

k2 + k3
.

We remark that in contrast to other probabilistic methods for estimation
of evolutionary parameters (such as the evolutionary distance in [9]), in our
method we assume that the number of trivial cycles c1 is not observable. While
trivial cycles can be observed in the breakpoint graph constructed on homologous
gene families (rather than synteny blocks), their interpretation as conserved
gene adjacencies (which happen to survive just by chance) implicitly adopts
the random breakage model (RBM) [10, 11] postulating that every adjacency
has equal probability to be broken by rearrangements. The RBM however was
recently refuted with the more accurate fragile breakage model (FBM) [12] and
then the turnover fragile breakable model (TFBM) [13], which postulate that
only certain (“fragile”) genomic regions are prone to genome rearrangements.
The FBM is now supported by many studies (see [13] for further references and
discussion).

4 Estimation for the Hidden Parameters

In this section, we estimate hidden parameters n, k2, and k3 using observable
parameters, particularly c2 and c3.

Firstly, we find the probability that a red edge was never broken in the course
of evolution between P and Q. An edge is not broken by a single 2-break with
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the probability
(
1− 2

n

)
and by a single 3-break with the probability

(
1− 3

n

)
.

So, the probability for an edge to remain intact during the whole process of k2
2-breaks and k3 3-breaks is

(
1− 2

n

)k2
(
1− 3

n

)k3

≈ e−γ ,

where γ = 2k2+3k3

n .
Secondly, we remark that for any fixed �, the number of �-cycles resulting

from occasional splitting of longer cycles is negligible,2 since the probability
of such splitting has order b

n2 . In particular, this implies that the number of
trivial cycles (i.e., 1-cycles) in G(P,Q) is approximately equal to the number of
red edges that were never broken in the course of evolution between P and Q.
Since the probability of each red edge to remain intact is approximately e−γ , the
number of such edges is approximated by n ·e−γ . On the other hand, the number
of trivial cycles in G(P,Q) is simply equal to n− b, the number of shared block
adjacencies between P and Q. That is,

n− b ≈ ne−γ . (1)

Thirdly, we estimate the number of 2-cycles in G(P,Q). By the same reasoning
as above, such cycles mostly result from 2-breaks that merge pairs of trivial
cycles. The probability for a red edge to be involved in exactly one 2-break

is 2k2

n

(
1− 1

n

)2k2+3k3−1
. The probability that another red edge was involved in

the same 2-break is 1
n

(
1− 1

n

)2k2+3k3−1
. Since the total number of edge pairs

is n(n − 1)/2, we have the following approximate equality for the number of
2-cycles:

c2 ≈ k2e
−2γ . (2)

And lastly, we estimate the number of 3-cycles in G(P,Q). As above, they
mostly result from either 3-breaks that merge three 1-cycles, or 2-breaks that
merge a 1-cycle and a 2-cycle. The number of 3-cycles of the former type ap-
proximately equals k3e

−3γ analogously to the reasoning above. The number of
3-cycles of the latter type is estimated as follows. Clearly, one of the red edges in
such a 3-cycle results from two 2-breaks, say ρ1 followed by ρ2, which happens
with the probability about

2k2(2k2 − 2)

2n2

(
1− 1

n

)2k2+3k3−2

≈ 2
k22
n2

e−γ .

One of the other two edges results solely from ρ1, while the remaining one results

solely from ρ2, which happens with the probability about
(
1
ne

−γ
)2
. Since there

2 We remark that under the parsimony condition long cycles are never split into smaller
ones. Our method does not rely on the parsimony condition and can cope with such
splits when their number is significantly smaller than the number of blocks.
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are about n3 ordered triples of edges, we get the following approximate equality
for the number of 3-cycles:

c3 ≈ k3e
−3γ +

2k22
n

e−3γ . (3)

Fig. 2 provides an empirical evaluation of the estimates (2) and (3) for the
number of 2-cycles and 3-cycles in G(P,Q), which demonstrates that these esti-
mates are quite accurate.
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Fig. 2. Empirical and analytical curves for the number of 2-cycles and 3-cycles averaged
over 100 simulations on n = 400 blocks with proportion of 3-breaks p = 0.3

Below we show how one can estimate the probability p from the (approximate)
equations (1), (2), and (3).

We eliminate k2 from (3), using (2):

c3 ≈ k3e
−3γ +

2c22
n

eγ .

Now we consider the following linear combination of the last equation and (2):

2e−γ(c2 − k2e
−2γ) + 3

(
c3 − (k3e

−3γ +
2c22
n

eγ)

)
≈ 0 .

It gives us the following equation for γ and n:

γe−3γ ≈ 1

n

(
2c2e

−γ + 3c3 −
6c22e

γ

n

)
.
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Using (1), we eliminate n from the last equation and obtain the following equa-
tion with respect to a single indeterminate γ:

γe−3γ ≈ 1− e−γ

b

(
2c2e

−γ + 3c3 −
6c22e

γ(1 − e−γ)

b

)
. (4)

Solving this equation numerically (see Example 1, Section 5.1), we obtain the
numerical values for γest, nest, kest2 and kest3 , and, finally,

pest =
kest3

kest2 + kest3

.

5 Experiments and Evaluation

5.1 Simulated Genomes

We performed a simulation with a fixed number of blocks n = 1800 and variable
parameters p and γ. In each simulation, we started with a genome P and applied
a number of 2-breaks and 3-breaks with probability 1 − p and p, respectively,
until we reached the chosen value of γ. We denote the resulting genome by Q
and estimate p with our method as pest. We observed that the robustness of our
method mostly depends on p and γ, and it becomes unstable for pest < 0.15
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Fig. 3. Boxplots for the value of p as a function of pest
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Fig. 4. Typical behavior of f(γ) = γe−3γ − 1−e−γ

b

(
2c2e

−γ + 3c3 − 6c22e
γ(1−e−γ )

b

)
, the

difference between right and left hand sides of (4), where b = 716, c2 = 107, c3 = 48

(Fig. 3). So in our experiments we let p range between 0.05 and 1 with step 0.05
and γ range between 0.2 and 1.2 with step 0.1.

In Fig. 3, we present boxplots for the value of p as a function of pest cumulative
over the values of γ. These evaluations demonstrate that pest estimates p quite
accurately with the absolute error below 0.1 in 90% of observations.

Example 1. Let us consider the example from our simulated dataset. In this
example, the number of active blocks b = 716, the number of 2-cycles c2 = 107,
the number of 3-cycles c3 = 48, and the hidden parameters are: the total number
of blocks is n = 1800, the number of 2-breaks k2 = 279 and the number of 3-
breaks is k3 = 114. So, the value of p in this example is 0.29 and the value of γ
is 0.5.

At first, using the bisection method, one can find roots of (4). In this case there
are two roots: γ = 0.466 and γ = 1.007 (See Fig.4). Let us check the root 0.466
first. Then, using (1), one finds the estimated value of n: 716/(1−e0.466) ≈ 1922.
Equation (2) gives us the estimated value of k2: 107e

2·0.466 ≈ 272. One can
estimate k3 as (γn− 2k2)/3 ≈ 117. And finally we obtain the estimated value of
p: 117/(117 + 272) ≈ 0.3.

In this example, using the second root of (4) yields a negative value for k3, so
we do not consider it. So, our method quite accurately estimates the value of p,
and also values of γ and n.

5.2 Mammalian Genomes

We analyzed a set of three mammalian genomes: rat, macaque, and human, rep-
resented as sequences of 1, 360 synteny blocks [14, 15]. For each pair of genomes,
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we circularized3 their chromosomes, constructed the breakpoint graph, obtained
parameters b, c2, c3, and independently estimated the value of p. The results in
Table 1 demonstrate consistency and robustness with respect to the evolution-
ary distance between the genomes (e.g., the 2-break distance between rat and
human genomes is 714, while the 2-break distance between macaque and human
genomes is 106). The rate of transpositions for all genome pairs is estimated to
be around 0.26. Numerical experiments suggest that the 95% confidence interval
for such values is [0.1, 0,4] (Fig. 3).

Table 1. Observable parameters b, c2, c3 and estimation pest for the rate of evolution-
ary transpositions between circularized rat, macaque, and human genomes

Genome pair b c2 c3 pest

rat-macaque 1014 201 85 0.27

rat-human 1009 194 79 0.26

macaque-human 175 45 17 0.25

6 Discussion

In the present work we describe a first computational method for estimation of
the transposition rate between two genomes from the distribution of cycle lengths
in their breakpoint graph. Our method is based on modeling the evolution as
a Markov process under the assumption that the transposition rate remains
constant. The method does NOT rely on the random breakage model [10, 11]
and thus is consistent with more prominent fragile breakage model [12, 13] of
chromosome evolution. As a by-product, the method can also estimate the true
rearrangement distance (as k2+k3) in the evolutionary model that includes both
reversal-like and transposition-like operations.

Application of our method on different pairs of mammalian genomes reveals
that the transposition rate is almost the same for distant genomes (such as rat
and human genomes) and close genomes (such as macaque and human genomes),
suggesting that the transposition rate remains the same across different lineages
in mammalian evolution.

In further development of our method, we plan to employ the technique of
stochastic differential equations, which may lead to a more comprehensive de-
scription of the c� behavior. It appears to be possible to obtain equations, anal-
ogous to (2) and (3), for c� with � > 3. This could allow one to verify the model
and estimate the transposition rate more accurately.

3 While chromosome circularization introduces artificial edges to the breakpoint graph,
the number of such edges (equal to the number of chromosomes) is negligible as
compared to the number of edges representing block adjacencies in the genomes. For
subtle differences in analysis of circular and linear genomes see [16].
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Abstract. We studied the relations between the triplet frequency dic-
tionaries of organelle genome, and the phylogeny of their bearers. The
clusters in 63-dimensional space were identified through K-means, and
the clade composition of those clusters has been investigated. Very high
regularity in genomes distribution among the clusters was found, in terms
of taxonomy. The strong synchrony in evolution of nuclear and organelle
genomes manifests through this correlation: the proximity in frequency
space was determined over the organelle genomes, while the proximity in
taxonomy was determined morphologically. Similar effect is also found
in the ensembles of other (say, yeast) genomes.

Keywords: frequency, triplet, order, cluster, similitude, elastic map,
morphology, evolution, synchrony.

1 Introduction

Statistical properties of nucleotide sequences may tell a lot to a researcher. The
patterns observed in sequences correlate to functions encoded in a sequence, or
to a taxonomy of a bearer of that latter. Here we shall study those correlations
between the structure, and the taxonomy.

A variety of patterns in a nucleotide sequence is tremendous. Here a consis-
tent and comprehensive study of frequency dictionaries answers some questions
concerning the statistical and information properties of DNA sequences. A fre-
quency dictionary, whatever one understands for it, is rather multidimensional
entity. That latter is supposed to be the simplest structure. Further, we shall con-
centrate on the study of the frequency dictionaries [8–10] of the thickness q = 3;
in other words, the triplet composition only will be taken into consideration.
Here we studied the structure – taxonomy relations for mitochondrion vs. host
genomes, and chloroplast vs. host genomes.

Let now introduce more strict definitions and issues. Consider a continuous
symbol sequence of the length N (total number of symbols in it) from four-
letter alphabet ℵ = {A,C,G,T}; such sequence represents some genetic entity
(genome, chromosome, etc.). We stipulate that no other symbols or gaps in the
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c© Springer International Publishing Switzerland 2015
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sequence take place. Any coherent string ω = ν1ν2 . . . νq of the length q makes
a word. A set of all the words occurred within a sequence yields the support of
that latter. Counting the numbers of copies nω of the words, one gets a finite
dictionary; changing the numbers for the frequency

fω =
nω

N

one gets the frequency dictionary Wq of the thickness q. This is the main object
of our study.

Further, we shall concentrate on frequency dictionaries W3 (i. e., the triplet
composition) only. Thus, a frequency dictionary W3 calculation converts any ge-
netic entity into a point in (formally) 64-dimensional metric space. Obviously,

two genetic entities with identical frequency dictionaries W
(1)
3 and W

(2)
3 are

mapped into the same point in the space. On the contrary, the absolute congru-

ency of two frequency dictionaries W
(1)
3 = W

(2)
3 does not guarantee a complete

coincidence of the original sequences. Nonetheless, such two sequences are indis-
tinguishable from the point of view of their triplet composition.

Definitely, few entities may have very proximal frequencies of all the triplets,
but few others may have not, thus making a distribution of the points in 64-
dimensional space inhomogeneous. So, the key question here is what is the pat-
tern of this distribution of mitochondrion genomes in that space? Are there some
discrete clusters, and if yes is there a correlation to a phylogeny of the genome
bearers and clusters? Some results preliminary answering this question could be
found in [8, 5, 6].

To address the questions, we have implemented an unsupervised classification
of both mitochondrion and chloroplast genomes, in (metric) space of frequencies
of triplets. There were implemented a series of clusterizations, for two, three,
four, . . . , eight clusters, for both types of genomes. Then, the taxa composition
of the classes has been studied; moreover, the relation between the clusters was
specially studied, when we changed a clusterization in K clusters for that one
in K − 1 clusters. Besides, a considerable correlation in taxa composition was
found, for the observed clusterizations. Briefly speaking, these correlations prove
the high synchrony in the evolution of two (physically) independent genetic
systems: somatic one, and the organelle one.

This paper presents the evidences of the strong synchrony in evolution of
mitochondrion genomes and nuclear ones, as well as the synchrony in evolution
of chloroplast genomes vs. nuclear ones.

2 Material and Methods

2.1 Genetic Sequences

All the sequences were retrieved from EMBL–bank. “Junk” symbol agree-
ment: some entries contain the “junk” symbols (those that fall beyond the
original alphabet ℵ). All such symbols have been omitted furthered with the
concatination of the obtained fragment into an entity.
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Originally, the release used to retrieve mitochondria genomes containes ∼
6.4× 103 entries. The final database used in our study enlists 3721 entries. Sim-
ilarly, the full list of chloroplast genomes at the release used for them exceeded
five hundred entries; the study on chloroplast clusterization has been carried out
with 251 genomes. This discrimination comes from the (not obvious) constraint:
we had to eliminate from the study the entries which represent rather highly
ranked clade solely, as the single species in the clade. A highly order clade pre-
sented with a single genome (that is a single species) yields a “signal” strong
enough to deteriorate a general pattern, but weak one to produce distinguish-
able details in the distribution pattern. Thus, we enlist into the final databases
the entries representing an order (and higher clades) with five species or more,
for mitochondria. Similar cut-off number for chloroplast genomes was equal to 3
species.

Table 1. Mitochondria database structure; M is the abundance of the clade

Order M Order M Order M Order M

Actinopterygii 1181 Amphibia 151 Anthozoa 16 Arachnida 10
Aves 197 Bivalvia 34 Cephalopoda 45 Cestoda 28
Chromadorea 5 Gastropoda 16 Homoscleromorpha 14 Insecta 350
Malacostraca 33 Mammalia 1457 Reptilia 172 Trematoda 13

The stricture of the final mitochondrion database is shown in Table 1. Since
the total number of chloroplast genomes under consideration is significantly less,
in comparison to the mitochondria list, the clade composition of that former
seems to be less apparent; meanwhile, the chloroplast database includes 157
broadleaf species against 94 conifer ones.

2.2 Clusterization Methods

We implemented unsupervised classification by K-means to develop classes (see
details and a lot of examples in [3, 2, 11, 7]). To cluster, we had to reduce the
data space dimension to 63: the reduction results from the equality to 1 of the
sum of all frequencies. Formally speaking, any triplet could be excluded from the
data set; practically, we excluded the triplets (specific, for mitochondria, and for
chloroplasts) that yield the least standard deviation, over the set of genomes
under consideration. Evidently, such triplets make least contribution into the
distinguishing the entities, in the space of frequencies.

A K-means implementation may be based on a number of distances; here we
used Euclidean distance. Also, no class separability has been checked. All the
results were obtained with ViDaExpert software by A. Zinovyev1.

1 http://bioinfo-out.curie.fr/projects/vidaexpert/

http://bioinfo-out.curie.fr/projects/vidaexpert/
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“Downward” vs. “Upward” Classification. Two versions of the K-means
classification implementation could be developed: “downward” vs. “upward”
ones, respectively. They both are based on a standard K-means technique, but
the difference is in the mutual interaction between the clusterizations developed
for different number of clusters.

“Downward” classification. This kind of classification is designed to follow the
classical morphology based classification. It starts from the clusterization of the
entire set of genomes (frequency dictionaries) into the minimal number Mc of
clusters with the given stability of the clusterization. That latter is understood as
the given number of volatile genomes, i. e. genomes that may change their cluster
attribution with any new clustering realization. Then each of the clusters is to be
separated into the similar (i. e. minimal stable subclusters) set of subclusters, etc.
The procedure is to be trunked at the given “depth” of the cluster separation,
usually determined by the volatility of a significant part of genomes.

Table 2. Standard deviation figures, for mitochondria and chloroplast databases

chloroplasts mitochondria

GAC 0,000540 ACC 0,000672 GCG 0,001329 TCG 0,001712

GGC 0,000593 GTC 0,000731 CGT 0,001608 GTC 0,001715

GCC 0,000612 CGC 0,000748 CGA 0,001690 AGG 0,001726

Thus, a “downward” classification yields the structure that is a tree, so making
it close to a standard morphological classification.

“Upward” classification. On the contrary, the upward classification consists in
the separation of the entire set of genomes, sequentially, into the series of clusters

C2,C3,C4, . . . , CK−1,CK .

Here we assume that the clusterization C2 is stable. Again, the series is to be
trunked at the given number K; we put K = 8 in this study with chloroplasts.

The key question here is the mutual relation between the members of a cluster
C(l)j from {C(i)j} (1 � i � j) clusterization with the clusters from {C(m)j−1}
(1 � m � j−1) clusterization. Here the index l enlists the clusters at the {C(i)j}
clusterization. There could be (roughly) three options:

– A cluster C(n)j is entirely embedded into the cluster C(l)j−1, with some l
and j;

– The greater part of the members of a cluster C(n)j is embedded into the clus-
ter C(l)j−1, but the minor part is embedded into the other cluster C(m)j−1;

– A cluster C(n)j is almost randomly spread between the set of clusters C(l)j−1,
l = 1, 2, . . . , l∗.
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Fig. 1. Soft 25 × 25 elastic map for 3954 mitochondria genomes; left is the types
distribution, right is the clades distribution for chordata type. See the text for details.

Thus, an upward classification yields a pattern that is a graph with cycles; at
the worst case, the graph is fully connected, and here no essential structuredness
is observed. If the graph has rather small number of cycles, then it reveals the
relations between the clusters (determined through the proximity in frequency
space), and the taxonomy (determined over the nuclear genome).

2.3 On the Stability of K-means Clusterization

Another essential point is the volatility of genomes (in K-means clusterization):
that is equivalent to the clusterization stability. Speaking on stability, we stipu-
late some genomes always (or almost always) occupy the same cluster, for differ-
ent starting distributions. Other genomes tend to change their cluster position,
in a series of K-means implementations.

Thus, the former set of entities is supposed to be stable, while the latter gath-
ers the unstable entities. Stability here could be evaluated through the portion
of genomes always occupying the cluster together; volatile genomes, on the con-
trary, change their cluster occupation, for different implementations ofK-means.
Everywhere further we shall stipulate that stability in K-means clusterization
means that the stable ensemble of genomes exhibits the same clusterization pat-
tern in 0.85-part of the series of K-means implementations.

3 Results

We studied the relation between the structure defined in terms of a triplet com-
position of organelle genomes, and the taxonomy determined according to a mor-
phology, for two types of organelles: chloroplasts and mitochondria. Everywhere
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below the upward classifications only are considered, both for mitochondria and
chloroplasts. No class separation conditions has been checked, in both genomes
databases.

Besides, the number of classes C(n) varied form two to eight: 2 � CK � 8, for
both databases. All these constraints have been put on mostly due to technical
reasons.

3.1 Mitochondria

Mitochondria genomes database, unlike the chloroplasts one, is quite abundant;
on the other hand, it is rather biased: Table 1 shows this fact. Some genera
are overrepresented, in comparison to others, but others seem to be underrepre-
sented. Such bias affects the K-means clusterization. In particular, it may result
in a stability decay of the clusterization developed by K-means technique. Due
to this discrepancy, we have used elastic map technique to figure out the clusters
in triplet frequency space.

Elastic map is another powerful approach to visualize and analyze multidi-
mensional data. This approach makes no way to establish either upward, or
downward classification: it yields a distribution of genomes on a non-linear two-
dimensional manifold (elastic map). We have used the detailed soft map of 25×25
size. Figure 1 shows the distribution of the entities over the map; left part of the
figure presents the distribution of Cordata (the most abundant class) in pink
ring labels, Arthropoda in red squares, Mollusca in green triangles, Nematoda
are shown in brick-like colored diamonds, flat warms are whosn in sand-colored
pentagons and finally Porifera are shown in dark-blue hexagons.

The right part of the figure shows the distribution of three main clades of
Chordata type: Mammalia are shown in yellow diamonds, birds are shown in
red pentagons, and fishes are shown in green triangles.

Color background indicates the average local density of the genomes in this
map. One may see quite unexpected growth of the local density; that former
is located at the map node [5, 8], if the lowest left one is supposed to be the
[1, 1] node.

3.2 Chloroplasts

Figure 3 shows the graph of embedments for the clusters, where the number
of these latter changed from 8 to 3. We developed the clusterizations for three,
four, . . . , eight clusters, and studied the composition of each cluster, at the each
“depth”. The key question was whether the species tend to keep together, when
the number of clusters in a clusterization is decreased.

The Figure answers distinctly and apparently this question: the clades in the
boxes correspond to genera, while the species (not shown in the figure) always
make a solid group, when changing the number of clusters. Thus, boxes having
two upright arrows showing the transfer of entities from Cl clusterization to Cl−1

one contain two groups of species belonging the same genus (or family).
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Fig. 2. The chain of clusters identified through K-means, with high stability level.
Only orders are shown in the graph.

The point is that the scheme shown in Fig. 3 is just a part of a general
pattern: the figure shows the genomes that exhibit reasonable stability level
in the upward clusterization. There a sounding number of chloroplast genomes
that exhibit a low stability, for various K-means clusterizations. It should be
noticed that the ensemble of unstable genomes may change, as the number of
clusters goes down from 8 to 3. Figure 2 shows this part of genomes. Careful
examination of Fig. 2 has the following formula for cluster composition: 7, 6,
5, 4, 4, 3 clusters stably identified over the dataset. This formula comes from
the degeneration of a stable cluster, when the clusterization over 8, 7, 6 and 5
clusters is carried out (on the contrary to Fig.3). In other words, an attempt to
create an 8-class K-means clusterization yields seven stable clusters while the
eighth one is opportunistic: it comprises various genomes that tend to occupy
the different clusters, for different realizations of K-means.

The graph shown in Fig. 2 is not connected: the branch comprising the algae
(both green and red ones) is isolated, at any depth of a classification (orders
Eustigmatales, Bangiales and Mamiellalis.) Also, one can see that some orders
occupy two clusters, at the depth 8 and some others. It means that this order is
split: some species occupy other cluster than others.

An implementation of the clusterization through K-means for two classes
yields the distinct and clear separation of algae from all other plants; the stability
of such clusterization is not too high. A series of a thousand realizations of K-
means with two-class separation exhibits about 680 realizations with discrete



488 M. Sadovsky et al.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Caryophyllaceae, 
Cupressaceae, 

Fragaria, Glycine, 
Orobancheae, Silene, 

Taxus 

Nannochloropsis, 
Monodopsidaceae, 

Pyropia 

Euglena, 
Eunotiaceae 

Cupressaceae, 
Hordeum, Triticum, 

Taxus 

Ostreococcus Ostreococcus Ostreococcus 

Ostreococcus 

Caryophyllaceae, 
Chrysanthenum, 

Chrysobalanaceae, 
Cucumis, Cuscuta, 

Eupetorieae, Fragaria, 
Gossipium, Liliaceae, 

Silene 

Orobancheae, 
Camellia, 

Chrysanthenum, 
Caryophyllaceae, 

Chrysobalanaceae, 
Corymbia, Cucumis, 
Cuscuta, Eucaliptus, 

Eupatorieae, 
Fragaria, Gingko, 

Gossypium, 
Hordeum, Liliaceae, 
Nelumbo, Magnolia, 

Nicotiana, Olea, 
Oryza, Oenothera, 

Phyllostachys, Pinus, 
Silene, Solanum, 
Triticum, Vitis, 

Nannochloropsis, 
Monodopsidaceae, 

Pyropia 

Camellia, Corymbia, 
Eucaliptus, Eupatorieae, 

Hordeum, Gingko, 
Magnolia, Nelumbo, 

Nicotiana, Oenothera, 
Olea, Oryza, 

Phyllostachys, Picea, 
Pinus, Solanum, 
Triticum, Vitis 

Euglena, 
Eunotiaceae 

Euglena, 
Eunotiaceae 

Euglena, 
Eunotiaceae, Pyropia 

Euglena, 
Eunotiaceae 

Euglena, Eunotiaceae, 
Orobancheae 

Nannochloropsis, 
Monodopsidaceae, 

Pyropia 

Nannochloropsis, 
Monodopsidaceae, 

Pyropia 

Nannochloropsis, 
Monodopsidaceae, 

Ostreococcus 

Nannochloropsis, 
Monodopsidaceae, 

Pyropia, Ostreococcus 

Orobancheae Orobancheae Orobancheae Orobancheae 

Glycine 

Camellia, 
Chrysanthenum, 

Chrysobalanaceae, 
Corymbia, Cucumis, 

Eucaliptus, Eupatorieae, 
Fragaria, Gingko, 

Gossypium, Liliaceae, 
Magnolia, Nicotiana, 
Olea, Picea, Pinus, 

Silene, Solanum, Vitis 

Cuscuta, 
Oenothera, Oryza, 
Triticum, Hordeum, 

Phyllostachys 

Caryophyllaceae, 
Chrysobalanaceae, 

Cupressaceae, 
Fragaria, Glycine, 

Orobancheae, Silene, 
Taxus 

Camellia, 
Chrysanthenum, 

Corymbia, Cucumis, 
Cuscuta, Eucaliptus, 
Epatorieae, Fragaria, 
Gingko, Gossypium, 
Hordeum, Liliaceae, 
Nelumbo, Magnolia, 

Nicotiana, Olea, 
Oryza, Oenothera, 

Phyllostachys, Picea, 
Pinus, Silene, 

Solanum, Triticum, 
Vitis 

Camellia, 
Chrysanthenum, 
Caryophyllaceae, 

Chrysobalanaceae, 
Corymbia, Cucumis, 
Cuscuta, Eucaliptus, 

Eupatorieae, Fragaria, 
Gingko, Gossypium, 
Hordeum, Liliaceae, 
Nelumbo, Magnolia, 

Nicotiana, Olea, Oryza, 
Oenothera, 

Phyllostachys, Picea, 
Pinus, Silene, Solanum, 

Triticum, Vitis 

Cupressaceae, 
Glycine, 

Orobancheae 

Gingko, Nelumbo, 
Magnolia, Picea, 

Pinus 

Camellia, 
Chrysanthenum, 
Caryophyllaceae, 

Chrysobalanaceae, 
Corymbia, 

Cucumis, Cuscuta, 
Eucaliptus, 

Eupatorieae, 
Fragaria, Gingko, 

Gossypium, 
Hordeum, 
Liliaceae, 
Nelumbo, 
Magnolia, 

Nicotiana, Olea, 
Oryza, Oenothera, 

Phyllostachys, 
Pinus, Silene, 

Solanum, Triticum, 
Vitis 

Fig. 3. Pattern of the “upward” embedment of various clades of plants in the unstable
classification, developed over chloroplast genomes

isolation of algae from the other plants, while other part of realizations may
combine some algae with higher plants.

Stable ensemble of chloroplast genomes differs from the unstable one in the
relevant graph connectivity. Stable genomes exhibit significantly less complexity
of the pattern: there is an isolated subgraph making the entire graph discon-
nected. Moreover, this subgraph have very simple structure (linear or almost
linear) and is disjointed from the main body of that former. On the contrary,
the graph representing the unstable genomes is connected: there are no isolated
subgraphs or any other parts.

4 Discussion

To begin with, consider Table 2 in detail. Evidently, the figures for the standard
deviation observed for mitochondria exceed the similar figures for chloroplasts in
order. Nonetheless, this difference remains the same, for any subbase to be de-
veloped from the original one. Probably, such significant difference in the figures
results from the fact that mitochondria exhibit the highest possible violation of
Chargaff’s parity rule, among all other genetic entities.

A study presented in this paper is done within the scope of population ge-
nomics methodology. The most intriguing result of the study is the very high
correlation between the statistically identified clusters of genomes, and their
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taxonomy reference. The key point is that we used organelle genomes to derive
the clusterization, while the taxonomy was determined traditionally, through
morphology, which is ultimately defined by a nuclear genomes. There is no im-
mediate interaction between the nuclear and organelle genomes. The study has
been carried out for both main organelles: chloroplasts and mitochondria.

All mitochondria have the same function; same is true for chloroplasts. Thus,
the impact of a function divergence was eliminated in our studies. Probably,
a database structure is crucial in this kind of studies. We have used an unsu-
pervised classification technique to develop a distribution of genomes into few
groups. The results of such classification are usually quite sensitive to an orig-
inal database composition [7]. Luckily, the genetic banks are rapidly enriched
with newly deciphered genomes of organelles, so the stable and comprehensive
results showing the reliable relation between structure and taxonomy could be
obtained pretty soon. Moreover, a growth of genetic database may provide a
comprehensive implementation of a “downward” classification.

The approach presented above looks very fruitful and powerful. One can ex-
pand the approach for the following problems to be solved:

– To study the clusterizations as described above for the database consist-
ing of the genomes of mitochondria, and chloroplasts, of the same species.
This study would unambiguously address the question on the relation be-
tween structure and function: since the organelle genomes under considera-
tion would belong the same organisms, one may expect an elimination of the
taxonomy impact, on the results. Meanwhile, this point should be carefully
checked, since the results might be sensitive to the list of species involved
into the study;

– To study the clusterization of the frequency dictionaries corresponding to
the individual genes (or genes combinations) retrieved from the raw genomes
of organelles. The clusterization of such genetic entities would address the
question on the mutual interaction in a triadic pattern structure – function –
taxonomy.
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Abstract. We describe an integer programming (IP) model that can
be applied to the solution of all genome-rearrangement problems in the
literature. No direct IP model for such problems had ever been proposed
prior to this work. Our model employs an exponential number of vari-
ables, but it can be solved by column generation techniques. I.e., we start
with a small number of variables and we show how the correct missing
variables can be added to the model in polynomial time.

Keywords: Genome rearrangements, Evolutionary distance, Sorting by
reversals, Sorting by transpositions, Pancake flipping problem.

1 Introduction

With the large amount of genomic data available today it is now possible to
try and compare the genomes of different species, in order to find their dif-
ferences and similarities. The model of sequence alignment is inappropriate for
genome comparisons, where differences should be measured not in terms of in-
sertions/deletions or mutations of single nucleotides, but rather of macroscopic
events, affecting long genomic regions at once, that have happened in the course
of evolution. These events occur mainly in the production of sperm and egg cells
(but also for environmental reasons), and have the effect of rearranging the ge-
netic material of parents in their offspring. When such mutations are not lethal,
after a few generations they can become stable in a population and give rise to
the birth of new species.

Among the main evolutionary events known, some affect a single chromosome
(e.g., inversions, and transpositions), while others exchange genomic regions from
different chromosomes (e.g., translocations). In this paper we will focus on the
former type of evolutionary events. When an inversion or a transposition occurs,
the fragment is detached from its original position and then it is reinserted, on
the same chromosome. In an inversion, it is reinserted at the same place, but
with opposite orientation than it originally had. In a transposition, similarly
to a cut-and-paste operation in text editing, the fragment is pasted into a new
position. Moreover, the fragment can preserve its original orientation, or it can
be reversed (in which case we talk of an inverted transposition).
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Since evolutionary events affect long DNA regions (several thousand bases),
the basic unit for comparison is not the nucleotide, but rather the gene. In
fact, the computational study of rearrangement problems started after it was
observed that many species share the same genes (i.e., the genes have identical,
or nearly identical, DNA sequences), however differently arranged. For exam-
ple, most genes of the mitochondrial genome of Brassica oleracea (cabbage) are
identical in Brassica campestris (turnip), but appear in a completely different
order. Much of the pioneering work in genome rearrangement problems is due
to Sankoff and his colleagues [22].

Under the assumption that for any two species s and s′ there is a closest
common ancestror c in the “tree of life”, there exists a set of evolutionary events
that, if applied to s, can turn s back into c and then into s′. That is, there
exists a path of evolutionary events turning s into s′. The length of this path is
correlated to the so-called evolutionary distance between s and s′. The general
genome comparison problem can then be stated as follows:

Given two genomes (i.e., two sets of common genes differently ordered),
find which sequence of evolutionary events where applied by Nature to
the first genome to turn it into the second.

A general and widely accepted parsimony principle states that the solution
sought is the one requiring the minimum possible number of events (a weighted
model, based on the probability of each event, would be more appropriate, but
these probabilities are very hard to determine). In the past years people have
concentrated on evolution by means of some specific type of event alone, and have
shown that these special cases can already be very hard to solve [2,3,9,11,18].
Only in a very few cases models with more than one event have been considered
[1,20].

The ILP approach. When faced with difficult (i.e., NP-hard) problems, the most
successful approach in combinatorial optimization is perhaps the use of Integer
Linear Programming (ILP) [21]. In the ILP approach, a problem is modeled
by defining a set of integer variables and a set of linear constraints that these
variables must satisfy in order to represent a feasible solution. The optimal
solution is found by minimizing a linear function over all feasible solutions. The
solution of an ILP model can be carried on by resorting to a standard package,
such as the state-of-the-art program CPLEX. The package solves the ILP via a
branch-and-bound procedure employing mathematical programming ideas.

Since the solution algorithm is already taken care of, the main difficulty in the
ILP approach is the design of the model, i.e., the definition of proper variables,
constraints and objective function. Genome rearrangement problems have thus
far defied the attempts of using ILP models for their solutions, since no direct
ILP models seemed possible. In this paper we describe a very general new ILP
model which can be used for all genome rearrangement problems in the literature.
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2 Sorting Permutations

Two genomes are compared by looking at their common genes. After numbering
each of n common genes with a unique label in [n] := {1, . . . , n} each genome is
a permutation of the elements of [n]. Let π = (π1, . . . , πn) and τ = (τ1, . . . , τn)
be two genomes. The generic genome rearrangement problem requires to find a
shortest sequence of operators that applied to the starting permutation π yields
τ as the final permutation. By possibly relabeling the genes, we can always
assume that τ = ι = (1, 2, . . . , n), the identity permutation. Hence, the problem
becomes sorting π by means of the allowed operators.

Each operator represents an evolutionary event that might happen to π so as
to change the order of its genes. The most prominent such events are

1. Reversal. A fragment of the permutation is flipped over so that its content
appears reversed. For instance, a reversal between positions 3 and 6 applied
to

(2, 7, 4, 1, 5, 6 , 3)

yields
(2, 7, 6, 5, 1, 4, 3)

An interesting special case are prefix reversals, in which one of the pivoting
points is always position 1, and therefore a prefix of the permutation is
flipped over. For instance, a prefix reversal until position 4 applied to

( 2, 7, 4, 1 , 5, 6, 3)

yields
(1, 4, 7, 2, 5, 6, 3)

2. Transposition. A fragment of the permutation is cut from its original po-
sition and pasted into a new position. The operator is specified by 3 indexes
i, j, k where i and j specify the starting and ending position of the fragment,
and k specifies the position where the fragment will be put (i.e. the fragment
will end at position k after its placement). For instance a transposition with
i = 2, j = 3 and k = 6 applied to

(2, 7, 4 , 1, 6, 5,↑ 3)

yields
(2, 1, 6, 5, 7, 4, 3)

3. Inverted transposition. A fragment of the permutation is cut from its
original position and pasted into a new position, but with the order of its
elements flipped over. Of course this operator can be mimicked by a reversal
followed by a transposition (or by a transposition followed by a reversal), but
here we consider this as a single move and not two moves. Again, the operator
is specified by 3 indexes i, j, k where i and j specify the stating and ending
position of the fragment, and k specifies the position where the fragment
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will be put (i.e. the fragment will end at position k after its placement). For
instance an inverted transposition with i = 2, j = 3 and k = 6 applied to

(2, 7, 4 , 1, 6, 5,↑ 3)

yields

(2, 1, 6, 5, 4, 7, 3)

To each of these operators there corresponds a particular sorting problem.
Therefore we have (i) Sorting by Reversals (SBR); (ii) Sorting by Prefix Re-
versals (also knonw as the Pancake Flipping Problem, SBPR); (iii) Sorting by
Transpositions (SBT); (iv) Sorting by Inverted Transpositions (SBIT).

Permutation sorting problems are all very challenging and their complexity
has for a long time remained open. As for the solving algorithms, there are not
may excact approaches for these problems in the literature. In particular, there
are not many ILP approaches, since the problems did not appear to have simple,
“natural”’ ILP formulations.

Historically, the study of permutation sorting problems started with the pan-
cake flipping problem (SBRP), a few years before the age of bioinformatics. This
problem has later gained quite some popularity due to the fact that Bill Gates,
the founder of Microsoft, co-authored the first paper on its study [15]. The
complexity of SBPR has remained open for over 30 years and recently the prob-
lem was shown to be NP-hard [6]. Papadimitriou and Gates have proved that
the diameter of the pancake flipping graph (i.e., the maximum prefix-reversal
distance between two permutations) is ≤ 5

3n. This bound has remain unbeated
until recently, and we now know that it is ≤ 18

11n [12]. There is no published algo-
rithm for exact solution of SBPR, an no ILP formulation of the problem. There
is an approximation algorithm achieving an approximation factor of 2 [14].

The other permutations sorting problems have started being investigated in
the early nineties for their potential use in computing evolutionary distances.
A particular interest was put in sorting by reversals. The problem of SBR was
shown to be NP-hard by Caprara [8]. The first approximation algorithm for SBR
achieves a factor 3

2 [13], later improved to 1.375 [5]. Integer Linear Programming
has been successfully applied to SBR [10,11], but in an ”indirect” way. Namely,
the approach exploits an auxiliary maximum cycle-decomposition problem on
a bicolored special graph (the breaklpoint graph [2]). In this modeling, neither
the permutation nor the sorting reversals of the solution are directly seen as
variables and/or costraints of the model. Simply, ILP is used for the breakpoint
graph problem which yields a tight bound to SBR. The latter is not modeld as
an ILP, but solved in a branch-and-bound fashion, while employing the cycle-
decomposition bound.

For SBPR and SBT (let alont SBIT) there are not even exact algorithms in
the literature. There are approximation algorithms for SBT[3] and SBIT[17,16].
Only recently SBT has been proven NP-hard [7], closing a longstanding open
question.
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Results. In this paper we describe an ILP model for genome rearrangement
problems. Our ILP is very general and possesses some nice features, such as (i)
it yields (for the first time) a model for rearranging under two or more operators
(such as prefix reversals and transpositions, or reversals and transpositions, etc.;
(ii) it can be used to model each type of rearrangement separately; (iii) we
can easily incorporate limitations on some operators (e.g., we may allow only
reversals of regions of some bounded length, or transpositions which cannot move
a fragment too far away from its original position); (iv) we can easily incorporate
different costs for the various operators.

3 The Basic Model

Assume we have fixed the type of operator (or operators) of the particular sort-
ing problem. Let L be an upper bound to the number of operators to sort π
(obtained, e.g., by running a heuristic). We will considered a layered graph G
with L layers. In particular, there will by L layers of edges (numbered 1, . . . , L),
and L + 1 levels of nodes (numbered 1, . . . , L + 1). Each level of nodes consists
of n nodes, which represent the current permutation. The nodes of level k are
meant to represent the permutation after k − 1 solution steps. Between each
pair of consecutive levels there are n2 arcs (i.e., the two levels form a complete
bipartite graph). These arcs are meant to show “where each element goes” (i.e.,
an arc from node i of level k to node j of level k+1 means that the k-th operator
has moved an element from i-th position to j-th position).

The nodes of the first level are labeled by the starting permutation π, while
the nodes of level L+1 are labeled by the sorted permutation. Given a solution,
if we apply it to π and follow how elements are moved around by the sequence
of operators, we will see that, for each i = 1, . . . , n, the element in position i
in π must eventually end in position πi in the sorted permutation. Hence, the
solution individues n node-disjoint directed paths in the layered graph, one for
each node i of level 1, ending in nodes πi on level L + 1. In Figure 1 we show
an example of SBPR, with L = 5, and a solution corresponding to the prefix
reversals (< 2 >,< 5 >,< 3 >,< 4 >), where by < i > we mean “reverse the
first i elements”. In bold we can see the path followed by the element labeled 3
in its movements toward its final position.

The model we propose has variables associated to paths in G (it is therefore
an exponential model, but we will show how column-generation can be carried
out in polynomial time).

Let P(i) be the set of paths in the layered graph which start at node i of level
1, and end at node πi of level L+ 1. Note that there are potentially nL−1 such
paths. From each node, exactly one path must leave, which can be enforced by
constraints

∑
P∈P(i)

xP = 1 ∀i = 1, . . . , n (1)
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5 1 3 4 6 2 

2 1 4 3 5 

Fig. 1. Solving an instance of SBPR

Furthermore, in going from one level k to the next, the paths should only be
allowed along a particular subset of arcs, i.e., the arcs corresponding to the k-th
operator used.

Let us consider the complete bipartite graph [n] × [n], representing all the
arcs from a level to the next. Each operator can be seen as a subset of these
arcs, in particular, as a special perfect matching. To maintain the generality
of the approach, we will just say that the sorting problem is defined by a set
of perfect matchings O in [n] × [n]. Each matching represents a legal opera-
tion that can be applied to the current permutation. We will assume that the
identity matching μ0 = {(1, 1), (2, 2), . . . , (n, n)} always belongs to O, so that
O = {μ0, μ1, . . . , μN}. The identity permutation specifies a special operation ap-
plied to π, i.e., the no-operation. It represents a null-event that should be used to
fill the ”extra” moves that the layered graph can fit with respect to the optimal
solution (e.g., if L = 10 but the optimal solution uses only 7 moves, then there
will be 3 no-operations in the solution using 10 moves).

We now introduce binary variables zkμ, for k = 1, . . . , L and μ ∈ O, with the
meaning: “in going from level k to level k + 1 of G, the subset of arcs that can
be used by the paths is μ”. Otherwise stated, “the k-th move of the solution is
the operator (corresponding to) μ”.

Since at each level we must use an operator (possibly, the null-operator), we
have constraints ∑

μ∈O
zkμ = 1 ∀k = 1, . . . , L (2)

We can see the setting of zkμ to 1 as the activation of a particular set of arcs at
level k. Then, we have constraints stating that the paths can only use activated
arcs, i.e.,
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n∑
i=1

∑
P∈P(i) | e∈P

xP ≤
∑

μ∈O | (u,v)∈μ

zkμ ∀e = (uk, vk+1) ∈ E (3)

where E is the edge set of all arcs in the layered graph, and the generic arc
e ∈ E connects node uk (with u ∈ [n]) of level k to node vk+1 (with v ∈ [n]) of
level k + 1.

Notice that the r.h.s. involves a number O(|O|) of variables. As we will soon
see, |O| is polynomial for the specific sorting problems of interest in genomics,
namely, |O| = O(n) for SBPR, |O| = O(n2) for SBR, |O| = O(n3) for SBT and
SBIT.

As for the objective function, the parsimony model calls for minimizing the
number of non-null operators used, i.e.

min

L∑
k=1

∑
μ∈O−μ0

zkμ (4)

Furthermore, we can add constraints in order to avoid different but equivalent
solutions, that place the null operators at various levels of the layered graphs.
In particular, we can enforce a “canonical” form of the solution in which all the
true operators are at the beginning and then followed by the null operators. We
obtain this via the constraint

zkμ0
≤ zk+1

μ0
∀k = 1, . . . , L− 1 (5)

The general IP model. Putting all together, we have the following ILP model
for the ”Sorting by X” problem, where X is a particular type of operator/s. Let
O be the set of all legal moves under the operator/s X:

min

L∑
k=1

∑
μ∈O−μ0

zkμ (6)

subject to ∑
μ∈O

zkμ = 1 ∀k = 1, . . . , L (7)

∑
P∈P(i)

xP = 1 ∀i = 1, . . . , n (8)

n∑
i=1

∑
P∈P(i) | e∈P

xP ≤
∑

μ∈O | (u,v)∈μ

zkμ ∀e = (uk, vk+1) ∈ E (9)

zkμ0
≤ zk+1

μ0
∀k = 1, . . . , L− 1 (10)

zkμ ∈ {0, 1}, xP ≥ 0 ∀k = 1, . . . , L, ∀μ ∈ O, ∀P ∈ ∪iP(i) (11)

Notice that only z variables need to be integer, since it can be shown that
when the z are integer the x will be as well.
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3.1 Solving the Pricing Problem

The above model has an exponential number of path variables. However, its
Linear Programming (LP) relaxation can still be solved in polynomial time pro-
vided we can show how to solve the pricing problem for the path variables. The
resulting approach is called column generation [4]. The idea is to start with only
a subset S of the x variables. Then, given an optimal solution to the current
LP(S), we see if there is any missing x variable that could be profitably added
to S (or, as usually said in the O.R. community, that could be priced-in).

Let γ1, . . . , γn be the dual variables associated to constraints (8) and let λe, for
e ∈ E, be the dual variables associated to constraints (9). To each primal variable
yP corresponds an inequality in the dual LP. The variable should be priced-
in if and only if the corresponding dual constraints is violated by the current
optimal dual solution. Assume P is a path in P(i). Then, the corresponding dual
inequality for P is

γi −
∑
e∈P

λe ≤ 0 (12)

If we consider λe as edge lengths, and define λ(P ) :=
∑

e∈P λe, we have that
the dual inequalities, for all P ∈ P(i), are of type

λ(P ) ≥ γi (13)

A path violates the dual inequality if λ(P ) < γi. Notice that if the shortest
path in P(i) has length ≥ γi, then no path in P(i) can violate inequality (13).
Hence, to find a path which violates (13), it is enough to solve n shortest-path
problems, one for each i ∈ [n]. Being the graph layered, each shortest path can
be found in time O(m), where m is the actual number of arcs in the graph.

By the above discussion, we have in fact proved the following theorem:

Theorem 1. The LP relaxation of (6)-(11) can be solved in polynomial time.

4 A Compact Model

Alternatively to the exponential-size model with path variables, we describe a
compact reformulation (see [19] for a review about compact optimization) based
on a multi-commodity flow (MCF) model. The two models are equivalent, i.e.,
from a feasible solution of either one of the two we can obtain a feasible solution
to the other which has the same objective-function value.

The compact model employs variables xki
ab for each level k = 1, . . . , L, each

“source” i ∈ [n] (representing a node of level 1), and each pair a, b ∈ [n] repre-
senting an arc of layer k (i.e., a is a level-k node and b is a level-(k + 1) node).
The variable represent the amount of flow started from node i, traveling on the
arc (a, b) and going to node πi on level L+ 1.
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We have flow outgoing constraints:

n∑
j=1

x1i
ij = 1 ∀i = 1, . . . , n (14)

flow ingoing constraints

n∑
j=1

xLi
j,πi

= 1 ∀i = 1, . . . , n (15)

flow-conservation constraints:

n∑
j=1

xki
aj −

n∑
j=1

xk−1,i
ja = 0 ∀a = 1, . . . , n, ∀k = 2, . . . , L (16)

capacity constraints (i.e., arc activation):

n∑
i=1

xki
ab ≤

∑
μ∈O | (a,b)∈μ

zkμ ∀a, b ∈ [n], k = 1, . . . , L (17)

The final MCF model is obtained from the path model by replacing constraints
(8) and (9) with (14), (15), (16) and (17).

5 The Operators

Let us now describe the sets of perfect matchings corresponding to operators of
interst for genomic rearrangement problems. We also add the prefix reversal op-
erator, which, although not intersting in genomics, has received a lot of attention
in the literature as the famous Pancake Flipping problem.

Reversals and Prefix Reversals. There are
(
n
2

)
reversals, one for each choice of

indexes 1 ≤ i < j ≤ n. The generic reversal between positions i and j is identified
(see Fig. 2(a)) by the perfect matching

μ(i, j) := {(1, 1), . . . , (i− 1, i− 1), (i, j), (i+ 1, j − 1), . . . ,
(j, i), (j + 1, j + 1), . . . , (n, n)}

Let us call R the set of all reversals.
When in a reversal μ(i, j) it is i = 1, we talk of prefix reversal. The generic

prefix reversal up to position j is identified (see Fig. 2(b)) by the perfect matching

μ(j) := {(1, j), (2, j − 1), . . . , (j, 1), (j + 1, j + 1), . . . , (n, n)}

Let us call R̃ the set of all prefix reversals.
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i j 

j 

i k j 

i k j 

(a) 

(b) (d) 

(c) 

Fig. 2. (a) A reversal; (b) A prefix reversal; (c) A transposition; (d) An inverted trans-
position

Transpositions and Inverted Transpositions. Each transposition can be seen as
the exchange of two consecutive blocks, where one of the two (but not both) can
also have length 1. Let i be the position of the starting of the first block and k
the position where the second block ends. Let j denote the position where the
first block ends (inclusive). The transposition is identified by the triple

1 ≤ i ≤ j < k ≤ n

Therefore, there are
(
n
3

)
+
(
n
2

)
transpositions. The generic transposition is iden-

tified (see Fig. 2(c)) by the perfect matching

μ(i, j, k) := {(1, 1), . . . , (i − 1, i− 1)}∪
{(i, i+ k − j), (i+ 1, i+ k − j + 1), . . . , (j, k)}∪
{(j + 1, i), (j + 2, i+ 1), . . . , (k, i+ k − j − 1)}∪
{(k + 1, k + 1), . . . , (n, n)}

Let us call T the set of all transpositions. Similarly, an inverted transposition
in which the block from i to j is reversed and exchanged with the block from
j + 1 to k corresponds (see Fig.2(d)) to the perfect matching

μ′(i, j, k) := {(1, 1), . . . , (i− 1, i− 1)}∪
{(i, k), (i+ 1, k − 1), . . . , (j, i + k − j)}∪
{(j + 1, i), (j + 2, i+ 1), . . . , (k, i+ k − j − 1)}∪
{(k + 1, k + 1), . . . , (n, n)}

Let us call I the set of all inverted transpositions.
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The problems that we can model. Given the above definitions, there are many
”sorting by X” problems that can be solved by our generic ILP model. The
optimization of some of these problems has already been studied in the literature,
while for some others (i.e., those considering more than one type of operator)
optimization approaches have never been designed due to the problems hardness.
In order to model a particular problem, all we need to do is specify which is
the allowed set O of moves from one level to the next. Therefore, here are the
problems that we can solve:

– Sorting by Prefix Reversals (a.k.a. Pancake Flipping):O := {μ0}∪R̃.
– Sorting by Reversals: O := {μ0} ∪ R.
– Sorting by Transpositions: O := {μ0} ∪ T .
– Sorting by Inverted Transpositions: O := {μ0} ∪ I.
– Sorting by Reversals and Transpositions: O := {μ0} ∪ R ∪ T .
– Sorting by Reversals and General Transpositions:. O := {μ0} ∪ R ∪

T ∪ I.

Furthermore, we can easily model situations in which some moves are forbid-
den, e.g., depending on the length of the fragment involved. For instance, if only
fragments up to a maximum length of l can be reversed/transposed, (which is
reasonable and has been studied in some computational biology papers) this can
be easily modeled by redefing the above sets so as to contain only the allowed
matchings.
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Abstract. The aim of this study is to verify the effectiveness of a statis-
tical integrative approach for merging expression data sets on the level
of p-values. The data consist of two independent sets of expression levels
for breast cancer patient lymphocyte tissue. The samples represent two
groups: sensitive and resistant to the impact of ionizing radiation. Three
approaches for integrating information derived from the two experiments
to select a radiosensitivity gene signature were investigated: restrictive,
non-statistical and integrative. Signature validity was assessed by veri-
fying data separability using the support vector machine procedure and
a logistic regression model selected using the likelihood ratio test to ac-
count for regularization. We demonstrated the value of additional in-
formation retained in the statistical method of gene selection based on
combined p-values, which as the only logistic regression model in its op-
timal setting attained 100 % separability (AUC 86.2 % restrictive and
85.6 % non-statistical). Moreover, for the best support vector machine
classifier, our p-value combination approach outperformed the restrictive
and Arraymining methods (AUC 96.7 % versus 87.9 % and 94.6 % re-
spectively). Further functional validation by signaling pathway research
proved conjointly the biological relevance of the supreme gene signature.

Keywords: data integration, high-throughput, p-value combination,
feature selection, radiosensitivity.

1 Introduction

The growing accessibility of high-throughput technology in molecular biology
implies the constant increase of large amounts of data in the life sciences sector.
The urge for transforming this information into knowledge incites the need for
efficient and accurate data mining algorithms. On that account, the concept of
combining various available data sets, with the aim of extracting material for
additional conclusions, has become an important area of scientific research.
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In this study, we attempt to search for biomarkers of radiosensitivity in breast
cancer patients based on gene expression measurements gathered in the course
of two microarray experiments. It is commonly known, that people are exposed
to small doses of radiation on an everyday basis and these may be the cause
of an augmenting incidence rate of diseases of affluence, including various types
of cancer. This phenomenon is related with the notion of radiosensitivity which
is an individual feature reflecting the susceptibility of cells, tissues, organs or
organisms to the harmful effect of ionizing radiation. This trait could play a key
role in the dosimetry of radiotherapy in cancer treatment. This issue should be
examined taking into account two aspects:

– radiosensitivity, where the subject of radiotherapy is fragile toward radiation
exposure and should be treated with care and consideration of lower doses
applied in longer time intervals,

– radioresistance, where the doses employed on the subject are insufficient to
cure the patient with maximum efficacy.

The possibility to conduct a non-invasive prognostic test, simply by collecting
a blood sample and testing how the lymphocytes respond to the small dose,
environmental ionizing radiation, would be an undeniably enormous step toward
the personalizing of radiotherapy.

In this study, we propose a statistical technique for merging gene expression
sets which consists of data integration on the level of p-values obtained in the
course of statistical tests. P-value combination methods exist in a wide variety,
starting with Fisher’s method [8], followed by Lancaster’s modification [13], to
Stouffer’s procedure [20] based on the normal distribution probability density
function and its numerous adjustments resulting in various weighted Z-score
algorithms [15]. It is only recently, when joint p-values emerged in the field of
biological high-dimensional data mining [4]. Likewise, we adopt the weighted
Z-score transformation with weights reflecting experimental conditions such as
sample size and dispersion [24].

2 Materials and Methods

2.1 Data

The research was carried out using two independent expression data sets. The
microarray experiments were designed to identify potential biomarkers of ra-
diosensitivity. In both settings blood samples were taken from breast cancer
patients before radiotherapy. The group subjects were retrospectively assigned
with one of either labels: radiosensitive or radioresistant, according to the oc-
currence of late adverse effects of radiotherapy. Lymphocyte RNA was extracted
from these samples in order to conduct the microarray experiments. The first
experiment [2] was performed using HuGene 1.0 ST Affymetrix oligonucleotide
array platform whereas the second was carried out with custom Breakthrough
20K cDNA chips [7].
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2.2 Data Integration

The expression data sets were preprocessed using quantile normalization ap-
propriate for the type of microarray platform [18]. The HuGene 1.0 ST probes
were annotated using custom chip description files established by Dai et al. [5].
Afterwards, the sets were transformed to a common space with ComBat batch
effect filtration implemented in the SVA package in R [14]. Genes common for
both microarray platforms were taken into account in further analysis. These
data were examined for differential gene expression with a statistical inference
approach with the application of two-sample t-tests, modified Welch’s tests or
U-Mann-Whitney test, according to population normality and variance homo-
geneity in the features. In order to combine information resulting from the two
experiments, three approaches were adopted:

– Restrictive,
– Arraymining,
– Integrative.

Restrictive Approach. The two data sets were analyzed independently, re-
sulting in lists of genes that were identified as differentially expressed ie. their
p-value from statistical testing fell below the threshold of 0.05. Validation of the
results from a single study was performed by taking the intersection of differen-
tially expressed genes as the final gene list.

Arraymining. Data were analyzed independently with non-statistical algo-
rithms available on the Arraymining webservice [10]. The gene signature was
chosen based on the genes ranked as the most significantly differentiating in
both experiments in the Ensemble of four methods: Empirical Bayes moderated
t-test [16], Partial Least Squares cross-validation [11], Random Forest Mean
Decrease in Accuracy [3] and Significance Analysis of Microarrays [21]. The En-
semble forms a gene list taking into account the sum of ranks for the individual
algorithms.

Integrative Approach. This method is based on weighted Z-scores p-value
combination [24]. The p-values from the two studies for each gene are joined
after transformation with the inverse cumulative standard normal distribution
function. The obtained Z-scores are combined with the weights set to the inverse
standard error and transformed back to the form of a resulting p-value. This
procedure is presented in Figure 1. The features with significant integrated p-
values constitute the gene list.
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Fig. 1. Procedure for combining p-values using the weighted Z-scores method

2.3 Separability Validation

The effectiveness of three data integration approaches was measured with the
separability of the data sets using obtained gene lists. The separability was as-
sessed with a logistic regression model [1] and model selection was carried out
by means of the likelihood ratio test for addressing the problem of regulariza-
tion. Logistic regression models were chosen as an appropriate tool for signa-
tures obtained in the course of statistical inference. As the Ensemble of methods
available in the Arraymining service is not statistically-based, a classic Support
Vector Machine was applied to juxtapose the logistic regression classifier. Model
selection for the SVM was performed by means of minimizing the error rates.
To ensure sufficient coverage of samples per variable, a space of maximum 20
gene features was examined. Initially, the regularization issue was controlled by
means of the binomial test, yet this method, being very strict, produced a cutoff
at one feature in all of the three studied cases. This ensued a large loss of infor-
mation. Therefore, the minimal error approach remained the method of choice
for feature selection.

The separability results were measured with Receiver Operating Characteris-
tics and the Area under the Curve. The ROC curves were smoothed using the
binormal algorithm. Additionally, metrics such as positive and negative predic-
tive value (PPV & NPV) were investigated. The class separability thresholds
were tuned based on the ROC curves Youden’s index [23].

3 Results

3.1 Gene Lists

Restrictive Approach. The two experiments resulted in lists of genes of 471
and 927 differentially expressed genes at the significance level 0.05, respectively
for the oligonucleotide and cDNA experiments. The intersection of these two
sets consisted of 30 genes, as illustrated in Figure 2.

Arraymining. The algorithms implemented in the Gene Selection section of
the Arraymining service returns a list of a predefined number of top-ranked
genes. Therefore an intersection of the to 1000 genes for both experiments was
considered. The gene set sizes are shown in Figure 3.
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Fig. 2. Venn diagram for differentially expressed genes in two experiments

Fig. 3. Venn diagram for Arraymining top ranked genes in two experiments

Integrative Approach. The integrative approach gene list was established by
the combination of p-values using the weighted Z-score method. Weights were
assigned as the inverse standard error for the distribution of gene expression.
This algorithm resulted in a list of 108 differentially expressed genes at the
significance level of 0.05.

The proportions and overlap of the three gene lists are illustrated in Figure 4.
A total of 12 genes were common for all three integration approaches.

3.2 Logistic Regression Model

The differentially expressed gene lists were utilized for building a logistic re-
gression model for obtaining optimal separability of the two groups of patients
(radioresistant and radiosensitive). For each of the three data merging strategies
the best model was chosen with the use of the likelihood ratio test. The resulting
models consisted of 6, 6 and 16 features for the restrictive, Arraymining and inte-
grative approaches respectively. Only the signature obtained with the integrative
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Fig. 4. Venn diagram for gene lists obtained in three integrative approaches [17]

approach provided a model with perfect separability. The comparison of model
performance is illustrated by the Receiver Operating Characteristics (ROC) in
Figure 5. Moreover, the decrease of error rates with regard to the number of
features is presented (Figure 6).
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Fig. 5. Receiver Operating Characteristic curves for logistic regression model separa-
bility

3.3 Support Vector Machine

As the logistic regression model is expected to have better performance with
features selected using statistical tools, the assessment of support vector ma-
chine classifiers for the three gene signatures was carried out. The best model
was chosen regarding the minimum error rate for a given number of features.
The approaches resulted in models of 8, 19 and 19 features for the restrictive,
Arraymining and integrative approaches respectively. The Receiver Operating
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Fig. 6. Separability error rates subject to the number of features in the logistic re-
gression model. The vertical line demonstrates the borderline, beyond which further
feature addition does not provide a significant increase in model performance based on
the likelihood ratio test.

Characteristics (Figure 7) indicate that again the supreme performance was ob-
tained with the p-value combination signature. This model also provides the
lowest error rates, as shown in Figure 8.

The efficiency of the models for group separability was also evaluated using
the Positive and Negative Predictive Values. These statistics are summarized in
Table 1.
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Fig. 7. Receiver Operating Characteristic curves for support vector machine model
separability

3.4 Signature Similarity

The gene signatures obtained in the course of the group separability study for
the two classification algorithms were investigated for overlapping features. The
results are presented in Figure 9. These signatures were also validated func-
tionally with the use of Kyoto Encyclopaedia of Genes and Genomes signaling
pathway database.
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Fig. 8. Separability error rates subject to the number of features in the support vector
machine model. The vertical line demonstrates the borderline separating the optimal
number of feautres minimizing the error rate.

Table 1. Positive and negative predictive value for logistic regression model and sup-
port vector machine separability

Logistic regression Support vector machine

PPV [%] NPV [%] PPV [%] NPV [%]

Restrictive 86.67 74.32 88.33 91.52
Arraymining 70.13 90.47 92.98 91.94
Integrative 100.00 100.00 98.18 93.75

(a) Logistic regression (b) Support vector machine

Fig. 9. Venn diagrams illustrating the proportion of overlapping genes in the logistic
regression and support vector machine signatures for three integration approaches [17]
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4 Discussion

Integrating expression data at the p-value level proves to be an adept approach
for the improvement of gene signatures. Taking into consideration the true val-
ues referring to the test statistics enables a more precise incorporation of the
differentiating strength of a particular gene feature, rather than setting a fixed
p-value threshold on the individual studies. The latter case often leads to a bi-
nary decision where an arbitrarily set significance level provokes the rejection of
potential genes of interest.

The expansion of the gene signature results not only in a quantitative in-
crease, but also enhances the quality in terms of classification. The separability
study showed the integrative approach model to be the only case of signature
that allowed for a perfect split of the data groups in the logistic regression model
selected by means of the likelihood ratio test for regularization handling. The
best chosen model for the support vector machine is derived from the integrative
approach method as well, yet not providing perfect separability. Furthermore,
if the decrease of error rate is considered, the integrative approach yields the
lowest error rate values. Moreover, also the PPV & NPV remain unsurpassed
for both the logistic regression and the support vector machine algorithm.

The study of the gene signature relation to signaling pathways revealed path-
way terms for the integrative approach gene set that were not available using the
restrictive or Arraymining approach. These included pathways relevant to the
issue of radiation exposure and susceptibility or cancer, such as Jak-STAT [6], T
cell receptor [22], Cytokine-cytokine receptor interaction [12], Fc epsilon RI [9]
and Natural killer cell mediated cytotoxicity [19].

5 Conclusions

The proposed strategy for gene signature selection involving statistical combina-
tion of p-values provides the best results in terms of radioresistant and radiosen-
sitive patient separability. This was demonstrated using two methods: building
a logistic regression model and a support vector machine classifier. The applied
technique allows for the decrease of error rates and increase of positive and neg-
ative predictive values. Moreover, the obtained optimal gene signature presents
links to radiosensitivity and cancer-related processes occurring in relevant sig-
naling pathways. Although this work was intended to verify the effectiveness
of the integrative approach in the simple setup of separating the two groups of
patients, these findings imply the future investigation of gene signatures on their
performance in more complex classification problems such as multiple random
validation.
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Abstract. Instances of the distance geometry can be represented by a simple
weighted undirected graph G. Vertex orders on such graphs are discretization
orders if they allow for the discretization of the K-dimensional search space of
the distance geometry. A pseudo de Bruijn graph B associated to G is proposed
in this paper, where vertices correspond to (K +1)-cliques of G, and there is an
arc from one vertex to another if, and only if, they admit an overlap, consisting of
K vertices of G. This pseudo de Bruijn graph B can be exploited for constructing
discretization orders for G for which the consecutivity assumption is satisfied. A
new atomic order for protein backbones is presented, which is optimal in terms
of length.

1 Introduction

The ordering associated to the atoms of a given molecule plays a fundamental role in
the discretization of Molecular Distance Geometry Problems (MDGPs) [15,19]. The
MDGP is the problem of finding suitable three-dimensional conformations for a given
molecule by exploiting the information concerning known distances between atom
pairs. A simple weighted undirected graph G = (V,E,d) can be formally used for rep-
resenting an MDGP instance, where vertices u and v ∈ V represent atoms, and there is
an edge (u,v) ∈ E between u and v if the corresponding distance is known. The weights
associated to the edges provide the numerical values for such distances. These values
can be either exact or represented by a real-valued interval. The MDGP basically asks
whether the graph G can be embedded in dimension K = 3. Notice, however, that the
same problem can be defined for any dimension K > 0.

The discretization of the MDGP allows for reducing the search conformational space
of the problem to a tree [16]. While atoms can generally take any position in a contin-
uous portion of the space (e.g. a (hyper)sphere containing the entire molecule), the
discretization makes it possible to consider a discrete and finite subset of possible posi-
tions for each atom of the molecule. This space reduction does not decrease the problem
complexity (which is NP-hard [21]), but it allows for the development of ad-hoc algo-
rithms on search trees for discovering one solution (or even several solutions) to the
problem [14].

A discretization order is an order given to the vertices of the graph G that allows for
the discretization [11]. In previous works, discretization orders have been either hand-
crafted [7,13] or automatically generated [11,18]. When handcrafted, the orders have
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been particularly designed for an important class of molecules: the proteins. These
molecules, in fact, perform several (often vital) functions in living beings. They are
chains of amino acids, which are bonded to each other through peptide bonds. The sim-
ple examination of the known chemical structure of the 20 amino acids involved in the
protein synthesis (which implies knowledge on distances) allowed for the identifica-
tion of discretization orders for the protein backbone [13] and its side chains [7]. These
handcrafted orders can also be seen as sequences of overlapping cliques of atoms (see
Section 2 for more details): the possible positions for an atom u can be computed by
using the information related to the atoms that immediately precede u in the order (these
“reference” atoms belong to a common clique). This class of discretization orders satis-
fies the so-called consecutivity assumption, because all reference atoms are consecutive
and they immediately precede u in the order.

The problem of finding a discretization order satisfying the consecutivity assumption
is NP-complete [4]. When this assumption is relaxed, so that an atom u can have, as a
reference, atoms that are not its immediate predecessors in the order, then the problem
of finding the order has polynomial complexity [11]. A greedy algorithm for an auto-
matic detection of discretization orders that do not necessarely satisfy the consecutivity
assumption was proposed in [11,18].

When the consecutivity assumption is satisfied, it is possible to verify in advance
whether the discretization distances (that are, for a given atom, grouped in the same
clique) are compatible and are able to provide a finite number of positions for an atom
of the molecule. For each u, since the reference atoms belong to a common clique,
all relative distances are a priori known, so that their feasibility can be verified. This
is not true anymore when the assumption is not satisfied: not all distances, necessary
for the feasibility verification, may be available. On the one hand, therefore, orders
satisfying the consecutivity assumption should be favored; on the other hand, however,
the problem of identifying such orders is NP-complete.

In this work, the problem of finding discretization orders with the consecutivity as-
sumption is studied, and, to this purpose, a pseudo de Bruijn graph representation [2]
for cliques contained in MDGP instances is proposed. This novel representation allows
in fact for an easier search for this kind of discretization orders. In this representation,
cliques of G are vertices of a directed graph B = (VB,AB), where there is an arc from
the vertex b to the vertex c ∈VB when the two corresponding cliques overlap. As a con-
sequence, a discretization order can be seen as a path on the graph B, such that every
atom of G appears at least once in the sequence of cliques. Orders induced from these
paths on B are discretization orders satisfying the consecutivity assumption.

By exploiting the proposed pseudo de Bruijn graph representation, a new discretiza-
tion order for protein backbones was identified. In comparison to the order previously
proposed in [13], this new ordering contains fewer atomic repetitions, and it is optimal
in terms of length. The de Bruijn graph representation provides a support for the identi-
fication of this particular class of orders. When no ordering can be found by exploiting
this representation, then orders that the greedy algorithm in [11,18] is able to identify
can be considered as valid alternatives, even if this algorithm cannot ensure that the
consecutivity assumption be satisfied.
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Two different graphs will be considered throughout the paper. The graph G=(V,E,d)
represents an instance of the MDGP, where vertices u, v, etc., are atoms and weighted
edges are distances. The edge set E is partitioned in E ′ and its complement E \E ′, where
E ′ only contains edges referring to exact distances. The graph B = (VB,AB) represents
the pseudo de Bruijn graph containing cliques of G, where the arc from the vertex b to
the vertex c indicates that the two corresponding cliques overlap (see Section 2 for the
rigorous definitions).

The rest of the paper is organized as follows. In Section 2, the pseudo de Bruijn graph
representation for cliques in MDGP instances is presented and commented in details.
By exploiting this novel representation, new discretization orders for the MDGP where
the consecutivity assumption is satisfied can be found. Section 3 will present one of
such orders for the protein backbones, that will result to be optimal in length. Section 4
will conclude the paper with a discussion.

2 de Bruijn Graph Representation

Graphs of de Bruijn are widely employed for formalizing problems related to DNA
assembly [5,6,8,9]. New generation technologies are able to provide researches with
subsequences of DNA (named reads) that need to be successively assembled into one
unique sequence, which is the final DNA molecule. The best way to formalize this
problem is to consider a graph where vertices represent reads, i.e. the subsequences,
and where there is arc from a vertex to another when the ending of the former coincides
with the beginning of the latter (there is an overlap).

The graph B considered in this work is an extension of the classical de Bruijn graph
[2] which is used in the DNA application. If G represents an instance of the MDGP, the
vertices of the pseudo de Bruijn graph B = (VB,AB) are (K + 1)-cliques of the graph
G, where K is the dimension of the search space. A vertex b ∈ VB can be seen as a
subsequence of K + 1 atoms admitting an internal ordering.

In the standard de Bruijn graph, there is an arc from b to c if there is an overlap.
In other words, if the ending of the subsequence b coincides with the beginning of the
subsequence c, then the arc (b,c) is added in AB. In this application, since the vertices
in VB cannot be considered as static objects (the internal order of their atoms is not
constant), the standard definition of de Bruijn graph needs to be extended. Consider
for example that c ∈ VB is a (K + 1)-clique composed by exact edges (all distances are
exact): in this case, the K + 1 atoms in the clique can be reordered (K + 1)! times. If
instead b ∈ VB contains one interval distance, there are 2(K − 1)! permutations of the
atoms that allow the extremes of the interval distance to be the first and the last atom
in the clique (see Def. 2.5). In this application, it is necessary for the overlap to have
length equal to K. Notice that, even if the main application of this work is to biological
molecules, the theory presented in the following holds for any dimension K > 0.

Definition 2.1. There is a K-overlap from the vertices b to the vertex c of VB if there
exists an internal order for the atoms in b and an internal order for the atoms in c for
which the K-suffix of b coincides with the K-prefix of c.
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Algorithm 1. An algorithm for constructing an induced order r for the vertices of G
from a total K-valid path on the pseudo de Bruijn graph B associated to G.
1: find induced order in: P = {p1, p2, . . . , pn} out: order r
2: i = 1
3: for all u ∈ p1 in the internal order do
4: ri = u; i++
5: end for
6: for ( j = 2, n) do
7: u = last vertex in internal order of p j
8: ri = u; i++
9: end for

Notice that this definition applies to any kind of clique (either consisting of exact
distances, or containing interval data).

The interest in constructing the graph B = (VB,AB) from the graph G is evident.
When a set of coordinates has already been assigned to its first K atoms (in a given in-
ternal order), each (K+1)-clique allows for computing a finite set of possible positions
for its last atom [12]. When all the distances in the clique are exact, there are only 2
possible positions for the atom; when the distances between the first and the last atom
is represented by a real-valued interval, the positions for the last atom lie on two arcs,
which can be discretized [13]. Each clique in the suitable path on B gives therefore the
necessary information for computing a finite set of possible positions for each atom
of the molecule. A path of K-overlapping (K + 1)-cliques naturally implies a sorted
sequence of atoms, i.e. an order for the vertices of the graph G.

Definition 2.2. A K-valid path P= {p1, p2, . . . , pn} on B is a sequence of K-overlapping
cliques pi where the internal order of each clique is preserved when referring to pi−1 and
pi+1. When every atom u ∈ V is included in at least one clique pi, then the path is said
“total”.

Notice that the condition on the clique internal order is not necessary when standard de
Bruijn graphs are concerned.

A total K-valid path on B implies the definition of an order r : N+ −→V ∪{♣} with
length |r| ∈N (for which ri =♣ for all i > |r|) for the vertices of G. Alg. 1 is a sketch of
the simple algorithm that is necessary to apply to this purpose. Let P be a total K-valid
path on B. The first K labels are assigned to the atoms of p1 ∈ P (the internal order of
the clique has to be preserved). Then, for all other p j, with j ≥ 2, the last atom of the
clique p j, in the internal order, is added to the induced order.

Proposition 2.3. Any order r constructed by Alg. 1 from a total K-valid path P on B is
a discretization order for which the consecutivity assumption is satisfied.

Proof. By construction. �

A simple verification for the existence of a total K-valid path on B is to check its
connectivity. Naturally, if B is not connected, no total paths can be constructed. But
even when B is connected, a total path on B may not exist, as it is the case for the
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protein backbone, even if all its (K+1)-cliques are considered. To overcome this issue,
auxiliary cliques can be added in B.

Definition 2.4. An auxiliary (K + 1)-clique is a clique

{v1,v2, . . . ,vK ,v1}

where {v1,v2, . . . ,vK} is a K-clique of V having edges in E ′ (all distances are exact).

It is important to remark that several auxiliary cliques can be generated from one
K-clique, depending on the selected internal order of its atoms. The set of vertices
{v1,v2, . . . ,vK ,v1} evidently form a clique, because the distances between the dupli-
cated v1 and all other vertices are known. Moreover, the distance between the first and
second copy of v1 is exact and equal to 0. When deadling with protein backbones, the
identification of a total K-valid path on B is only possible when auxiliary cliques are
included in the pseudo de Bruijn graph B (see Section 3).

One immediate consequence in using auxiliary cliques is that atoms may be repeated
one (or even several times) in the induced orders. The auxiliary clique allows for locally
reordering a given subset of atoms, so that a K-overlap can become possible with other
cliques. Every time an auxiliary clique is involved, an atom is repeated in the atomic
sequence, exactly K places after its previous copy. This kind of orders were previously
formalized in [13] and named re-orders. Recall that E ′ is the subset of E containing
exact distances only.

Definition 2.5. A repetition order (re-order) is a function r :N+ →V ∪{♣} with length
|r| ∈N+ (for which ri =♣ for all i > |r|) such that:

– G[{r1,r2, . . . ,rK}] is a clique with edge set in E ′,
– ∀i ∈ {K + 1, . . . , |r|} and ∀ j ∈ {i−K+ 1, . . . , i− 1}, (r j ,ri) ∈ E ′,
– ∀i ∈ {K + 1, . . . , |r|}, either (ri−K ,ri) ∈ E or ri−K = ri.

Since every re-order is a discretization order where the consecutivity assumption is
satisfied, the following proposition holds.

Proposition 2.6. Induced orders from total K-valid paths P on pseudo de Bruijn graphs
B generated from G (with or without auxiliary cliques) are re-orders for the vertices of
the graph G.

3 Discretization Orders for Protein Backbones

Proteins are important molecules that perform vital functions in the bodies of living
beings. They are chains of smaller molecules named amino acids, whose order is a priori
known (in other words, every amino acid is known with its rank/position in the chain).
The protein backbone is defined by this chain, and basically contains, in sequence for
each amino acid, a nitrogen N, a carbon Cα and another carbon C, plus some additional
atoms chemically bonded to them. Only 20 different amino acids can be involved in
the protein synthesis. A group of atoms attached to the carbon Cα makes the 20 amino
acids different from each other. Since this latter group of atoms looks like “hanging”
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Fig. 1. The chemical structure of the considered 3-amino acid protein backbone. Some atoms are
omitted because they can be positioned uniquely once the considered ones have been placed. Side
chains may be attached to the atoms Cα through the bonds represented by the dashed gray lines.

from the protein backbone, it is said this is the side chain of the amino acid. Due to
the complexity of the problem of identifying protein conformations, many proposed
methods focus on protein backbones, and the information about the side chains is either
approximated or negleted. In fact, once a suitable conformation for a protein backbone
has been identified, there are methods that attempt the positioning of the side chains
[3,10].

As in previous publications about discretization orders [13,18], a small 3-amino acid
backbone will be considered in the following. Since the chemical structure of protein
backbones is repetitive (no side chains ⇒ no difference among the 20 amino acids), the
identification of an order for a small molecule with 3 amino acids is sufficient, because
this order can be trivially extended to protein backbones of any length.

Figure 1 shows the chemical structure of the considered 3-amino acid backbone. For
every chemical bond (light gray lines in the picture), there is a known exact distance
that can be considered for the discretization. Moreover, the relative distance between
atoms bonded to another common atom is known, and can also be considered as exact.
Finally, every quadruplet of consecutive bonded atoms form a torsion angle, from which
a lower and an upper bound can be obtained for the distance between the first and the
last atom of the quadruplet. Since peptide bonds, which chemically connect consecutive
amino acids, give a rigid configuration to a part of the backbone structure, some of
the distances derived from torsion angles can be considered as exact [17].

Table 1 shows the (non-auxiliary) cliques that can be found in the 3-amino acid
backbone. Only information deduced from its chemical structure are considered in the
table: the distances derived from experiments of Nuclear Magnetic Resonance (NMR)
[1] are here not considered. In fact, the interest is in finding orders that are suitable
for every protein backbone, so that only instance-independent distances are used for
defining the 4-cliques of the pseudo de Bruijn graph B.
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Table 1. 4-cliques contained in the graph representing an instance related to a 3-amino acid
backbone. Auxiliary cliques are not reported.

name atoms edge {ri−3,ri} name atoms edge {ri−3,ri}
c1 N1 C1

α H1
α C1 exact c7 N2 C2

α H2
α C2 exact

c2 H1
α C1

α C1 N2 interval c8 H2
α C2

α C2 N3 interval
c3 C1

α C1 N2 H2 exact c9 C2
α C2 N3 H3 exact

c4 C1
α C1 N2 C2

α exact c10 C2
α C2 N3 C3

α exact
c5 C1 N2 H2 C2

α exact c11 C2 N3 H3 C3
α exact

c6 H2 N2 C2
α H2

α interval c12 H3 N3 C3
α H3

α interval
c13 N3 C3

α H3
α C3 exact

In [13], a discretization order for the protein backbones was previously proposed.
This order was handcrafted and satisfies the consecutivity assumption (it is a re-order,
see Def. 2.5). Since then, it was generally used for discretizing MDGPs, as for example
in [20], where real NMR data were considered for the first time when working with a
discrete approach to distance geometry. In terms of de Bruijn graph, the handcrafted
order corresponds to the following total 3-valid path in dimension 3:

(first amino acid) ♦→ c1 → c2

(second amino acid) → c4 → c5 →♦→♦→ c6 → c7 →♦→ c8 →♦ (1)
(third amino acid) → c10 → c11 →♦→♦→ c12 → c13 .

The symbol ♦ indicates that an auxiliary clique is used in the order. The de Bruijn graph
representation of the handcrafted order starts with the auxiliary clique (C1

α,N
1,H1,C1

α).
Notice that the two hydrogens bonded to the nitrogen atom N1 of the first amino acid, as
well as the two oxygens bonded to the carbon C3 of the last amino acid, are here omitted.
In fact, positions for these atoms can be calculated at the end of the computation, when
a position has already been assigned to all other atoms. In the path (1), there are 7
auxiliary cliques; in general, for a protein backbone consisting of naa amino acids, 1+
4 ·(naa−2)+2 auxiliary cliques are necessary for constructing this path. Notice that the
second amino acid can be repeated as many times as necessary in a protein backbone
formed by naa > 3 amino acids.

The following is another possible path for the 3-amino acid backbone:

(first amino acid) c1 → c2

(second amino acid) → c3 → c5 →♦→ c6 →♦→ c7 → c8 (2)
(third amino acid) → c9 → c11 →♦→ c12 →♦→ c13 .

In this case, there are two auxiliary cliques in second amino acid, and other two auxiliary
cliques in the third one. As a consequence, two atoms are duplicated in each amino acid
in the corresponding induced re-order. In general, for naa amino acids, 2 · (naa − 1)
repetitions are necessary. The internal order of the starting clique c1 is: N1, H1, C1

α, C1.
Naturally, this is only one possible path that can be identified on the pseudo de Bruijn
graph B. It requires fewer auxiliary cliques than the handcrafted order. However, in
order to verify whether there are other possible paths for which the number of necessary
auxiliary cliques is smaller (implying therefore fewer repetitions), one could attempt the
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Fig. 2. An optimal (in terms of length) re-order for the protein backbone (in green). In the back-
ground, in light red, a previously proposed handcrafted order.

construction of all possible 3-valid total paths on the graph B by an exhaustive search.
Naturally, even if an exhaustive search might be feasible for small instances, this is
not an advisable procedure. For the considered 3-amino acid backbone, it is possible
to prove that the discretization order induced from the path (2) is optimal in terms of
length.

Theorem 3.1. Let G be a graph representing an MDGP instance related to a protein
backbone. For every amino acid in the protein backbone with rank greater than 2, every
re-order for its atoms requires at least 2 repetitions.

Proof. In a path starting with c2 (see Table 1), the 4th place in the induced order (refer
to Alg. 1) can be either for H1

α or for N2, because of the constraint on the internal orders
for the interval clique c2 (refer to Def. 2.2). However, in order to construct a path to c6

(and not to c1), it is necessary to choose the internal order where N2 is in position 4. At
this point, the clique c2 admits a 3-overlap with both cliques c3 and c4, and whichever
the chosen clique is, the clique c5 can follow either c3 or c4. The position of the atom
H2 in the induced order is the 5th (when c3 is chosen) or the 6th (when c4 is chosen).
In order to add c6 immediately after c5, the atom H2 should be instead in position 4,
which is taken by N2. However, the position 4 was fixed by c2 at the beginning of the
path. An auxiliary clique is therefore necessary for adjusting the internal order of c5

and for making it possible to have a 3-overlap with the clique c6. Naturally, the use of
an auxiliary clique before c6 might be avoided if a different path is rather constructed,
where auxiliary cliques needs to be however involved earlier. This implies that at least
one auxiliary clique is necessary for constructing a path on B from c2 to c6.

Similarly, it is possible to prove that at least one auxiliary clique is needed to step
from the clique c6 to the clique c8. Because of the repetitive structure of protein back-
bones, the theorem is proved. �
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Fig. 2 graphically shows the re-order induced from path (2), in green. Since this path is
basically a sequence of 15 cliques, 4+14 atoms (all atoms contained in the first clique+
one atom for all others) are included in this order (repetitions are also counted). Fig. 2also
shows the order induced from path (1), in light red. In this case, there are more repetitions:
there are 18 cliques in total, and therefore there are 4+ 17 atoms in the induced order.
The order induced by path (2) is optimal, as Theorem 3.1 shows.

4 Discussion and Conclusion

Given a graph G representing an instance of the MDGP, the existence of a discretization
order allows to make the search space discrete and to employ ad-hoc algorithms, such as
the Branch & Prune (BP) algorithm [13,14], for its solution. If the discretization order
satisfies the consecutivity assumption (as it is the case for the re-orders), it is possible to
verify in advance whether all atoms in the molecule admit a finite number of positions.
This advantage motivated this work on the pseudo de Bruijn graph representation of
discretization orders.

The problem of finding a discretization order satisfying the consecutivity assump-
tion is NP-complete [4]. It is expected therefore that the complexity of any possible
algorithm designed for the solution of this problem grows exponentially with its size.
In fact, the exploration of all possible total K-valid paths on the pseudo de Bruijn graph
presented in this paper can be rather expensive in general.

This exploration can, however, still be feasible when considering small molecules,
such as the 3-amino acid backbone considered in this work or the 20 side chains belong-
ing to the 20 amino acids that can form a protein. For the 3-amino acid backbone (see
Section 3), this was not necessary, because it was possible to prove that path (2) is an
optimal one (see Theorem 3.1 in Section 3). For the side chains, instead, an exhaustive
search on all possible paths on the pseudo de Bruijn graph could be performed. Once an
optimal order, in terms of length, will be identified for each of them, the discretization
order for an entire protein can be constructed by combining all found orders, including
the optimal backbone order induced by path (2). The final order will depend on the
amino acid sequence of the considered protein.

This procedure is obviously not applicable to large molecules that cannot be separated
in relevant parts, such as backbone and side chains. The benefits in using the pseudo de
Bruijn graph B and exploring the total paths on B still have to be investigated for this kind
of instances. As already remarked in the Introduction, a current valid alternative is the
greedy algorithm proposed in [11] and extended to interval data in [18]. This algorithm
is able to provide discretization orders (where the consecutivity assumption is however
not ensured) in polynomial time. One possible direction for future research can be the
following. Is it possible to deduce a discretization order with consecutivity assumption
from a generic order provided by the greedy algorithm in [18] ?
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Abstract. Many researches have studied the complex system today because 
protein complexes, formed by proteins that interact with each other to perform 
specific biological functions, play a significant role in the biological area. And a 
few years ago, E. C. Kenley and Y. R. Cho introduced an algorithms which uses 
the entropy of graph for clustering in [2,3] based on protein-protein interaction 
network. 

In our study, we extend the works to find potential protein complexes while 
overcoming existing weaknesses of their algorithms to make the results more 
reliable. We firstly clean the dataset, build a graph based on protein-protein in-
teractions, then trying to determine locally optimal clusters by growing an ini-
tial cluster combined of two selected seeds while keeping cluster’s entropy to 
be minimized. The cluster is formed when its entropy cannot be decreased an-
ymore. Finally, overlapping clusters will be refined to improve their quality and 
compare to a curated protein complexes dataset. The result shows that the quali-
ty of clusters generated by our algorithm measured by the average cluster size 
considering f1-score is spectacular and the running time is better. 

Keywords: cluster entropy, graph clustering, protein-protein interaction. 

1 Introduction 

Protein Complex is a group of proteins in which proteins work together to do a partic-
ular function. For example, the Hemoglobin protein complex, which is formed by 
subunit proteins Hb-α1 and Hb-α2 and Hb-β, is often responsible for carrying oxygen 
from the respiratory organs to the rest of the body. And because of its significant role, 
today there are many researches are trying to apply clustering algorithms to figure out 
these protein complexes. However protein complexes own some attributes such as 
overlapping allowance or the number of kinds of protein in one complex is small. 
Hence, clustering algorithms should be configured to satisfy these requirements also. 

In 2011, E. C. Kenley and Y. R. Cho introduced Entropy-Based Graph Clustering 
algorithm which applied to Biological and Social Networks in [1]. They proposed a 
new method to determine potential protein complexes based on calculating graph 
entropy of mapped protein-protein interaction network. Assume that proteins are ver-
tex nodes, and the interactions between them are edges, the algorithm builds a graph 
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representing a protein-protein interaction dataset. Based on that graph, first it selects 
one seed, which has biggest vertex degree and form an initial cluster from selected 
seed’s neighbors. The second step removes one by one the added neighbor vertices of 
seed node if removing can decrease entropy of the graph. Thirdly, it one by one adds 
neighbor nodes of initial cluster if adding they can decrease the entropy of the graph. 
Finally, the cluster is formed when graph entropy cannot be reduced anymore. The 
algorithm produces a good result when comparing to other algorithms such as Markov 
Clustering (MCL) in [7], MCode in [8], and CNM in [9] when assessing by f1-score. 
However, the algorithm then committed some issues: is it quickly fall into the local 
minimum, and the cluster size distributes different from the ground truth. 

In 2012, Y. R. Cho and T. C. Chiam continue strengthening the algorithm with a 
modified version in which they slightly change the seed selection and cluster growing 
stages to overcome falling into the local minimum problem, and finally apply an over-
lapping refinement process to increase the cluster’s quality in [2]. The modified algo-
rithm now instead of adding neighbor nodes one by one while considering graph en-
tropy minimization, it selects a clique of three seeds as an initial cluster and at each 
growing step it’s going to add all neighbor nodes of the cluster, and remove one by 
one to decrease the entropy of entire graph. After all, an overlapping refinement pro-
cess attempts to assess overlapping cluster to add or remove cluster’s node to form the 
new refined cluster. This algorithm looks better than the old one in terms of f1-score, 
however, it in turn committed new issues about running time cost and still did not 
solve cluster size problem. The basic principles, strategies and limitations of two orig-
inal algorithms are presented in details in section 2.1. 

Using entropy of a graph is a good idea to figure out the potential protein complex-
es from protein-protein interaction network, but calculating the entropy of entire 
graph at each step in the growing cluster iteration indeed consumes an abundant of 
computing power. In addition, we realized that finding the global minimum entropy 
does not really help to figure out good potential complexes, especially in the modified 
version of the original algorithm in [2] that led to the case a meta-cluster which con-
tains more than 4000 nodes, leading to cannot figure out other potential complexes. 
Therefore, in our algorithm, to overcome these issues we introduce a concept about 
the entropy of cluster that is calculated based on the cluster and its neighbor. Since the 
algorithm tries to find the local optimized entropy, it generates clusters that have av-
erage size is small, and the distribution of cluster’s size is closer to the ground truth’s 
distribution when comparing to the original algorithms. To avoid quickly falling into 
the local minimum problem, we start with an initial cluster formed by two seeds and 
iteratively add its neighbor if the adding can decrease entropy of the cluster. To refine 
the overlapping result clusters, we apply the same method and measurement in the 
original algorithm but slightly change to drop the refined cluster, which has only one 
node (in the scenario that we are finding potential protein complexes formed from two 
different types of proteins in protein-protein dataset). We introduced the details of 
entropy cluster-based algorithm in section 2.2. 
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2 Entropy Cluster-Based Clustering 

2.1 Graph Entropy 

Graph Entropy H(G,P) is an information theoretic functional on a graph G based on 
probability distribution P on its vertex set in [6]. Assume that we have an undirected, 
unweight graph G(V,E). The graph G(V,E) contains a set of clusters, and a cluster is 
considered as a sub-graph ′( , ) of G. 

Vertex Entropy 
Suppose that we have a cluster ′( , ), entropy ( ) of a vertex  will be calcu-
lated by formula (1) ( ) =  − ( ) ( ) − ( ) ( ) (1) 

In which, ( )  denotes the percentage (distribution, probability) of neighboring 
vertices  that is placed inside of graph ′ over the total number of neighbor nodes | ( )| of node  as formula (2) ( ) = | ( )| (2) 

Similarly, ( ) denotes the rate (distribution, probability) of neighboring vertices  
of node  that is placed outside of graph ′  as formula (3). ( ) = 1 −  ( ) (3) 

Graph Entropy 
The entropy ( ) of a graph G is the sum of all vertices’ entropy in G calculated by 
the formula (4): ( ) =  ∑ ( ) ∈  (4) 

Entropy-Based Graph Clustering 
Based on the entropy theory, in 2011, E. C. Kenley and Y. R. Cho proposed a cluster-
ing algorithm to figure out clusters based on a given graph in [1] as described below: 

1. Select a random seed vertex. Forms a seed cluster including the selected seed and 
its neighbors. 

2. Iteratively remove any of the seed neighbors to minimize graph entropy. 
3. Iteratively add vertices on the outer boundary of the cluster to minimize graph en-

tropy. 
4. Output the cluster. Repeat steps 1, 2 and 3 until all vertices have been clustered. 

In step 1, a set of seed candidates is managed and when a cluster is generated, the 
vertices in the cluster are removed from the seed candidate set. In step 2-3, each  
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For graph entropy, the vertex f in (b) has two inner links and two outer links there-
fore, the entropy of vertex f is e(f) = 1.00, and the entropy of graph G is e(G) = 7.43. 

Entropy Cluster-Based Clustering Algorithm 
Investigating properties of protein complexes and protein-protein interaction dataset 
which only represent the interaction between proteins but not the portion or construc-
tion, we believe that finding a local optimum is a good way to figure out potential 
protein complexes. Therefore, like hill climbing problem, using cluster entropy can 
help us to implement the algorithm, and a slight change in the way of selecting seeds 
and forming an initial cluster can prohibit quick falling local optimal problem. 

The algorithm is described in 4 steps below: 

1. Select a clique of 2 seeds as an initial cluster, and add all neighboring nodes to the 
initial cluster. 

2. Iteratively remove any neighbor node added in first step if removing will decrease 
cluster entropy. 

3. Iteratively add any node from neighbor nodes of cluster if adding will decrease 
cluster entropy 

4. Output the cluster. Remove cluster’s nodes from set of seed candidates; and repeat 
the steps (1-3) until no seed candidate remain; it means all nodes are in clusters. 

In fig. 3. we show the progress of growing a cluster based on cluster entropy. 

 

              (a)                        (b)                          (c) 

Fig. 3. Example of growing cluster based on cluster entropy 

Suppose that cluster G’ in fig. 3. (a) already has three nodes, then entropy of clus-
ter G’ is e(G’) = e(a) + e(b) + e(c) + e(d) + e(e) = 0 + 0.92 + 1 + 0.92 + 1 = 3.84. 

In (b), if the cluster adds neighbor vertex e into G’, the cluster entropy now is  
e(G’) = e(a)+e(b)+e(c)+e(d)+e(e)+e(g) = 0 + 0.92 + 0.81 + 0.92 + 1 + 0.92 = 4.57. 
The entropy of cluster in (b) is not smaller than (a), so we do not add new node in-

to cluster as (b) but keep the original cluster (a). 
In (c), we then add the neighbor vertex d into G’ in (a), the cluster entropy now is 

e(G’) = e(a) + e(b) + e(c) + e(d) + e(e) + e(f) + e(k) + e(h) + e(i) = 0 + 0 + 1 + 0.92 + 
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1 + 0.81 + 0.72 + 1 + 0.81 = 6.26. The entropy of cluster in (c) is not smaller than in 
(a) also, hence we keep the original cluster in (a). 

In step 1 of proposed algorithm, we setup a seed candidate set instead of random 
seed selection to strengthen the algorithm. The set contains all sorted nodes by vertex 
degree, and the algorithm will select the biggest vertex degree node to process first, 
because that node is a hub which has more chance to be a core of protein complexes. 
The second seed in step 1 of proposed algorithm will be the neighbor node of the first 
node which has smallest vertex degree value, because of ensuring minimized cluster 
entropy.  

After step 4, we continue refining overlapping clusters as described in [2] in sec-
tion 2.1. And because the protein-protein interaction data present only interactions 
between proteins so it’s meaningless to get cluster which has only one node. Hence, 
we need to eliminate that kind of cluster after refining. The below pseudo code show 
how we treat the overlapping clusters: 

find out all overlap clusters 
for each overlap cluster 
 evaluate if the cluster need to be refined 
 if cluster need to be refined 
  add all nodes from other overlap clusters of selected 
cluster into it 
  for each node in selected cluster 
   if the node has overlapping value is lower than a 
given threshold 
    remove the node from cluster 
   endif 
  end for 
  if the cluster has more than one node 
   output refined cluster 
  endif  
 endif 
end for 

Dataset Preprocessing 
In mif25 format PPI dataset, the id values of interactors and interactions do not make 
sense for comparison between result clusters and ground truth, therefore, to compare 
result clusters with protein complexes, we have to compare their elements directly. 
We obtain the universal id from xref values of each interactor and use it as the unique 
identity of the protein. For example, protein ufd4_yeast has id is 731427, but both its 
name and id are not stable; they are changed over different dataset from different 
providers. Only its universal ids in xref are not changed, so in our research, we choose 
xref from uniprotkb as its unique id to represent Ubiquit In Fusion Degradation Pro-
tein 4. The universal id will be formed in format:  

(db name)_(id in that db), e.g. uniprotkb_P33202. 
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According the research article led by Ian M Donaldson in [5], the interaction rec-
ords have only one interactor represent multimeric complexes, which contain one 
subunit type that is present in two or more copies. For example, in PPI dataset ac-
quired from IntAct, interaction ImexId IM-18882-4 has only one participant is protein 
P09938 (UniProt). In fact, the interaction has two participants, subunit P09938 and 
subunit P21524, but these two subunits are derived from protein “Ribonucleoside-
diphosphate reductase small chain 1” so the interaction describes only one protein. 
Similar to the gold standard, i.e., complex Syp1 dimer consists only one protein is 
P25623 (Suppressor of yeast profiling deletion - UniProt). The sole existence of only 
one protein in an interaction, which is unlike binary interaction, does not help to build 
the graph of proteins, so we remove them from the input dataset. 

We also remove all interactions which have more than two interactors in the partic-
ipant list since it increases the complexity, but does not offer good result. In addition, 
there is no exact description what model is correct for connections between these 
participants. For example, these proteins can be connected as a ring, or star, where 
one protein is a hub which connects other proteins. 

Finally, the input data set contains only binary interactions and protein’s infor-
mation. 

2.3 Clustering Accuracy Measurement 

F1-score is a combination of precision and recall of a cluster when comparing the 
cluster to real protein complexes. It is calculated in formula (6) below: = 2 .  .

 (6) 

In which, precision, also called positive predictive value, is the fraction of relevant 
instances that are retrieved. It is calculated in formula (7) by the ratio of common 
proteins in cluster c and complex  to the number of proteins in cluster c. =  |  ∩ || |  (7) 

And recall, also known as sensitivity, is a measure of relevance which is calculated 
in formula (8) by the ratio of common proteins of cluster c and complex  to the 
number of proteins in . =  |  ∩ || |  (8) 

However, when assessing two algorithms that produce two sets of clusters, which 
have number of cluster and average size of cluster are much different, we realized that 
the f1-score cannot show a reliable result because it does not concern the average size 
of cluster. In table 1, we show the example of input and output data of two different 
algorithms. In that case, even algorithm B obtains a better f1-score value, it does not 
mean that quality of result clusters is better than result generated by the algorithm A, 
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since the number of clusters of algorithm B is lower than expected, and the average 
size of them is far different from the average size of ground truth cluster. Besides, the 
too big cluster will limit the possibility of generating new cluster because the possible 
seeds were occupied by that big cluster. Therefore, in this case, algorithm A should be 
more suitable and better than algorithm B. 

Table 1. Data of input and output of different algorithm 

 Ground truth Algorithm A Algorithm B 
Number of node 15 25 

Number of cluster 
(overlap allowance) 

5 8  2 

Cluster average size 3.4 3.75 10.0 
Average f1-score 1 0.45 0.62 

Because of the above reasons, we use a modified version of f1-score, that consider 
the ground truth average size by formula in (9). In which, f is original f1-score, ( ) is the average size of the ground truth cluster, and ( ) is the average 
size of cluster. If the similarity is low, the value of f’ is low; if the similarity is higher, 
the value of f’ will increase to get the same value of the original f1-score. = . ( )( ) | ( ) ( )| (9) 

3 Result and Discussion 

3.1 Data Source 

We apply algorithms on a curated protein-protein interaction dataset of yeast named 
Saccharomyces Cerevisiae (Baker's yeast) in [3] and evaluate the result with the  
gold standard in [4]. The datasets are updated on 2014 July 18th by IntAct Molecular 
Interaction Database, The European Bioinformatics Institute. The Protein-protein 
interaction (PPI) dataset contains 6,184 proteins, and 16,133 interactions. The  
gold-standard dataset is a Protein complex dataset of Saccharomyces cerevisiae 
(strain ATCC 204508 / S288c – scientific name) which contains 306 protein  
complexes combined from 955 proteins, and there is 9 proteins do not appear in PPI 
dataset. 

We show the distribution of size of curated protein complexes in fig. 4 to make 
clear our assessment based on it. In the complex dataset we can recognize that there 
are 131 complexes that have only two proteins, according 42.81%, and 58 complexes 
that have three proteins, 18.95%, it leads to the average size of protein complexes is 
4.072. 
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Fig. 4. Size distribution of protein complexes (ground truth) 

3.2 Experiments and Result 

We configure the three algorithms in its best condition and arguments: 

• Entropy-Based Graph clustering [1]: select interactor which has biggest degree as 
seed from the candidate set first 

• Modified Entropy-Based Graph Clustering [2]: select first seed has biggest degree 
and random select the second and the third seed. Using minCov = minCons = 0.4, 
and minCss = 0.8 for refining overlapping clusters. 

• The Entropy Cluster-Based Clustering: select first seed has biggest degree and 
second seed from the neighbor node which has lowest degree. Using minCov = 0.4, 
minCons = 0.4, and minCss = 0.8 for refining overlapping clusters. 

The chart in fig. 4 shows the execution time of the three algorithms, in which the 
proposed algorithm run in only 115 seconds while the original algorithm consumes 
about 1177 seconds. It runs longer because of greedily calculating all clusters to 
maintain the lowest graph entropy. The modified graph entropy algorithm even needs 
about 9.5 hours because steps (2-4) require much time to find the graph entropy for 
each iteration. 
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Fig. 5. Execution time of algorithms 

Table 2. Experiment results of algorithms 

Algorithm Number of 
protein 

Number of 
cluster 

Average size 
of cluster 

Average f1 
score 

Average size con-
sidering f1-score 

Protein Complexes  
dataset(ground truth) 

955 306 4.072 1 1 

Original Entropy-based 
Graph 

 
 

6,184 

385 14.613 0.243 0.068 

Modified Entropy- 
based Graph 

174 51.006 0.625 0.050 

Proposed entropy  
cluster-based 

1540 3.771 0.404 0.377 

To evaluate the effectiveness of each algorithm, we assess the average size consid-
ering f1 score when comparing to real protein complexes in table 2. From the dataset 
of 6,184 proteins, the original entropy-based graph clustering gives out 385 clusters 
with an average f1 score is 0.274. The modified entropy-based graph clustering algo-
rithm offered a better result with clusters’ quality is 0.625, however the number of 
clusters and its average size are not reasonable for predicting protein complexes, the 
number of clusters are too small and the average size of cluster is too big, the exist-
ence of some cluster which has up to 4,000 proteins will limit the possibility to gener-
ate other clusters. Therefore, even the algorithm improved its quality, we do not think 
that it is affordable to apply on finding potential protein complexes. In addition, our 
algorithm offers a reasonable result with 1,540 potential complexes from 6,184 pro-
teins, and the average size of cluster is 3.771. Using the average size considering f1-
score metric, apparent that the proposed algorithm offered a spectacular result, with 
33 clusters that match the gold-standard protein complexes directly; conversely, other 
algorithms obtain less than 10 clusters that are matched directly. 
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4 Conclusions 

There are various graph-based clustering algorithms that identify potential functional 
organizations such as protein complexes from protein-protein interaction networks. 
Among them, entropy-based clustering is a good competitor when offering a novel 
approach to reveal protein complexes from Protein-protein interaction data. In our 
study, we proposed an application to use the entropy concept in the graph clustering 
algorithm, which is effective when applying on the biological PPI dataset. The pro-
posed algorithm may use with other network datasets which can be mapped to graphs. 

The proposed algorithm first considers to compute cluster’s entropy and ignore 
graph entropy, that by this way it helps to improve the speed and give out more rea-
sonable results. Secondly, we refined the strategy of selecting seed candidates and 
apply the overlapping cluster refinement method in [2] to improve the quality of result 
clusters. And finally, we assess the algorithms by a modified f1-score, which consid-
ers the ground truth average size. 

In addition, we also provided basic knowledge and detailed explanations which 
help persons who have not worked with PPI dataset before could understand what and 
why we process in that way to reach the final result. 
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Abstract. After decades of intensive use, K-Means is still a common
choice for crisp data clustering in real-world applications, particularly in
biomedicine and bioinformatics. It is well-known that different initializa-
tions of the algorithm can lead to different solutions, precluding repli-
cability. It has also been reported that even solutions with very similar
errors may widely differ. A criterion for the choice of clustering solutions
according to a combination of error and stability measures has recently
been suggested. It is based on the use of Cramér’s V index, calculated
from contingency tables, which is valid only for crisp clustering. Here, this
criterion is extended to fuzzy and probabilistic clustering by first defin-
ing weighted contingency tables and a corresponding weighted Cramér’s
V index. The proposed method is illustrated using Fuzzy C-Means in a
proteomics problem.

Keywords: Fuzzy clustering, K-Means, Clustering stability analysis,
Cramér’s V index, G Protein-Coupled Receptors.

1 Introduction

G protein-coupled receptors (GPCRs) are cell membrane proteins of interest due
to their role in transducing extracellular signals after specific ligand binding.
They have in fact become a core interest for the pharmaceutical industry, as
they are targets for more than a third of approved drugs [1].

GPCR functionality is mostly investigated from its crystal 3-D structure.
Finding such structure, though, is a difficult undertaking1 and only in the last
decade, a handful of GPCR structures has been found, most of them belonging
to the class A of the GPCR superfamily [2]. Only in 2013, one receptor not
belonging to class A but to the Frizzled class and two class B [3,4] were reported.
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1 Rhodopsin was the first GPCR crystal structure to be determined, back in 2000.
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The first structures of the 7-trans-membrane (7TM) domains of two class C
receptors were published in 2014 [5,6].

Our research focuses on class C GPCRs, which have become a key target
for new therapies [7]. The alternative approach when the tertiary 3D crystal
structure is not available, is the investigation of the receptor functionality from
its primary structure, that is, directly from the amino acid (AA) sequences.
The comparative exploration of the sequences of the seven different described
subtypes of this class may constitute a first step in the study of the molecular
processes involved in receptor signalling.

Most of the existing data-based research on primary receptor sequences resorts
to their alignment [8], which enables the use of more conventional quantitative
analysis techniques. Given that the length of the class C GPCR sequences varies
from a few hundred AAs to well over a thousand, alignment risks the loss of
relevant sequence information. Alternatively, as in this paper, we can resort to
methods for the analysis of alignment-free sequences from their transformation
according to the AA properties (for a review see [9]).

Previous exploration of the class C GPCR sequences through visualization-
oriented clustering [10] and semi-supervised analysis [11] has shown that the
existing formal characterization of this class into seven subtypes only partially
corresponds to the natural data cluster structure according to unaligned se-
quence transformations. In the current study, we investigate this issue within a
more general clustering framework.

Clustering analysis often works by assigning individual data instances to one
out of several clusters according to their similarity to representative examples
Such assignment is often of a dichotomous or crisp nature: the instance either be-
longs to or does not belong to a given cluster. Fuzzy and probabilistic clustering
methods, instead, assign each data instance to each cluster with an estimated de-
gree or probability of membership. As a result, the uncertainty of the assignment
decision is explicitly taken into account in the model.

Over the last decades [12], K-Means has become a stalwart method for data
clustering, spawning many variants while remaining a common choice, even if as
a benchmark, in many real-world applications. K-Means is based on crisp cluster
assignments, although variants such as Fuzzy C-Means (FCM)[13] have extended
the model to account for partial degrees of membership. K-Means limitations are
well studied and include the lack of a closed criterion for the choice of the number
of clusters K and the fact that, under different initializations, the algorithm may
yield very different solutions.

Recent experimental evidence [14] has shown that K-Means solutions that
might be expected to be similar according to the final value of the objective
function may in fact be quite dissimilar, and that this effect increases with the
value of K. This suggests the convenience of using the objective function as a
criterion of model optimality only in combination with some cluster stability
criterion if we aim to achieve cluster partition reproducibility. One such com-
bined criterion is the Separation and Concordance (SeCo) map, which joins the
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standard sum-of-squares (SSQ) error and Cramér’s V stability index, a variation
of Pearson’s χ2, which can also be used to inform the choice of K.

The calculation of Cramér’s V index is based on the use of contingency tables,
which are only suitable for crisp cluster assignments. In this study, we extend the
SeCo criterion to fuzzy and probabilistic clustering by first defining weighted con-
tingency tables and a corresponding weighted Cramér’s V index. This should be
a more faithful assessment of the clustering solution stability for fuzzy and proba-
bilistic methods.

The proposed methods are employed to investigate a class C GPCR primary
sequence data set extracted from a publicly available database. Two experimen-
tal settings for the clustering experiments are used. The first fixes the number of
clusters to the number of formal subtypes in the class in order to investigate the
level of correspondence between both, while the second relaxes this constraint
in order to analyze the stability of the clustering solutions using SeCo maps.

2 Methods

2.1 Alignment-Free Sequence Transformation Methods

As previously mentioned, in this paper we resort to methods for the analysis of
alignment-free sequences from their transformation according to the AA prop-
erties. Three transformations were used in our experiments:

– Amino Acid Composition (AAC): This simple transformation reflects the AA
composition of the primary sequence. The frequencies of the 20 sequence-
constituting AAs are calculated for each sequence and, as a result, an N×20
data matrix is obtained, where N is the number of data instances.

– Auto Cross Covariance (ACC): The ACC transformation aims to capture
the correlation of the physico-chemical AA descriptors along the sequence.
The method relies on the translation of the sequences into vectors based on
the principal physicochemical properties of the AAs. Data are transformed
into a uniform matrix by applying a modified autocross-covariance transform
[15]. First, the physico-chemical properties are represented by means of the
five z-scores of AA as described in [16]. Then the Auto Covariance (AC) and
Cross Covariance (CC) are computed on this first transformation. They, in
turn, measure the correlation of the same descriptor (AC) or the correlation
of two different descriptors (CC) between two residues separated by a lag
along the sequence. From these, the ACC fixed length vectors can be obtained
by concatenating the AC and CC terms for each lag up to a maximum lag,
l. This transformation generates an N × (z2 · l) matrix, where z = 5 is the
number of descriptors.

– Digram Transformation: The digram transformation is a particular instance
of the more general n-gram transformation. It considers the frequencies of
occurrence of any given pair of AAs. The n-gram concept has previously
been used in protein analysis [17]. This particular transformation generates
an N × 400 matrix.
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2.2 Data Clustering Using K-Means and Fuzzy C-Means

The K-Means algorithm creates a partition of a setX = {x1, . . . ,xN} of observed
data into a set of K clusters Γ = {Γ1, . . . , ΓK} by defining a fixed number K
of data centroids or prototypes {μ1, . . . , μK}. It does so by assigning individ-
ual data observations to their closest prototypes according to a given similarity
measure or distance. Such assignment is crisp in the sense that individual ob-
servations are associated to individual clusters with complete certainty. Fuzzy
and probabilistic clustering techniques relax this approach by assigning, to each
observation, a fuzzy degree (for instance in FCM) or a probability (for instance
in mixture models) of membership to each cluster. Most approaches to K-Means
opt for different forms of random initialisation of the prototypes (seeds). The
algorithm’s objective is finding the set Γ that minimises a SSQ error in the form∑K

k=1

∑
x∈Γk

‖x− μk‖2. FCM generalizes this objective function to become:

C∑
c=1

N∑
n=1

ωm
nc‖xn − μc‖2 (1)

for C fuzzy clusters, fuzzy weights ω and fuzziness parameterm. It is well known
that different initialisations of the algorithm make it converge to different local
minima and that there is no guarantee of convergence to a global minimum of the
objective function. In practical applications, K-Means and FCM are run with a
sufficient number of random initialisations and the Γ generating minimum error
is chosen among the rest.

2.3 Clustering Stability Measures

Even if finding a minimum error Γ is a central objective of K-Means, the stability
of the clustering solution is also relevant. Solutions that are reproducible are
required. That is, cluster partitions that do not change (much) under different
initialisations, i.e., that are stable. This cluster stability is paramount in practical
applications and can be quantified using different indices [18].

It was recently brought into attention [14] that K-Means partitions with sim-
ilar errors might be greatly different from each other (thus unstable) and that
this effect increases with the value of K. Assuming that solutions that strike a
balance between low error and high stability ought to be sought, Lisboa et al.
[14] proposed a framework based on the calculation of Separation/Concordance
(SeCo) maps for settings using multiple random initializations of K-Means for
different values of K. This entails the simultaneous display of a pair of values
for each run of the algorithm, namely: The ΔSSQ, calculated as the total SSQ
minus the within-cluster SSQ:

K∑
k=1

N∑
n=1

‖xn − μk‖2 −
K∑

k=1

∑
xn∈Γk

‖xn − μk‖2 (2)

and a concordance index (CI) quantifying stability. In [14], the use of Cramér’s
V index is recommended as a basis for it. The CI is calculated as the median of
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the (nin − 1) pairwise Cramér’s V calculations for nin initializations. For two
cluster partitions Γ and Γ ′ of, in turn, K and K ′ clusters, Cramér’s V index is
a variation of a χ2 test, calculated as V =

√
χ2/N �min(K − 1,K ′ − 1), where

χ2 =

K∑
k=1

K′∑
k′=1

(Okk′ − Ekk′ )2/Ekk′ (3)

Here, O is an observed contingency table (K × K ′) matrix, whose values Okk′

indicate the number of instances in X that have been assigned to cluster k in
one run of the algorithm and to cluster k′ in another run. The K ×K ′ matrix E
contains the corresponding expected values for independent cluster allocations,

calculated as Ekk′ = 1
N (
∑K′

j=1 Okj

∑K
i=1 Oik′ ).

This use of contingency tables is suitable for crisp cluster assignments such
as those provided by K-Means. For soft assignments such as those provided by
FCM or Gaussian Mixture Models, instead, this use occludes the richness of the
cluster solution by requiring the assignment of instances to clusters to be based
on the highest degree of membership or probability.

In this paper, we propose a variation of contingency tables that better suits
the characteristics of fuzzy and probabilistic models. Elements in what we call
weighted observed (wO) contingency tables will now be calculated, following
the notation of Eq.1 for FCM, as wOcc′ = sumN

n=1ωncωnc′ ; this is, for data
instance n, the product of the degree of membership to cluster c in a first run
of the algorithm and the degree of membership to cluster c′ in a second run.
Consequently, we can obtain a weighted expected (wE) contingency table matrix

whose elements are defined as wEcc′ = (
∑C′

j=1 wOcj

∑C
i=1 wOic′ )/N . This leads

to the definition of a new weighted Cramér’s V index, where O is replaced by
wO and E by wE in the calculation of χ2 in Eq.3.

If FCM estimated that all instances had a degree of membership of 1 for a
single cluster, the weighted Cramér’s V index would reduce to its standard for-
mulation. This is unlikely to happen, which means that the proposed index will
lead to lower levels of CI in SeCo. This should, therefore, be not only a conserva-
tive concordance estimator, but also a more reliable clustering assessment tool,
capable of distinguishing solutions with varying levels certainty.

Note that SeCo can be used as a flexible tool to chose adequate values of the
K parameter (number of clusters). This is equally true when using the modified
index, but, in this case, there should be no bias in favour of “over-optimistic”
solutions.

3 Experiments

3.1 Materials and Experimental Setting

The data in the following experiments were extracted from GPCRDB2 [19] (ver-
sion 11.3.4 as of March 2011), a public database of G Protein-Coupled Receptor

2 http://www.gpcr.org/7tm

http://www.gpcr.org/7tm
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(GPCR) protein primary sequences. The data set comprises a total of 1,510
class C GPCR sequences, belonging to seven subfamilies and including: 351
metabotropic glutamate (mG), 48 calcium sensing (CS), 208 GABA B (GB),
344 vomeronasal (VN), 392 pheromone (Ph), 102 odorant (Od) and 65 taste
(Ta). Their AA lengths vary from 250 to 1,995.

Previous research [20] investigated the supervised classification of these data
sequences, from several of their alignment-free transformations, including AAC,
digram, and ACC, among others. Here, we use K-Means and FCM to investigate
to what extent the natural clustering structure of the data fits the subfamilies
(classes) description. For that, we first report the results of experiments in which
the number of clusters is fixed a priori to be the same as the number of class C
GPCR subtypes. These will provide us with a preliminary evaluation of the level
of natural subtype overlapping. We then proceed to relax that constraint and
the SeCo framework, with the proposed modification of the concordance index
in the case of FCM, is applied in a setting with 500 random initializations of
the algorithms for different number of clusters. Following [14], only the best 10%
�SSQ results are displayed in the SeCo plots.

3.2 Results and Discussion

The three transformed data sets were fed to the FCM and K-Means algorithms.
The class (subtype) specificity for each cluster for each data set was measured
and the results are provided in the following paragraphs along with class-entropy
measures. This will inform us to what extent the clusters extracted by K-means
and FCM algorithms correspond (or not) to the theoretically labeled subtypes.

The class-entropy for a given cluster k is calculated as Ek = −
∑C

j=1 pkj lnpkj ,
where j is one of the C = 7 class C GPCR subtypes and pkj = mkj/mk, where,
in turn, mk is the number of sequences in cluster k and mkj is the number of
subtype j sequences in cluster k.

For FCM, Figure 1 and Table 1 show that, for the AAC data transformation,
almost none of the defined clusters show clear class (subtype) specificity. Only
in cluster 1, the first subtype (mG) of GPCR achieves a specificity that is close
to 60%, but even in this case, the third subtype (GB) reaches a non-negligible
30%. Several clusters show common specificity profiles: for instance, clusters 1
and 3 are predominantly a mixture of mG and GB, which means that they
might truly be a single cluster with some substructure. Cluster 4 is a very mixed
combination of Ph and VN, but clusters 2, 6 and 7 seem to be variations of this
combination, again suggesting one main cluster with further substructure and
important levels of overlapping. The ACC and Digram transformations (Figures
2 and 3, and, again, Table 1), instead, manage to separate some of these clusters
to become more subtype-specific. mG and GB are now more clearly discriminated
(clusters 1 plus 5 and cluster 3, in turn) with the rest of subtypes showing clear
overlapping in some clusters but also high specificity in others (for instance,
Ph in ACC cluster 6 and Digram in cluster 7). In any case, the more complex
transformations (ACC and Digram) seem to make the FCM clustering model
more class C GPCR subtype-specific.
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Fig. 1. Class specificity bar chart (with percentage values) for each FCM cluster of
class C GPCR data set with the AAC transformation. Classes 1 to 7 are, in turn, mG,
CS, GB, VN, Ph, Od and Ta.

Fig. 2. As Figure 1, for the ACC transformation

Fig. 3. As Figure 1, for the Digram transformation
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Table 1. Number of GPCR sequences-per-cluster (�) and cluster-specific (Ek) and total
entropies for the FCM clustering of class C GPCR data with the three transformations

AAC ACC Digram
� Ek � Ek � Ek

Cluster 1 245 1.45 107 0.13 112 0.12

Cluster 2 239 2.16 207 1.52 374 2.39

Cluster 3 200 1.34 202 0.33 200 0.37

Cluster 4 193 1.30 237 1.17 277 1.09

Cluster 5 67 1.97 199 0.89 179 0.26

Cluster 6 263 2.15 279 1.99 205 2.02

Cluster 7 303 1.95 279 2.20 163 1.28

Total Entropy 1.77 1.34 1.29

The results of the K-means algorithm for the seven subtypes of class C
GPCRs, for which, for the sake of brevity, we only report the entropy results in
Table 2, are consistent with those of FCM. Again, almost none of the defined
clusters show clear class (subtype) specificity with AAC data transformation.
The ACC and Digram transformations, instead, manage to separate some of
these clusters to become more subtype-specific. The similarity between the two
algorithms is that mG and GB are more clearly discriminated than the rest of
subtypes. Moreover, in the ACC transformation, Ph receptors can also be dis-
criminated from the rest subtypes due to their high specificity in cluster 2. The
remaining subtypes show clear overlapping in some of the clusters.

Table 2. Number of GPCR sequences-per-cluster (�), together with cluster-specific
(Ek) and total entropies for the K-Means clustering of class C GPCR data with the
three transformations

AAC ACC Digram
� Ek � Ek � Ek

Cluster 1 270 1.65 260 0.26 222 0.10

Cluster 2 406 2.17 136 0.72 398 1.47

Cluster 3 196 1.33 150 0.23 121 0

Cluster 4 189 1.24 188 1.07 284 1.10

Cluster 5 54 1.34 165 1.57 184 1.90

Cluster 6 56 1.74 379 1.79 197 1.95

Cluster 7 339 2.03 232 1.97 104 1.63

Total Entropy 1.77 1.19 1.39

Comparing the results of both algorithms in terms of the total entropy mea-
sure, conclusions are not clear-cut. ACC and Digram show a clear advantage
both in FCM and K-Means, but neither shows a clear advantage over the other.
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We now move to the clustering stability analyses results, based on random
algorithm initializations and varying number of clusters, using the SeCo maps.
For each one of the transformed sets, three SeCo maps were created using:

– The K-means objective function and the standard Cramér’s V index.
– The FCM objective function and the standard Cramér’s V index.
– The FCM objective function and the novel weighted Cramér’s V index pro-

posed.

As previously mentioned, a threshold for the �SSQ values to select the 10%
top values for each value of K is expected to allow the degeneracy of similar
SSQ values to be resolved. The FCM 10% top results, as reported in Figs. 4 to
6, are very parsimonious (much more so than the complete ones, not reported
here), revealing a high concentration of stability results around just a handful
of median Cramérs V index values, in comparison with the still wide spread of
K-Means. These results are also very consistent over data transformations. For
K-Means, this effect does not necessarily increase as K increases for any of the
data transformations. For FCM, though, an increase in spread as K increases is
revealed. Overall, this indicates that FCM is much more resilient than its crisp
K-Means counterpart to the variability introduced by random initializations.

Fig. 4. Separation-Concordance maps for the AAC data set, including the 10% best
results. Top: results for K-Means; bottom: results for FCM, a) with standard Cramér’s
V index; b) with proposed weighted Cramér’s V index.
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Fig. 5. Separation-Concordance maps for the ACC data set. Layout as in previous
figure.

Fig. 6. Separation-Concordance maps for the digram data set. Layout as in previous
figure.



546 A. Vellido, C. Halka, and À. Nebot

Moreover, the stability results as measured by the standard Cramérs V index
and the proposed weighted Cramérs V index are again very similar for all data
transformations (even better for the latter, providing further support for the
proposed method, which is a more faithful account of the true belief of the
algorithm regarding cluster membership).

Also, the restricted 10% SeCo maps offer some guidance to make a decision
about the most adequate value of K, as supported by the data. For FCM, a
solution beyond 7 clusters is clearly not supported by the AAC transformation,
as maximum stability suddenly decreases at the same point the cluster model
becomes more unstable (with more spread values). Note that this is consistent
with the “natural” description of subtypes for this data set. A similar conclusion,
though, is not supported for ACC and only partially for Digram, whose low-K
solutions are clearly polarized. In any case, these results are hardly conclusive,
which means that SeCo maps have limited applicability for the choice of K in
highly overlapping data sets such as those analyzed in this study.

4 Conclusions

Crisp clustering provides a simplified partition of the observed data as a descrip-
tion of its structure. K-Means, the most commonly used algorithm of this type,
is known to be strongly dependent on initialization. Furthermore, recent studies
suggest that different K-Means solutions with apparently similar error may in
fact be quite dissimilar. In this context, it is recommended to base the choice of
solution on a combination of error and stability criteria.

Separation-Concordance maps provide such combined criterion. They were
originally developed for K-Means and, in this study, we have extended them to
FCM by defining weighted contingency tables and a weighted Cramér’s V index
that could also be used in other fuzzy and probabilistic techniques in which
cluster assignment is not of a crisp nature any longer.

We have experimented with this approach in a problem concerning the clus-
tering of class C GPCRs, which have a pre-defined subtype structure. This
sub-typology is known to have a highly overlapping structure from a clustering
viewpoint, which has been confirmed in our experiments. The SeCo maps have
revealed the FCM algorithm to yield much more stable results that K-Means
under multiple random initializations, but they have also been shown to provide
limited guidance for the choice of the K and C parameters, due to the highly
overlapping nature of the data. In any case, the proposed weighted Cramér’s V
index provided consistent with and often better results than the standard one in
our experiments. This is encouraging, given that the modified index is meant to
reflect the nature of the clustering results more faithfully, something that might
have revealed lower stabilities.
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Abstract. 3D protein structure similarity searching is one of the most popular 
processes performed in the structural bioinformatics. The process is usually per-
formed through dedicated websites or desktop software tools, which makes a 
secondary processing of the search results difficult. One of the alternatives is to 
store macromolecular data in relational databases and perform the similarity 
searching on the server-side of the client-server architecture. Unfortunately, re-
lational database management systems (DBMSs) are not designed for efficient 
storage and processing of biological data, such as 3D protein structures. In this 
paper, we present the P3D-SQL extension to the Oracle PL/SQL language that 
allows invoking protein similarity searching in SQL queries and perform the 
process efficiently against a database of 3D protein structures.  
Availability: P3D-SQL is available from P3D-SQL project home page at: 
http://zti.polsl.pl/w3/dmrozek/science/p3dsql.htm  

Keywords: proteins, 3D protein structure, structural bioinformatics, similarity 
searching, structural alignment, databases, SQL, relational databases, query 
language. 

1 Introduction 

At the current stage of the development of structural bioinformatics, after a few dec-
ades of scientific research, nobody questions the necessity of possessing effective 
methods for 3D protein structure similarity searching, which is one of the core pro-
cesses performed in this domain. The popularity of the process flows from the fact 
that it underlies other processes, such as protein classification, functional annotation, 
and plays a supportive role while verifying results of predictions of 3D protein struc-
tures. Scientists have access to a variety of tools by which they can carry out the 3D 
protein structure similarity searching. Most of the tools are dedicated web pages and 
there are a few desktop applications. However, performing the process through these 
tools leaves a very limited control on the process and makes it difficult to reprocess 
the data or obtained results.  

For scientists studying structures and functions of proteins one of the serious alter-
natives in collecting and processing protein macromolecular data are relational data-
bases [3]. Relational databases collect data in tables describing part of reality, where 
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data are arranged in columns and rows. Modern relational databases also provide a 
declarative query language – SQL that allows retrieving and processing collected 
data. The SQL language gained a great power in processing regular data hiding details 
of the processing under a quite simple SELECT statement. This allows to move the 
burden of processing to the DBMS and leaves more freedom in managing the work-
load.  

1.1 SQL for Manipulating Relational Data 

SQL (Structured Query Language) is a query language that allows to retrieve and 
manage data in relational database management systems (RDBMS). It was initially 
developed at IBM in the early 1970s and later implemented by Relational Software, 
Inc. (now Oracle) in its RDBMS [3]. The great power of SQL lies in the fact that it is 
a declarative language. While writing SQL queries, SQL programmers and database 
developers are responsible just for specifying what they want to get, where the data 
are stored, i.e. in which tables of the database, and how to filter them, and this is the 
role of the database management system to build the execution plan for the query, 
optimize it, and perform all physical operations that are necessary to generate the final 
result. For example, a simple SELECT statement, which is used to retrieve and dis-
play data, and at the same time one of the most frequently used statement of the SQL, 
may have the following general form: 
 

SELECT A1, ..., Ak  
FROM T 
WHERE W; 

 
In the query, the SELECT clause contains a list of columns A1, …, Ak that will be 

returned and displayed in the final result, the FROM clause indicates the table(s) T to 
retrieve data from, and the WHERE clause indicates the filtering condition W that can 
be simple or complex. Other clauses, like GROUP BY for grouping and aggregating 
data, HAVING for filtering groups of data, ORDER BY for sorting result set, are also 
possible, but we will omit them in the considerations for the sake of clarity. The sim-
ple query retrieves the specified columns from table T and displays only those rows 
that satisfy the condition W. What is important for our considerations is that table T 
can be one of the tables existing in the database, can be result of other nested 
SELECT statement (the result of any SELECT query is a table), or can be a table 
returned by a table function that is invoked in the FROM clause. The last option was 
utilized in the P3D-SQL that we present in the paper.    

1.2 Related Works 

Advantages of a declarative processing of biological data with the use of the SQL 
were noticed in the last decade, which resulted in the development of various SQL 
extensions. For example, ODM BLAST [10] is a set of extensions to Oracle RDBMS  
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that allows to align and match protein and DNA nucleotide sequences. The BioSQL 
[2], which incorporates modules of the BioJava project [8], provides extended capa-
bilities by focusing on bio-molecular sequences and features, their annotation, a refer-
ence taxonomy, and ontologies. Several extensions to the SQL language, including 
PSS-SQL [6,7] and the query language developed by Hammel and Patel [4] and Tata 
et al. [11], allow searching on the secondary structure of protein sequences. All men-
tioned projects confirm that for bio-database developers, highly skilled users, also 
those working in the domain of structural bioinformatics, the SQL language became 
the communication interface, just like a web site is an interface for common users. 

In this paper, we present the P3D-SQL extension to the Oracle PL/SQL language 
that allows invoking 3D protein structure similarity searching in SQL queries and 
perform the process against a whole database of 3D protein structures. 

2 Algorithms for Protein Structure Similarity Searching 

3D protein structure similarity searching refers to the process in which a given protein 
structure is compared to another protein structure or a set of protein structures collect-
ed in a database or any other collection. 3D protein structure similarity searching is 
usually done by alignment of protein structures. The alignment procedure finds frag-
ments of protein structures that match to each other, i.e. indicate high similarity ac-
cording to assumed scoring system and given objective function.  

P3D-SQL realizes protein structure similarity searches by using two popular algo-
rithms – CE [9] and FATCAT [12]. Both algorithms are publicly available through 
the Protein Data Bank (PDB) [1] website for those, who want to search for structural 
neighbors. FATCAT and CE perform structural alignments by combining so called 
Aligned Fragment Pairs (AFPs). Additionally, by entering twists, FATCAT allows for 
flexible alignments, eliminating drawbacks of many existing methods that treat pro-
teins as rigid bodies. As a result, for the number of cases, FATCAT enables capturing 
actual homology that flows from the sequence similarity, which is impossible for 
other methods.  

When developing the P3D-SQL, we integrated the CE and FATCAT algorithms 
included in BioJava libraries [8] into the Oracle PL/SQL. BioJava provides new, en-
hanced implementations of CE and FATCAT algorithms – jCE and jFATCAT. 
jFATCAT is delivered in two variants rigid and flexible, for rigid and flexible align-
ments. jCE performs a rigid-body alignment of protein structures, similar to 
jFATCAT-rigid. jCE also implements a CE with Circular Permutations (jCE-CP) 
variant, which solves the problem of handling of circular permutations. This problem 
is typical for many alignment algorithms, including CE and FATCAT, that compute 
sequence order-dependent alignments. For the purpose of P3D-SQL extension to Ora-
cle PL/SQL several classes were added to BioJava and the whole package has been 
recompiled before it was registered in Oracle DBMS.   
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3 Implementation in Oracle PL/SQL 

Oracle is a commercial object-relational database management system (RDBMS) that 
allows to store and process huge volumes of data. Oracle provides the PL/SQL lan-
guage, which is a procedural language extension to SQL. Oracle RDBMS can store 
and execute stored procedures and functions implemented in the native PL/SQL or 
other languages, like Java. Although PL/SQL is a powerful language, some tasks can 
be more easily developed in low-level languages, especially, when they have a form 
of reusable libraries, like BioJava. Oracle Java Virtual Machine (Oracle JVM) is a 
part of the Oracle RDBMS that executes the Java code.  

P3D-SQL, that we have developed, benefits from the ability of executing the Java 
code in Oracle. P3D-SQL provides a set of PL/SQL functions that are invoked from 
the SQL queries. The most important functions are CE_ALIGN and 
FATCAT_ALIGN. These two functions retrieve macromolecular data of proteins 
from relational tables, process parameters passed to them, schedule the process of 
similarity searching, and finally, they call appropriate methods from the BioJava li-
braries in order to perform the similarity searching of specified protein structures or to 
generate a detailed alignment for them.   

Before a user can use both mentioned functions the BioJava bytecode must be 
loaded into Oracle Database instance and published to SQL. After loading the code, 
the executable form of BioJava classes is hold in the Library Cache in the System 
Global Area (SGA) of the database instance (Fig. 1).  

 

Fig. 1. Oracle database containing PDB repository, and Oracle memory architecture with 
BioJava executables and P3D-SQL extension 
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For each BioJava method that is called from PL/SQL we created an appropriate 
call specification, which exposes the top-level entry point of the method to Oracle 
Database. These call specifications are then used by the CE_ALIGN and 
FATCAT_ALIGN PL/SQL functions. Installation scripts for all these operations are 
available for the public use at the given P3D-SQL home web site (see Availability 
section at the end of the paper). 

Macromolecular data of protein structures are stored as whole PDB files in a dedi-
cated relational table (as CLOBs). The data must be loaded to the table prior to execu-
tion of any P3D-SQL statement. Our tests of P3D-SQL queries were performed on the 
Oracle 11g R2 database storing 93 043 protein structures from the Protein Data Bank 
(the size of the repository was 80GB). 

4 Querying with P3D-SQL 

Invocation of protein structure matching methods is nested in SQL queries. Sample 
query showing the invocation of the jFATCAT flexible method is presented in Listing 
1. The query has a specific construction. Both matching methods (FATCAT_ALIGN 
and CE_ALIGN) need two cursors to be passed as arguments. The first cursor deter-
mines the query protein structure that will be compared to structures indicated by the 
second cursor. Query protein structure should be either present in a table in the data-
base (Proteins table in presented example) or inserted to the table before it is used in 
the query. It is then retrieved by the SELECT statement inside the first cursor. The 
second cursor defines a range of protein structures from a database that will be 
scanned in order to find similarities. SELECT statements inside both cursors must 
return a unique identifier of the protein (e.g. pdbid code) and the protein structure(s) 
in the PDB format [12]. Such a construction with two cursors increases performance 
of the solution imposing constraints before the matching procedure is executed. This 
is very important feature of the syntax. Placing the filtering criteria for aligned struc-
tures in the WHERE clause of the main query (outside the cursors) would cause the 
filtering criteria to be imposed after processing of all protein structures in the data-
base. This would cause huge unnecessary delays, which we now avoid.  
 

SELECT dbPDBID, alignscore, similarity, totalRMSD  
FROM TABLE(FATCAT_ALIGN( 
 CURSOR(SELECT pdbid, structure  
  FROM Proteins WHERE pdbid='1n6h'),    
 CURSOR(SELECT pdbid, structure FROM Proteins 
    WHERE pdbid BETWEEN '1n6a' AND '1n6z'),  
 PRINT => 1, ALGORITHM_TYPE => 2)) 
WHERE totalRMSD < 4.0 
ORDER BY alignscore DESC; 

Listing 1. Sample P3D-SQL query displaying proteins (from the range of pdbid between 1N6A 
and 1N6Z) that are similar to the given protein (1N6H) with the total RMSD lower than 4.0 Å. 
Results are sorted by score measure in descending order. 



 P3D-SQL: Extending Oracle PL/SQL Capabilities Towards 3D 553 

 

Additional parameter PRINT=>1 allows generation of the HTML document show-
ing a detailed alignment for each pair of query structure and a candidate database 
structure (Fig. 2). The parameter ALGORITHM_TYPE=>2 determines the use of 
flexible version of jFATCAT. 

 

Fig. 2. Detailed structural alignment for sample proteins (PDB ID: 1N6H) [14] histone 
methyltransferase (HMTase) from Homo sapiens and (PDB ID: 1N6A) [5] human Rab5a gen-
erated by P3D-SQL query from Listing 1 

5 Efficiency Tests 

Calculation of protein structure alignments is time-consuming, due to the complex 
construction of protein structures (thousands of atoms), the number of protein  
structures available and the exponential grows of the amount, and computational 
complexity of algorithms used. We tested the efficiency of the P3D-SQL queries for 
various numbers of structures that were aligned to the given query structure. During 
our tests the database contained 93 043 protein structures. Tests were performed on 
Oracle 11gR2 Enterprise Edition working on nodes of the virtualized cluster con-
trolled by the HyperV hypervisor hosted on Microsoft Windows 2008 R2 Datacenter 
Edition 64-bit. The host server had the following parameters: 2x Intel Xeon CPU 
E5620 2.40 GHz, RAM 96 GB, 3x HDD 1TB 7200 RPM. Cluster nodes were config-
ured to use 4 CPU cores and 4GB RAM per node, and worked under the Microsoft 
Windows 2008 R2 Enterprise Edition 64-bit operating system. Results are shown for 
tested sample molecule (PDB ID: 1ZNJ, chain A), which structure is shown in Fig. 3.  

In Fig. 4 we show execution times for P3D-SQL queries that perform structural 
similarity searches against 50, 100, 500, 1000 protein structures from the database 
with the use of all variants of the implemented jCE and jFATCAT algorithms. 
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While analyzing the results of the efficiency tests we noticed that both variants of 
jFATCAT algorithm had similar execution times, e.g. the execution of P3D-SQL 
query against one hundred protein structures took 207 seconds for jFATCAT Rigid 
and 210 seconds for jFATCAT Flexible. For the same group of protein structures, the 
execution of the query with the use of jCE algorithm took 344 seconds. The slowest 
execution was noted for queries that used the jCE-CP variant of jCE algorithm – the 
execution took 621 seconds against the same set of one hundred proteins. Similar 
relationships between execution times of tested algorithms (invoked from P3D-SQL 
queries) were observed in all four groups of proteins. The execution time for a partic-
ular algorithm grows with the number of candidate structures that were compared 
with the given query structure. Average execution time per protein was different for 
various groups of database structures and various algorithms (varied between 2 se-
conds and 11 seconds). It depends on the size of the protein structures in the group.    

6 Discussion and Concluding Remarks 

P3D-SQL provides extension to Oracle PL/SQL, which allows to store, process, com-
pare, align and match protein structures in the relational database management sys-
tem. It can be especially beneficial for database developers and programmers working 
in the domain of structural bioinformatics. Implementation of 3D protein structure 
similarity searching on the database server-side gives several practical advantages. It 
increases the scalability and maintainability of the search process. Users may operate 
on their own repository of protein structures and submit similarity searches as simple 
P3D-SQL queries in batches, which is difficult to achieve through web pages without 
user interaction. In order to increase efficiency of P3D-SQL queries the database of 
protein structures can be partitioned on a cluster of many workstations. This solution 
allows to scale the search process on many nodes of the cluster or provides the possi-
bility to publish the entire solution in one of the public clouds. Finally, P3D-SQL 
extension allows to carry out the calculations on the server hosting the database, 
which moves the processing from users to the server, reduces the load on the user’s 
machine,    and reduces the network traffic between the user’s application and the 
database (only results of similarity searches are transferred, not whole protein struc-
tures).  

P3D-SQL is a successful example of such a DBMS-side processing. It joins a nar-
row group of bio-oriented SQL extensions, such as BioSQL, ODM BLAST, and PSS-
SQL, complementing the group with the unique possibility of finding similarities 
among 3D protein structures. Thereby, P3D-SQL becomes a declarative, domain-
specific query language for protein similarity searching and function identification.  

Availability. P3D-SQL is free for scientific and testing purposes. It is available from 
P3D-SQL project home page at: http://zti.polsl.pl/w3/dmrozek/science/p3dsql.htm 
together with recompiled BioJava library that is required to work with Oracle. 
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Abstract. This work presents an analysis of six example-based metrics conven-
tionally used to measure the classification performance in multi-label problems.
ROC curves are used for depicting the different trade-offs generated from each
measure. The results show that measures diverge when performances decrease,
which demonstrates the importance of selecting the right performance measure
regarding to the application at hand. Hamming loss proved to be the wrong choice
when sensitive classifiers are wanted, since it does not take into account the im-
balance between classes. In turn, geometric mean showed a higher affinity to
identify true positives. Additionally, the Matthews correlation coefficient and F-
measure showed comparable results in most cases.

Keywords: Algorithm adaptation, Example-based, Multi-label learning, ROC

curve.

1 Introduction

Multi-label classification is a frequent problem in machine learning, where a given sam-
ple can be associated to two or even more different categories. Multi-label framework is
contrary to the conventional classification task, where each instance is associated with
only one label among considered candidate classes. Real-world applications embrac-
ing multi-label classification include: text categorization, where a new article can cover
multiple aspects of an event, thus being assigned with a set of multiple topics; in scene
classification, one image can be tagged with a set of multiple words indicating the con-
tents of the image; in bioinformatics, one gene sequence can be associated with a set of
multiple molecular functions [1]; identification of emotions and others.

For solving multi-label classification tasks, it is commonly assumed that capturing
all possible correlations or dependencies among classes should improve classification
performance. Related algorithms relying on this hypothesis can be grouped into two
categories: problem transformation and algorithm adaptation methods. The former al-
gorithms break the multi-label learning problem into one or more single-label classifi-
cation problems, while the latter strategy extends specific learning algorithms to handle
multi-label data directly. In either case, measurement of the multi-label classification
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performance poses a challenge. In fact, it is essential to include multiple and contrast-
ing measures because of the additional degrees of freedom that the multi-label setting
introduces [2].

Therefore, the evaluation of methods that learn from multi-label data demands dif-
ferent measures than those used in the case of single-label data. Measures devoted to
multi-label learning can be categorized in two types [2]: i) label-based measures that
decompose the evaluation process into separate evaluations for each label, ii) exam-
ple-based measures evaluating the performance based on the average differences of the
actual and the predicted sets of labels over all examples of a given evaluation data set.

In the last years, several studies involving the comparison of measures have been
published, but they are commonly focused on assessing the performance of given clas-
sifiers [3,4] instead of analyzing the predicton performance of each measure. A few
studies like [5] have compared the performance of example-based measures against
label-based yielding to the conclusion that example-based measures are more adequate
in multi-label problems, since they consider all classes simultaneously. To the best of
our knowledge, a critical analysis of the performance of example-based measures have
been not presented yet in the literature.

In this paper, we use ROC curves constructed from example-based measures, for
analyzing the performance of several multi-label measures and their applicability in
several real-world problems. Moreover, besides of analyzing each measure, the results
can also serve as basis for selecting the most adequate classifier depending on the clas-
sification problem at hand. Validation on real-word data bases shows that measures
diverge when performances decrease, which demonstrates the need for selecting the
right performance measure better fitting the application at hand. Hamming loss proved
to be the wrong choice when sensitive classifiers are wanted since it does not take into
account the imbalance among classes [6]. In turn, geometric mean showed a higher
affinity to identify true positives. Additionally, the Matthews correlation coefficient and
F-measure show comparable results in most cases.

2 Materials and Experimental Set-up

Algorithm adaptation Multi-label Classification Techniques:

ML-kNN: Provided an unseen instance, its k nearest neighbors in the training set are
firstly determined. Then, the label set is inferred using the maximum a posteriori
estimator of label sets of fixed neighboring instances [7]

TRAM: This strategy poses the multi-label learning as an optimization problem of
estimating label concept compositions. They derive a closed-form solution to this
optimization problem and propose an effective algorithm to assign label sets to the
unlabeled instances [8].

RANKSVM: This technique makes use of a linear model that minimizes the ranking
loss while having a low complexity controlled by the margin of the classifier [1].

LIFT: This method constructs specific features for each label by conducting cluster-
ing analysis on its positive and negative instances, and then performs training and
testing by querying the clustering results [9].
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Multi-label classifier performance measures: There exist two major tasks in supervised
learning from multi-label data: multi-label classification (MLC) and label ranking (LR)
[2]. Consequently, there are two groups of measures: bipartition-based and ranking-
based. The former measures are calculated based on the comparison of the predicted
relevant labels with the ground truth relevant labels and these are used in MLC. This
group of evaluation measures is further divided into example-based (global), Bglobal,
and label-based (micro and macro. Bmicro, and Bmacro). The example-based evaluation
measures are based on the average differences of the actual and the predicted sets of
labels over all examples of the evaluation dataset. On the other hand, the label-based
evaluation measures, assess the predictive performance for each label separately and
then average the performance over all labels. While LR is concerned with learning a
model that outputs an ordering of the class labels according to their relevance to a query
instance in this task is used the measures ranking-based. Since MLC is the problem to be
further discussed, we only focus on the bipartition-based evaluation measures defined
as follows [3]:

Bglobal = B
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Bmacro =
1
Q
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B(|tp|q, | fp|q, |tn|q, | fn|q) (1c)

B(·) is a binary evaluation measure, tp, fp, tn, and fn are true positive, false positive,
true negative, and false negative, respectively. N is the total number of samples tested
and Q is the total number of classes. Notation | · | stands cardinality.

For our analysis, only the example-based evaluation measures are considered, be-
cause the label-based measurements are obtained separately and are unable to high-
light dependencies between classes. Also, we use six measures, namely: Hamming loss
(Hloss), Geometric mean (Gm), F-measure (Fm), Matthews coefficient correlation (Mcc),
Sensitivity (Sn) and Specificity(Sp).

Table 1. Summary of the testing databases used for validation

Database Domain Labels Instances Features Cardinality Density Distinct

Emotion Music 6 593 72 1.869 0.311 27
Enron Text 14 1679 250 2.787 0.199 306
Image Image 5 2000 135 1.236 0.247 20
Molecular Biology 10 2326 438 1.203 0.12 64
Scene Image 6 2407 294 1.074 0.179 15
Yeast Biology 13 2417 103 4.223 0.325 189
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Experiments: Testing is carried out using six widely known multi-label classification
benchmark problems relating to real-word applications and with different average num-
ber of labels per sample. Table 1 shows the description of the benchmark problems in
terms of the application domain, total number of labels, number of instances, number of
features, label cardinality (average number of labels associated to one sample), density
(the relationship between the cardinality and the number of labels) and distinct (num-
ber of all possible groups formed by combination of labels that are associated with a
instance). From the analysis, classes with less than 100 instances are discarded.

The Scene dataset scenes with the following six context annotations: beach, sunset,
field, fall-foliage, mountain, and urban; the Image dataset contains images with labels:
desert, mountains, sea, sunset, and trees. The number of images belonging to more than
one class (sea+sunset) comprises over 22% of the data set. From the gene function
prediction task, we have the Yeast and Molecular dataset. For Yeast, the instances are
genes that can be associated to 13 biological functions of the Saccharomyces cerevisiae;
it should be noted that the original dataset has an additional class. Molecular is a dataset
for protein classification of Embryophyte organisms (land plants), where each protein
may be assigned to at least one out of ten terms of the Gene Ontology. From the text
analysis task, Enron was the chosen database. It has 1001 email messages belonging to
53 possible tags. A principal component analysis (PCA) was conducted and only the 250
principal components were extracted. Finally, in the Emotions dataset, each instance is
a piece of music that can be labeled with six emotions: sad-lonely, angry-aggressive,
amazed-surprised, relaxing-calm, quiet-still, and happy-pleased. All databases were ob-
tained from "sci2s.ugr.es/keel/multilabel.php", excepting to Molecular which
was obtained from [10] and Image available in "lamda.nju.edu.cn/Data.ashx"

The parameters of the different methods used in the classification step are fixed fol-
lowing the recommendations: for ML-kNN, the number of nearest neighbors considered
is set to be 10; for Lift, the kernel lineal and a ratio r=0.1 are chosen; For RANKSVM,
the kernel polynomial of degree eight; for TRAM the number of nearest neighbors con-
sidered is set to be 10. The parameters are fit over all the datasets. Validation of the
results is obtained by 10-fold cross-validation.

3 Results and Discussion

For each database and classifier, one ROC curve is estimated. The points on the curve
are obtained by varying step-wise the decision threshold with a step of 0.01 within the
range from 0 to 1. For the classifiers with a different output range, a standardization
process is carried out by mean of the following expression yyy=xxx− xxxmin/(xxxmax − xxxmin),
where xxxmax and xxxmin are the highest and lowest values of xxx, respectively, being yyy the
vector of the resulting values.

The results are presented through four groups of six figures. Each group represents
the classification performance of a specific predictor: Lift, MLkNN, Ranksvm and Tram,
over six different datasets: Emotions, Enron, Image, Molecular, Scene and Yeast. The
best values of the performance measures are represented on the ROC curve, which are
shown in the Figures 1, 2, 3 and 4. F-measure, geometric mean, hamming loss and
Matthews correlation coefficient are denoted by ◦ � � and � respectively.

"sci2s.ugr.es/keel/multilabel.php"
"lamda.nju.edu.cn/Data.ashx"
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(a) Emotions (b) Enron (c) Image

(d) Molecular (e) Scene (f) Yeast

Fig. 1. ROC curves for the Lift clasifier

(a) Emotions (b) Enron (c) Image

(d) Molecular (e) Scene (f) Yeast

Fig. 2. ROC curves for the MLkNN clasifier
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(a) Emotions (b) Enron (c) Image

(d) Molecular (e) Scene (f) Yeast

Fig. 3. ROC curves for the Ranksvm clasifier

Each algorithm uses a default parameter in order to transform the continuous out-
puts of the classifier into discrete outputs (labels). We call this parameter the “operating
point” of the algorithm (Op). It is commonly associated with a decision threshold, and
it is depicted over the ROC curves by � for comparison purposes. Each curve is sur-
rounded by a silhouette representing the variability of the sensitivity and specificity.
The width of this silhouette is computed from the standard deviation of the results for
each fold of the validation process.

Generally, the operation points of all algorithms are closer to the Hamming loss
measure, which is consistent with the fact that this measure has been the most widely
employed for measuring and analyzing performance of the multi-label classifiers. How-
ever, Figures 2, 3 and 4 show that Hamming loss is, in all cases, under the point of max-
imum elbow in the ROC curve, which means that this measure is favoring specificity
over sensitivity. This fact may be better understood when considering that Hamming
loss is a complementary measure to the traditional accuracy, which has been widely
disapproved in single-labeled literature because it is a quite misleading measure when
considering unbalanced datasets.

The difference among the measures is accentuated when the performance of the al-
gorithm is lower (when the ROC curve is closer to a straight line), which can be seen in
Figures 3d and 3f, where all the measures are far from each other, contrarily to Figures
1a, 1e, 2e and others, where all the measures are more closely together. In this sense, in a
perfect classifier all measures should be equally good. As there is no perfect classifier, a
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(a) Emotions (b) Enron (c) Image

(d) Molecular (e) Scene (f) Yeast

Fig. 4. ROC curves for the TRAM clasifier

carefull choise of the evaluation measure is needed for each specific application. On the
other hand, the existence of a close relationship between the Matthews correlation co-
efficient and F-measure is viewed globally. Additionally, Further analysis is carried out,
this analysis shows the influence of the relationship between density (cardinality vs the
number of labels) and curvature on the location of the Matthews correlation coefficient
and F-measure. Geometric mean, in turn, is equally favoring sensibility and specificity,
which locates it on the ideal point in the ROC curve. Turning it, in the measure with the
highest relation sensitivity-specificity. So it is ideal for measuring the performance of
systems that require a high degree of sensitivity. For example, the detection of a pathol-
ogy when it threatens human life (cancer) or the preventive identification of fault types
of a machine, when a false alarm does not involve a high cost.

In the local analysis, we appreciate a low variability when LIFT and ML-kNN clasi-
fiers are used. However, ML-kNN show greater divergence in performances than LIFT.
Classification by RANKSVM show high variability, in the Figures 3a, 3c 3e indicated
by width of the tape around the bend. One relationship is evidenced between “Distinct”
value of the databaset with variability of the possible. In contrast of the previous fig-
ures, In Figures 3b, 3d and 3f, low variabilities are presented and ”Distinct” values are
increased in the range 50% to 70% approximately.

In some cases operation points may out of the ROC curve, due to way as the outputs
of the algorithm are transformed into discrete output, this process is described in section
3. Likewise, In clasification by TRAM a gap between operating point and ROC curve
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also is presented. However, different mechanism are used for assigning labels, TRAM
employ “Cardinality” value for this purpose, fact that contributes to the sensitivity of the
classifier and it gives rise high values of relationship between sensitivity and specificity
with respect to other classifiers.

4 Conclusions

After performing an analysis over three different database domains and four recently
proposed multi-label classifiers in the state of the art, it can be stated that performance
measures are highly divergent in terms of specificity and sensitivity. Particularly, the
use of Hamming loss, which is a widespread performance measure in multi-label sys-
tems, should be constrained to classification problems where the main interest lie on
the identification of true negatives, disregarding true positives. Currently, most of the
multi-label classifiers are less sensitive, since Hamming loss has been predominantly
used as a design measure. Conversely, the geometric mean has shown to be a stable
measure that equally favors specificity and sensitivity.

As future work, we will extend the study to other groups of evaluation measures
(e.g. label-based). On the other hand, a search for alternatives to avoid the divergence
of the measurements when poor classification performance are reported. Additionally,
we will propose a methodology for tuning the operating point, adaptable to the specific
tasks that are being treated.
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Abstract. In many key applications of metabolomics, such as toxicol-
ogy or nutrigenomics, it is of interest to profile and detect changes in
metabolic processes, usually represented in the form of pathways. As
an alternative, a broader point of view would enable investigators to
better understand the relations between entities that exist in different
processes. Therefore, relating a possible perturbation to several known
processes represents a new approach to this field of study. We propose
to use a network representation of metabolism in terms of reactants, en-
zymes and metabolites. To model these systems, it is possible to describe
both reactions and relations among enzymes and metabolites. In this
way, analysis of the impact of changes in some metabolites or enzymes
on different processes are easier to understand, detect and predict.

Results.We release the MetaboX library, an open source PHP frame-
work for developing metabolic networks from a set of compounds. This li-
brary uses data stored in the Kyoto Encyclopedia for Genes and Genomes
(KEGG) database using its RESTful Application Programming Inter-
faces (APIs), and methods to enhance manipulation of the information
retrieved from the KEGG webservice. The MetaboX library includes
methods to extract information about a resource of interest (e.g. metabo-
lite, reaction and/or enzyme) and to build reactants network, bipartite
enzyme-metabolite and unipartite enzyme networks. These networks can
be exported in different formats for data visualization with standard
tools. As a case study, the networks built from a subset of the Glycolysis
pathway are described and discussed.

Conclusions.The advantages of using such a library imply the ability
to model complex systems with few starting information represented by
a collection of metabolites KEGG IDs.

1 Background

In metabolomics applications it is often of interest to model relationships and
interactions among compounds and enzymes, such as protein-protein interac-
tions, metabolite pathways or pathway flows. One of the main challenges in
metabolomics is to model these interactions in the form of networks [1,2]. Such
networks make it easier to understand the topological and functional structure of
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molecules and their interactions. Furthermore, once the network has been built,
various statistics can be obtained for characterization and comparison. Indeed,
a network represents a convenient way to model objects and their relationships
as complex systems. Modeling a network of metabolites provides several ways
to further analyze types of interactions, to understand the role of each metabo-
lite in a particular pathway and to detect changes. The problem we address is
to build reaction, unipartite enzymes and bipartite enzyme-metabolite networks,
starting from a list of metabolites and information on metabolism gathered from
a database. These networks models were used in other research studies in order
to identify so-called reporter metabolites [3]. In a metabolite reaction network,
two metabolites are connected if they are known to react in the same reaction.
In a unipartite enzyme network, two enzymes are connected if they share at least
one metabolite in the reactions they catalyze. In a bipartite enzyme-compound
network, each enzyme is connected to every metabolite that is present in the
reactions it catalyzes.

There are several publicly available databases that store and distribute in-
formation on molecular compounds providing different access methods. Among
these we cite MetaCyc [4], EcoCyc [5], HMDB [6], Lipid Maps [7], BioCyc [8],
Reactome [9], PubChem [10], Chebi [11], ChemSpider [12], Meltin [13], IIMDB
[14], and KEGG [15]. It is out of the scope of this paper to describe the charac-
teristics of all these databases, and we focus our attention on the latter.

KEGG is a database containing the largest collection of metabolites, as well as
enzymes, reactions and other information[16]. It is possible to query the database
with a web interface using one compound, and obtain information on the reac-
tions in which it is involved, the stoichiometric equations, enzymes that catalyze
the reaction, and metabolic pathways in which these reactions are involved. Its
website graphically displays the stored pathways, but there is no functionality
to build networks with a custom topology. To overcome these difficulties, some
software exist, and partially solve these problems.

KEGGgraph [17] represents an interface between KEGG pathways and graph
objects. It parses KGML (KEGG XML) files into graph models. This tool only
provides modeling for KEGG pathways and it is only available for R. MetaboAn-
alyst [18] provides a web-based analytical pipeline for metabolomic studies. Its
web interface can be used to load data as a list, for statistical analysis, as well as
pathway analysis. When queried with a list of compounds, it returns information
on pathways taken from KEGG but, for reasons related to XML representation
of KEGG pathways, information concerning reactions and substrates are par-
tially lost. Therefore, the resulting metabolic network is often disconnected and
it does not represent a good model for graph analysis. The source code is not
available, neither it provides APIs of any form.

INMEX [19], introduces an integrative meta-analysis of expression data and
a web-based tool to support meta-analysis. It provides a web interface to per-
form complex operations step-by-step. While it supports custom data processing,
annotation and visualization, it does not provide any APIs to extend core func-
tionalities and it cannot be deployed in a custom environment. MetaboLyzer [20]
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implements a workflow for statistical analysis of metabolomics data. It aims at
both simplifying analysis for investigators who are new to metabolomics, and
providing the flexibility to conduct sophisticated analysis to experienced in-
vestigators. It uses KEGG, HMDB, Lipid Maps, and BioCyc for putative ion
identification. However, it is specifically suited for analysis of post-processed liq-
uid chromatography-mass spectrometry (LCMS)-based metabolomic data sets.
Finally, a tool that implements network construction is MetaboNetworks [21]
which builds the networks using main reaction pairs and provide analyses for
specific organisms. Although these software give the possibility to model a new
network starting from a list of compounds, providing relevant tools for statisti-
cal and functional analyses, they miss the cabability to programmatically query
metabolomics resources in order to develop novel applications and the software
development choices made them suited for very specific environments raising
difficulties to use them in production. With the aim to fill that gap, we intro-
duce the MetaboX library which is a framework that enables investigators to
extract information that is not visible at a first glance in KEGG. In fact, it is
possible to retrieve many information available in the database with just a col-
lection of KEGG IDs and then connect the gathered data in ways KEGG does
not provide. The MetaboX library is written in PHP and it is platform indepen-
tent. The latest version is available under the AGPL license on gitHub repository
(https://github.com/Gregmayo/MetaboX-Library).On the other hand, it is pos-
sible to programmatically query the database, obtaining such information in the
form of flat files. For large lists of input nodes it can be very difficult to manu-
ally gather information of interest to build a network, as well as other metadata
useful to get a complete understanding of the biological system. With respect
to the tools presented above, MetaboX provides a framework to model custom
network layouts from a list of input nodes. Based on the nature of input nodes,
we provide a set of classes to gather related information and programmatically
build a network. The design of the MetaboX library is suited for web produc-
tion environments, in fact it can be embedded in a custom webservice as it is
released under the AGPL license. Therefore, the MetaboX library is an open
source framework that aims to get a growing community of researchers and
developers to support metabolomic analysis. With the MetaboX library, devel-
opers are able to model a network in different ways using the available methods
to create a custom network layout that meets their needs. The library design
is modular, with the aim to give developers the ability to implement different
types of network builders from lists of compounds. Thus, gathering information
and detecting interactions programmatically represents a benefit when working
with large lists of metabolites. In the network construction process, MetaboX
handles the following steps: (i) connect to the resource provider database us-
ing the PHP libcurl library. (ii) query a resource provider using methods
to retrieve nodes and interactions. As KEGG does not provide a structured
query response, we built a translation layer to extract information from flat
files. (iii) extract requested resource attributes from returned data, parsing and
storing them. This task is achieved using regular expressions. (iv) cache resource
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attributes to file using a convenient data structure for serialization and for shar-
ing and processing purposes such as JSON. (v) build a consistent data structure
with information about requested resources using all previous steps, in order
to build a network from collected data. Results consist of a weighted edgelist
and a list of network nodes. It also includes specific resource information. In the
connect step, MetaboX currently supports HTTP, HTTPS, FTP, and ldap pro-
tocols. It also supports HTTPS certificates, POST, PUT and FTP uploading,
which are natively available in the curl library. It is also possible to query the
KEGG database with a list of resources of interest and then parse the response
to firstly separate information about each one and then extract specific data.
In the extract step downloaded data are parsed to produce new files ready for
next steps. We locally cache data to load resource information every time it is
requested again by a new process. We design the caching system for MetaboX
to speed up computation and to produce a sustainable amount of requests to
the resource provider system. It is possible to invalidate the cache in order to
reload updated data, and to manually delete the cache so that the library can
update it. Finally, the build step is intended to put together all gathered in-
formation and output the resulting network. Every build method connects two
nodes differently in each network model, that is Reactant Graph implementation
of the build method is different from both Enzyme Unipartite Graph and Enzyme
Bipartite Graph. In the following section, we report the implementation of the
MetaboX library, detailing how it provides easy access to KEGG database and
data manipulation. We explain how to use the library to build the different net-
works proposed and how to export the result for visualization and analysis with
external tools like Cytoscape [22], which we use to render the figures presented
in this paper. Then, we provide a case study and discuss the results. Finally, we
conclude providing details on future work directions and open problems.

2 Implementation

At the moment of this writing, KEGG only offers a RESTful API interface thus
MetaboX is designed to query these in an appropriate manner. KEGG used to ex-
pose SOAP APIs to standard software but these were suppressed on 31st decem-
ber 2012 and the toolbox does not work anymore (https://www.biocatalogue.org/
announcements/37). KEGG returns plain text upon web-service calls, thus mak-
ing it necessary to parse results and arrange them in a data structure. We query
KEGG multiple times and store the gathered information to file. The file format
we use is JSON which is a lightweight data-interchange format, human-readable
and writable. JSON is a text format that is completely language independent but
uses conventions that are familiar to C-family programmers. These properties
make JSON an ideal data-interchange language. To limit requests to KEGG, the
MetaboX library loads previously processed resources from local storage, if they
are available. A sample request for a resource in KEGG can be achieved using
the following url: http://rest.kegg.jp/<operation>/<argument>. For instance,
http://rest.kegg.jp/get/cpd:C01290 can be used to retrieve metabolite C01290.
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Network Construction.We deal with compounds, reactions and pathways. To
handle such a variety of entities, the MetaboX library defines proper classes. Ab-
stractResourceLoader is an abstract class that provides methods needed to load
an entity. To model an entity with a new class, this has to extend the abstract
class and implement the abstract load method. When an entity is instatiated,
this method first checks for existing records in the cache. If the requested entity
has not been processed previously, a new file is built upon KEGG response. This
pattern is used to load metabolites, reactions, pathways and enzymes. We pro-
vide several helper methods to extract information about resources from plain
text using regular expressions. When the entity has been successfully processed,
we serialize it to file for further reference. The attributes that define a metabo-
lite are: id, formula, exact mass, molecular weight, reaction list, pathway list,
enzyme list. Lists of other entities of interest that are related to a metabolite,
such as reactions, pathways and enzymes, are loaded with different API call. For
instance, if the load of C01290 returns a list of 10 reactions, we use a RESTful
url to instantiate each of these reactions. It is possible to query KEGG RESTful
APIs using collections of metabolites, reactions, enzymes or pathways. Using this
capability, we designed the MetaboX library to construct queries splitting the
input collection in chunks of 10 items (as this is the maximum chunk size KEGG
supports). For reactions, we collect id, name, definition, equation, enzymes and
pathways. For data manipulation purposes and to conveniently organize reaction
information of input metabolites, we process reaction equations and split reac-
tants from products in a data structure. Cache directories can be set in a config-
uration file. Each resource is stored in a dedicated resource directory and files are
named after resource id (e.g. {resource}/{resource id}.json would result in com-
pound/C00002.json). The configuration file ’config.ini’ is divided in sections and
it is possible to specify storage directories for entities (e.g. config->directory-
>compound or config->directory->reaction) as well as KEGG API urls (e.g.
config->url->compound or config->url->reaction). This approach is helpful if
the entities become available in different urls or from another resource provider.
In the MetaboX library we provide an interface to build several networks. Ab-
stractGraphBuilder is an abstract class that defines the general structure of the
resulting network. Specific network builder classes must implement the abstract
build method provided in the abstract builder which takes one optional param-
eter. This is a list of metabolites out of which a sub network has to be built. To
create a new type of network, a builder class should provide the construction of
a network involving input metabolites and others involved in common reactions,
or other entities, such as enzymes. If the optional parameter is specified, the
builder method should create a network with set of nodes given by input pa-
rameter. When the network-construction process is completed, getGlobalGraph
and getSubGraph methods return a multidimensional array containing the list
of nodes, a weighted edgelist, where the weight represents the times a reaction
has been found, and the list of connected and not connected nodes, in the case
of a sub network.
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Reactants Network. A network of reactants G = (V,E) is an undirected
graph where each node represents a metabolite and two given nodes A and B in
V interact with each other only if there is at least one reaction equation where
A and B are involved as reactants. ReactantsGraph class builds a network out
of a list of metabolites. To achieve this task, we first gather metabolites and
reactions data from KEGG (Listing 1.1). We create a list of reactions that in-
volve input metabolites and pass it to the class. In this case, the build method
cycles through the list of reactions and, for each one, the list of substrates is
extracted. We then connect each substrate to one another and when all direct
network interactions have been built, we produce a weighted edgelist. Such edge-
list represents a network including input compounds and all other compounds
involved in processed reactions. We also save a weighted list of interactions that
only include input compounds, this resulting in a smaller network which can
be seen as a sub network of the global weighted interaction list. As shown in
Fig. 1, the sub network is embedded in the global one. A builder class exposes
methods to compute results and pass them to the graph writer classes in order
to produce a file format that is suitable to the needs of further analysis, such
as SIF and XML. The modeling of this class of networks allows to detect which
compounds are directly connected, being reagents of the same reactions. It high-
lights what are the highly connected hubs in a network made up of the collection
of metabolites under analysis. This information is useful for planning metabolic
engineering strategies. It is clear that if we wish to modify a node of this type
of network, it is crucial to know what are other reactants to be considered, so
that the change can effectively impact on the metabolic system of the studied
biological organism.

1 // Retrieve and collect compound information

2 foreach( $compounds as $compound ){ $_cpd_id = trim($compound );

3 $cpd_loader = new MetaboX\Resource\Loader\ Compound($_cpd_id , $cpdLoaderConfig );

4 $_compounds [$_cpd_id] = $cpd_loader ->load();

5 }

6

7 // Retrieve and collect reactions information

8 foreach($_compounds as $id => $compound ){

9 $rn_list = $compound -> reactionIdCollection ;

10

11 if( $rn_list ){

12 foreach( $rn_list as $rn ){ $_rn_id = trim($rn );

13 $rn_loader = new MetaboX\Resource\Loader\Reaction($_rn_id , $rnLoaderConfig );

14 $_reactions [$_rn_id] = $rn_loader -> load();

15 } } }

16

17 // Create reactants graph

18 $_graph = new MetaboX\Graph\ReactantsGraph ($_reactions );

19 $_graph ->build($compounds );

Listing 1.1. Loading Metabolites and Reactions metadata from KEGG

1 // Retrieve and collect reactions information

2 foreach($_compounds as $id => $compound ){

3 $ec_list = $compound -> enzymeIdCollection ;

4

5 if( $ec_list ){

6 foreach( $ec_list as $ec ){

7 $_ec_id = trim($ec);

8 $ec_loader = new MetaboX\Resource\Loader\Enzyme($_ec_id , $ecLoaderConfig );

9 $_enzymes[$_ec_id] = $ec_loader ->load();

10 }

11 }

12 }

Listing 1.2. Loading Enzymes metadata from KEGG
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(1) A network of reactants ob-
tained from the 11 input metabo-
lites (darker nodes) selected from
glycolysis pathway. This network
shows 108 nodes and 151 edges.

(2) Enzyme-metabolite bipartite
network: 342 nodes and 393 inter-
actions. Darker nodes represent
metabolites.

(3) Enzymes unipartite network:
297 nodes and 7705 interactions.

(4) A standard view of glycolysis.

Bipartite Enzyme-Metabolite Network. A network of enzymes and metabo-
lites is a bipartite undirected graph Z = (U, V,E) with set of nodes U represent-
ing metabolites and V representing enzymes. A metabolite node is connected to
all the enzymes nodes that catalyze a reaction involving that metabolite, and
an enzyme node is connected to all the metabolites that take part in the corre-
sponding reaction. That is, if an enzyme F in V catalyzes a reaction where a
metabolite M in U is a substrate, then an interaction between F and M exists
in the network. We achieve this task using EnzymeBipartiteGraph class which
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parameters are: a metabolite collection, an enzyme collection and a reaction col-
lection. We cycle through the list of metabolites and select the related enzymes.
We search current metaboliteM in the substrates of the reaction catalyzed by en-
zyme F . If we have a match, we connect nodes F and M . An enzymes network,
both unipartite and bipartite, provides a kind of visualization that highlights
some aspects that are not observable by a reactants network. If we are analyzing
different time conditions with different concentration levels of some compounds,
for instance, this class of networks would quickly identify which nodes are most
affected, restricting the area of interest to the enzyme directly susceptible to
a particular condition. Therefore, the construction of this type of graphs can
help highlight changes in the enzymatic expression levels or to detect enzymes
with structural or functional defects due to particular conditions of stress. An
example of such a network is shown in Fig. 2.

Unipartite Enzymes Network. A unipartite network of enzymes is an undi-
rected graph G = (V,E) where nodes represent enzymes and two enzymes shar-
ing a common compound in the corresponding reactions are connected to each
other. The class used to model such a network is EnzymeUnipartiteGraph. This
builder class is instantiated with a list of enzymes and a list of reactions. These
lists are created collecting all reactions and enzymes that involve input metabo-
lites (Listing 1.2). For each enzyme in the collection, we load data of the reaction
catalyzed and select all substrates. We cycle through the enzyme collection com-
paring the current enzyme substrates to all others. Given two enzymes T and S
in V , we connect them if the intersection between substrates in T and substrates
in S is not empty. An example of such a network is shown in Fig. 3.

Data Export. In the MetaboX library, there are two classes that can be used to
export the constructed network in other formats. As for the other components, a
AbstractGraphWriter is an abstract class that exposes an abstract write method.
The class constructor takes one parameter, that is a multidimensional array con-
taining the node list and the weighted edgelist of the network. This can be set using
getGlobalGraph or getSubGraph to export respectively a network or a sub network.
The write method has two parameters: the name of the file to be written and the
data thatneeds tobe exported. If the outputneeds tobepreparedormodified some-
how, it is possible to call prepareOutput within thewrite method. This is the case of
CytoscapeGraphWriter class where interactions are converted to string and then
written to file. To work with the D3JS visualization library as well as D3py or Net-
workX [25], theMetaboX library provides several classes to export a network in one
of the formats accepted by other analysis tools. For instance, a D3JSGraphWriter
converts the network to JSON and writes it to file.

3 Results and Discussion

In order to test MetaboX, we build a network starting from a set of eleven com-
pounds, listed below: Glucose (C00031), Glucose 6-phosphate (C00668), Fructose
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6-phosphate (C05345), Fructose 1,6-bisphosphate (C05378), Dihydroxyacetone
phosphate (C00111), Glyceraldehyde 3-phosphate (C00118), 1,3-bisphospho-
glycerate (C00236), 3-phosphoglycerate (C00197), 2-phosphoglycerate (C00631),
Phosphoenolpyruvate (C00074), Pyruvate (C00022). These compounds belong
to glycolysis, the metabolic pathway that leads, starting from glucose, to the
production of pyruvic acid through several reactions. Fig. 1 shows the network
of all reactions involving input metabolites. This results in a network that in-
cludes input metabolites as well as others related to them. Here we find 151
interactions between 108 metabolites, including all the input metabolites. An
interaction in this graph means to be reactants of the same reactions, therefore
each node is directly affected by a decrease in the concentration of one of its
neighbors, not by an increase. In this second case, in fact, there would be an
excess of one of the two reactants. For instance, this information is useful if we
want to plan a change in the levels of a compound starting from other compounds
already known. Glucose and Pyruvic acid, as well as representing the start and
the end of the glycolysis, are also hubs, namely highly connected nodes, in the
network shown in Fig. 1.The MetaboX library also outputs a reactants subnet-
work which only contains the nodes and the edges of the input metabolites. In
this case study, the subnetwork results in just few nodes and edges (3 nodes and
2 edges) because the compounds choosen from glycolysis represent a subset of
the glycolysis pathway (map00010) shown in Fig. 4. Therefore, each metabolite
is both a reactant and a product of its neighbors in the pathway. The networks
built with the MetaboX library are not pathway representation of the input
metabolites. A classic pathway view in the form of substrate-product flow is
provided by many databases of metabolic data (KEGG, MetaCyc, MetaboAn-
alyst), and it is not implemented in the MetaboX library. Instead, we mainly
focus our efforts to highlight other information, like the relationships between
metabolites of the same reaction. In this case study, compounds do not follow
the common representation of glycolysis. Indeed, they do not show the same
connections in the reactants network built with the MetaboX library. Another
example we provide is the construction of a unipartite and bipartite enzymes
network. In the first case, in Fig. 3, each node of the network is an enzyme,
and two of them are connected if they share at least one metabolite in the re-
actions they catalyze, with the constraint that the substrate of one enzyme is
the product of another enzyme. We add this constraint to allow the user to
easily have a view of the substrate-product flow, looking at enzymes instead of
metabolites. In this way, we are able to build a unipartite enzymes network with
297 nodes and 7705 interactions. Finally, we build a bipartite enzyme-metabolite
network, in Fig. 2. As already mentioned, this network consists of two sets of
nodes: metabolites and enzymes. Nodes are connected alternatively, that is a
metabolite to an enzyme or vice versa. Connections between two metabolites
or two enzymes are not possible. In the resulting network, we are able to find
342 nodes (11 metabolites and 331 enzymes) and 393 interactions. Looking at
this network, we can easily identify the hubs (namely glucose, pyruvate, glyc-
eraldehyde 3-phosphate and phosphoenolpyruvate) and all the enzymes related
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to them. To change something in these hubs, the variables (enzymes) to take into
account can be many, and the design of a subsequent experiment in metabolic
engineering would be too complicated. A better solution is represented by focus-
ing on compounds that show only few connections, in order to limit the analysis
to few enzymes and to decrease the complexity of further analyses. Anyhow,
we strongly believe that this type of network significantly simplifies the work
of those who analyze metabolic pathways to understand metabolic disorders, to
connect disease to enzyme defects, to design successful metabolic engineering
strategies. MetaboNetworks provides analyses for specific organisms whereas in
the MetaboX library we do not account for this feature, considering all avail-
able reactions in the first place. In such a way, a user can plan pipelines or
methodologies from a compound-wise point of view, and not an organism-wise
point of view. For instance, in soil remediation from copper, MetaboX provides
access to all known reactions containing copper. A user can then find which or-
ganisms use copper within their metabolic pathways. In the enzyme API call,
KEGG provides the GENES attribute containing a list of genes where that par-
ticular enzyme is involved. Each one of those genes is specific for an organism,
enabling the user to filter organism specific reactions. In conclusion, if we start
without any initial information about compounds concentration and we look at
the topology of the network, the highly connected nodes are fundamental in the
metabolism, and changes in these nodes would have probably led to the death
of the organism. On the contrary, if we start from experimental data, it might
be useful to correlate increases or decreases of the concentration of some com-
pounds to a particular disease or to a particular disorder. Therefore highlighting
compounds within a network should be useful in designing any strategy aimed
at clarifying ways of occurrence of the disease, extracting from that network in-
formation like mumber of edges, enzymes, reactions, etc. The MetaboX library
is a suitable tool created to solve both issues: a first preliminary view and a
second in-depth analysis.

4 Conclusions

In this paper we describe the MetaboX library, a framework to build metabolic
networks using information gathered from the KEGG database. The advantages
of using such a library are: (i) the possibility to gather information from KEGG
using a collection of KEGG IDs. (ii) the possibility to build a representation
of the metabolic processes that can highlight how changes in metabolites or en-
zymes might affect other processes. (iii) the possibility to export the networks
to other formats for visualization and analysis with standard software, such as
Cytoscape, NetworkX, D3JS or D3py. Because of its extensibility, the MetaboX
library may add support to other fields as in the construction of protein-protein
interaction (PPI) networks for performing different topological and functional
analyses [23]. In this case, the MetaboX library should use a resource provider
that stores information about interactions between proteins such as STRING
[24]. An organism filter can be implemented in the MetaboX library, as used
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in MetaboNetworks, in order to select specific reactions and build a sub net-
work that enables an organism-wise network. This can be achieved building an
organism list for each enzyme of each processed reaction.

The library has been built with the possibility to extend data information
gathering, such as downloading these from databases other than KEGG or merge
information collected from multiple databases. Indeed, in order to make the net-
work construction as complete as possible, the MetaboX library will implement
a merge process among different resource providers. As KEGG information is
limited, it makes sense to gather data about metabolites, reactions, pathways
and enzymes from other databases like MetaCyc.

The MetaboX library is the starting point of a three layer project involving a
web service and a web application. ”Web services provide a standard means of
interoperating between different software applications, running on a variety of
platforms and/or frameworks.”. Following this vision, MetaboX library offers a
framework to work with metabolic networks. On top of that, we will develop a
web service to expose core functionalities to the web. The MetaboX webservice
will work in a RESTful fashion, providing APIs to retrieve resources information,
network construction options and job submission. Moreover, we will implement
alternative ways to make data persistent, such as database storage.
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Abstract. The presences of Pseudoknots generate computational complexities 
during RNA (Ribonucleic Acid) secondary structure analysis. It is a well known 
NP hard problem in computational system. It is very essential to have an auto-
mated algorithm based system to predict the Pseudoknots from billions of data 
set. RNA plays a vital role in meditation of cellular information transfer from 
genes to functional proteins. Pseudoknots are seldom repeated forms that pro-
duce misleading computational cost and memory. Memory reducing under 
bloom filter proposes a memory efficient algorithm for prediction Pseudoknot 
of RNA secondary structure. RNA Pseudoknot structure prediction based on 
bloom filter rather than dynamic programming and context free grammar. At 
first, Structure Rewriting (SR) technique is used to represent secondary struc-
ture. Secondary structure is represented in dot bracket representation. Repre-
sented secondary structure is separated into two portions to reduce structural 
complexity. Dot bracket is placed into bloom filter for finding Pseudoknot. In 
bloom filter, hashing table is used to occupy the RNA based nucleotide. Our 
proposed algorithm experiences on 105 Pseudoknots in pseudobase and 
achieves accuracy 66.159% to determine structure. 

Keywords: Pseudoknot, Structure Rewriting (SR), Dot Bracket, Bloom Filter, 
Hashing Table. 

1 Introduction 

Deoxyribonucleic acid (DNA) contains the genetic information of all living organ-
isms  in it  and transcribes them into Ribonucleic acid (RNA).RNA is translated into 
amino acid sequences from proteins.RNA forms the secondary structure by the com-
plementary base pair A(Adenine),C(cytosine),G(guanine) and U(Uracil).Occurring 
widely stable base pair is Watson-Crick(A=C and G=U) and wobble (A=U).RNA 
secondary structure can be decomposed into different types of structure motifs[1]: 
stem, hairpin loop, bulge, internal loop, start sequence, multi-branched loop, 
Pseudoknot and external loop(Fig.1) which are described in section 3.1. 
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Fig. 1. RNA secondary Structure Motif in different patterns (Motif, Hairpin loop, Interior loop, 
Bulge, Multi branched loop) 

Like many other proteins, RNA structure represents the distance base pairing with-
in a sequence. This bonding within a nucleotide is the cause of structural folding 
known as Pseudoknot. These pseudoknots have drawn a considerable attention as they 
give a 3-D structure of molecule and a structure that will determine most of the cases 
for biological functionalities [8,9].A properly folded Pseudoknot is catalytically active 
in telomerase ribonucleic protein complexes [2].A noncoding RNA(ncRNA) are not 
translated into protein and involved into many cellular functionalities. Recently some 
databases have reveled over 212,000 ncRNAs [3] and more 1200 ncRNA families [4]. 
The huge scale of ncRNAs discovery and family indicates the importance of RNA 
identification. A number of researchers attempted to identify ncRNAs considering 
them as a stability structure of genome [5]. However, it is not efficient in random 
sequence with high GC-composition.  

Here we have designed a technique for secondary structure and predict Pseudoknot 
considering time and space. At first, RNAs base pair sequence is converted into sec-
ondary grammatical structure using dot brackets technique. Then term rewriting tech-
nique is used to retrieve motif-motif interaction. Secondly, secondary grammatical 
structure motif is separated into two sub regions which can reduce the time and space 
cost. Finally, sub region motif structure is inserted into bloom filter in which hashing 
technique is used for randomly memory allocation. 

2 Literature Review 

NcRNA structure alignment can be classified into three types of interactions  
[1, 10]. Firstly align and fold concurrently. Most accurate algorithm is developed by  
David [11] for first type. But it needs expensively time complexity O (L3N) and space 
complexity O (L2N), where L and N are length and input sequence respectively.  
Variants of the David’s algorithm have been proposed to reduce the computational 
time of multiple alignments, rather than Consan [12] and Stemloc [13].Second type of 
method  builds in first place a sequence then fold the alignment [14].Their Alignment 
structures are generated from pre-align structure method such as MULTIZ [16] and 
CastalW [15].This tool affects the alignment quality. In homologous NcRNA, only 
share alignment is similar and it is difficult to build meaningful sequence alignment. 
The third type of method folds the input sequence and conducts the alignment.  
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Different types of tools are used for different alignment algorithms. “Folds and align” 
tool is used for secondary structure alignment.  

Secondary structure is encoded by using base pair probability matrix which is de-
rived from McCaskill approach [17]. NcRNA secondary structure alignments are 
converted into base pair alignment matrix. But base pair alignment matrix is extreme-
ly resource insist .For a n length of base pair, Pcomp [7] takes memory O(n4) and 
O(n6) for operations. FLODALIGNM [18] and LocARNA[19] based on pruning 
technique and reduce time complexity applying various restriction. But these algo-
rithms are more expensive than sequence alignment.Tree profiler algorithm such as 
RNAfoster[20] is used to represent the secondary structure alignment. Tree alignment 
is used pair wise and multiple alignment computation. Efficiency of tree alignment 
depends on depth and degree d of a tree node. For n structure of average size , pair 
wise algorithm time complexity O(s2 d2) and memory O(s2d).Tree alignment is more 
efficient than alignment matrix algorithm. CARNAC [21] is used stem graph theory 
to represent structure alignment. It can handle only 15 input sequences which is not 
sufficient for practical usage. 

3 Approaches: System Architecture 

Our research work is based on memory mapping technique based on bloom filter (Fig. 
2) . Our model has four steps. In first step, RNA secondary structure prediction from 
RNA sequence. The Input sequences are data set of NcRNA which not translated into 
protein. Different types of NcRNA families make it possible to take data like input 
data set of NcRNA data stream. Data input file is read as fasta format. In Step 2, sec-
ondary structure is parsed by term rewriting for retrieving motif. Motif parsing is 
important for prediction Pseudoknot. In step 3, parsed motifs are separated into two 
substructures. Every secondary structure with Pseudoknot is separated into two simple 
Pseudoknots structure. Structural problem is divided into two alignment substructures 
between base pair of shorter sequence. In step 4, divided substructures are placed into 
bloom filter. Bloom filter [22] contains compact data structure for probabilistic repre-
sentation to support the membership queries. 

 
Fig. 2. Model for RNA secondary structure with Pseudoknot. Architectural view with four 
different phases (Secondary structure, Parsing, Secondary substructure, Memory Mapping) 
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3.1 RNA Secondary Structure Representation 

The secondary structure includes the pure sequence that pairing among the base. A 
secondary structure decomposes into different loops and steam structures. The steams 
are the region of pair bases while loops are formed by the unpaired parts. A loop that 
is adjacent to only one steam is called a hairpin loop and a loop that is adjacent to two 
steams is known as internal loop. Loop is adjacent to more than two steams known as 
multi loop. The unpair region at the beginning and end of the chain is known as dan-
gling end. RNA structure can be illustrated in different types of ways. The simplest 
type of RNA secondary structure prediction is Dot Bracket presentation. This presen-
tation is used because it is easy and simple for sorting purpose. In the dot bracket 
presentation, base pairs are represented by round bracket ‘( ‘ and ‘)’ while unpair 
bases are represented by dots (‘.’).Pseudoknot which include cross pairing in stream 
regions are represented by square bracket (‘[‘and ‘[‘).RNA structure is represented in 
dot bracket format (Fig.3). 

 
Fig. 3. RNA secondary structure presentation including different types of Motifs using dot 
bracket presentation 

3.2 Parsing 

Parsing is a term rewriting technique for logical secondary structure of RNA repre-
sentation. Term rewriting is a logical formulation, which has a state and behavior of 
system idea. States of the system are represented by an element of algebraic data type 
and behaviors of the systems are represented by some rewrite rules. Rewrite rules 
declare the relationship between state and behavior of system.  

Maude is a term rewriting language, supports rewriting logic computation with 
high performance. Its high performance is achieved by compiling the automata [23]. 
Maude can easily trace every single rewriting step. In parsing phase, RNA sequences 
are used as input and generate dot bracket structure as output (Fig.4). 

Motif-motif interaction is scored by taking weight of base pair region and distances 
plenty of base pair regions. The in the score function is calculated from the physical 
chemistry of nucleotide acid [25]. A base pair region defined as: = {( , ), ( − 1, + 1), ………… . . ( − ), ( + )}          (1) 

Where iϵ motif1, jϵ motif2, i<j, m=region length and each base pair in the region 
belongs the set of {CG, GC, AU, UA, GU, UG}  

Weight as the region defined as: = ∑ ℎ 	( , )( , ) 	                        (2) 
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Where weight (CG/GC): weight (AU/UA): weight (GU/UG)=3:2:1.The weight are 
approximate value that indicates the trends in base pair energy. 

The distance of the base pair is defined as: 

Disregion=i-j                                     (3) 

Where (i,j) is the closest base pair of region and i<j. Score function can be defined   
as: = ×		 + (1 − ) ×               (4) 

Where α ϵ[0,1] is the heuristic parameter and adjust the significance of Wregion and 
Disregion in score function. In our experiment α is set 0.7. 

 

Fig. 4. Parsing for RNA Secondary Structure. In Parsing technique RNA sequences as Input 
and dot bracket presents as output. 

The motifs with the highest score are considered as a Pseudoknot structures. RNA 
secondary structure is parsed in step 2.Secondary structure of RNA with Pseudoknot 
is parsed in this step. The Pseudoknot of final structure is labeled with “{” and 
“}”.This structures is used for next substructures process. Our system generates the 
same output (Fig.5) like our described method. 

  
. { { { { . . . . [ [ [ [ [ . } } } }. . . . . . . . ] ] ] ] ] . 
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Fig. 5. Secondary structure output using term rewriting. In grammatical structure phase of our 
system, in input text area placed RNA secondary structure and output text generate dot bracket 
presentation. 

3.3 Secondary Sub Structure 

We have separated a simple Pseudoknot structure into two substructures for reducing 
computational complexity. Secondary structure of Pseudoknot, generated in parsing 
process is divided into two regions. Substructures of Pseudoknot allow the optimal 
alignment.    

Let S[i0,….,k0] is the query sequence with simple Pseudoknot structure Mi0,k0.Let 
v=(i,j,k) be a triple with pivot point x1,x2 having i0≤ i<x1≤ j< x2 ≤ k≤ k0.Define the sub 
region R(S,v)=[i0…..i]∨ [j…….k]  

A Simple Pseudoknot structure can be divided into two Pseudoknot structures [6]. 
A simple Pseudoknot structure (Fig.6) can be divided into two separate substructures 
according to triple (i,j,k).If the dot-bracket’s length of structures is N then length of 
dot-brackets in each substructure, L defined as 

 L(Sleft or Sright) =		 /2  (5) 

 

Fig. 6. N length of pseudoknot substructure divided into left and right substructures  

3.4 Bloom Filter 

A bloom filter [26] is a data structure used for testing the set of membership for every 
large set. It allows a small percentage of false positives for exchange for speed and 
space.For a given set S, a bloom filter uses m bits array and k hash functions to be 
applied to objects same time as the elements in S. Each hash function produces an 
integer value between 1 and m as an index. In filter setup phase, k hash functions are 
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applied to each element of S and the bit indexed by each resulting value set to 1 in the 
array. We used feed forward bloom filter for RNA secondary matching (Fig.7). 

When testing membership, the k hash functions are also applied for tested elements 
and bit indexed by the resulting values are checked. If they are all 1, the element is a 
member of set S. Otherwise, if one bit is 0, the element is not a part of the set S. The 
number of hash function is used and the size of the bit array determines the false posi-
tive rate of the bloom filter. For a set of n elements, asymptotic notation for false 
positive probability test is (1-e-km/n )k. 

 

Fig. 7. Diagram of RNA secondary structure matching using Feed Forward Bloom Filter 

Steps of Pseudoknot for the pattern matching using feed forward bloom filter. 
Preprocessing: 

1.  Find Fϵ P, subset of most frequent patterns 
2.  Choose l, the minimum size for the patterns for the bloom filter. 
3.  Compute two substructures l1 and l2, subset of l. l=l1U l2. 
4.  Build Feed Forward Bloom Filter (FFBF) from P\(F Ul1 Ul2) 

Filtering: 
1. (T′,P′)←FFBF(T) 

with 
T′ϵ T and P′ϵ P\(FU l1U l2)) 
Exact matching: 

1. T1←exact_match|FU l1U l2)|(T) 
2. T2←exact_match|P′|(T′) 
3. Output T1U T2 

Assume for now that true positive (items that are actually match with target  
pattern) are rare. Let m be the number of bits in the first array, k are the number of 
hashes are used for every item search/insert in it and m′ and k′ are the corresponding 
parameters for second bloom filter. If n=|S| is the number of symbol inserted, then the 
false positive probability in the first bloom filter.        = ( , , )                         (6) 

Then the false positive for the second filter will be  														 = ( ∗ 	 	 ∗ ˊ, ˊ)          (7) 

Assuming perfectly uniform hash function, after inserting n items in first bloom filter, 

the probability that any particular bit still 0 in the first array is (1 − ) . The 

probability of searching false positive in the bloom filter is 
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 = = (1 − ) = (1 − 1 − )                (8) 

We begin ignore the true positive and consider Phit = PFP + PTP ≈ PFP .The probabil-
ity that a bit is 0 in second array, after w queries, by using the expectation for the 
number of false positive queries in the first filter (w,PFP): 																											 ≈(1 − ) ×                                 (9) 

The probability that the item in S will be selected to be a part of S′(as a feed forward 
false positive): 

                    

(10)

 

This expression is represented (Fig.8) as a function of w/m, for different values of 
k and m/n, where k′=k and m′=m. The feed forward false positive probability is small 
and it can be radically reduced by small adjustment to the feed forward bloom filter 
parameters.   

 

Fig. 8. The feed forward false positive rate as w/m and varying k. We consider k=k′ and m=m′. 

Factoring of True Positives: 
It is not number of true positive tests (against the first bloom filter) that affect the 

feed forward false positive. For example, if only one item generates all the true posi-
tives, then at least k′ will be set second bit array bit array. Assume that there are n′ 
items from S that will generate true positive. Then the probability bit is 1 in the se-
cond bit array because of true positive test is: 

  = 1 − (1 − )                            (11) 

The probability that a bit set in second array, after w test they are not true positives 
and any number of tests they are true positive is: 

             = + (1 − )(1 − )                       (12) 

where  has the expression presented in the previous section. 

 = (1- P0 )k   

    
   (1 / (1 ) )         
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The probability of a feed forward false positive becomes: 
                           = ( )                              (13) 

4 Result Analysis 

For each nucleotide ai in the sequence, aj and ak are the member of ai in the predicted 
structure and reference structure respectively with 0≤ j, k≤n and 1≤i≤n.For ai, our 
prediction have two possible results: 

1. Correct if j=k.  
2.  Wrong if j≠k. 

Accuracy can be defined as follow: = × 100                            (14) 

Our method was tested on 105 single-standard Pseudoknot which are chosen in 
randomly from PseudoBase with length varies 21 to 121. These Pseudoknots are clas-
sified into 9 classes. This classification shown in Table 1: 

Table 1. RNA classification in PseudoBase showing different lengths. First column indicates 
the different types of RNA, the second column shows the number of pseudoknots considered 
and the third column reflects the range of sequence lengths [27]". 

Classification RNA Length 
1. Viral ribosomal frame shifting 

signals 
15 39-73 

2. Viral ribosomal read through 
signals 

6 61-63 

3. Other Viral-5’ 1 35 
4. Other Viral-3’ 80 21-96 
5. rRNA 3 46-51 
6. mRNA 7 28-120 
7. tmRNA 10 30-90 
8. Ribozymes 3 73-89 
9. Others 4 35-121 

In Table 1 first column is the names of 9 classes of RNA pseudoknot in 
pseudoBase. Second column is the number of RNA pseudoknots in each class. The 
third column is the length range of RNA pseudoknot in each class. During procedure 
of pattern analysis of pseudoknots, the bases of the stems are separated according to 
length of stem in parsing phase. To effect of stems on pseudoknots, we have tested 
105 pseudoknots by considering two phases: parsing and bloom filter. If the stem 
length is less than N, then stem is separated in substructure phase. Experiment results 
on the effect of stem-length are shown in Table 2. 
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Table 2. Effect on stem length and accuracy 

Case Length Average accuracy (%) 

a. 3 73.042 
b. 3 73.345 
c. 4 75.085 
d. 4 76.225 
e. No 71.784 

In Table 2 each case has (a)-(d) higher accuracy than case (e) in which no stem is separated. 
This indicates that small stems have effect on pseudoknots. Testing the 105 pseudoknots using 
stem length 4,our method achieves an average accuracy of  66.159%. 38 pseudoknots reach 
100% accuracy, only 11 pseudoknots reach 40% less accuracy. The Fig.9 shows the accuracy 
distribution.   

 

Fig. 9. Accuracy distribution using stem length  

We compare our method with the algorithm introduced in Ruan Server [28]. Their 
method was implemented in their web server (http://cic.cs.wustl.edu/RNA/) which 
supports thermodynamic and comparative analysis for prediction of RNA secondary 
structure with pseudoknots. We tested 105 pseudoknots on this web server by using 
their default parameters. The result is described in Table 3. 

In Table 3, there 105 pseudoknots in 9 classes.In Table 3,the first column is the 
classification of pseudoknots in pseudobase. The second column is the number of 
pseudoknots in each class. The third column is the accuracy of different method, in-
cluding Mflod method [24], our algorithm and Raun server [28]. From Table 3,we can 
see that our method obtains higher average accuracy than both Mflod and Raun Serv-
er.Mflod specially designed to predict pseudoknot-knot free secondary structure and 
Ruan server is designed by using thermodynamic concept. 
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Table 3. Accuracy comparison between different pseudoknot prediction methods. 

Classification RNA Accuracy(%) 
Our method Mflod[39] Ruan Server[45] 

1 15 64.163 54.983 56.317 
2 6 38.3 31.388 51.89 
3 1 100 71.429 37.143 
4 80 89.276 66.94 31.822 
5 3 54.364 51.161 36.676 
6 7 59.94 51.362 40.66 
7 10 62.03 56.316 36.356 
8 3 57.67 45.02 36.94 
9 4 69.69 65.715 46.248 

Average Accuracy 66.159 54.923 41.561 

5 Conclusion 

In this paper, we propose a pseudobase RNA secondary structure based on term re-
writing technique and bloom filter. We use Maude knowledge for term rewriting and 
generate RNA secondary structure. Generated secondary structure is divided into 
substructures which reduce the complexity cost..Bloom filter is a robust tool which 
reduces memory space in pattern matching. Our method has been tested on 105 
pseudoknot in 9 classes and achieved average accuracy 66.159% compare to Mfold 
and Run server. We get maximum accuracy (89.276% ) in class 4 which contains 80 
types of RNA structure. The combination of Mfold and bloom filter appears to be a 
powerful tool for RNA Pseudoknot prediction.  
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Abstract. In this paper, we simulate the evolution of diabetes from
the stage without complication to the stage with complications and vice
versa. Three scenarios are proposed according to the estimated level of
incidence of diabetes. Our model shows that the number of diabetics
with complications can be limited by an optimal control and hence the
overall burden of diabetes can be reduced.
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1 Introduction

Once known as a disease of the rich and associated with economic development,
diabetes is now sweeping the entire globe as a silent epidemic, affecting par-
ticularly low and middle-income countries. According to the last International
Diabetes Federation (IDF) report, about 80% of the 382 million diabetics live
in low- and middle-income countries; more than five million deaths were due
to diabetes; and more than 480 billion USD was spent on healthcare for dia-
betes in 2013 [1]. Due to its chronic nature with severe complications, diabetes
needs costly prolonged treatment and care, affecting individuals, families and
the whole society. Consequently, efficient and optimal strategies aiming to re-
duce the burden of diabetes are needed. During the last decades, a large number
of publications were devoted to mathematical modelling for diabetes as indicated
by recent reviews [2–6]. Following a previous mathematical model for the burden
of diabetes and its complications [7], we propose in this paper a mathematical
model simulating the evolution of the disease from diabetes without complica-
tion to diabetes with complications and vice versa. Three scenarios are proposed
according to the estimated level of incidence of diabetes and other scenarios may
be considered by varying the values of parameters.
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2 Formualtion of the Model

We consider the model developed by A. Boutayeb et al. [7]

dD

dt
= I − (β + μ)D(t) + γC(t)

dC

dt
= βD(t)− (γ + μ+ δ)C(t)

(1)

Where:
• D = D(t) is the number of diabetics without complications
• C = C(t) is the number of diabetics with complications
• I denotes the incidence of diabetes mellitus (assumed constant)
• μ : natural death rate,
• β : probability of developing a complication,
• γ : rate at which complications are cured,
• δ : death and severe disability rate due to complications

Suppose that C = C(t) and D = D(t) represent the numbers of diabetics with
and without complications, respectively, and let N = N(t) = C(t)+D(t). As in-
dicated in th introduction section, the IDF estimated in 2013 thatN(2013) = 382
million people were living with diabetes worldwide. The proposed model simu-
lates the dynamics of the population of diabetics with and without complications
in a period of 10 years in presence and absence of an optimal control, assuming
that incidence is constant and that intial conditions are: N(0) = D(0)+C(0) =
250x106 + 132x106 = 382x106.

The controlled model is given by the following system:
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dD

dt
= I − (β(1− u) + μ)D(t) + (γ + v)C(t)

dC

dt
= β(1− u)D(t)− (γ + μ+ δ + v)C(t)

(2)

Where u and v are controls.

• The objective function is defined as:

J (u, v) =

∫ T

0

(
C(t) +Au2(t) +Bv2(t)

)
dt

Where A and B are positive weights that balance the size of the terms.U is the
control set defined by U = {u, v/u and v are measurable, 0 ≤ u(t) ≤ 1, t ∈ [0, T ]}.

• The objective is to characterize an optimal control (u∗, v∗) ∈ U satisfying:

J (u∗, v∗) = min
u,v∈U

J (u, v)

3 Existence of an Optimal Control Pair

3.1 Theorem

• Consider the control problem with system 2. There exists an optimal control
pair (u∗, v∗) ∈ U such that J (u∗, v∗) = min

u,v∈U
J (u, v) • Given an optimal control

pair (u∗, v∗) and solutions C∗ and D∗ of the corresponding state system, there
exist adjoint variables λ1 and λ2 satisfying:

λ′
1 = λ1μ+ (λ1 + λ2)(1 − u∗)β

λ′
2 = −1 + λ2(μ+ δ) + (λ2 − λ1)(γ + v∗)β

With transversality conditions: λ1 = λ2 = 0 Moreover the optimal control is
given by:

u∗ = min(1,max(0,
λ2 − λ1

2A
βD∗(t)))

v∗ = min(1,max(0,
λ2 − λ1

2B
C∗(t)))

3.2 Proof

1. The existence of optimal control can be proved by using the results from
Fleming and Rishel [8] checking the following points:
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• J (u, v) =

∫ T

0

(
C(t) +Au2(t) +Bv2(t)

)
dt is convex

• The control space U = {u, v/u and v are measurable, 0 ≤ u(t) ≤ 1, t ∈
[0, T ]} is convex and closed by definition.

• The integrand in the objective functional,
(
C(t) +Au2(t) +Bv2(t)

)
is clearly

convex in U
• There exist constants a, b, c such that:

(
C(t) +Au2(t) +Bv2(t)

)
≥ a +

b|u|∝ + c|v|∝
The necessary conditions for the optimal control pair arise from the Pontrya-

gins maximum principle [9].
2. The Hamiltonian is defined as follows: H = C+Au2+Bv2+λ1f1(D

∗, C∗)+
λ2f2(D

∗, C∗)
where:

f1(D,C) = I − (β(1 − u) + μ)D(t) + (γ + v)C(t)

f2(D,C) = β(1− u)D(t)− (γ + μ+ δ + v)C(t)

The optimal control can be determined from the optimality condition :

∂H

∂u
= 0 ⇒ 2Au+ λ1βD

∗(t)− λ2βD
∗(t) = 0

∂H

∂u
= 0 ⇒ u∗ =

1

2A
(λ2 − λ1)βD(t)∗

∂H

∂v
= 0 ⇒ 2Bv + λ1C

∗(t)− λ2C
∗(t) = 0

∂H

∂v
= 0 ⇒ v∗ =

1

2B
(λ2 − λ1)C(t)∗

The adjoint variables λ1 and λ2 are obtained by the following system:

λ′
1 =

∂H

∂D
= λ1

∂f1
∂D

− λ2
∂f2
∂D

= (λ2 − λ1)(1− u∗)β + μλ1

λ′
2 =

∂H

∂C
= −1− λ1

∂f1
∂C

− λ2
∂f2
∂C

= −1− λ1(γ + v∗) + λ2(μ+ γ + δ + v∗)

= −1− (λ1 − λ2)(γ + v∗) + λ2(μ+ δ)

⇒

λ′
1 = (λ2 − λ1)(1 − u∗)β + μλ1
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λ′
2 = −1− (λ1 − λ2)(γ + v∗) + λ2(μ+ δ)

λ1(T ) = λ2(T ) = 0

4 Numerical Discritization

FollowingGumel et al., we use aGauss-Seidel-like implicit finite-differencemethod
[10]. The time interval [t0, T ] is discritized with a step h (time step size) such that
ti = t0 + ih i = 0, 1, · · · , n and tn = T .
So at each point ti we will note
Di = D(ti), Ci = C(ti),
λi
1 = λ1(ti), λi

2 = λ2(ti),
ui = u(ti) and vi = v(ti)
For the approximation of the derivative we used simultaneously forward differ-

ence for
dD(t)
dt

and
dC(t)
dt

and backward difference for
dλ1(t)
dt

and
dλ2(t)

dt .

So the derivatives
dD(t)
dt

and
dC(t)
dt

are approached by the following finite
differences:

dDi+1

dt
≈ Di+1 −Di

h

dCi+1

dt
≈ Ci+1 − Ci

h

⎫⎪⎬
⎪⎭ for i = 0, · · · , n− 1.

Similarly,
dλ1(t)
dt

and
dλ2(t)
dt

are approached by finite differences.
Hence the problem is given by the following numerical scheme for i = 0, · · · , n−1

Di+1 −Di

h
= I − (μ+ β(1 − ui))Di+1 + (γ + vi)Ci

Ci+1 − Ci

h
= β(1− ui)Di+1 − (μ+ γ + δ + vi)Ci+1

λn−i
1 − λn−i−1

1

h
= (λn−i−1

1 − λn−i
2 )(1 − ui)β + μλn−i−1

1

λn−i
2 − λn−i−1

2

h
= −1− (λn−i−1

2 − λn−i
3 )(γ + vi) + λn−i−1

2 (μ+ δ)

Then we consider : D0 = D(0), C0 = C(0), u0 = 0, λn
1 = 0 and λn

2 = 0
So for i = 0, · · · , n− 1

Di+1 =
Di + hI + h(γ + vi)Ci

1 + h(μ+ β(1 − ui))

Ci+1 =
Ci + hβ(1− ui)Di+1

1 + (μ+ γ + δ + vi)h
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λn−i−1
1 =

λn−i
1 + hβλn−i

2 (1− ui))

1 + h(μ+ β(1 − ui))

λn−i−1
2 =

λn−i
2 + hλn−i−1

1 (γ + vi) + h

1 + h(μ+ γ + δ + vi)

M i+1
1 =

1

2A

[
βDi+1(λ

n−i−1
2 − λn−i−1

1 )
]

M i+1
2 =

1

2B

[
Ci+1(λ

n−i−1
2 − λn−i−1

1 )
]

ui+1 = min(1,max(0,M i+1
1 ))

vi+1 = min(1,max(0,M i+1
2 ))

5 Simulation and Results

5.1 Parameter Estimation

Different simulations can be carried out using various values of parameters. In
the present numerical approach, we use the following parameters:
• Incidence of diabetes:
The 2013 IDF report indicates that the number of people living with diabetes is
expected to increase from 382 million in 2013 to 592 million in 2035 which gives
an average incidence of diabetes around 10 million per year [1].
According to Centers for Disease Control and Prevention (CDC), from 2006 to
2011, crude and age-adjusted incidence of diabetes of the population aged 18-79
years has not changed significantly in USA. It was around 7 per 1000 people [11].
Based on these remarks, we assume that incidence of diabetes is constant over
a 10 years period and we propose three scenarios according to a low(LI=8x106),
medium(MI=10x106) and high (HI=20x106) level of incidence.
• Natural death rate:
For the natural death rate μ, we use the estimated value of 8 per 1000 people
given for the year 2012 by the World Bank[12].
• Death rate caused by complications:
According to IDF, aroud 5 million deaths are caused by diabetes each year.
Although some deaths may be caused by hypoglycemia, we assume that nearly
five million deaths are caused by complications of diabetes and hence we propose
0.02 as an estimated value of δ.
• The rate at which complications are cured is very difficult to estimate. Com-
plications at advanced stage are not curable and hence γ = 0, whereas for com-
plications at a non advanced stage, γ is given the value 0.01.
• Finally, assuming that, every year a quarter of the population with diabetes
develop some kinds of complications, the parameter β is given the value 0.25.
The parameter values are summarised in Table1 below:
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Table 1. Parameter values used in numerical simulation

Parameter Value yr−1

μ 0.008
γ 0.01
δ 0.02
β 0.25
LI 8x106

MI 10x106

HI 20x106

5.2 Results

A simulation is carried out on an interval time of T=10 years, subdivised into n
subintervals of step h=0.01 so that:
n = 1000;h = 0.01; T = nh = 10 years λ1(n) = 0;λ2(n) = 0;
Since control and state functions are on different scales, the weight constant
value is chosen as follows: : A = 250106000;B = 100106000
Using the parameter values given in Table1, a first simulation is carried out
according to the three scenarios on incidence and without control. The results
are given in Table2 and illustrated by Fig1, Fig2 and Fig3

Table 2. Results of simulation using parameter values given in Table1 without control

LI MI HI

D 58x106 66x106 102x106

C 319x106 330x106 385x106

Total 377x106 395x106 487x106

C
Total

(%) 84.5 83 80

Similarly, a second simulation is used based on the parameter values given
in Table1 according to the three scenarios on incidence and with control. The
results are given in Table3 and illustrated by Fig1, Fig2 and Fig3.
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Table 3. Results of simulation using parameter values given in Table1 with control

LI MI HI

D 307x106 324x106 407x106

C 101x108 103x106 114x106

Total 408x106 427x106 521x106

C
Total

(%) 25 24 22

Fig. 1. Evolution of the population of diabetics with and without complications using
the parameters given in Table 1 with low incidence of diabetes (LI=8x106)

Fig. 2. Evolution of the population of diabetics with and without complications using
the parameters given in Table 1 with medium incidence of diabetes (MI=10x106)
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Fig. 3. Evolution of the population of diabetics with and without complications using
the parameters given in Table 1 with high incidence of diabetes (HI=20x106)

6 Discussion

The results yielded by the present model show that, without any control, the
population of diabetes will reach 377 million, 395 million and 487 million peo-
ple in 10 years under the three scenarios: low incidence, medium incidence and
high incidence of diabetes respectively. The proportions of diabetics with com-
plications will be 84.5%, 83% and 80% respectively (Table2). Under the same
scenarios, the optimal control will lead to a total population of respectively, 408
million, 427 million and 521 million of which diabetics with complications will
represent 25%, 24% and 22% respectively (Table3). Under the three scenarios,
the strategy with optimal control limits the proportion of diabetics with com-
plications to less than 25% and hence reduces the rate of mortality caused by
diabetes essentially due to complications (CVDs, kidney failure, amputations,
blindness,). Moreover, beyond mortality, the reduction of complications reduces
the socio-economic burden of diabetes, including direct and indirect costs as well
as intangible and not quantifiable costs such as inconvenience, anxiety, pain and
more generally lower quality of life[13]. In the real world, achievement of opti-
mal control can be obtained by acting on behavioral factors like healthy diet,
physical activity, smoking and alcohol reduction; and metabolic risks like over-
weight/obesity and hypertension. Early diagnosis and efficient control of blood
glucose provided by an affordable regular healthcare will also be needed.

7 Conclusion

The incidence of diabetes and the probability of developing complications are
the main parameters determining the burden of diabetes, including the size of
the population living with diabetes, the rate of morbidity, the rate of mortalirty
and socioeconomic costs. The present simulation model highlights the role of re-
ducing incidence of diabetes and controlling the rate of evolution from diabetes
without complications to the stage of diabetes with complications. Our simple
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model indicates ways of limiting the epidemic trend of diabetes with disastrous
consequences in terms of mortality, morbidity and socioeconomic burden. Given
that diabetes affects people worldwide in countries with variable levels of in-
cidence, prevalence, mortality and morbidity, the present simulation model is
adaptable to different contexts according to the values of parameters that may
be used in strategies of different countries.
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Abstract. We present a constraint based declarative approach for analyzing qual-
itatively genetic regulatory networks (GRNs) with the discrete formalism of R.
Thomas. For this purpose, we use the logic programming technology ASP (An-
swer Set Programming) whose related logic is non monotonic. Our aim is twofold.
First, we give a formal modeling of both Thomas’ GRNs and biological data like
experimental behaviors and gene interactions and we evaluate the declarative ap-
proach on three real biological applications. Secondly, for taking into account
both gene interaction properties which are only generally true and automatic in-
consistency repairing, we introduce an optimized modeling which leads us to
exhibit new logical expressions for the conjunction of defaults and to show that
they can be applied safely to Thomas’ GRNs.

Keywords: computational systems biology, gene networks, discrete modeling,
AI-oriented declarative approach, non monotonic logic, Answer Set Program-
ming.

1 Introduction

Mathematical modeling and simulation tools may help to understand how complex ge-
netic regulatory networks (GRNs), composed of many genes and their intertwined in-
teractions, control the functioning of living systems. They provide a framework to un-
ambiguously describe the network structure and to infer predictions of the dynamical
behavior of the system.

The typical model building cycle starts with gathering existing knowledge on a bi-
ological system and formulating working hypotheses, on the basis of which a model
formalism is chosen and the structure of the GRN is defined. The development of the
dynamical model and its parametrization lead to an initial model, whose predictions are
confronted with experimental data. This often reveals inconsistencies, and calls for a re-
vision of the structure of the GRN and/or the parameter values of the model. The process
is repeated iteratively until the validation step is considered satisfactory. The generate-
and-test approach underlying the above-mentioned method demands a large number of
simulations to be carried out and usually leads to the formulation of a unique model
consistent with biological data. In this paper, we adopt an alternative method for the
systematic construction and analysis of models of GRNs by means of an Artificial Intel-
ligence oriented declarative approach. The models are developed using the formalism
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of R. Thomas [15], which offers an appropriate discrete description of GRNs, as most
available data on regulatory interactions are qualitative. Instead of instantiating the mod-
els as in classical modeling approaches, all possible knowledge on the network structure
and its dynamics (e.g., existence of cycles or stationary states, response of the network
to environmental or genetic perturbations) is formulated in the form of constraints, i.e.
logical formulae. Without resorting to numerous simulations, the compatibility of the
network structure with the biological constraints is determined and an intensional (im-
plicit) representation of the set of consistent models is returned, in case all the constraints
are satisfied. This is well suited for biological data which are often incomplete. Futher-
more, in case of inconsistency, an automatic repairing can be applied. Also, for the profit
of biologists, all properties, expressed in a predefined language, that are common to all
consistent models can be deduced [8].

In this paper, we use for that purpose the logic programming technology ASP [2]
which is based on a non monotonic logic defined with stable models. The aim of this
paper is to show the benefits provided by ASP for the declarative approach of Thomas’
GRNs. We pay a special attention to modeling methods to take advantages of the ASP
non monotonic feature for tackling potential inconsistencies and for expressing gene
interaction rules that are generally true.

The paper is organized as follows. ASP is introduced in Section 2 and the logical
specifications of Thomas’ GRNs together with biological data in Section 3. Then, three
illustrating applications are presented in Section 4. Finally an optimized modeling ex-
emplifying the non monotonic aspects of ASP is described in Section 5.

2 Answer Set Programming (ASP)

Here is a short presentation based on [11] which proposes the gringo language for
expressing ASP programs.

A logical ASP program is a finite set of rules:
a0 ← a1, . . . , am, not am+1, . . . , not an.
where 0 ≤ m ≤ n and ∀i | 0≤i≤n, ai is an atom. For any rule r, head(r) = a0 is
the head of the rule, and body(r) = {a1, . . . , am, not am+1, . . . , not an} is the body
of the rule. If head(r) is empty, r is called an integrity constraint. If body(r) is empty,
r is a fact.

Let A be the set of atoms, body+(r) = {a∈A | a ∈ body(r)} and body−(r) =
{a∈A | not a ∈ body(r)}. A set X ⊆ A is an answer set (AS) or stable model of a
program P if X is the minimal model 1 2 of the reduct
PX = {head(r)←body+(r)|r∈P, body−(r) ∩X = ∅}.

Example: let E be the following ASP program where ← is represented by :-:
a :- not b,c.
c.
Let X = {a,c}. The corresponding reduct is EX = {a ← c,c} and its minimal
model is {a,c}. Then X is an AS of E.

1 A logical model is minimal when removing an atom from it cannot provide a model. A reduct
has a unique minimal model.

2 It is important to note that ASs also have been shown to be minimal (see Section 5.2).
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Let X ′ = {a,b,c}. The corresponding reduct is EX′
= {c}, and its minimal model

is {c}. Then X ′ is not an AS of E.
The first rule of this example is typical of a default rule [5]. It expresses that gen-

erally (in the absence of knowledge on b) a is implied by c. But if b holds because
of additional knowledge, this rule is no longer applicable. For instance, by addition of
the fact b. to this example, we get the AS {b,c} exemplifying the non monotonic
character of ASP: a does not hold any more, without leading to an inconsistency.

Rules in the gringo language are extended for accepting heads which are disjunc-
tions of literals (exclusive unless both literals are proven) using the operator |. Further-
more, gringo provides logical variables and functional terms, in a limited way (so that
the program can be transformed in an equivalent finite propositional one). It also pro-
vides cardinality constraints on the number of true literals. If we impose the constraint
u{l_1,...,l_n}vwe obtain only models such that the number of true literals l_i
is bigger than (or equal to) u (0 by default) and smaller than (or equal to) v (n by de-
fault). Moreover, this formalism allows the expression of conditional enumerations of
literals through the symbol ”:”, as conjunctions (resp. disjunctions) in the body (resp.
head) of a rule. For example, in the following program:
dom(0). dom(1). all true :- p(X) : dom(X).
q(X) : dom(X) :- one of.
at least one true :- 1{p(X) : dom(X)}.
the first line expresses that all_true is deduced if p(0) and p(1) hold. This line
is, therefore, equivalent to the rule: all_true :- p(0), p(1). and the second
line equivalent to q(0)| q(1) :- one_of. The third line expresses that
at_least_one_true is deduced if a least one among p(0) and p(1) holds.

Para-logic operators are also provided for maximizing or minimizing the number
of atoms true among a set of atoms. Asserting #maximize{f_1,...,f_n} will
produce only models with the highest number of f_i true.

The solver [11] we use proceeds in two steps to compute the ASs of a program
P . First, a “grounder” substitutes the variables of the program by terms without free
variables, and consequently produces a propositional program P corresponding to P .
In the second step, a solver computes the ASs of P. This motivates the programmer to
reduce as far as possible the number of resulting Boolean variables and rules subject to
a big expansion (see Section 5.1).

3 Thomas’ GRNs and the Declarative Approach

In Section 3.1, we specify Thomas’ GRNs. Biological constraints and typical queries
for constructing and analyzing models of GRNs are described in Section 3.2.

3.1 Thomas’ GRN Specification

A common representation of a GRN is to view it as an interaction graph, where nodes
represent genes and arrows represent interactions between genes. An arrow j → i
is labeled with the sign of the regulatory influence (to indicate whether the gene i is
activated or inhibited by the product J of gene j), and with the index r of the threshold
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concentration θrj above which the protein J controls the expression of gene i. A simple
example of interaction graph for a two-gene network is shown in Fig. 1(a).
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Fig. 1. (a) Interaction graph corresponding to a GRN of two genes. The product of gene a stimu-
lates the expression of gene b, while the product of gene b inhibits expression of a. In addition, b
activates its own expression. The label −, 1 from gene b to a means that b inhibits a expression
when b is above its threshold θ1b . (b) Focal equations relating a state [xa, xb] and its focal state
[Xa, Xb].

The dynamic behavior of a GRN is represented in terms of an oriented graph called
state transition graph, where each node represents a specific state of the system and
the arrows represent transitions between a state and its possible successors. A state
S of a network of n genes is represented by a vector of protein concentrations: S =
[x1, ..., xn]. The concentrations take discrete values, each one representing an interval
between two consecutive thresholds. For instance, xj = 0 indicates a concentration of
protein J lower than the lowest threshold of J, say θmj , whereas xj = 1 means that the
concentration of J is lower than θmj + 1 and higher than (or equal to) θmj .

A specific attractor value called focal state, [X1, ..., Xn], is associated to a given state
S. It represents the expression levels toward which the genes tend to evolve (see precise
definition with focal equations below). A successor S′ = [x′

1, ..., x
′
n] of S in the graph

is deduced from S by comparing the value of each variable xi with that of its focal state.
The transition of S to S′ is assumed to be asynchronous, in the sense that at most one
variable xi is updated at a time. If the variable xi is updated, the formal relationship
between these states is expressed as follows: x′

i = xi +1 if Xi > xi and x′
i = xi − 1 if

Xi < xi. If no logical variable xi is updated then the focal state of S is equal to S and
S is its own successor: in that case S is said to be steady (or stationary).

The focal state value Xi of gene i depends on the state S of the network and in
particular, on a set of conditions regarding the presence or absence of activators and
inhibitors of gene i. For the simple example in Fig. 1, the focal state value Xa of gene
a depends on the influence of B (the product of b) on a, that is, if the concentration of
B is below (xb = 0) or above its first threshold value. Such interactions are expressed
by means of products of step functions of the form: s+(xj , θ

r
j ) = 1 if xj ≥ θrj else 0,

s−(xj , θ
r
j ) = 1 if xj < θrj else 0.

We will call cellular context of gene i any set of states which are equivalent with
respect to i for regulation purpose. For example, if i is influenced by only one gene
j associated to the threshold θ1j , there are only two possible cellular contexts for i,
depending on whether xj is below or above θ1j . If i is the target of two interactions, four
contexts have to be distinguished for i. More formally, let [(j1, θ

r1
j1
), ..., (jp, θ

rp
jp
)] be the

ordered list of interactions acting on gene i. A cellular context for i is represented as a
product ci(σ) = sσ1(xj1 , θ

r1
j1
) ∗ ... ∗ sσp(xjp , θ

rp
jp
) defining a set of conditions, where
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Fig. 2. Transition graphs G1, . . . , G6 satisfying all the observability and additivity constraints
associated to the example in Fig. 1, with θ1b < θ2b . Arrows represent possible transitions be-
tween states represented by boxes. Each graph corresponds to a specific set of instantiated kinetic
parameters.

σ ∈ Ei = {(σ1, ..., σp)|k : 1..p, σk ∈ {+,−}}. In other words, a cellular context is
identified by a p-tuple σ of signs, which specify the position of the region with respect
to the p thresholds belonging to the interaction set. From the above definition it follows
that the set of cellular contexts with respect to any gene i constitutes a partition of the
state space. For the example of Fig. 1, let [(a, θ1a), (b, θ

2
b )] be the list of interactions

acting on b, then the cellular context cb((+,−)) is s+(a, θ1a) ∗ s−(b, θ2b ).
Each cellular context ci(σ) is associated to a logical kinetic parameter defining the

focal value of gene i when the network state belongs to that context. We will denote
such parameters by K

l(σ)
i , where l(σ) is the set {jk|k : 1..p, σk = +}. In this way, the

cellular context associated to a logical parameter appears in its notation. For the simple
example in Fig. 1, the logical parameters of gene b are: Kb, Kb

b , Ka
b and Kab

b . They
respectively are the focal value of b: when the concentrations of A and B are under
their thresholds, when the concentration of B only is above its threshold, when the
concentration of A only is above its threshold, and when both concentrations are above
their thresholds.

Given the cellular contexts defined above and their associated logical parameters, Xi

is specified by the following focal equation: Xi =
∑
σ∈Ei

K
l(σ)
i ∗ ci(σ).

In the declarative approach, some logical parameters may not be instantiated (i.e. un-
known). When all these parameters are instantiated, the focal equations define a unique
instantiated model. The focal equations corresponding to the simple network exam-
ple are shown in Fig. 1(b). For the following values of logical parameters: Ka = 1,
Kb

a = 0, Kb = 0, Kb
b = 1, Ka

b = 0, and Kab
b = 2, we obtain the transition graph G1 in

Fig. 2. The state [1, 1] belongs to the cellular context ca((+)) and to the cellular context
cb((+,−)). The focal state of [1, 1] is therefore

[
Kb

a,K
a
b

]
= [0, 0]. It follows that the

successors of [1, 1] are [1, 0] and [0, 1].
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3.2 Biological Data Modeling

We focus here on interactions between genes and observed experimental behaviors of
the network 3.

Behaviors. Experimental behavioral data are expressed using constraints on paths
which are successions of states. This is the case for modeling observed steady states,
cycles or repairing behavior due to stress. The declarative approach presents a decisive
advantage as information on these behaviours is usually incomplete; for example, there
could exist a cycle for which only some concentrations of proteins are known through-
out the cycle. Despite the lack of information, this approach may provide biologically
meaningful properties regarding the kinetic parameters. Constraint modeling of paths is
described with the predicate species(N, V, I, P) meaning that V is the expres-
sion level of the gene N at step I of the path P. For example, defining a steady state can
be done through the predicate statpath(P) (the two states of the path P of length 2
are equal):
statpath(P) :- path(P), length(2,P), succeg1(N,P):node(N).
where succeg1(N,P) is true if at the two first steps of the path P, the concentrations
of the species N are equal. Enforcing the existence of the steady state ss can then be
performed with the two facts and the integrity constraint which follow:
path(ss). length(2,ss). :- not statpath(ss).
Applied to the example of Fig. 1, this gives the models corresponding to the transition
graphs {G1, G2, G4, G5, G6} of Fig. 2.

This expressive power provides significant benefits over well-known temporal logics
like Computational Tree Logic (CTL), which have been proposed to check instantia-
tions of Thomas networks [4]. For example, a query asking for the existence of a model
admitting three different steady states (without knowing them beforehand), is easy to
formulate as an extension of the above rules, but cannot be expressed in CTL.

Nevertheless, CTL is useful to express biological observations, typically with EFϕ
formulas applied to a state, meaning that there exists at least a path originating from
this state leading to a state with property ϕ. In the declarative framework, one can
easily enforce such formulas. For the example in Fig. 1, enforcing the existence of a
path respecting the CTL formula (a = 0 ∧ b = 0) ∧ EF (a = 0 ∧ b = 2) (there exists
a path beginning with a state respecting a = 0 and b = 0 and reaching a state where
a = 0 and b = 2) is achieved with the following rules4:
path(p). length(5,p).
:- not species(a,0,1,p). :- not species(b,0,1,p).
exist_path :- species(a,0,I,p), species(b,2,I,p).
:- not exist path.
The only models satisfying this formula are G4 and G6 (Fig. 2).

Enforcing universal CTL properties like AFϕ, meaning that from the state to which
it is applied all paths lead to a state with propertyϕ, is not easily handled (see Section 6).

3 Modeling other data like those obtained from mutant networks, resulting from suppression or
over-expression of genes, can be found in [9].

4 The length of p is set to 5 because it is the maximal length of a non looping path for this
example.
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However, such formulae are not appropriate for transcribing a biological experiment
in CTL because the experiments usually include only a few trials. An AF formula
would be too strong: some valid models could be unduly eliminated. However, if we
change the context, and search for constructing robust networks in a synthetic biological
perspective, it becomes crucial, as it is in computer programming, to ensure universal
properties.

Interaction Signs. It is mandatory in a logical framework to define rigorously the
meaning of the signs “+” or “−” on edges of an interaction graph (they may be loosely
interpreted in the literature). We propose here a rather general and intelligible definition
in the form of conditions called observability constraints and addivity constraints (not
to be confused with the ASP integrity constraints).

A “+” (resp. “−”) sign on an edge targeting a gene is understood as implying the
existence of a couple of states (s1, s2), with s1 just below the edge threshold, such
that 1) s2 differs from s1 only by a +1 change in the value of the source gene, and
2) s2 has a greater (resp. lower) focal value for the target gene than s1. One may see
why the transition graph G4 (Fig. 2) respects the “+” label associated with the edge
a→b (Fig. 1). The state [0, 1] is such that the value of the source node a is lower than
the threshold θ1a of this edge. This state has a neighbouring state [1, 1], which differs
only in the value of a by a change of +1. Furthermore, this neighbour shows a positive
tendency (Ka

b = 2) for b, indicating a future growth in expression level, while the state
[0, 1] shows a negative one (Kb = 0).

As all states of a cellular context have the same focal state, the existence of states
(s1, s2) is equivalent to the existence of cellular contexts (c1, c2) of the target node which
have the following properties for a “+”(resp. “−”) sign: all states in c1 below the edge
threshold and 1) c2 differs from c1 only by value of the source gene greater or equal
than the edge threshold and 2) the focal value of the target gene in the context c2 has
a greater (resp. lower) value than in context c1. In the transition graph G4, considering
again the positive interaction a→b, such a couple of cellular contexts of b is for c1 the
cellular context where a < θ1a ∧ b < θ2b holds and for c2 where a ≥ θ1a ∧ b < θ2b holds.

Then, observability constraints for an interaction are expressed by a union of strict
inequalities between kinetic parameters of the target of this interaction, just differing by
one gene. For example, the observability constraint associated to the positive interaction
a→b is (Kb < Ka

b ) ∨ (Kb
b < Kab

b ).
Additivity constraints are considered to indicate that generally no inhibition (resp.

activation) can exist in case of a positive (resp. negative) interaction. For example, this
means that in the general case for the positive interaction a→b where there is no proven
inhibition (e.g. (Kb > Ka

b ) ∨ (Kb
b > Kab

b ) does not hold), then the negation of this
inhibition is true (e.g. (Kb ≤ Ka

b ) ∧ (Kb
b ≤ Kab

b ) holds). Solving this issue requires
this ASP predicate:
addit(S,N1,N) :- obs(S,N1,N), opposite_sign(S,Sp),

not obs(Sp,N1,N).
where obs(S,N1,N) means that if S=p (resp. S=m) then the edge N1→N is an acti-
vation (resp. inhibition) and to introduce the integrity constraint:
:- addit(S, N1, N), opposite_sign(S, Sp),

not -obs(Sp, N1, N).



606 N. Mobilia et al.

where -obs(S,N1,N) is the (usual) negation of obs(S,N1,N). One should notice
the default character of the rule defining addit. In the general case obs(Sp,N1,N)
is not established, thus this rule is applied, with possible consequences. But if, due to the
addition of new data, obs(Sp,N1,N) is established, there will be no inconsistency
because of these consequences.

For reducing the number of ASs, and then increasing the number of properties de-
duced from them, a rather radical criterion (discussed in Section 5.2) can be applied by
maximizing, with the para-logical operator #maximize, the number of addit atoms.

4 Applications

The three applications that are presented below illustrate the following advantages of the
declarative approach: inconsistency checking and repairing, minimization of interaction
and threshold numbers, and temporal series modeling.
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Fig. 3. (a) Interaction graph of the regulation of the carbon starvation response in Escherichia
coli [8]. (b) Interaction graph of the IRMA network.

Carbon Starvation Response in Escherichia Coli. The declarative approach has been
applied to the re-examination of the regulation network of the carbon starvation in E.
coli presented in [13]. As long as environmental conditions are favourable, a population
of E. coli bacteria grows quickly. The bacteria are in a state called exponential phase.
Upon a nutritional stress due to carbon starvation, the bacteria are no longer able to
maintain a fast growth rate. They enter in a stationary phase. Their response can be
reversed as soon as the environmental conditions become favourable again. Modeling
with the generate-and-test approach classically used for constructing GRN models led
to a unique, instantiated and inconsistent model.

A declarative analysis of this network, using CLP and SAT solvers, has been pre-
sented in [8]. The network (Fig. 3 (a)) and biological observations on interactions, paths
(stationary states and paths leading from the exponential phase to the stationary phase
and vice-versa) and even characteristics of the shape of the DNA (supercoiling) were
described using constraints. This analysis was resumed with an ASP implementation.
We illustrate here the repairing of inconsistency.



Logical Modeling and Analysis of Regulatory Genetic Networks 607

Logical inconsistency was established. This showed rigorously the non-existence of
alternative models, i.e. with a reasoning not based on the inconsistency of only one par-
ticular instantiated model. Repairing inconsistency was related to additivity constraints
to the extent that they were not supported experimentally. Then repairing process pro-
posed two solutions, that is to remove one constraint among Kfis

gyrAB ≤ KgyrAB and

KtopA ≤ Kfis
topA. After biological investigations, it appeared that the first one should

not be removed, but that the second could be, as it can be considered as not biologically
plausible.

Computer performances stay very acceptable for solving such requests which require
numerous recombination computations. For example, it is for determining the remov-
able constraints that [8] reports the highest computer time (around 25min), with Prolog
and a SAT solver loosely cooperating. This result was understandable because of the
size of the solution space in this case. The same issue took 4s when solved by our ASP
implementation (with a Core 2 Duo 3GHz, 4Go RAM).

Drosophila Embryo Gap Genes Network. This ASP approach has been applied in
[7] to the regulatory network controlling the earliest steps of Drosophila embryo seg-
mentation, i.e. the gap genes and their cross-regulations, under the additional control
of maternal gene products [14,12,1]. Three kinds of data were considered: 1) published
molecular genetic studies enabling the identification of the main actors (seven genes),
as well as the establishment or the potentiality of cross-regulatory interactions, 2) quali-
tative information on the spatio-temporal expression profiles of the main genes involved
in the process, giving seven regions with different stable states, 3) data available on the
gap gene expression profiles for seven loss-of-function mutations, affecting maternal
or gap genes. On the basis of this combination of interaction and gene expression con-
straints, the challenge was to identify the model(s) involving all established regulatory
edges, along with a minimal set of potential ones, while minimizing the number of
distinct thresholds.

In a first step, the consistency of the data was proven in 3338s, using a Linux PC
with an Intel Core2Duo processor at 2.4GHz and 2.9GB of memory. Then, a unique
regulatory network structure was obtained in 1016s which included only 2 potential
interactions (on 11). Surprisingly, from this network, there was a unique instantiation
of the thresholds minimizing the number of threshold values per component (obtained
in 368s). Finally, some properties concerning the kinetic parameters were deduced: 52
parameters fixed (over 72), 12 inequalities connecting a threshold and a parameter, and
36 inequalities connecting two parameters.

IRMA Interaction Network. The IRMA (In vivo benchmarking ofReverse-engineering
and Modelling Approaches) network [6] comprises five genes: Swi5, Ash1, Cbf1, Gal4
and Gal80, as well as one input (gal) and eight interactions (Fig. 3 (b)). These genes were
chosen in the synthesis of the network so that different types of interactions were con-
sidered, including transcription regulation and protein-protein interaction, thereby cap-
turing the behaviour of eukaryotic GRNs. In [6] Cantone et al. explored the dynamics of
the IRMA network by measuring each gene’s expression level in response to two differ-
ent perturbations using qRT-PCR. In the first set of experiments, they shifted yeast cells
from a glucose to galactose medium (’switch-on’ experiments) and in the second set of
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experiments they shifted the cells from a galactose to glucose medium (’switch-off’ ex-
periments). The presence of galactose allows for increased transcription of Swi5 and is
thus ’switch-on’, while the opposite is true for the ’switch-off’ experiments. From these
data, two temporal series, composed of averaged gene expressions over five ’switch-on’
and four ’switch-off’ independent experiments, have been extracted.

Finding possible models of the IRMA network respecting these time series is a chal-
lenge proposed in [3]. The network is given in such terms that the order between the
kinetic parameters is known. So the issue is to find a consistent order between thresholds
and these parameters and between the thresholds themselves. Time series are formal-
ized by CTL formulas of the form: EF (prop1 ∧ EF (...EF (propn)...) where n = 12
for the switch-off experiments and n = 10 for the switch-on experiments. A property
propi relates to the values of the components of a state and also to the derivative signs
of these components. In [3] Batt et al. propose a modeling taking into account singu-
lar states (states admitting for a component a threshold value) leading to more states,
together with the use of the model checking tool NuSMV. They claim, reviewing their
work, that they provide more precise results and efficient coding.

When applying an ASP declarative approach to this problem (not yet published), we
designed the appropriate constraints for expressing that a path satisfies a time series,
while remaining in the Thomas framework, i.e. without singular states. The same num-
ber of parametrizations (64) were exhibited as in [3] 5, in 139s (compared to 885s, on
a similar computer), showing that, at least for this analysis, taking account of singular
states was not necessary.

5 Optimized Modeling and Additivity Constraints

Two issues arise for modeling additivity constraints: 1) escaping from a possible in-
consistency that would result if these constraints would be imposed, 2) getting only the
”most general” networks that is, intuitively, those which accept as many as possible ad-
ditivity constraints compatible with the biological data. Recall that such a minimization
of the number of resulting models leads to increasing the number of properties which
can be deduced. The first issue is elegantly solved6 with the default rule presented in
Section 3.2. The second one can be solved with a naive modeling [9] which enumerates
all models and uses the para-logical maximization operator of the gringo language as
suggested in Section 3.2. However, both enumerating too many atoms and using para-
logic operators are costly.

The refined modeling which follows attempts to reduce as far as possible these costs
by taking advantage of the non monotonicity of ASP7. In Section 5.1 default rules [5]
will be applied for lowering the enumeration of the models. In Section 5.2 an appropri-
ate conjunction of defaults will be introduced for logically minimizing the number of
resulting models.

5 Parameterizations were found identical, except for two of them that were erroneous in [3].
6 A more brutal para-logical approach with a maximization operator is proposed in [8].
7 Note that this modeling allows also to associate additivity constraints even to edges that would

not be labeled by any sign in the interaction graph but that would support nonetheless observ-
ability constraints as a result of the given behaviours.
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5.1 Lowering the Enumeration of kparam Atoms

The predicate kparam(K,Ik) means that K is the value of Ik = k(N,CC) repre-
senting K

l(σ)
N with CC being a term representing l (σ). Its definition could be:

1{kparam(K,k(N,CC)):val(N,K)}1 :- param(k(N,CC)).
where val(N,K) means that K is a possible value of N and param(Ik) that Ik is a
parameter identifier of N. Unfortunately, this definition leads to an exhaustive enumera-
tion of all networks. To produce kparam atoms more savingly, the method consists to
design specific rules related to the three origins of their production: observability con-
straints due to the interaction graph, additivity constraints and biological behaviors. All
of these take advantage of the non monotonic property of ASP. Here, we will focuse on
rules related to the second origin.

Producing correct couples of parameters is expressed via the rules:
kparam(K, Ik) :- couple_kpr(K, Ik, _, _).
kparam(K_r, Ik_r) :- couple_kpr(_, _, K_r, Ik_r).
The couple_kpr atoms due to additivity constraints are introduced by the default
rule:
1{couple_kpr(K, Ik, K_r, Ik_r)

: -param_obs(Sp, N1, N, K, K_r)}1
:- neighboring_cell_cont(N1, N, Ik, Ik_r),

addit(S, N1, N), opposite_sign(S, Sp).
where neighboring_cell_cont(N1, N, Ik, Ik_r) ensures that Ik
and Ik_r identify two cellular contexts of N separated by the edge N1→N, Ik_r be-
ing Ik less the edge N1→N. The atom param_obs(S, N1, N, K, K_r) ensures
that K and K_r, possible parameters of N, are in the right order regarding observability
constraints with the sign S considering that K_r is associated to a cellular context that
is the one associated to K less (with the above meaning) the edge N1→N. The pred-
icate -param_obs is the (true) negation of param_obs. Note that expressing the
logical conjunction (of inequalities) representing an additivity constraint requires every
couple_kpr atoms associated to a couple of cellular contexts of N separated by the
edge N1→N.

5.2 Conjunction of Defaults and Appropriate Use of the Para-Logical
Maximization Operator

Defining the notion of ”most general” networks regarding additivity constraints raise
two different questions. The first is: ”What is the logical definition of the answer sets
satisfying observability constraints and behaviors (e.g. paths) to be retained regarding
additivity constraints ?”, the second: ”Among the answer sets that result from the first
question, are there still some to be eliminated ?”. For minimizing the number of result-
ing models, there are two means: a logical one, coming from the minimality of the stable
models and adapted to the first question, and a para-logical one via the maximization
operator possibly useful for the second question.

For a set of parameters satisfying observability constraints and behaviors, it appears
natural to ask for only answer sets having additivity constraints for all edges of all
species, if such an answer set exists. If not, one would like to keep only the answer sets
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having additivity constraints for all edges of the species for which it is possible. For ex-
ample, for the network of Fig. 1 with a behavior implying only Kab

b = 2, there are the
answer sets represented by the graphs G1, ..., G6 of Fig. 2 with additivity constraints
for all edges of all species. But there are also other possible networks, for example with
one edge of b with no additivity constraints. Unfortunately, the above modeling provides
such undesirable networks, due to possible additivity constraints for one edge that im-
plies the non additivity for some other edges. This is the case when having additivity
constraints for the edge a→b ensured with the additional parameter values Kb = 1,
Ka

b = 1 and Kb
b = 0 (thus (Kb ≤ Ka

b ) ∧ (Kb
b ≤ Kab

b ) holds). These parameter values
forbid additivity constraints for the edge b→b since Kb ≤ Kab

b does not hold.
A simple program would help for illustrating this last point and for exhibiting a

methodology to solve it. Let us consider the two following default rules which mimic
cross influences between edges:
ad1 2 | ad1 :- not op ad1. ad2 1 | ad2 :- not op ad2.
where the predicates prefixed by adi represent additivity constraints on edge i and
the predicates op adi represent the (rarely proven) conditions preventing additivity
constraints on edge i. Influences between edges are modeled with the rules:
op_ad2 :- ad1_2. op_ad1 :- ad2_1.
These four rules have three ASs: {ad1,ad2}, {ad1_2,op_ad2} and
{ad2_1,op_ad1}. The challenge is to transform these rules so that we only get the
AS {ad1, ad2}. The methodology consists firstly in introducing the rules:
c :- op_ad1. c :- op_ad2.
so that not c represents the case where both op_ad1 and op_ad2 are unknown or
false, and secondly in completing the body of each original default rules with a kind of
“guard” which is a tautological term provided with a default impact power:
ad1_2 | ad1 :- not op_ad1, 1{c, not c}1.
ad2_1 | ad2 :- not op_ad2, 1{c, not c}1.
The point is that when not c is true then ad1_2 (or ad2_1) cannot be deduced.
But if the fact op_ad1. is added then two ASs are obtained: {op_ad1,ad2_1} and
{op_ad1,ad2}.

Applied to our case, this methodology simply asks for the introduction of a guard of
the following form into the body of the rule producing the additivity constraints:
1{not one_no_addit(N), one_no_addit(N)}1,
1{not one_no_addit, one_no_addit}1
where one_no_addit(N) means that one edge leading to the species N is not addi-
tive and one_no_additmeans that one species has not all its entering edges additive.

Keeping only ASs with all possible additivity constraints may be prevented not only
by behaviors but also by some parameter instantiations respecting observability con-
straints. Guarding in the same way the rule producing observability constraints solves
this issue, in the case where no other behavior occur. This necessitates to prove that by
doing so at least one AS is obtained. For this purpose, it has been necessary to show that
the definition of interaction signs that we propose in Section 3.2 satisfies the following
theorem: ”Whatever are the interactions on a species N , one from each source, there
exists an AS respecting all addivity constraints, in the absence of any other constraints
on the parameters”.
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Meanwhile, there remain cases that generate further questions. For example, for
the network of Fig. 1 with at least two stationary states, this new modeling provides
nonetheless 3 ASs: one with the two edges of b being additive (graph G6) and provid-
ing the stationary states (0, 1) and (0, 2), the two others respectively with one and not
any of these edges being additive and providing the stationary states (0, 1) and (1, 0).
The parameters values of these last ASs come from the stationary states (Kb = 1 and
Ka

b = 0) and the observability constraints (Kab
b = 2, Kb

b = 0 or Kb
b = 1). They are

acceptable models from the ”logical” point of view developed above. Consequently, dis-
criminating some ASs among these three ASs can require para-logic standards like the
one suggested in Section 3.2, i.e. the winners are those having in the whole the greatest
number of additive edges, which eliminates these two possibly undesirable models.

6 Conclusion

We gave the main lines of an ASP modeling of Thomas’ GRNs and illustrated the
declarative approach interest with biological applications which make use of incon-
sistency repairing, minimization of interactions and temporal series representation. To
take into account properties only generally true, we presented adequate default rules and
an optimized modeling both reducing the number of used atoms (an efficient way for
improving performances in computational logics), and keeping only most generally ac-
cepted models in a logical way (as opposed to a para-logical one). For this purpose, we
were led to express conjunction of defaults with surprising and powerful ASP logical
expressions, and to apply safely such expressions to Thomas’ GRNs.

Few other teams use a declarative approach for analysing Thomas’ networks. For this
purpose, they use model checking tools and formalize paths with the temporal logic CTL,
as in a seminal paper [4] on the subject. We showed advantages of our approach in Sec-
tions 3.2 and 4. It can be added that a constraint programming approach is well suited to
avoid external processes to extract properties common to the set of consistent models,
because these models are defined intensionaly as solutions of the constraints. However,
as mentioned in Section 3.2, imposing (opposed to checking) in a convenient way CTL
formulae of the form AFϕ with logic programming remains an issue. In [9] an accept-
able solution taking advantage of the underlying non monotonicity of ASP is proposed.
It based on the fact that a circular combination of rules like a1 :- a2. a2 :- a1. has
only an empty AS while the corresponding logical formulae a1 ⇐ a2. a2 ⇐ a1.
have also the model {a1, a2} (which is not minimal).

Finally, it should be noted that ASP has also been applied successfully by other
teams to the modeling of biological networks (see for example [16]), but not specif-
ically, at our knowledge, to the modeling of Thomas’ GRNs. The apparently closest
ASP based work is reported in [10] but it deals only with simplistic instantiated de-
terministic Boolean networks, thus excluding issues coming from the multi-valued non
deterministic Thomas’GRNs modeling in the declarative approach perspective, yet of-
fered by the programming logic technology. Furthermore, it does not emphasize the non
monotonicity offered by ASP.
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Abstract. Several mathematical models have been developed to simu-
late, analyse and understand the dynamics of β-cells, insulin and glucose.
In this paper we study the effect of obesity on type 2 diabetes in people
with genetic predisposition to diabetes. Equilibrium analysis and stabil-
ity analysis are studied and the model shows three equilibrium points:
a stable trivial pathological equilibrium point P0, a stable physiological
equilibrium point P1 and a saddle point P2. A simulation is carried out
to understand the models behaviour.

Keywords: Type 2 diabetes, obesity, mathematical modeling, equilib-
rium analysis, stability analysis.

1 Introduction

According to the International Diabetes Federation (IDF) 2013, 8.3% of adults
(382 million people) are living with diabetes all over the world with a particular
growing trend of type 2 diabetes. [1]

Obesity is thought to be the primary cause of type 2 diabetes, especially for
people having a genetic predisposition to the disease [2, 3]. Actually, an elevated
level of Free Fatty Acids (FFA) leads to a chronic insulin resistance and thus
β-cell apoptosis that consequently raises the blood glucose level [4].

Several studies have been carried out in order to understand the dynamics of
insulin and glucose leading to diabetes. Bolie (1961) introduced a simple linear
model, using ordinary differential equations in glucose and insulin [5]. Bergman
et al. published the minimal model [6]. Diverse models based on the minimal
model were published by different authors, including Derouich and Boutayeb
(adding physical effort) [7], Roy and Parker dealt with the interaction between
insulin, glucose and FFA [8]. Other authors introduced the dynamics of β-cells
in the mechanisms leading to diabetes. Topp et al incorporate the β-cell mass,
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insulin, and glucose kinetics [9]. Hernandez et al. proposed an extension of the
Topp model by adding the surface insulin receptor dynamics [10]. Boutayeb et
al. extended Topps model by stressing the effect of genetic predisposition to
diabetes [11].

Our model is based on mathematical models published by Boutayeb et al[11],
Roy et al[8] and Hernandez et al[10].

2 The Mathematical Model

In this model we assume, for glucose dynamics that the concentration of glucose
in the blood is determined by a differential equation of the form:

a− bG(t)− cI(t)R(t)G(t) +m1(F (t)− Fb)[9, 10].
Where G(t)(g/l) is the concentration of glucose that increases by a rate a (in
mg/(dl.d)) (glucose production by liver and kidneys) and decreases by a rate
bG(t) where b in (d−1)(independent of insulin) and a rate cI(t)R(t)G(t) repre-
senting the glucose uptake due to insulin sensitivity c[10].We assume that the
concentration of glucose increases by a ratem1(F (t)−Fb) wherem1 (in l/dμmol)
which is the effect of FFA on glucose uptake.

Insulin dynamics is governed by the differential equation of the form:
dβ(t)
1+R(t)

G(t)2

e+G(t)2 −fI(t)−fR(t)I(t), which has the same expression used by Henan-

dez et al. Where I(t)( ( μU)/ml) is the plasma insulin concentration [10]. The
dynamics of β-cell mass for predisposed people to type 2 to diabetes[2] as used
in the model of Topp et al. takes the form: (−g + hG(t) − iG(t)2). Where β(t)
(mg) is the β-cell mass [10].

For the insulin receptors dynamics we keep the expression used by Hernandez
et al.: j(1 − R(t)) − kI(t)R(t) − lR(t). Where R(t) is the insulin receptor [10].
The concentration of FFA increases by a rate m3(G(t) − Gb)which represents
the excess glucose used in lipogenesis and decreases by m2(F (t)− F (t)b) which
is the effect of the rate of insulin on FFA. Where F (t) ( ( μmol)/l)

So, the model is written as follows:

dG(t)

dt
= a− bG(t)− cI(t)R(t)G(t) +m1(F (t) − Fb)

dI(t)

dt
=

dβ(t)

1 +R(t)

G(t)2

e+G(t)2
− fI(t)− fR(t)I(t)

dβ(t)

dt
= (−g + hG(t)− iG(t)2)

dR(t)

dt
= j(1−R(t))− kI(t)R(t)− lR(t)

dF (t)

dt
= −m2(F (t)− F (t)b) +m3(G(t)−Gb)
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3 Equilibrium Analysis

The steady state solutions are the solutions of the equations:

a− bG(t)− cI(t)R(t)G(t) +m1(F (t)− Fb) = 0

dβ(t)

1 +R(t)

G(t)2

e+G(t)2
− fI(t)− fR(t)I(t) = 0

−g + hG(t)− iG(t)2 = 0

j(1 −R(t))− kI(t)R(t)− lR(t) = 0

−m2(F (t)− F (t)b) +m3(G(t)−Gb) = 0

This model has three equilibrium points:
P0(G0, I0, β0, R0, F0), P1(G1, I1, β1, R1, F1) ans P2(G2, I2, β2, R2, F2)
• The first equilibrium point P0 = (G0, I0, β0, R0, F0) is a trivial pathological
point.
With:

G0 =
m1m3Gb − am2

m1m3 −m2b
,

I0 = 0,

β0 = 0,

R0 =
j

j + 1
,

F0 =
am3 − bm3Gb −m1m3Fb +m2bFb

−m1m3 +m2b

• The second equilibrium point P1 = (G1, I1, β1, R1, F1) is a physiological
point.

With:

G1 =
h−

√
h2 − 4ig

2i
,

I1 =
−jGb + aj + jm1F

∗
1 − jm1Fb + la+ lm1F

∗
1 − lm1Fb

ak − cjG∗
1 +m1kF ∗

1 −m1kFb
,

β1 =
fI∗1 (R∗

1 + 1)(e+G∗2
1 )

dG∗
1

,

R1 =
ak − cjG∗

1 + km1F
∗
1 − km1Fb)

(G∗
1(bk − cj − cl

,

F1 =
2m2iFb + hm3 −m3

√
h2 − 4ig − 2im3Gb

2im2

The third equilibrium point P2 = (G2, I2, β2, R2, F2)
with:



616 W. Boutayeb et al.

G2 =
h+

√
h2 − 4ig

2i
,

I2 =
−jGb + aj + jm1F

∗
2 − jm1Fb + la+ lm1F

∗
2 − lm1Fb

ak − cjG∗
2 +m1kF ∗

2 −m1kFb
,

β2 =
fI∗2 (R

∗
2 + 1)(e+G∗2

2 )

dG∗
2

,

R2 =
ak − cjG∗

2 + km1F
∗
2 − km1Fb

G∗
2(bk − cj − cl)

,

F2 =
2m2iFb + hm3 +m3

√
h2 − 4ig − 2im3Gb

2im2

The conditions of existence of the equilibrium points are presented in the fol-
lowing Table:

Table 1. Conditions of existence

Coordinates Conditions of existence

P0 (G0, I0, β0, R0, F0)
m1m3
m2

< b, a
b
> Gb

P1 (G1, I1, β1, R1, F1)
h−

√
h2−4ig

2i
< Gb , bk > c(j + l)

P2 (G2, I2, β2, R2, F2)
h+

√
h2−4ig

2i
> Gb, bk > c(j + l)

4 Stability Analysis

The stability analysis based on variational principle is used. The variational ma-
trix of the system at any point Pi(i = 0, 1, 2) is written as:

⎛
⎜⎜⎜⎜⎝

−b− cIR −cRG 0 −cIG m1
2dβGe

(R+1)(e+G2)2 −f − fR dG2

(R+1)(e+G2)
−dβG2

(R+1)2(e+G2) − fI 0

(h− 2iG)β 0 −g + hG− iG2 0 0
0 −kR 0 −j − kI − l 0
m3 0 0 0 −m2

⎞
⎟⎟⎟⎟⎠

4.1 The Stability Analysis of the P0

The eigenvalues of the variational matrix at P0:

λ1 = −j − l
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λ2 = −g + hG− iG2

λ3 = −1

2
b− 1

2
m2 + 1/2

√
4m1m3 + b2 − 2bm2 +m2

2

λ4 = −1

2
b− 1

2
m2 − 1/2

√
4m1m3 + b2 − 2bm2 +m2

2

λ5 = −f − fR

Since: λ1, λ2, λ3, λ4, λ5 < 0 (following the conditions of existence in Table1) we
conclude that the point P0 is stable.

4.2 The Stability Analysis of the P1:

The calculus of P1s eigenvalues is computed using numerical approximation by
Maple, showing that P1 is a stable node.

4.3 The Stability Analysis of the P2:

We put:

A = b+ cIR

B = cRG

C = cIG

D =
2dβGe

(R + 1)(e+G2)2

E =
dG2

(R + 1)(e+G2)

F = f + fR

J =
dβG2

(R + 1)2(e+G2)
+ fI

K = kR

L = j + kl+ l

M = (h− 2iG)β

Given the characteristic polynomial,
λ5 +
(n+ L+ F +A)λ4 +
(m1m3 +m2L+m2F + nA−KJ + LF + LA+DB + FA)λ3 +
(m1m3L−m1m3F−m2KJ+m2LF+m2LA+m2DB+m2FA−KDC−KJA+
LJA+ LDB + LBD + LFA+MBE)λ2 +
(m1m3KJ−m1m3LF −m2KDC−m2KJA+m2LDB+m2LFA+m2MBE−
KEMC + LMBE)λ+
m2KEMC −m2LMBE

Following the conditions of existence of P2 given in Table1: m2KEMC −
m2LMBE < 0, whereas the coefficient of the highest order is positive. We
conclude that P2 is unstable since the necessary condition of routh Hurwitz is
not satisfied.
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5 Simulation

Our simulation is based on the parameters given in Table 2. [8–11].

Table 2. Parameters for an average healthy person

Param Value Units Biological Interpretation

a 864 mg
dl d

glucose production rate by liver when G =0

b 1.44 d−1 glucose clearance rate independent of insulin

c 0.85 ml
μU d

insulin induced glucose uptake rate

d 43.2 μU
ml d mg

β-cell maximum insulin secretory rate

e 20000 mg2

dl2
gives inflection point of sigmoidal function

f 216 d−1 whole body insulin clearance rate

g 0.06 d−1 β-cell natural death rate

h 0.572-3 dl
mg d

determines β-cell glucose tolerance range

i 0.252e-5 dl2

mg2d
determines β-cell glucose tolerance range

j 2.64 1
d

insulin receptor recycling rate

k 0.02 ml
μUd

insulin dependent receptor endocytosis rate

l 0.24 d−1 insulin independent receptor endocytosis rate

m1 0.0864 l
dμmol

the effect of plasma FFA on glucose uptake

m2 43.2 d−1 the influence of insulin
m3 97.92 ml−1 the rate constant representing plasma FFA concentration

Gb 98 md
dl

the basal glucose concentration

Fb 380 μmol
l

the basal FFA concentration

Using the parameters giving in Table 2 yields the results presented in Table 3.

Table 3. Stability analysis using the values of parameters given in Table 2

equilibrium points(G, I, β, R, F ) Stability

(679, 0, 0, 0.9, 1698.2) stable

(82, 12.65, 853.32, 0.85, 343.7) stable

(145, 6.13, 211.25, 0.88, 486.6) instable

In this model we considered the effect of obesity on type 2 diabetes. It was
shown in the first point P0 that an elevated rate of FFA has an impact on insulin
secretion and insulin-resistance and hence on the development of type 2 diabetes.

The results of the simulation using parameters given in Table2 with (I(0)=6.5,
β(0)=220, R(0)=0.87 and F(0)=580) are illustrated by Fig1, Fig2, Fig3, Fig4
and Fig5.
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Fig. 1. Plot of the trajectory of G over 150 days

Fig. 2. Plot of the trajectory of I over 150 days
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Fig. 3. Plot of the trajectory of β over 150 days

Fig. 4. Plot of the trajectory of R over 150 days
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Fig. 5. Plot of the trajectory of FFA over 150 days

The mathematical model has three equilibrium points: a stable pathological
point corresponding to an hyperglycemic state with zero level of β-cell mass and
insulin P0(679, 0, 0, 0.9, 1698), and a high level of FFA, a stable physiological
point with basal values of FFA, glycemia, insulin, insulin receptor and β-cell
mass P1(82, 12.645, 853.32, 0.85, 343.7), and an unstable saddle point with in-
termediate values of FFA, glycemia, insulin, insulin receptor and β-cell mass
P2(145, 6.13, 211.25, 0.88, 486.6).

6 Conclusion

In this model we considered the effect of obesity on type 2 diabetes in presence
of pre-disposition to diabetes on the dynamics of β-cells, insulin, glucose, insulin
receptors and Free Fatty Acids (FFA). It was shown that the pathological and
physiological equilibrium points are stable and the saddle equilibrium point with
intermediate values of Glucose, Insulin, β-cell mass, insulin receptors and FFA
is unstable. An elevated rate of FFA, leads to an evolution towards the patho-
logical point (G=679,I=0,β=0,R=0.9,FFA=1698.2). This model confirms that
FFA has an impact on insulin secretion and insulin-resistance and hence on the
development of type 2 diabetes for people with predisposition to diabetes.



622 W. Boutayeb et al.

References

1. International Diabetes Federation: IDF Diabetes Atlas fifth edition 2013 update.
Brussels, Belgium (2013)

2. Poitout, V., Robertson, R.P.: Fuel Excess and -Cell Dysfunction. Endocrine Re-
views 29, 351-366 (2008), http://dx.doi.org/10.1210/er.2007-0023

3. Beale, S.: Deteriorating Beta-Cell Function in Type 2 Diabetes a Long-TermModel.
Quarterly Journal of Medicine, 96, 281-288 (2003),
http://dx.doi.org/10.1093/qjmed/hcg040

4. Turpeinen, A., Takala, T., Nuutila, P.: Impaired Free Fatty Acid Uptake in Skeletal
Muscle But Not in Myo-cardium in Patients With Impaired Glucose Tolerance.
DIABETES 48 (June 1999)

5. Bolie, V.: Coefficients of normal blood glucose regulation. Journal of Applied Phys-
iology 16, 783–788 (1961)

6. Bergman, R.N., Finegood, D.T., Ader, M.: Assessment of Insulin Sensitivity in
Vivo. Endicrine Reviews 6(1), 45–86 (1985)

7. Derouich, M., Boutayeb, A.: The effect of physical exercise on the dynamics of
glucose and insulin. Journal of Biomechanics 35, 911–917 (2002)

8. Roy, A., Parker, R.S.: Dynamic Modeling of Free Fatty Acids, Glucose, and Insulin:
An Extended Minimal Model. Neurosiences 8(9), 617–626 (2006)

9. Topp, B., Promislow, K., De Vries, G., Miura, R.M., Finegood, D.T.A.: Model
of -Cell Mass, Insulin, and Glucose Kinetics: Pathways to Diabetes. Journal of
Theoretical Biology 99A, 605-619 (2000),
http://dx.doi.org/10.1006/jtbi.2000.2150

10. Hernandez, R.D., Lyles, D.J., Rubin, D.B., Voden, T.B., Wirkus, S.A.: A Model
of -Cell Mass, Insulin, Glucose and Receptor Dynamics with Applications to Dia-
betes. Tech-nical Report, Biometric Department, MTBI Cornell University (2001),
http://mtbi.asu.edu/research/archive/paper/model-%CE%B2-cell-mass-

insulin-glucose-and-receptor-dynamics-applications-diabetes

11. Boutayeb, W., Lamlili, M., Boutayeb, A., Derouich, M.: Mathematical Modelling
and Simulation of β-Cell Mass, Insulin and Glucose Dynamics: Effect of Genetic
Predisposition to Diabetes. J. Biomedical Science and Engineering 7, 330–342
(2014)

http://dx.doi.org/10.1210/er.2007-0023
http://dx.doi.org/10.1093/qjmed/hcg040
http://dx.doi.org/10.1006/jtbi.2000.2150
http://mtbi.asu.edu/research/archive/paper/model-%CE%B2-cell-mass-insulin-glucose-and-receptor-dynamics-applications-diabetes
http://mtbi.asu.edu/research/archive/paper/model-%CE%B2-cell-mass-insulin-glucose-and-receptor-dynamics-applications-diabetes


 

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part I, LNCS 9043, pp. 623–629, 2015. 
© Springer International Publishing Switzerland 2015 

Gene Expression vs. Network Attractors 

Gianfranco Politano, Alessandro Savino, and Alessandro Vasciaveo 

Politecnico di Torino, Corso Duca degli Abruzzi 24, 10129 Torino, Italy 
{firstname,lastname}@polito.it 

www.sysbio.polito.it 

Abstract. Microarrays, RNA-Seq, and Gene Regulatory Networks (GRNs) are 
common tools used to study the regulatory mechanisms mediating the expres-
sion of the genes involved in the biological processes of a cell. Whereas micro-
arrays and RNA-Seq provide a snapshot of the average expression of a set of 
genes of a population of cells, GRNs are used to model the dynamics of the 
regulatory dependencies among a subset of genes believed to be the main actors 
in a biological process. In this paper we discuss the possibility of correlating a 
GRN dynamics with a gene expression profile extracted from one or more wet-
lab expression experiments. This is more a position paper to promote discussion 
than a research paper with final results. 

1 Objectives 

Microarrays, RNA-Seq, and Gene Regulatory Networks (GRNs) are widely used to 
study and model gene expression status and mechanisms in a cell. Whereas microar-
rays and RNA-Seq techniques are the output of wet-lab experiments, GRNs are used 
for in-silico analysis and simulation of biological pathways [8-9]. GRN models, 
commonly known as “pathways”, are available in several web repositories as Kegg, 
WikiPathway, Reactome [10-12]. Nevertheless, despite focusing on the same biologi-
cal process, gene expression technologies and GRN are intrinsically different. The 
first big difference is in the type of information they can provide. Gene expression 
experiments provide an indication (more qualitative or quantitative depending on the 
technology) of the expression level of a large amount of genes in a particular physio-
logical condition. Nevertheless they cannot provide any reliable information about 
causal relationships between genes (which gene activates which). On the contrary, 
GRNs are used to model regulatory relationships between genes, rather than focusing 
on the precise expression status of a single gene in a particular physiological  
condition. 

A second important difference is the source of information. A GRN ideally models 
the regulatory network dynamics of a single cell, whereas gene expression technolo-
gies show the “average” expression status of all the cells present in the sample used in 
the experiment. This can be misleading and for this reason in certain wet-lab experi-
ments cells are “synchronized” in order to increase the probability of having most of 
them in the same state. 
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Despite these differences, GRNs and gene expression experiments are very often 
used together to try to elucidate several regulatory mechanisms involved in the life of 
a cell. In this case the obvious assumption is that the Microarray or the RNA-Seq 
show a “live” view of the regulatory mechanisms modeled by the GRN. The problem 
is that there is no measure to quantify how much a GRN model is “compliant” or 
“compatible” with the gene expression profiles result of a lab experiment. If they 
provide data referring to the same biological process, then there should be a way to 
correlate them. To our knowledge, in literature there is no formal way designed to 
understand if a gene expression experiment is actually showing expression data com-
patible with a GRN model. “Compatible” in this case means: “that it has a high prob-
ability of having been generated by a set of genes regulated as described by the GRN 
model”. 

The goal of this paper is therefore to discuss the following problem: “Is it possible 
to find a relation between a GRN model and the expression profile of its genes ex-
tracted from one or more lab experiments?” In this paper we are not presenting final 
and conclusive data (yet); we try instead to formalize the problem and explaining the 
methodology we are applying to find an answer.  

2 Methods 

The problem stated before requires subdividing the investigation into several steps. 
The first and most important one is to understand which data needs to be used, and 
how to make the data extracted from a GRN and from an expression experiment sta-
tistically comparable. The second step is to choose the correct statistical method to 
compare the data, and the third and final one is to understand if and which part of the 
network dynamics extracted from the GRN are correlated to the ones showing in the 
expression experiments. 

Gathering the Correct Data 
When running a gene expression experiment, especially on a tissue sample, the result-
ing data are not a clear image of the expression profile of the target genes. They are 
instead the quantification of the average expression of certain genes in the cells of the 
sample. In general, the activation of a particular gene in the sample is either static or 
dynamic. It is static if the expression of that gene does not change in time, for exam-
ple in housekeeping genes. It is dynamic if the gene is involved in one or more  
biological processes that are active at the time of the experiment. In this case, the  
expression of the same gene in different cells is likely to be different, depending on 
the particular status of the cell. As an analogy, think about taking several different 
pictures of the same street always from the same position but at different times. In the 
street only two cars are present. One is blue and it is always parked (static expression 
gene), and one is red and always moving (dynamic expression gene). Imagine now 
overlapping all the pictures and trying to pinpoint the position of the blue and red car. 
The blue parked car will always be in focus and still, while the red moving car will 
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appear in several different positions. It will not be possible to pinpoint its exact posi-
tion, but only to have an “average” idea of its position. 

Microarrays provide a less quantitative data than RNA-Seq [6]. In Microarrays the 
expression of a gene is converted into a real number corresponding to the intensity of 
the corresponding spot. Nevertheless, because of technological biases, the expression 
of a gene is not easily comparable with the expression of a different gene. For this 
reason Microarrays are usually the choice for differential expression experiments, 
where the focus is on the difference of expression of a set of genes between two dif-
ferent phenotypes [1-2]. RNA-Seq technology instead is able to provide a much more 
reliable quantitative value of the expression of a gene. Databases like Gene Atlas [3] 
store large sets of experiments that characterize the average expression of most 
known genes in different tissues and in different conditions (baseline and pathologi-
cal). For these reasons, RNA-Seq data appears to be better suited for the study dis-
cussed in this paper. 

Data concerning the network dynamics collectable from a GRN requires making a 
number of assumptions. To make the simulation of a realistic network (tens of nodes) 
computationally feasible in a reasonable time, it is possible to use a Boolean model to 
limit the possible states of each node/gene to only two possible values. Despite this 
simplification, this allows studying the network dynamics in terms of “steady-states” 
or “equilibrium-states” or, more, formally, “attractors”. An attractor is a set of states 
(one or more) towards which the network tends to converge. Once an attractor is 
reached (and the inputs of the network remain steady) it is not possible to transition 
out of it, unless external perturbations are applied. In case of a point attractor, the 
system’s state freezes whenever the network enters the attractor. Differently, cyclic 
attractors (most common in GRNs) show a cyclic behavior of the system: once a cell 
falls into one of the states belonging the attractor, the system keeps cyclically moving 
among the attractor’s states. Attractors are also present in multi-valued or even con-
tinuous models (where the state of each gene is a real number), but their computation 
is computationally unfeasible for networks of more than a few nodes. 

From the definition of “attractor”, it is reasonable to assume that they represent 
high probable states for a cell [7], and therefore can be considered the states that con-
tribute more to the expression of the genes. “Attractors” are therefore the network 
dynamics data that we consider more suitable to be compared with a gene expression 
profile. 

Making Data Statistically Comparable 
As we discussed before, if the pathway is correct (i.e. it reliably represents the real 
regulatory dynamics of the genes included in the model), then we can make the  
assumption that, without strong external perturbations, at any given moment a cell has 
a high probability of being into an attractor state. If this assumption holds, then the 
expression profile of a gene expression experiment should be correlated to the attrac-
tors in which these cells were during the experiment. 

To prove this, we need to generate, from both the GRN model and the expression 
experiments, two statistically comparable datasets. 
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From the GRN model it is possible to compute the set of attractor states by running 
the Enhanced Boolean Network Simulator presented in [4][8]. The result is a set of n 
Boolean arrays. Each element of the arrays represent a gene in the network, and its 
value (‘0’ or ‘1’) its expression value. These steps are those depicted in violet in  
Figure 1. 

Given a subset of attractors ‘a’, for each gene (array position) it is possible to 
compute the Attractor Expression Frequency (AEFa) as the number of ‘1’ that the 
gene shows in the attractors set ‘a’. Now, if (most of) the cells participating in the 
expression experiment are in one of the attractor states of ‘a’, then the average ex-
pression of a particular gene should be correlated with its AEFa. Obviously, the set 
‘a’ of attractors to be used to compute AEF has to be carefully selected. This step will 
be explained later. 

From the gene expression experiment point of view, shown in orange in Figure 1, 
and for the particular purpose of this work, the normalized value of FPKM (Frag-
ments Per Kilobase of transcript per Million mapped reads) available from the Ex-
pression Atlas [5] of the EMBL European Bioinformatics Institute currently appears 
to be the best choice, since it represents an “expression frequency” that can be statisti-
cally compared with the AEF measure extracted from the GRN model. 

Statistically Comparing Data 
Once these two datasets are obtained, we need to statistically compare them. To per-
form this comparison it is worth to consider that the normalized FPKM of each gene 
can be considered as a frequency of the appearance of the gene expressed in the spe-
cific experiment. The gene profile composed of FPKM values therefore represents a 
profile of expected frequencies for all genes. On the other hand the AEF represents a 
set of observed frequencies from the simulation of the GRN. In order to compare the 
two set of frequencies a chi-square test can be used to determine whether there is a 
significant difference between the expected frequencies and the observed frequencies. 
The acceptance of the test’s null hypothesis would be a confirmation that the two set 
of frequencies are not statistically different, giving an indication that the AEFs are 
somehow linked to the gene expression profiles obtained in the lab. 

Looking for a Correlation 
If we compared the expression profile with the complete set of attractors of the target 
GRN, we would probably not obtain any significant result. From a theoretical point of 
view, this is intuitive: if the attractor set represents a set of the network possible 
states, it is very likely that the number of ‘1’ and ‘0’ in each position (and therefore 
the expression of the corresponding gene) will be very similar and therefore the AEF 
would be probably close to 0,5. But biologically, considering all attractors of the net-
work does not make a lot of sense: of all the possible attractors of a network, probably 
only a subset is biologically valid and/or significant. Moreover, within this subset, not 
all attractors are equally probable. It is instead very likely that there are very probable 
attractor states, as well as very rare ones. This bias could affect the result of the 
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statistical tests. It is therefore necessary to devise an algorithm able to find the best set 
of attractors that better correlates with the gene expression profile. We plan to solve 
the problem with an evolutionary algorithm (in green in Figure 1), since they are very 
efficient in analyzing very large solution spaces.  

 

Fig. 1. Flow chart of the overall method 
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A simple algorithm consists in the evaluation of the statistical correlation between 
AEF and FKPM measures performed by a fitness function. If the correlation could be 
considered statistically strong (i.e. the Chi-square value is greater than a threshold, or 
a rho value between 0.5 and 1 if the correlation test is the Spearman’s rank-order), 
then a statistical hypothesis test should be performed in order to confirm the statistical 
significance of the result. Otherwise, if no strong relationship is found, then a new 
attractors set is collected within the selection phase and new AEF measures are com-
puted. The termination conditions and genetic operators (not shown in Figure 1 for 
brevity) are the same of classical evolutionary algorithms [13]. 

3 Conclusions 

The main reason for writing this paper is to stimulate other researchers to look into 
this idea. The use of biological network already proved to be successful in several 
Life Sciences areas, but their full potential has not surfaced yet mainly because there 
is no way of understanding how well a GRN is modeling the actual regulatory mech-
anisms in the cell. This study goes into the direction of formalizing a methodology to 
investigate if making this correlation is possible. The possible outcomes are signifi-
cant. First of all having a realistic measure of a pathway model “biological compati-
bility” would allow to dramatically increase the quality of the pathway network  
models, and, concurrently, making them actually usable for understanding the com-
plex systems that regulate cell life. 
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Abstract. Analyzing the stability of SCF ubiquitin ligases is worth investigating
because these complexes are involved in many cellular processes including cell
cycle regulation, DNA repair mechanisms, and gene expression. On the other
hand, interactions of two (or more) proteins are controlled by their domains –
compact functional units of proteins. As a consequence, in this study, we have an-
alyzed the role of Pfam domain interactions in predicting the stability of protein-
protein interactions (PPIs) that are known or predicted to occur involving subunit
components of the SCF ligase complex. Moreover, employing the most relevant
and discriminating features is very important to achieve a successful prediction
with low computational cost. Although, different feature selection methods have
been recently developed for this purpose, feature grouping is a better idea, espe-
cially when dealing with high-dimensional sparse feature vectors, yielding bet-
ter interpretation of the data. In this paper, a correlation-based feature grouping
(CFG) method is proposed to group and combine the features. To demonstrate the
strength of CFG, two filter methods of χ2 and correlation are also employed for
feature selection and prediction is performed using different methods including a
support vector machine (SVM) and k-Nearest Neighbor (k-NN). The experimen-
tal results on a dataset of SCF ligases indicate that employing feature grouping
achieves significant increases of 10% for svm and 13% for k-NN, being more
efficient than employing feature selection in identifying a set of relevant features

Keywords: protein-protein interaction, domain-domain interaction, prediction
of complex stability, feature grouping.

1 Introduction

The largest class of E3 ligases that are responsible for the selection of up to 20% of the
proteome for ubiquitin mediated degradation is SCF ubiquitin ligases [1]. This class of
ligases is involved in many biological processes within a cell including cell cycle reg-
ulation, DNA repair mechanisms, gene expression, kinase/phosphotase cascades, RTK
signaling, and angiogenesis. An SCF ligase has been shown to be comprised of four
subunits of RBX1, CUL1, SKP1, and at least one F-Box protein and each subunit com-
prised on one or more domains.

Domains are compact structural and functional units of proteins that mediate the
interactions of two or more proteins [2]. On the other hand, protein-protein interactions

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part I, LNCS 9043, pp. 630–640, 2015.
c© Springer International Publishing Switzerland 2015
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(PPIs) can be classified into two groups of obligate and non-obligate complexes based
on their interaction stability. Obligate complexes are more stable and have high-affinity
interactions than non-obligate ones [3]. As a consequence, prediction and analysis of
PPI types and their relevant properties employing domain information has been studied
from different perspective [4–8].

Moreover, applying feature selection to obtain more relevant features before running
a classifier is important in order to reduce the dimensionality of the data by discarding
redundant and/or irrelevant features, and, hence, reducing the prediction time, while
improving the classification performance [9]. As a consequence, automatic feature se-
lection methods have been studied for a long period of time in pattern recognition and
have been successfully applied in many fields especially biological problems such as
prediction of tyrosine sulfation [10] or lysine ubiquitination [11], prediction of protein-
protein interactions [12, 13] or protein-nucleic acids interactions [14], and gene selec-
tion [15, 16].

However, defining the optimal number of features is a main challenge in feature se-
lection. In other words, after scoring and ranking the features, the main question is:
“how many features should be selected for classification?”. Moreover, in many applica-
tions, the features are correlated to each other and tend to work well in groups [17]. For
instance, it has been claimed in many biological studies that there are some regulatory
relationships among genes that work together based on their functions [18]. In this case,
feature grouping instead of feature selection helps achieve a better insight on the data
and find these kinds of relations. On the other hand, grouping features before perform-
ing classification is also a good approach for sparse high-dimensional data to combine
similar features together, which leads to reduce the sparsity and estimation variance,
and improves the stability of feature selection methods and classifiers [19, 20]. Lasso
and its variants [21], pursuit [22], and OSCAR [23] are some of the most well-known
feature grouping methods.

A potential application of feature grouping is prediction of protein-protein interac-
tion types of SCF-ligase complexes considering domain interactions as prediction prop-
erties. This is because (a) there are less interacting domains in each PPI, and hence, the
final extracted feature vectors are too sparse, and (b) grouping features contributes to a
better biological insight of PPIs and their interacting domains.

In this paper, which is an extended version of [4], the idea of grouping features
based on their correlation scores, namely correlation-based feature grouping (CFG), is
proposed. This method can find the best number of groups, dynamically. Considering a
manually curated PPI dataset of SCF-ligase complexes, performances of various classi-
fication techniques, including support vector machines (SVM) and k-Nearest Neighbor
(k-NN), are compared in terms of their accuracies employing different feature selection
and grouping methods to demonstrate the strength of the proposed method. The clas-
sification results verify that employing CFG to obtain relevant features before running
a classifier is effective and yields higher classification accuracies (10%-13% increase)
than using feature selection methods. Moreover, CFG can find the number of groups
dynamically for each dataset, which is a challenge in all feature selection methods.
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2 Materials and Methods

To predict complex types, initially, the prediction properties (features) of each complex
in the dataset are extracted. Then, after selecting the most powerful and discriminative
features for prediction by employing a feature selection or feature grouping method, a
classifier is applied on the selected features to predict the complex types. More expla-
nations regarding the dataset, extracted features and also feature selection and classifier
methods used in this paper and also proposed feature grouping method are discussed
below.

2.1 The SCF-Ligases Dataset

As mentioned earlier, SCF-ligases are the largest class of E3 ligases which are min-
imally comprised of four subunits of RBX1, CUL1, SKP1 and an F-Box protein, as
shown in Figure 1. RBX1 is responsible for the recruitment of the E2 ligase, CUL1 acts
as a scaffold for the assembly of SCF ligase, SKP1 acts as an adaptor connecting CUL1
to the F-box protein, and the F-box protein dictates the target specificity of E3 through
substrate selection [24].

Our manually curated SCF-ligase dataset contains 30 complexes. Of these, 21 com-
plexes have strong interactions (obligate) and 9 complexes have weak interactions (non-
obligate). The Protein Data Bank (PDB) IDs of these complexes and the interacting
chains are shown in Table 1.

Fig. 1. A schematic view of an SCF-ligase

2.2 Prediction Properties

To extract domain-based prediction properties, first, the tertiary and quaternary struc-
tures of the complexes in the dataset were downloaded from the PDB [25]. After fil-
tering and modifying the PDB files, the sequence domain content of each subunit was
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gleaned from the Pfam website [26] and mapped to the corresponding amino acids in
the chain.

In the dataset, 27 unique Pfam domains present in the interface of at least one com-
plex were identified. Of these, 17 domains were in the obligate complex class and 4
were in the non-obligate class, while the remaining 7 domains were both obligate and
non-obligate complexes. A domain is considered to be in the interface, if it has at least
one residue interacting with a domain in the other chain.

Table 1. Dataset of SCF-ligase complexes

Non-obligate Complexes (9)

1NEX E:B 2AST C:D 2P1N B:C

1P22 C:A 2E33 A:B 3DB3 A:B

2AST B:D 2OVQ B:C 3OGK Q:B

Obligate Complexes (21)

1FQV B:A 2ASS A:B 2P1M A:B

1LDK A:D 2ASS B:C 2QHO A:B

1LDK B:C 2E31 A:B 3MTN A:B

1LDK E:D 2HYE A:C 3NHE A:B

1NEX A:B 2HYE D:C 3OGK A:B

1P22 A:B 2HYE A:B 3OLM A:D

1U6G A:C 2OVP A:B 3PT2 A:B

To calculate the features for prediction, first, all pairs of interacting amino acids
and their corresponding domains that are less than 7 Å apart from each other were ex-
tracted for each complex in the dataset. After that, the extracted amino acid pairs are
grouped into two-domain, single-domain and also no-domain groups based on their cor-
responding domains. For instance, an amino acid pair is a member of the single-domain
group if only one of the interacting amino acids belongs to at least one domain. To
generate a domain-domain type (DDT) feature vector for each complex, all pairs of do-
mains were considered. Since the order of the interacting domain pairs is not important,
generated feature vectors for domain-domain type features contain 378 =27

2 C + 27
values. The value of each domain pair in the DDT feature vector is the cumulative fre-
quency across all occurrences of their corresponding amino acid pairs present in the
two-domain group. To generate a single-domain type (SDT) feature vector for each
complex, all 27 identified unique domains in the dataset were considered, individually.
Each feature contains the sum of the frequencies for all amino acid pairs present in the
single-domain group with the same domain-peptide chain interactions. The no-domain
(noD) feature vector has only one feature that shows the number of amino acid pairs for
each complex in the no-domain group.



634 M. Maleki, M.H. Dezfulian, and L. Rueda

Finally, after pre-processing and finding DDT, SDT and noD type feature vectors
for all the complexes of the dataset, all zero-columns were removed, yielding only 41
features for the dataset.

2.3 Correlation-Based Feature Grouping (CFG)

To group the features, first, related features should be identified. Assuming N training
inputs (samples) in a dataset D = {X1, ..., XN}, the feature vector of each sample Xi

(i = 1,..., N ) can be defined as an M -dimensional vector of {xi1, xi2, ..., xiM} where
j = 1,...,M in which M is the number of features. Although in this study, each xij is
considered a binary value (0 or 1) of the jth feature for the ith sample in the dataset, the
proposed method can be generalized to other types of data, e.g. real. Similarly, for each
feature, a vector Fj can be defined as {x1j , x2j , ..., xNj} and represents the values of
the jth feature for all N samples in the dataset.

In this study, the correlation (Pearson’s) scores between features and classes are con-
sidered as a measure to group the related features. The correlation score of a feature
vector Fj with respect to class attribute Y is calculated as follows:

CorrelationScore(Fj , Y ) =
cov(Fj , Y )

σFjσY
, (1)

where cov(Fj , Y ) is the covariance of Fj and Y , and σFj and σY are the standard
deviations of Fj and Y , respectively.

Then, the features whose differences of their correlation scores are less than a pre-
defined threshold (δ) are placed in a group. In the CFG method, the number of groups
can be found dynamically for each dataset based on a pre-defined threshold. For ex-
ample, assume that there are five feature vectors with the following correlation scores:
{0.12, 0.27, 0.25, 0.12, 0.25}. Considering δ = 0.01, leads to three groups of features:
{F1,F4}, {F3,F5}, {F2}, while by assuming δ = 0.1, two groups of features can be
found: {F1,F4}, {F2,F3, F5}.

After finding the related groups, the features are merged using a “combination” func-
tion. In this study, the features are combined in the following two steps:

1. In each group, any redundant features should be eliminated. A feature vector Fi is
redundant if there is at least another feature vector Fj in the group that contains all
the feature values of Fi. For example, if Fi = {1, 0, 0, 1} and Fj = {1, 0, 0, 1} or
Fj = {1, 0, 1, 1}, then Fi is a redundant and can be removed.

2. All the remaining features in each group will be combined together to generate a
new representative feature vector for the group, named FGk

, where k = 1,...,K
with K being the number of groups. For instance, by considering the OR function,
the combination vector of {1, 0, 0, 0}, {0, 0, 1, 0}, and {0, 0, 0, 1} is {1, 1, 0, 1}.
Any other functions can be used as a function to combine feature vectors.

2.4 Feature Selection

Applying feature selection before running a classifier is important to reduce the di-
mensionality of the data by discarding redundant and/or irrelevant features, and, thus,
reducing the prediction time while improving the classification performance.
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In this study, two filter methods, χ2 and correlation scores, are used for feature se-
lection. In filter methods, the features are scored and ranked independently of the clas-
sification algorithm by using some statistical criteria based on their relevance to each
class, and then, the top ranked features can be selected for classification.

Chi2 Feature Selection (χ2): The χ2 method, which is an efficient feature selection
method for numeric data, measures the degree of independence of each feature to the
classes by computing the value of the chi2 statistic [29]. χ2 discretizes numeric features
and selects features as well. It keeps merging adjacent discrete statuses with the lowest
value of χ2 until all χ2 values exceed their confidence interval. The χ2 value of feature
Fi with respect to class attribute Y is calculated as follows:

χ2(Fi, Y ) =
N × (AD − CB)2

(A+ C)× (B +D)× (A+B)× (C +D)
, (2)

where A is the number of times feature X and class Y co-occur, B is the number of
times X occurs without Y , X is the number of times Y occurs without X , D is the
number of times neither X and Y occurs, and N is the total number of samples. The
ChiSquaredAttributeEval module of the Waikato Environment for Knowledge Analysis
(WEKA) with default parameters is used for features selection based on χ2 [28].

Correlation Feature Selection (CFS): The correlation (Pearson’s) scores between
features and classes can be calculated as defined in Eq. (1). In this study, the Corre-
lationAttributeEval module of WEKA with default parameters is used for ranking the
features based on their correlation scores and selecting the top ranked features [28].

2.5 Prediction Method

There are a variety of methods that have been proposed for classification, of which
SVM and k-NN are two of the most well-known ones, and which are used in this study.
Details of the classifiers used in our model are discussed below.

Support Vector Machine: The main goal of the SVM is to find the support vectors,
and derive a linear classifier, which ideally separates all the feature vectors into two re-
gions. Using a linear classifier is inefficient in most cases when the data are not linearly
separable. Thus, kernels, such as polynomial, radial basis function (RBF) and sigmoid,
can be used to map the data onto a higher dimensional space in which the classification
boundary can be found much more efficiently. The effectiveness of the SVM depends
on the selection of the kernel and optimizing its parameters [27]. In addition, sequential
minimal optimization (SMO) is a fast learning algorithm that has been widely applied
in the training phase of a SVM classifier as one possible way to solve the underlying
quadratic programming problem. In this work, the SMO module of WEKA with a nor-
malized polynomial kernel, default parameter settings, and 10-fold cross-validation is
used to perform classification via the SVM [28].
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k-Nearest Neighbor: k-NN is one of the simplest classification methods, in which
the class of each test sample can be easily found by a majority vote of the class labels
of its neighbors. To achieve this, after computing and sorting the distances between
the test sample and each training sample, the most frequent class label in the first “k”
training samples (nearest neighbors) is assigned to the test sample. Determining the
appropriate number of neighbors is one of the challenges of this method. In this study,
the IBK module of WEKA with Euclidean distance, default parameter settings, and
10-fold cross-validation is used [28].

3 Results and Discussion

To evaluate our proposed grouping method and perform an in-depth analysis of the
strength of feature grouping, different experiments have been conducted on the dataset
and the extracted vectors. For different experiments, the OR function is employed to
combine the feature vectors with a pre-defined threshold value of 0.001. Using 10-fold
cross validation, the performances of the classification methods are compared in terms
of their accuracies, which are computed as follows: acc = (TP + TN)/N , where
TP and TN are the total numbers of true positive (obligate) and true negative (non-
obligate) counters over the 10-fold cross-validation procedure, respectively, and N is
the total number of complexes in the dataset.

3.1 Analysis of the Feature Selection

In this experiment, χ2 and CFS methods are applied to score and rank the features,
while SVM and k-NN are employed for classification. The selected features are all the
same for the 10 folds because we employed classifiers with the 10-fold cross validation
procedure after selecting features. The performance of SVM and k-NN using different
numbers of selected features are shown in Table 2. From the table, it is clear that (a)
the best obtained accuracy is 80.64% for both SVM and k-NN, (b) the k-NN perfor-
mance improves almost 6% by using both χ2 and CFS methods, and (c) achieving the
same classification accuracies by using less features demonstrates the strength of the
feature selection methods in selecting more powerful and discriminating features for
classification.

3.2 Analysis of the Feature Grouping

For the SCF-ligase dataset, after grouping the features considering Δ less than 0.001
and combine the features in each group based on the CFG method, the final feature
vector has 10 features.

In this experiment, CFG is compared with feature selection methods. For this, the
performances of the SVM and k-NN classifiers using CFG along with the best accura-
cies obtained using feature selection methods (selecting 2 or 4 features) are shown in
Table 3. The best accuracies of 90.32% for SVM and 93.55% for k-NN are achieved
using features grouped by CFG which are significantly better than using the original
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Table 2. Accuracies of SVM and k-NN using χ2 and CFS for feature selection

FS method # features SVM k-NN
no FS 41 80.64% 74.19%

8 80.64% 74.19%
χ2 4 80.64% 80.64%

2 80.64% 80.64%

8 80.64% 80.64%
CFS 4 80.64% 80.64%

2 80.64% 80.64%

feature vectors or selected features. In other words, employing CFG helps the classi-
fiers perform much better than employing feature selection methods. Moreover, in the
CFG method, there is no need to pre-define the number of groups, while for feature
selection methods defining the optimal number of features is still a challenge.

Table 3. Accuracies of SVM and k-NN using original, selected or grouped features

Feature Types # features SVM k-NN
Original features 41 80.64% 74.19%
Selected features 2 (or 4) 80.64% 80.64%

Grouped features by CFG 10 90.32% 93.55%

3.3 Analysis of Interaction Types

As explained earlier, after identifying all unique domains present in the interface of
at least one complex in the dataset, for each complex, the number of domain-domain
interactions (DDIs), domain-peptide chain interactions (DIs) and also the number of
interactions that none of the interacting amino acids belong to any domains (noD) were
calculated to acheive a better insight of the complexes and their interacting domains. In
Figure 2, the number and type of interactions for non-obligate (left) and obligate (right)
complexes are shown in different colors: blue for DDIs, red for DIs and green for noD
interactions.

From the histogram, it is clear that obligate complexes have more interactions and
most of them are domain-domain interactions. In contrast, non-obligate complexes have
less interactions in comparison to obligate ones and most of their interactions are single-
domain (DIs). Also, most of the interactions, are mediated by at least one domain.

Similarly, the results of the average number of interactions for each obligate and
non-obligate complexes of the SCF-ligase dataset categorized by their interaction types
shown in Table 4, confirm the results demonstrated in Figure 2. This means that in
both obligate and non-obligate complexes, less than 1% of the interactions are medi-
ated by no domains. Also, the average number of interactions of obligate complexes
(3,879 pairs) is approximately five times greater than the number of interactions of
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Fig. 2. Number and type of interactions for two groups of non-obligate (left) and obligate (right)
SCF-ligase complexes

non-obligate complexes (794 pairs) in the dataset. In addition, more interactions of non-
obligate complexes (greater than 86%) are DIs, while for obligate complexes, more than
63% of interactions are DDIs.

Table 4. A summary of the average numbers of interactions for obligate and non-obligate com-
plexes of the SCF-ligase dataset categorized by their interaction types

Complex Type Type of interactions
# DDIs # DI # noD Total

Obligate 43 686 64 794
Non-obligate 2475 1394 10 3879

4 Conclusion

A correlation-based feature grouping method, namely CFG, has been proposed as an
alternative for feature selection to obtain more relevant features for classification.

To demonstrate the strength of CFG, different feature selection methods of χ2 and
CFS are also used; the classification is performed using various techniques, including
SVM and k-NN. The classification results on the SCF-ligase PPI dataset show signifi-
cant increases of 10% for SVM and 13% for k-NN by grouping features based on the
proposed CFG method in comparison with selecting features using different methods.
Thus, it can be concluded that the CFG method has the ability to (a) group related fea-
tures, (b) reduce number of features by eliminating redundant features and combining
more relevant ones, (c) reduce the computational cost for classification, (d) improve the
classification performance, and (e) define the optimal number of features (groups) dy-
namically. The approach proposed here can also be used for classification of different



Prediction of Stability of SCF Ligases 639

types of data and for different applications to verify its efficiency. Moreover, different
threshold values (δ) and also different combination functions can be employed to find
the groups and merge the features in each group.
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Abstract. Genome-scale metabolic networks let us to understand the
behavior of the metabolism in the cells of live organisms. The availability
of great amounts of such data gives scientific community the opportu-
nity to infer in silico new metabolic knowledge. Elementary Flux Modes
(EFM) are minimal contained pathways or subsets of a metabolic net-
work that are very useful to achieve the comprehension of a very specific
metabolic function (as well as dis-functions), and to get the knowledge to
develop new drugs. Metabolic networks can have large connectivity and,
therefore, EFMs resolution faces a combinational explosion challenge to
be solved. In this paper we propose a new approach to obtain EFMs
based on graph methods and the shortest path between end nodes. Our
method finds all the pathways in the metabolic network and it is able
to prioritize the pathway search accounting the biological mean pursued.
Our technique has two phases, the exploration one and the characteriza-
tion one, and we show how it works in a well-known case study.

Keywords: Metabolic networks, graph theory, EFM, flux modes, path-
ways, systems biology.

1 Motivation

Cellular metabolism is the set of biochemical enzyme-catalyzed reactions in-
volved in the generation of nutrients and energy necessary for the cells in living
organisms. Those reactions are equations of metabolites with stoichiometric coef-
ficients. All the reactions and metabolites used to be grouped in a stoichiometric
matrix. A metabolic pathway of a cell is a piece of the network, that is, a se-
quence of some of its reactions. Metabolic pathways have been found quite useful
in different domains such as personalized medicine, drug discovery techniques or
genomic feature discovery. Therefore, many efforts have been lately made to find
pathways experimentally or by inferring them computationally.

Several mathematical methods modeling metabolism are emerging that are
able to incorporate datasets provided by different omics technologies. Many
of these methods are encompassed within constraint-based models, in which
a set of mathematical constraints are defined using a genome-scale metabolic
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network (GSMN) reconstruction as a starting point. Several curated GSMNs can
be found in the literature [19]. However, being able to automatically characterize
the biochemical reactions present in a particular metabolism through omics data
truly constitutes a challenge [15].

The term constraint-based modeling (CBM) groups different approaches that
analyze the metabolic behavior based on the stoichiometric relations between
compounds participating in enzymatic reactions. CBM defines two constraints
that pathways must fulfill. The first one is the steady-state condition that refers
to the property of mass balance within the cell. In other words, the concentration
of internal metabolites remains constant over the time. The second relevant
constraint refers to thermodynamic feasibility, which restricts some fluxes from
being non-negative (irreversibility constrain).

An elementary flux mode (EFM) [16] is a special type of metabolic pathway
comprising a subset of reactions that meets the two aforementioned conditions
plus the non-decomposability condition, that is, the pathway cannot be decom-
posed into smaller solutions (i.e., a subset of the pathway is not a feasible path-
way as well). In other words, EFMs are solutions with the minimum support
necessary to operate in stoichiometric steady-state balance with all reactions in
the appropriate direction. EFMs are an effort to translate a complex network
into a canonical expression of vector generators of a solution space.

In a typical metabolic network the number of reactions is higher than the
number of metabolites, so that many possibilities can be found that are a solution
to the system. As the metabolic network increases in size so do the amount of
EFMs, which number explodes in a combinatorial fashion. Computing the full
set of EFMs in large metabolic networks still constitutes a challenging issue.

Continuing with this effort, we have developed a new method to find system-
atically all the pathways from a metabolic network. In this paper we present our
approach based on a novel strategy to find shortest pathways between end nodes
in a graph representation of the network. Specifically, our approach exploits the
well-known graph theory and tools to drive the search of EFMs prioritizing, if
needed, the pathway search to account the biological mean quest. Our technique
is composed of two phases, the exploration and the characterization one, and
along the paper we describe the how the first phase works in a case study.

Unlike traditional Linear Programming (LP) approaches, our proposal avoids
expensive floating-point calculations allowing us to speed-up the quest of all the
available pathways in a certain metabolic network. Moreover, our approach is
quite suitable to be developed in new commodity parallel architectures (such as
multi- and many-cores and accelerators like GPUs), allowing shorter execution
times and less energy consumption.

The rest of the paper is structured as follows. Section 2 gives some back-
ground on the constraint-based mathematical modeling. In Section 3 we show
the method we have followed to design our technique. Section 4 presents a case
study of our approach, and the paper concludes giving some related work in
Section 5, and offering our conclusions and future work in Section 6.
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2 Background

Constraint based modeling (CBM) starts with a stoichiometric matrix S where
the values are the stoichiometric coefficients for metabolites (rows) on each reac-
tion (columns). Every reaction is characterized by the reaction rate (also known
as flux rate) which numerically gives the rate at which the substrate metabolites
are converted to the product metabolites.

Be −→r a vector of flux rate that represents a pathway, therefore fulfilling the
steady-state and the thermodynamic feasibility constrains. The steady-state con-
dition means that internal metabolites are balanced and concentration remains
constant (S ·−→r =

−→
0 ), and the feasibility constraint means that each irreversible

reaction only participates with a positive rate (∀i, ri ≥ 0) when it is part of the
solution. Finally, −→r represents an EFM if the non-decomposability condition is
met (−→r is not a lineal combination of other flux rate vectors).

The stoichiometric matrix S let us build an adjacency matrix that corresponds
to the graph G = (V,E), a non-weighted directed bipartite graph where V are
both reactions and metabolites, and the edges E are directed attending the sign
of the stoichiometric coefficients. A pathway is a sub-graph of G, G′ = (V ′, E′),
which is equivalent to −→r and vice versa.

A known drawback of graph exploration methods is that the flux rate vector is
missing at the final of the process. In order to verify which ones of the pathways
founds are EFMs, it is needed to do a final verification test using stoichiometry.

3 The Shortest Path Technique to Find EFMs

We propose a new CBM approach based on path-finding techniques. Our method
consists of two phases, the exploration phase and the characterization one. The
exploration phase consists of 3 stages for traversing the graph and finding the
feasible pathways. In the first stage, we use the pathway distance metric approach
(that is, the amount of reactions participants at the pathway) and take advantage
of the fact that it should be biologically meaningful [1]. Therefore, the quest
starts the graph exploration by building an axis between a source and a target
of the network applying the Dijkstra’s shortest path algorithm [2]. The choice of
the path end nodes (source, target or both) comes from the biological problem
we are dealing with.

At the end of this stage, an axis has been built using the Dijkstras algorithm
that traverses the graph through metabolites and reactions from the source node
to the target one using the shortest distance. Some of the reactions included in
the axis can need metabolites that have not been included yet. We name this
kind of metabolites as orphan metabolites.

The second stage goes back from the target to the source (bottom-up ap-
proach) to solve the orphan metabolite problem. This process traverses the in-
verted graph and it is done in a recursive way.

The third stage consists of the simulation of all the reactions that should occur
due to the presence of the required metabolites produced by other reactions.
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The third stage ends when the end nodes are connected by a complete graph of
reactions without orphans nor non-consumed internal metabolites.

After the third stage, our approach has found systematically all the pathways
in the axis formed by those end nodes in a metabolic network. This process
should be iterative by every pair of interesting end nodes.

The characterization phase needs to check all the pathways produced to deter-
mine which of them are EFMs. The final pathways obtained seemminimal because
none of the elements can be eliminated without sacrificing consistency. Moreover,
pathways fulfill the necessary conditions to have the steady-state balance. How-
ever, it cannot be assured the steady-state condition because the stoichiometry
is not playing a role during the run of our approach. Without stoichiometry, and
depending on the network structure, it can be got a lot of false positives but also
some other real positives. In terms of feasibility, the pathways are built fulfilling
the necessary conditions to be feasible, that is, respecting the positive direction of
every reaction, but the feasibility constrain is only met conditioned to the steady-
state consistency.

This second phase is needed as the steady-state constraint has not been
granted during the exploration phase of the graph and, therefore, it must be
checked afterwards. Currently, we are developing some heuristics to properly
select EFMs from the full set of feasible pathways produced.

4 Case Study

As mentioned before, our approach produces all possible pathways and, for cer-
tain cases, EFMs can inferred from those pathways. In simple networks like the
EFMtool example published in [4] (6 metabolites and 12 reactions), once all
the pathways has been found, the characterization phase has got the full list
of EFMs easily discarding decomposable pathways. In addition, for this small
and not complex network, the flux rate vector has easily been calculated for any
found EFM.

Let us consider as an example the aforementioned network represented by the
stoichiometric matrix S shown in the matrix 1. Note that the reactions R2 and
R8 are reversible reactions. For the rest of the process these reactions need to
be unfolded in R2, R2 rev, R8 and R8 rev automatically. Unfolded reactions
must be included in the matrix with individual columns in the new extended
stoichiometric matrix that it is shown next. Therefore, all the reactions are from
now irreversible.

S =

⎛
⎜⎜⎜⎜⎜⎜⎝

R1 R2r R3 R4 R5 R6 R7 R8r R9 R10

A 1 0 0 0 −1 −1 −1 0 0 0
B 0 1 0 0 1 0 0 −1 −1 0
C 0 0 0 0 0 1 0 1 0 −1
D 0 0 0 0 0 0 1 0 0 −1
E 0 0 0 −1 0 0 0 0 0 1
F 0 0 −1 0 0 0 0 0 1 1

⎞
⎟⎟⎟⎟⎟⎟⎠

(1)
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Based on the extended S we build the graph G = (V,E) represented graphi-
cally in the figure 1, where vertices V are both metabolites and reactions, and
edges E are the incidence arcs following the direction of the reactions.

S=

⎛
⎜⎜⎜⎜⎜⎜⎝

R1 R2 R2 rev R3 R4 R5 R6 R7 R8 R8 rev R9 R10

A 1 0 0 0 0 −1 −1 −1 0 0 0 0
B 0 1 −1 0 0 1 0 0 −1 1 −1 0
C 0 0 0 0 0 0 1 0 1 −1 0 −1
D 0 0 0 0 0 0 0 1 0 0 0 −1
E 0 0 0 0 −1 0 0 0 0 0 0 1
F 0 0 0 −1 0 0 0 0 0 0 1 1

⎞
⎟⎟⎟⎟⎟⎟⎠

R1

A

R5R6R7

BCD

R8

R9

R2_rev

R2 R8_rev

F

R3

R10

E

R4

Fig. 1. Graph obtained after the first stage

Our technique starts in the exploration phase, which has three stages. In
its first stage, the Dijkstra’s shortest algorithm is run to build an axis for the
foreseeable pathway. A shortest path for this example is shown in the Figure 1
with the participating nodes in gray. This shortest path is a route between R1 as
input extreme of our metabolic network and R4 as output extreme. Obviously
every pair of extreme points can be considered. Many times, the paths obtained
in this stage could have the orphan metabolite problem. In the example we are
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considering, R10 needs that the metabolite D (dotted in the Figure) is also
available in the cell to be part of the pathway.

The second stage has the objective to fix this inconvenience. Following with
the example, this stage try to include the metabolite D in the axis {R1, A, R6,
C, R10, E, R4} to form the axis {R1, A, R6, C, D, R10, E, R4}. Many solutions
with different complexity can be developed for each found shortest path. In our
case, this stage incorporates the reaction R7 to the pathway to supply D.

The third stage is responsible to assure that every metabolite produced by
the pathway has consumer reactions, that is, it should be consumed inside the
pathway. In our example, R10 produces the metabolite F but there is no con-
sumer reaction for it. This stage looks for what reactions could occur with the
metabolite F in order to be consumed. In this example, there is only one possi-
bility (R3 reaction), and it will be incorporated to the pathway. After this three
stages we have the pathway {R1, R6, R10, R4, R7, R3} with the metabolites
{A, C, D, E, F} involved in it. The reactions have been shown in the same order
they were obtained. The pathway is shown in the Figure 2.

R1

A

R5R6R7

BCD

R8

R9

R2_rev

R2 R8_rev

F

R3

R10

E

R4

Fig. 2. Final pathway

Following with the example, in [4] the set of EFMs correspondent to the
metabolic network are available. One of those EFMs is given by the flux rate
−→r = (2, 0, 1, 1, 0, 1, 1, 0, 0, 1) and it corresponds with our pathway {R1, R6,
R10, R4, R7, R3} (same non-zero and positive coefficients). Therefore, as there
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is not possible to have other EFMs with the same non-zero and positive rates,
our approach has obtained the same EFM that efmtool.

In the end, −→r can be translated into the stoichiometric sub-matrix S′ by
maintaining columns and rows correspondent to those nodes of G′. It is impor-
tant to note that G′, S′ and −→r are fully equivalent. It can be proven that if −→r
is an EFM, then S′ ·−→r =

−→
0 .

S′ =

⎛
⎜⎜⎜⎜⎝

R1 R3 R4 R6 R7 R10

A 1 0 0 −1 −1 0
C 0 0 0 1 0 −1
D 0 0 0 0 1 −1
E 0 0 −1 0 0 1
F 0 −1 0 0 0 1

⎞
⎟⎟⎟⎟⎠

Finally, our approach is currently being checked against other small network
like the network of E. coli core model [3] with 95 reactions and 72 metabolites,
and it is obtaining some promising results.

5 Related Work

The advantages of analyzing metabolic networks based on EFMs have been
shown in different works [5] [14]. However, their use has been limited because
enumerating them is computationally demanding. Algorithms have been devel-
oped to enumerate all the EFMs in medium-size metabolic networks [20][21]
[17]. However, despite the development of novel methods using state of the art
computational techniques expediting their application in larger networks [7], this
family of algorithms fails on GSMNs using standard computers, because of the
combinatorial explosion in the number of EFMs [9]. In this light, several meth-
ods have been recently proposed to determine a subset of EFMs in GSMNs [6]
[12] [13].

Computational approaches to metabolic pathways can be classified in two
groups: stoichiometric approaches and path-finding approaches [10]. Summa-
rizing, the first ones use the stoichiometric data to do calculations during the
process. Linear Programming and Null-Space Algorithm [8] are some of the
mathematical strategies applied to find pathways, mainly solving the system of
linear equations propose by the stoichiometric matrix. Stoichiometric approaches
have the quality of impose biochemically meaningful stoichiometric constraints
to the solutions but at the cost of intense floating point calculations.

The second ones translate the network into a directed graph to explore it.
Path-finding approaches are considered to constitute some advance with respect
to stoichiometry approaches mainly because they rest on the well-known graph
theory and let the use of techniques based on distance metric, revealed as bi-
ologically relevant [1]. Because of the combinatorial nature of the search, some
proposals only find a subset of all feasible pathways, whereas other approaches
get the full set of feasible pathways [18]. The major drawback of path-finding



648 J.F.H. Céspedes, F. De Aśıs Guil Asensio, and J.M.G. Carrasco

approaches is that the lack of use of stoichiometry during the exploration pro-
cess cannot assure that the solution has biological meaning and meets all the
constraints. Therefore, an extra stage is needed to determine if a found pathway
meets the constraints and it constitutes an EFM.

Finally, some other authors combine both approaches trying to build on
strengths of each and avoid respective drawbacks and computational expenses
[11].

6 Conclusions and Future Work

In this paper we propose a new approach to obtain EFMs based on graph meth-
ods and the shortest path between end nodes. The novel approach we have
presented here constitutes an advance with respect to previous approaches as it
relies on a three-stage method based on the Dijkstra’s shortest path algorithm,
and an extra heuristic and mathematical phase that can produce systematically
candidates to EFM.

Our method finds all the pathways in the metabolic network and it is able
to prioritize the pathway search accounting the biological mean pursued. Our
technique has two phases, the exploration one and the characterization one, and
we show how it works in a well-known case study.

Unlike traditional Linear Programming (LP) approaches, our proposal avoids
expensive floating-point calculations allowing us to speed-up the quest of all the
available pathways in a certain metabolic network. We realize that the fact of
the combinatorial explosion while exploration of the graph is a common problem
to path-finding approaches (loops and the increasing size of the networks worsen
the problem), so we foresee that the parallelization of this process could give us
a lot of benefits. Our approach is quite suitable to be developed in new com-
modity parallel architectures (such as multi- and many-cores and accelerators
like GPUs), allowing shorter execution times and less energy consumption.

As for future work, the characterization phase of the EFMs from the set of
pathways obtained is still immature and more work should be done in relation
with it, as developing some heuristics from artificial intelligence techniques like
ants colony. Another direction of future work is the parallelization of all of the
stages of our method using HPC commodity architectures, as multicore proces-
sors and accelerators (like GPUs or Xeon Phi).
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Abstract. The aim of this paper is to show that the two methodolo-
gies of testing identifiability of models described by nonlinear differential
equations, the structural identifiability, which does not require the use
experimental data and the practical non-identifiability, which is a data-
based method, can be integrated in the overall identification analysis of
the model. The two methodologies are compared on two much quoted
biological models, one describing the Escherichia coli system, the other
the dynamic behavior of the tumor-suppressor p53.

Keywords: Structural identifiability, Practical non-identifiability, Mod-
eling and identification, Tumor model, Escherichia coli model, Bioinfor-
matics, Systems biology, Nonlinear system, ODE model.

1 Introduction

Knowledge of the kinetics of biomolecular interactions is important for facili-
tating the study of cellular processes and underlying molecular events, and is
essential for quantitative study and simulation of biological systems. Ordinary
nonlinear differential equations (ODE) are commonly used as mathematical
models in quantitative molecular biology and biotechnology with applications
from metabolic engineering to cancer therapy. The first relevant question is
whether the parameters of the model can be (uniquely) determined, at least
for suitable input functions, assuming that all observable variables are error
free. This is a mathematical property called a priori or structural identifiability
of the model which can (and should) in principle be checked before collect-
ing experimental data and guarantee the uniqueness of the parameter solution,
which is a prerequisite for the parameter estimation problem to be well-posed.
If the postulated model is not identifiable, the parameter estimates which could,
nevertheless, be obtained by some numerical optimization algorithms, would be
unreliable.

Obviously, although necessary, structural identifiability is not sufficient to
guarantee an accurate identification of the model parameters from real, possibly
noisy, input/output data. The answer obtained from structural identification
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algorithms may be very sensitive to noise and a measure of this sensitivity can
be important in applications.

Also many currently studied models in systems biology are rather large net-
works containing many states and parameters and in some cases, checking struc-
tural identifiability can be prohibitively complex. The nature of the algorithms
for checking structural identifiability imposes restrictions on the size and com-
plexity of systems that so far the methods can handle. Situations of this kind can
be approached by semi-empirical techniques which are essentially based on sim-
ulations and on the study of the level curves of a cost function. The level curves
about the minimum (assuming that the minimization should yield a unique pa-
rameter value) can provide a measure of the sensitivity alluded at before. The
study of sensitivity is called practical non-identifiability in the literature [9].
Checking practical non-identifiability should and can be done on more realistic
models which explicitly involve noise in the measurements. Sometime authors
may also talk about practical identifiability but we shall not use this term in this
paper. It should, in our opinion, be kept in mind that “practical” data-based (or
simulation-based), identifiability tests cannot provide a mathematically rigorous
answer to the uniqueness problem.

2 Structural vs. Practical Non-identifiability

This section provides the reader with the definitions which are necessary to set
the notations used in the paper. Consider a nonlinear dynamic system described
in state space form

ẋ(t) = f(x(t),p) +

m∑
i=1

gi(x(t),p)ui(t) (1)

y(t) = h((x(t),u(t),p) (2)

with state x(t) ∈ R
n, input u(t) ∈ R

q ranging on some vector space of piecewise
smooth (infinitely differentiable) functions, output y(t) ∈ R

m, and the constant
unknown parameter vector p belonging to some open subset P ⊆ R

p. Whenever
initial conditions are specified, the relevant equation x(0) = x0 is added to the
system. The essential assumption here is that the functions f , g1, . . . ,gm and h
are vectors of rational functions in x. Also we assume that there is no feedback,
so that u is a free variable not depending on y. The affine structure in u is not
essential and could be relaxed.

Let y = ψx0(p,u) be the input-output map of the system (1,2) started at the
initial state x0 (we assume that this map exists).

Definition 1. The system (1,2) is a priori globally (or uniquely) identifiable
from input-output data if, for at least a generic set of points p∗ ∈ P, there
exists (at least) one input function u such that the equation

ψx0(p,u) = ψx0(p
∗,u) (3)

has only one solution p = p∗ for almost all initial states x0 ∈ X ⊆ R
n.
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A weaker notion is that of local identifiability.

Definition 2. The system (1, 2) is locally identifiable at p∗ ∈ P if there exists
(at least) one input function u and an open neighborhood Up∗ of p∗, such that the
equation (3) has a unique solution p ∈ Up∗ for all initial states x0 ∈ X ⊆ R

n.

According to these definitions, for a system which is not even locally identi-
fiable, equation (3) has generically an infinite number of solutions for all input
functions u. This is commonly called nonidentifiability or unidentifiability [1,5].

In cases when the initial condition is known or some a priori information on
the initial condition is available, one should study identifiability from input-state-
output data.

Remark 1. (Global) identifiability is a system-related concept and should in prin-
ciple hold irrespective, i.e. for all, possible initial conditions. It happens fre-
quently in the applications that the property holds only generically, i.e. except
for a ”thin” set of initial conditions. In these situations the system is (incor-
rectly but forgivably) nevertheless declared to be (global) identifiable, excluding
certain subsets of initial states.

In this paper the structural identifiability based on differential algebra and on the
companion software DAISY (Differential Algebra for Identifiability of SYstems)
[2] is used. The reader is referred to [1] and [10] for a detailed documentation of
the theory behind the software tool and to [2] for the algorithm.

To check practical non-identifiability the method proposed in [7] is adopted.
The principal goal of this paper is to discuss and compare the relative merits

of the two different methods on two significant examples. We would like also to
effectively facilitate the adoption of the structural identifiability software system
in modeling studies for biosystems, by showing with the examples that DAISY re-
quires very little information from the user, just the model structure (equations)
and input-output experimental configuration. Thus high-level programming lan-
guages, mathematics and computer algebra will not be prerequisites for using
the software DAISY.

3 Identifiability of the Model of the KdpD/KdpE
System of Escherichia Coli

The mathematical model of the Escherichia coli system, proposed in [7] and
successively discussed in [8], is here considered. A sensor kinase (KdpD) and
a response regulator (KdpE) regulate the expression of the KdpFABC operon
encoding the high affinity K+ uptake system of Escherichia coli. A mathemat-
ical model for the KdpD/KdpE two-component system was developed and the
parameters where identified from the available in vitro and in vivo experimental
data. The detailed description of the biochemical processes underlying the model
is reported in the referenced papers.
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We report below the algebraic-differential equations describing the model in
[7], where a cancelation of one equation has already been done, as suggested
by the authors. The symbol mRNA represents the concentration of messen-
ger RNA, KdpD0 the total concentration of the sensor kinase, KdpDP the
concentration of the phosphorylated KdpD, KdpE0 the total concentration of
the response regulator, KdpEP the concentration of the phosphorylated KdpE,
KdpFABC the concentration of the protein complex and KdpEp

f the concentra-
tion of the unbound response regulator. The vector y denotes the in vitro and
in vivo measurements vector.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dmRNA
dt = ktr

DNAf

K (1 +
(KdpEp

f )
2

αKa
)−

(kz + μ)mRNA
dKdpD0

dt = ktlmRNA− (kd + μ)KdpD0

dKdpE0

dt = ktl2mRNA− (kd + μ)KdpE0

dKdpEP

dt = k2KdpDP (KdpE0 −KdpEP )−
(kd + (k3f + k−2)KdpD)KdpEP

dKdpFABC
dt = ktl3mRNA− (kd2 + μ)KdpFABC

(4)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 = KdpEP −KdpEp
f−

2
(KdpEp

f )
2DNAf

Ka
(1 + 1

αK )

0 = DNA0 −DNAf (1 +
1
K )−

(KdpEp
f )

2DNAf

Ka
(1 + 1

αK )

(5)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

y1(t) = mRNA
y2(t) = KdpD0

y3(t) = KdpE0

y4(t) = KdpEP

y5(t) = KdpFABC

(6)

The vector of parameters is:

p = [ktr, DNAf ,K,KdpEp
f , α,Ka, kz, μ, ktl, kd, ktl2, k2,KdpDP ,

k3f , k−2,KdpD, ktl3, kd2, DNA0]

The question to be addressed is whether the unknown parameter vector p is
globally identifiable from the experiment. In the recent literature the identifiabil-
ity of this model has been analyzed at a local level, about a nominal parameter
value and (to our knowledge) not by differential algebra techniques. In [7] the
authors find that the full set of parameters is not uniquely identifiable with the
available data; they check the local identifiability of the model by using a FIM-
rank calculation method with a best set of parameters. In particular parameter



654 M.P. Saccomani

k2 has the lowest sensitivity index while ktr and DNA0 have the highest sen-
sitivity. Parameter μ presents high correlations with other parameters. Other
pairs of parameters show also high correlation among them but they could still
be identified. The authors thus modify the model structure by fixing the non-
identifiable parameters to known values and arrive at a second formulation of
the model that fits the experimental data equally well.

Next the structural identifiability of model 4 is checked in an analytic way,
using the differential algebra-based method implemented by DAISY. This allows
to obtain an exact answer, not depending on nominal parameter values nor on
indices that require the choice of a threshold. DAISY automatically checks the
identifiability of each parameter. In agreement with the previous local identifia-
bility results, the model is found nonidentifiable, but this method gives, without
any approximation, the analytical relations among the dependent parameters.
In particular, only parameters ktl, ktl2, ktl3, are globally identifiable, while the
other parameters are nonidentifiable. The result directly suggests how to pro-
ceed with the model reduction. Thus if, for example, parameter μ is fixed, as
in [7], then kz, kd, kd2 become globally identifiable. If also K and DNAf are
fixed, then parameters α,Ka, ktr, DNA0 become globally identifiable. This re-
veals that parameters ktr, DNA0 having a high sensitivity index are structurally
nonidentifiable. One can also distinguish among parameters which are struc-
turally nonidentifiable and parameters that cannot be estimated with precision
due to problems related to the choice of a nominal parameter value or with the
particular set of data, as for example k2, μ. Hence DAISY provides, in about
3-4 seconds, the identifiability results holding in all the parameter space, with
neither using experimental data nor requiring additional measurements. Note
that using DAISY does not require any expertise on mathematical modeling to
the experimenter.

4 Identifiability of the Tumor-Suppressor p53 Dynamics
Model

The p53 tumor suppressor is thought to act as a surveillance molecule, detecting
harmful insults to cells such as DNA damage, and initiating a cascade of events
designed to stem the damage. Mutations in the p53 protein are found at a high
frequency in a variety of tumors (e.g., 50% of breast cancers), and abnormal p53
activity has been linked to tumor growth. Thus mathematically modeling the
regulation of p53 is of particular interest in cancer research. By using equations
based on actual biophysical mechanisms, models can be created that represent
hypotheses of how the relevant proteins interact. To identify the unknown pa-
rameters of these models from the available experimental data, provides a better
understanding of how p53 is regulated, information critical for determining what
goes wrong in cancer and designing rational therapies. Here the mathematical
description of a recently proposed nonlinear model [6] describing the dynamic
behavior of the tumor-suppressor p53 is reported. In particular the model has
4 ODEs, 4 measurement equations and 23 unknown parameters. For a detailed
explanation of the model the reader is referred to [6].
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ1 = p1x4 − p3x1 − p4((x
2
1/(p5 + x1))(1 + p6u1/(p7 + u1)))

ẋ2 = p8 − p9x2 − p10x1x2/((p11 + x2)(1 + p12u1/(p13 + u1)))
ẋ3 = p14 − p15x3 − p16x1x3(1 − p18u1)/(p17 + x3)
ẋ4 = (p20 − p21(1− p24)(1 − p25)/(p

4
22 + 1))− p20x4+

p21x
4
3(1 + p23u1)(1− p24x1)(1− p25x2)/(p

4
22 + x4

3)
y1 = x1

y2 = x2

y3 = x3

y4 = x4

(7)

Even if the model has a large number (23) of parameters, DAISY provides the
structural identifiability results in about 2-3 seconds: all parameters except p22
are globally identifiable; p22 is locally identifiable with four solutions (this was
obvious given that p22 appears only in the single quartic p422 term, in the fourth
equation).

In practice, to check the global identifiability of this model with DAISY, the
user has to write the input file in a given format. In the following the input file
is reported:

Input File of DAISY

WRITE "Tumor-Suppressor p53 Dynamics Model"$

% B_ IS THE VARIABLE VECTOR

B_:={u1,y1,y2,y3,y4,x1,x2,x3,x4}$

FOR EACH EL_ IN B_ DO DEPENDEL_,T$

%B1_ IS THE UNKNOWN PARAMETER VECTOR

B1_:={p1,p3,p4,p5,p6,p7,p8,p9,p10,p11,p12,p13,p14,p15,p16,\\

p17,p18,p20,p21,p22,p23,p24,p25}$

%NUMBER OF INPUTS

NX_:=1$

%NUMBER OF STATES

NX_:=4$

%NUMBER OF OUTPUTS

NY_:=4$

%MODEL EQUATIONS

c_:={df(x1,t)=p1*x4-p3*x1-p4*((x1*x1/(p5+x1))*(1+p6*u1/(p7+u1))),

df(x2,t)=p8-p9*x2-p10*(x1*x2/(p11+x2)*(1+p12*u1/(p13+u1))),

df(x3,t)=p14+p15*x3-p16*x1*x3*(1-p18*u1)/(p17+x3),

df(x4,t)=(p20-p21*(1-p24)*(1-p25)/(p22^4+1))-\\

p20*x4+p21*(x3^4)*(1+p23*u1)*(1-p24*x1)*(1-p25*x2)/(p22^4+x3^4),

y1=x1,

y2=x2,

y3=x3,

y4=x4}$
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SEED_:=131$

DAISY()$

END$

Due to space limitations the output file is not reported here but the reader can
directly run the above input file and see the required structural identifiability
answer in just 2-3 seconds. Note that DAISY does not require expertise on
mathematical modeling by the experimenter.

However, the experimenter may well be interested in parameter identifiability
for just the actual data she has at hand. In this case, by moving to the data-
based identifiability, she can easily check if p22 has only one nonnegative real and
therefore feasible solution. If this is the case, she can conclude that this model,
around a nominal point, is globally identifiable. Testing a different numerical
point for p∗ might lead to a different number of nonnegative real solutions.

Furthermore, the experimenter may well be interested in checking practical
identifiability. In fact, if by evaluating the sensitivity of the above globally iden-
tifiable parameters, a parameter turns out to be practically non-identifiable, she
can assess that the intrinsic reason of the apparent non-identifiability is not due
to the model structure, but only to the paucity of the experimental data or to
noise. By performing only data-based identifiability test it should be impossible
to obtain this useful information.

5 Discussion

Data-based methods seem to be the only choice when collected data, perhaps
obtained in a unrepeatable or very expensive experiment, are already at hand.
Then the experimenter may want to check if the model parameters can in fact
be recovered uniquely from the given data. There are some caveats:

1. In principle, for a large family of models, structural identifiability can be
checked by suitable mathematical procedures directly on the model, without
the need of collecting experimental data. This may avoid waste of resources
for doing useless experiments, given the high costs, not only in economic
terms, of biological experiments.

2. In case of nonidentifiability, structural methods calculate a unique parametri
zation of the model and thus provide guidelines to simplify the model struc-
ture or indicate, before performing the real experiment, when more infor-
mation (measured outputs) is needed to guarantee unique identifiability [1].
Sometimes a model may be redundant and involve non-observable parame-
ters. It is hence of great interest to check forminimality (i.e. non redundancy)
of the model from the input-output configuration. Since when dealing with
biological/physiological systems, severe constraints exist on experiment de-
sign it is also valuable to describe an experimental setup by a minimal model.
By checking structural identifiability one can also check if the number of in-
puts and outputs are necessary and sufficient to guarantee a priori unique
identifiability [4].
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On the other hand one should also be aware of the limitations of the analytic
procedures for checking structural identifiability, in particular the following:

1. When the model is very complex, with complicated nonlinearities and a
large number of states or unknown parameters, and/or few measurement
equations, most algorithms take a very long time to terminate or may even
not terminate at all due to computational complexity problems.

2. Algorithms based on differential algebra, like the one employed in the above
examples, in general, require the model differential equations to be of poly-
nomial or rational form.

3. The experimenter may well be interested in parameter identifiability for just
the actual data she has at hand.

6 Conclusion

The goal of this paper was to discuss the relations between structural and practical
or data-based (non-)identifiability studies. We have discussed the two approaches
both in general and by a detailed identifiability analysis of two biological models.
For these two examples we have shown that the results of the data-based approach
can also be obtained in an analytical way, by using a differential algebra based soft-
ware tool [2]. This test can actually provide some additional information helpful
for experiment design. Our suggestion would be to apply first the structural and
successively the data-based approach to provide an integrated information. This
is essential to make the model identification process more rigorous and reliable.
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Abstract. RNA is a large group of macromolecules involved in many essential 
cellular processes. They can form complex secondary and three-dimensional 
structures, and their biological functions highly rely on their forms. Therefore a 
high quality RNA structure determination is a key process to address RNA 
functions and roles in molecular pathways. However, in many cases the 
structure cannot be experimentally solved or the process is too expensive and 
laborious. This problem can be avoid using bioinformatics methods of 
computational RNA structure prediction. Such applications have been 
developed, however the quality of predictions, especially for large RNA 
structures, still remains too low. 

One of the most important aspects in RNA 3D model building is the 
intramolecular interactions identification and validation. In this work I propose 
a method which can improve this stage of model building, and should result in 
creation of better final three-dimensional RNA models. 

In my work I constructed a predictor that can identify both canonical and 
non-canonical base pair interactions within a given structure. The main 
advantages of this predictor are: 1) the ability to work on incomplete input 
structures, and 2) the ability to correctly predict base pair type even for 
imperfect (fuzzy) input atoms coordinates. 

The predictor is based on the set of SVM multi-class classifiers. For each 
input base pair the classifier chooses one of 18 recognized pair types. The 
predictor was trained on the experimental high quality data and tested on 
different, imperfect and incomplete (coarse-grained) structures. The average 
quality of predictor for tested fuzzy nucleotide pairs is at the level about 96% of 
correct recognitions. 

Keywords: RNA, base pairs, structure modeling, interaction prediction, 
classification, SVM, machine learning. 

1 Introduction 

RNA is a family of biological molecules that are capable of performing a wide range 
of biological functions. Carrying genetic information and protein synthesis is its the 
best known, but the not only function. RNA may also detect the presence of ions or 
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small molecules, regulate gene expression, catalyze chemical reactions or have other 
complex regulatory roles in cells [3],[10]. The RNA biological functions are 
performed thanks to their ability to form complex secondary and three-dimensional 
structures, and those functions strongly depends on such structures. Therefore a high 
quality RNA structure determination is a key process to address its functions and roles 
in molecular pathways. However, in many cases the structure cannot be 
experimentally solved or the process is too expensive and laborious. 

This problem can be overcome using bioinformatics methods of computational 
RNA structure prediction. A number of such applications have been developed to 
date, for example FARNA [7], iFoldRNA [29], MC-Fold MC-Sym Pipeline [22], 
NAST [8], RNAComposer [25] and ModeRNA [27] (to mention only most popular 
and easy available tools). Those methods are based on different concepts, like 
conformational space search, discrete molecular dynamics, knowledge-based, coarse-
grained refinement, template-based and force-field-based approaches. For more 
details see [6] and [26]. However, in spite of many improvements towards the RNA 
structure prediction, the quality of them, especially for large RNA structures, still 
remains unsatisfactory [30]. 

Automatic RNA structure prediction is a difficult and complex process. The 
algorithms are typically composed of several consecutive steps, for example in 
homology based methods we must first identify the template, then align both 
(template and target) sequences, construct a frame, fill it with all atoms positions, 
optimize, and verify the correctness of the model. The result of each step strictly 
depends on the output of the previous step. So, the tool, which can cope with non-
perfect data from an one step output and correct them to a good next-step input, is 
needed. 

One of the most important aspects in RNA 3D model building is the intramolecular 
interactions identification and validation. In this work I propose a method which can 
improve this stage of model building, and should result in creation of better final 
three-dimensional RNA models. 

The most important interaction type within RNA structures is a base pairing. When 
RNA molecule folds, hydrogen bonds between spatially contacting residues are 
formed. Canonical (cis Watson-Crick A-U and C-G) and wobble (cis Watson-Crick 
G-U) base pairs are the most popular ones and those base pairs determine the 
secondary structure of RNA molecule. However, nucleotide base pairs may also be 
folded into non-canonical forms and those interactions play essential role in 3D 
structure stabilization [11][15][16]. 

Among the methods developed to perform automatic assignment of residue pairs 
from atomic coordinates of RNA 3D structures, the three: MC-Annotate [9], FR3D 
[28] and RNAView [33] and are the most notable. They do not always agree about 
non-canonical pairs and to get around this inconvenience the ClaRNA classifier was 
recently developed as a consensus between those three classifications [31]. 
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According to the nomenclature proposed by Leontis and Westhof [18], 12 
geometric families were considered, which give us 18 classes of interaction pairs to 
recognize. 

In presented work a predictor that can identify both canonical and non-canonical 
base pair interactions within a given structure is presented. The predictor has two 
important advantages over other existing classifiers. The first is that it works even on 
incomplete input data, that means coarse-grained representation. Only three atoms per 
residue are needed for it to work properly. 

Second: it was shown that the classifier works well also on imperfect input data. 
To test this feature, the strict coordinates from validation data set were randomly 
moved in a random direction (each atom independently from others) and validation 
was made for really fuzzy data. 

2 Materials and Methods 

2.1 Training Data Sets 

Training data were prepared based on data used to train the ClaRNA [31] classifier. 
As it was mentioned in previous section, ClaRNA functions as a consensus between 
the all other top base pair detection services. Therefore such data are the most 
valuable and then used to train our classifier.  

Data set was downloaded from supplementary materials available on ClaRNA on-
line web service (http://iimcb.genesilico.pl/clarna/supp-data/ref/ref.zip, downloaded 
on 2014, December).  

From the given set,  6 disjoint subsets were selected. Each for different nucleotide 
pair (AC, AG, AU, CG, CU and GU). The AC subset contains only those base pairs, 
where adenine contacts with cytosine, AG is for adenine – guanine contacts, etc. I 
neglect reverse pairs, for example CA subset for cytosine – adenine contacts is not 
created because it is symmetrical to AC subset (if you need to predict pairing type for 
CA residue pair, the system will do it just for AC residue pair and reverse the result, 
for example if for AC the result is cWH (cis Watson-Crick/Hoogsteen) pair type, it is 
obvious that for corresponding CA residues the pair type should be cHW (cis 
Hoogsteen/ Watson-Crick)).  

In this version the predictor cannot correctly recognize pairing types for identical 
residue pairs (AA, CC, GG and UU) yet. The problem here is that we do not know, 
which residue should be considered as the first in the pair and which as the second. 
The significance of  this issue is clarified in the Figure 1. Thus the subsets for AA, 
CC, GG and UU were not created. 

Each subset contains a set of experimentally determined (collected from the PDB 
database [1]) and proved (by ClaRNA) exemplars of interactions for different pairing 
types. 
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Fig. 1. The importance of nucleotide order within base pair. In both situations a) and b) 
identical interaction between the same nucleotides is presented. The only difference is the order 
in which those nucleotides are analyzed. Assume than we have to measure distance between 
black and gray points. The first (black) is the point on nucleotide number “1”, 90 degrees right 
from the side chain. The second (gray) is the point on nucleotide number “2”, opposite to the 
side chain. In the first case (a), where the left nucleotide is treated as number “1”, the measured 
distance is several times smaller than in the second (b) case, where we set the right nucleotide 
as number “1”. 

The classification is based on the Leontis-Westhof nomenclature [18]. They 
proposed geometric families as combinations of three possible nucleotide edges, for 
each nucleotide, where the H-bonding interactions are possible and the relative 
orientations of the glycosidic bonds of the two bases. 

Let us assume the following notation: W – Watson-Crick edge, H – hoogsten edge, 
S – sugar edge, c – cis orientation, t – trans orientation. The base pair type is denoted 
by the three letters notation, where the first (c or t) determines orientation, and next 
two – interacting edges (W, H or S). Combining all the possibilities give us 18 
possible pair types: cWW, tWW, cWH, tWH, cWS, tWS, cHW, tHW, cHH, tHH, 
cHS, tHS, cSW, tSW, cSH, tSH, cSS, tSS. 

Not always all 18 pair types are theoretically possible for given nucleotide pair. 
Also the frequency of possible nucleotide pairs differs. So, for some pair types there 
are no exemplars in training data (if pairing is not possible then classifier does not 
recognize such pair) and for other, the number of exemplars differs. The Table 1. 
presents a detailed summary for the numbers of exemplars in each training set. Each 
individual training set has a total of  334 – 599 base pairs and overall training size is 
3189 base pairs. 

To create final training sets, a base3 reduced representation (more details are given 
in section 2.3) was selected. It is a coarse-grained model, in which only three atoms 
from each nucleotide are taken into consideration. Then the distances between all 
atom pairs were calculated. Finally each exemplar in training set consists of  9 
distances (for each of 3 atoms from the first base we measure distances to all 3 
considered atoms from the second base). Those 9 distances will serve as features used 
to train all classifiers. 
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Table 1. Training sets statistics. Each row presents a number of exemplars for given base pair 
type. 

pair type 
set 1: 

AC 
set 2: 

AG 
set 3:

AU 
set 4:

CG 
set 5:

CU 
set 6: 

GU 
cWW 50 50 50 50 50 50 
tWW 50 16 50 50 50 50 
cWH 18 50 4 50 1 2 
tWH 14 25 12 50 4 24 
cWS 50 50 50 50 50 50 
tWS 50 50 3 50 1 50 
cHW 6 50 50 5 31 50 
tHW 50 26 50 8 3 11 
cHH 3 4 8 5 0 0 
tHH 50 50 50 50 19 0 
cHS 11 50 50 6 50 0 
tHS 50 50 50 2 50 1 
cSW 50 11 50 50 19 50 
tSW 42 11 50 41 4 50 
cSH 50 1 2 0 1 50 
tSH 50 1 1 1 1 50 
cSS 5 50 5 50 0 50 
tSS 0 50 0 20 0 50 

total 599 595 535 538 334 588 

2.2 Testing Data Sets 

Testing data sets were created in a similar way as training data sets. As the predictor 
has to be tested in two modes: strict and fuzzy, the two different sets were used. 

First – for strict validation, contains distances calculated directly upon the PDB 
coordinates data. The size of each validate set is 634 – 2117 base pairs, and overall 
size of all validate sets for thin mode is 8491 base pairs. 

Second – for fuzzy validation. For each considered base pair from the PDB 
database (there were the same pairs as for creation strict validation set) 100 copies 
were created and for each copy its atoms were randomly moved within the distance 
up to 0,5Å and random direction. Each atom was moved independently from others. 
So each element from the previous (strict) validate set was replaced by other  100 
elements. Technical details about this fuzzification process are described below, in 
section 2.4. Finally the validation sets for this mode were 100 times larger than the 
previous ones. 

2.3 Base3 Coarse-Grained Scheme 

Our predictor’s classification is constructed upon only three atoms for one base. Such 
simplification enables predictions for even incomplete models and makes calculations 
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faster. The concept is based on SimRNA3 coarse-grained model [2]. Since in the 
interaction mainly nucleotide bases are involved, phosphate and ribose groups are 
neglected, so we take into consideration atoms: N1, C2 and C4 for pyrimidines and 
N9, C2, C6 for purines. This model is presented on Figure 2. 

 

 

Fig. 2. Coarse-grained base3 RNA representation 

2.4 Fuzzification Module 

In the fuzzification process, for each atom the starting Cartesian coordinates (x,y,z) 
are transformed into spherical coordinate system (r,θ,φ) [20], then translated with 
vector (r’, θ’,ψ’), where r’, θ’ and ψ’ are randomly generated. r’ is a distance for 
which the atom is moved and is upper bounded: r’≤0.5Ẵ, θ’ and ψ’ represents the 
direction (angle) in which translation is done. After translation, new coordinates are 
back transformed to Cartesian system (x’,y’,z’). 

Such transformation is performed independently for each atom. 
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2.5 Classifier Algorithm 

The Support Vector Machine (SVM) algorithm [5] was used. SVM is one of the most 
successful algorithms for classification and has been widely applied to many  areas of 
bioinformatics, including gene expression data classification,  transcription initiation 
site prediction, protein functional site recognition, subcellular localization, secondary 
structure prediction, fold prediction, etc. [13],[19],[34]. 

As originally developed for binary problems, the SVM method can be successfully 
extended also for multi-class classification tasks. The one-versus-one [14] ,[24] model 
was used here for the assembly of the multi-class classifier from binary classifiers. For a 
classification problem of N class, it trains every pair-wise binary (sub-) classifier. This 
gives a total of  ½*N*(N-1) sub-classifiers and the final classification is done by a max-
wins voting strategy, in which every sub-classifier assigns the instance to one of the two 
classes, then the vote for the assigned class is increased by one vote, and finally the 
class with the most votes determines the final classifier decision.  

For all classifiers (sub-classifiers, to be strict with the above notation), the radial 
basis function (RBF) kernel was used and the cost (c) and gamma (γ) parameters [32] 
optimized. 

For each nucleotide-pair type tested (AC, AG, AU, CG, CU, GU) the separate 
multi-class classifier was trained. Each classifier has to recognize up to 18 classes 
(sometimes less, because for particular nucleotide-pairs not all theoretically possible 
pair types are allowed [17]). The number of classes corresponds to the exemplars in 
training data sets (Table 1). 

2.6 Software 

The software was entirely written in Python, version 3.4, using free additional 
libraries: NumPy, SciPy [21] (as necessary dependencies for the following), 
biopython [4] (Bio.PdbParser module [12] for parsing PDB data), and scikit-learn 
[23] (machine learning SVM algorithm). 

2.7 Hardware 

As calculations are not a time- and memory- consuming, the standard PC is enough for 
complete them. Python support multiplatform, so it can be done on any operating 
system. 

Both training and testing experiments were performed on a ordinary home PC. The 
complete calculation cycle – train all classifiers and validate them in both – strict and 
fuzzy mode – takes about 2 minutes and 40 seconds. 

3 Results 

The quality of constructed predictor was tested in two independent modes. The first 
was strict validation. In this mode the distances within validation sets were based 
upon atom coordinates taken directly from the PDB. For each classifier appropriate 
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validation set was used. The quality assessment was based on percentage of correct 
classifications measure. Results are presented in Table 2. The average predictor 
quality for strict data is 96,8 %. 

Table 2. Results for  strict validation 

base pair 
number of 
exemplars 

correctly 
classified 

pairs 

incorrectly 
classified 

percentage of 
correct 

classifications 
AC 1524 1491 33 97.8 % 
AG 2117 2097 20 99.1 % 
AU 2064 2035 29 98.6 % 
CG 974 944 30 97.0 % 
CU 634 569 65 89.7 % 
GU 1178 1158 20 98.3 % 

 
The second mode – fuzzy validation was performed using imperfect atomic 

coordinates. Results for this mode are presented in table 3. The average predictor 
quality for imperfect data is 95,9 %. 

Table 3. Results for fuzzy validation 

base pair 
number of 
exemplars 

correctly 
classified 

pairs 

incorrectly 
classified 

percentage of 
correct 

classifications 
AC 152400 148855 3545 97.7 % 
AG 211700 209159 2541 98.8 % 
AU 206400 203407 2993 98.5 % 
CG 97400 94574 2826 97.1 % 
CU 63400 54149 9251 85.4 % 
GU 117800 115438 2362 98.0 % 

4 Conclusions 

In this work I proposed a novel predictor for canonical and non-canonical base pairs 
identification based on – even imperfect and incomplete – RNA structures. It uses a 
machine learning approach, in which classification is performed on trained multi-class 
SVM classifiers. The main advantages of presented solution to the existing classifiers 
are: the ability to classify using only coarse-grained base3 model and to predict using 
imperfect input data. The algorithm is fast and effective. 

So far it works well only for pairs formed by non-identical nucleotides. Avoiding 
this issue will be the goal of the future work.  



 Non-canonical Imperfect Base Pair Predictor 667 

 

Acknowledgements. I would like to thank Janusz Bujnicki from Laboratory of 
Bioinformatics and Protein Engineering, Warsaw, for inspiration and valuable 
comments.  

References 

1. Berman, H.M., Westbrook, J., Feng, Z., et al.: The Protein Data Bank. Nucleic Acids 
Res. 28, 235–242 (2000) 

2. Boniecki, M.J., Łach, G., Tomala, K., et al.: SimRNA: A program for RNA folding 
simulations. In: SocBiN/BIT13 Book of Abstracts, Torun, Poland, June 26-29 (2013) 

3. Clancy, S.: RNA functions. Nature Education 1(1), 102 (2008) 
4. Cock, P.J., Antao, T., Chang, J.T., et al.: Biopython: freely available Python tools for 

computational molecular biology and bioinformatics. Bioinformatics 25(11), 1422–1423 
(2009) 

5. Cortes, C., Vapnik, V.: Support-vector networks. Mach. Learn. 20, 273–297 (1995) 
6. Cruz, J.A., Blanchet, M.-F., Boniecki, M., et al.: RNA-Puzzles: A CASP-like evaluation of 

RNA three-dimensional structure prediction. RNA 18(4), 610–625 (2012) 
7. Das, R., Baker, D.: Automated de novo prediction of native-like RNA tertiary structures. 

Proc. Natl. Acad. Sci. U.S.A. 104(37), 14664–14669 (2007) 
8. Flores, S.C., Altman, R.B.: Coarse-grained modeling of large RNA molecules with 

knowledge-based potentials and structural filters. RNA 15(9), 1769–1778 (2010) 
9. Gendron, P., Lemieux, S., Major, F.: Quantitative analysis of nucleic acid three-

dimensional structures. J. Mol. Biol. 308, 919–936 (2001) 
10. Gesteland, R.F. (ed.): The RNA World, 3rd edn. Cold Spring Harbor Laboratory Press 

(2005) 
11. Halder, S., Bhattacharyya, D.: RNA structure and dynamics: a base pairing perspective. 

Prog. Biophys. Mol. Biol. 113, 264–283 (2013) 
12. Hamelryck, T., Manderick, B.: PDB file parser and structure class implemented in Python. 

Bioinformatics 19(17), 2308–2310 (2003) 
13. Jensen, L.J., Bateman, A.: The rise and fall of supervised machine learning techniques. 

Bioinformatics 27(24), 3331–3332 (2011) 
14. Knerr, S., Personnaz, L., Dreyfus, G.: Single-layer learning revisited: A stepwise 

procedure for building and training neural network. In: Neurocomputing: Algorithms, 
Architectures and Applications. NATO ASI, Springer, Berlin (1990) 

15. Lee, J.C., Gutell, R.R.: Diversity of base-pair conformations and their occurrence in rRNA 
structure and RNA structural motifs. J. Mol. Biol. 344, 1225–1249 (2004) 

16. Leontis, N.B., Lescoute, A., Westhof, E.: The building blocks and motifs of RNA 
architecture. Curr. Opin. Struct. Biol. 16, 279–287 (2006) 

17. Leontis, N.B., Stombaugh, J., Westhof, E.: The non-Watson-Crick base pairs and their 
associated isostericity matrices. Nucleic Acids Res 30(16), 3497–3531 (2002) 

18. Leontis, N.B., Westhof, E.: Geometric nomenclature and classification of RNA base pairs. 
RNA 7, 499–512 (2001) 

19. Mirmohammadi, S.N., Shishehgar, M., Ghapanchi, F.: Applications of ANNs, SVM, MDR 
and FR Methods in Bioinformatics. World Applied Sciences Journal 31(6), 1109–1117 
(2014) 

20. Moon, P., Spencer, D.E.: Spherical coordinates (r, θ, ψ). In: Field Theory Handbook, 
Including Coordinate Systems, Differential Equations, and Their Solutions, pp. 24–27. 
Springer, New York (1988) 



668 J. Śmietański 

 

21. Oliphant, T.E.: Python for Scientific Computing. Computing in Science & Engineering 9, 
90 (2007) 

22. Parisien, M., Major, F.: The MC-Fold and MC-Sym pipeline infers RNA structure from 
sequence data. Nature 452(1), 51–55 (2008) 

23. Pedregosa, F., Varoquaux, G., Gramfort, A., et al.: Scikit-learn: Machine Learning in 
Python. JMLR 12, 2825–2830 (2011) 

24. Platt, J.C., Cristianini, N., Shawe-Taylor, J.: Large margin DAGs for multiclass 
classification. In: Advances in Neural Information Processing Systems, vol. 12,  
pp. 547–553. MIT Press (2000) 

25. Popenda, M., Szachniuk, M., Antczak, M., et al.: Automated 3D structure composition for 
large RNAs. Nucleic Acids Res. 40(14), 1–12 (2012) 

26. Rother, K., Rother, M., Boniecki, M., et al.: RNA and protein 3D structure modeling: 
similarities and differences. J. Mol. Model. 17(9), 2325–2336 (2011) 

27. Rother, M., Rother, K., Puton, T., Bujnicki, J.M.: ModeRNA: A tool for comparative 
modeling of RNA 3D structure. Nucleic Acids Res. 39(10), 4007–4022 (2011) 

28. Sarver, M., Zirbel, C.L., Stombaugh, J., et al.: FR3D: finding local and composite 
recurrent structural motifs in RNA 3D structures. J. Math. Biol. 56, 215–252 (2008) 

29. Sharma, S., Ding, F., Dokholyan, N.V.: iFoldRNA: Three-dimensional RNA structure 
prediction and folding. Bioinformatics 24(17), 1951–1952 (2008) 

30. Sripakdeevong, P., Beauchamp, K., Das, R.: Why can’t we predict RNA structure at 
atomic resolution? In: Leontis, N., Westhof, E. (eds.) RNA 3D Structure Analysis and 
Prediction, Nucleic Acids and Molecular Biology 27, 43–65 (2012) 

31. Waleń, T., Chojnowski, G., Gierski, P., Bujnicki, J.M.: ClaRNA: a classifier of contacts in 
RNA 3D structures based on a comparative analysis of various classification schemes. 
Nucleic Acids Research 42(19), e151 (2014) 

32. Wu, T.-F., Lin, C.-J., Weng, R.C.: Probability Estimates for Multi-class Classification by 
Pairwise Coupling. J. Mach. Learn. Res. 5, 975–1005 (2004) 

33. Yang, H., Jossinet, F., Leontis, N., et al.: Tools for the automatic identification and 
classification of RNA base pairs. Nucleic Acids Res. 31, 3450–3460 (2003) 

34. Yang, Z.R.: Biological applications of support vector machines. Brief. Bioinform. 5(4), 
328–338 (2004) 



Author Index

Abbas, Mostafa M. II-333

Abbasi, Maryam II-175

Abdelhadi Ep Souki, Ouala II-456

Abdullah Ali, Ahmed I-415

Abellán, José L. II-620
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Ćısař, Petr II-426, II-431
Claros, M. Gonzalo I-450, I-460, II-313,

II-322
Cogan, Lisa I-337
Coleman, Alfred II-57
Colmenares, Luis E. II-47
Contreras, Asunción II-345
Couchot, Jean-François I-379
Crisan-Vida, Mihaela II-114
Cruz, Jorge I-30, I-42
Cruz, Miguel Tairum II-194

Danch-Wierzchowska, Marta I-274
Day, Luke II-456
Daza, Alejandro Paolo II-153
Delopoulos, Anastasios II-35
Del Valle, Carmelo II-694
Dempsey Cooper, Kathryn II-607
den-Haan, Helena II-655
Derouich, Mohammed I-589, I-613
Dı́az, Marta II-683
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Lamlili, Mohamed E.N. I-589, I-613
Lancia, Giuseppe I-491
Lang, Elmar W. I-216
Langlet, Billy II-35
Larriba, Ferran II-683
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Mancini, Toni II-542
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Rodŕıguez-Mateos, Francisco II-345
Rogalewicz, Vladimir I-163
Rojas, Ignacio II-141
Roma, Nuno II-194
Rossi, Francesco I-231
Rueda, Luis I-630
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Sánchez-Muñoz, Antonio A. II-24
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