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Preface

We are proud to present the set of final accepted full papers for the third edition
of the IWBBIO conference “International Work-Conference on Bioinformatics
and Biomedical Engineering”held in Granada (Spain) during April 15–17, 2015.

The IWBBIO 2015 (International Work-Conference on Bioinformatics and
Biomedical Engineering) seeks to provide a discussion forum for scientists, en-
gineers, educators, and students about the latest ideas and realizations in the
foundations, theory, models, and applications for interdisciplinary and multidis-
ciplinary research encompassing disciplines of computer science, mathematics,
statistics, biology, bioinformatics, and biomedicine.

The aims of IWBBIO 2015 is to create a friendly environment that could
lead to the establishment or strengthening of scientific collaborations and ex-
changes among attendees, and therefore, IWBBIO 2015 solicited high-quality
original research papers (including significant work-in-progress) on any aspect
of Bioinformatics, Biomedicine, and Biomedical Engineering.

New computational techniques and methods in machine learning; data min-
ing; text analysis; pattern recognition; data integration; genomics and evolution;
next generation sequencing data; protein and RNA structure; protein function
and proteomics; medical informatics and translational bioinformatics; compu-
tational systems biology; modeling and simulation and their application in life
science domain, biomedicine, and biomedical engineering were especially encour-
aged. The list of topics in the successive Call for Papers has also evolved, resulting
in the following list for the present edition:

1. Computational proteomics. Analysis of protein–protein interactions. Pro-
tein structure modeling. Analysis of protein functionality. Quantitative pro-
teomics and PTMs. Clinical proteomics. Protein annotation. Data mining in
proteomics.

2. Next generation sequencing and sequence analysis. De novo sequenc-
ing, re-sequencing, and assembly. Expression estimation. Alternative splic-
ing discovery. Pathway Analysis. Chip-seq and RNA-Seq analysis. Metage-
nomics. SNPs prediction.

3. High performance in Bioinformatics. Parallelization for biomedical anal-
ysis. Biomedical and biological databases. Data mining and biological text
processing. Large-scale biomedical data integration. Biological and medi-
cal ontologies. Novel architecture and technologies (GPU, P2P, Grid,...) for
Bioinformatics.

4. Biomedicine. Biomedical Computing. Personalizedmedicine. Nanomedicine.
Medical education. Collaborative medicine. Biomedical signal analysis.
Biomedicine in industry and society. Electrotherapy and radiotherapy.

5. Biomedical Engineering. Computer-assisted surgery. Therapeutic
engineering. Interactive 3D modeling. Clinical engineering. Telemedicine.
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Biosensors and data acquisition. Intelligent instrumentation. Patient Moni-
toring. Biomedical robotics. Bio-nanotechnology. Genetic engineering.

6. Computational systems for modeling biological processes. Inference
of biological networks. Machine learning in Bioinformatics. Classification for
biomedical data. Microarray Data Analysis. Simulation and visualization of
biological systems. Molecular evolution and phylogenetic modeling.

7. Healthcare and diseases. Computational support for clinical decisions.
Image visualization and signal analysis. Disease control and diagnosis.
Genome-phenome analysis. Biomarker identification. Drug design. Compu-
tational immunology.

8. E-Health. E-Health technology and devices. E-Health information process-
ing. Telemedicine/E-Health application and services. Medical Image Process-
ing. Video techniques for medical images. Integration of classical medicine
and E-Health.

After a careful peer review and evaluation process (268 submission were sub-
mitted and each submission was reviewed by at least 2, and on the average
2.7, Program Committee members or Additional Reviewer), 134 papers were
accepted to be included in LNBI proceedings.

During IWBBIO 2015 several Special Sessions will be carried out. Special
Sessions will be a very useful tool to complement the regular program with
new and emerging topics of particular interest for the participating community.
Special Sessions that emphasize on multidisciplinary and transversal aspects, as
well as cutting-edge topics are especially encouraged and welcome, and in this
edition of IWBBIO 2015 are the following:

1. SS1: Expanding Concept of Chaperone Therapy for Inherited Brain
Diseases
Chaperone therapy is a new concept of molecular therapeutic approach, first
developed for lysosomal diseases, utilizing small molecular competitive in-
hibitors of lysosomal enzymes. This concept has been gradually targeted to
many diseases of other categories, utilizing various compounds not necessar-
ily competitive inhibitors but also non-competitive inhibitors or endogenous
protein chaperones (heat-shock proteins).
In this session, we discuss current trends of chaperone therapy targeting var-
ious types of neurological and non-neurological diseases caused by misfolded
mutant proteins. This molecular approach will open a new therapeutic view
for a wide variety of diseases, genetic and non-genetic, and neurological and
non-neurological, in the near future.

Organizer: Dr. Prof. Yaping Tian, Department of Clinical Bio-
chemistry, Chinese PLA General Hospital, Beijing (China).

2. SS2: Quantitative and Systems Pharmacology: Thinking in a wider
”systems-level” context accelerates drug discovery and enlightens
our understanding of drug action
“Quantitative and Systems Pharmacology (QSP) is an emerging discipline
focused on identifying and validating drug targets, understanding existing
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therapeutics and discovering new ones. The goal of QSP is to understand, in
a precise, predictive manner, how drugs modulate cellular networks in space
and time and how they impact human pathophysiology.” (QSP White Paper
- October, 2011)
Over the past three decades, the predominant paradigm in drug discovery
was designing selective ligands for a specific target to avoid unwanted side
effects. However, in the current postgenomic era, the aim is to design drugs
that perturb biological networks rather than individual targets. The chal-
lenge is to be able to consider the complexity of physiological responses to
treatments at very early stages of the drug development. In this way, current
effort has been put into combining 0 chemogenomics with network biology
to implement new network-pharmacology approaches to drug discovery; i.e.,
polypharmacology approaches combined with systems biology information,
which advance further in both improving efficacy and predicting unwanted
off-target effects. Furthermore, the use of network biology to understand
drug action outputs treasured information, i.e., for pharmaceutical compa-
nies, such as alternative therapeutic indications for approved drugs, asso-
ciations between proteins and drug side effects, drug–drug interactions, or
pathways, and gene associations which provide leads for new drug targets
that may drive drug development.
Following the line of QSP Workshops I and II (2008, 2010), the QSP White
Paper (2011), or QSP Pittsburgh Workshop (2013), the goal of this sym-
posium is to bring together interdisciplinary experts to help advance the
understanding of how drugs act, with regard to their beneficial and toxic
effects, by sharing new integrative, systems-based computational, or experi-
mental approaches/tools/ideas which allow to increase the probability that
the newly discovered drugs will prove therapeutically beneficial, together
with a reduction in the risk of serious adverse events.

Organizer: Violeta I. Perez-Nueno, Ph.D., Senior Scientist, Har-
monic Pharma, Nancy (France).

3. SS3: Hidden Markov Model (HMM) for Biological Sequence Mod-
eling Sequence Modeling is one of the most important problems in bioin-
formatics. In the sequential data modeling, Hidden Markov Models(HMMs)
have been widely used to find similarity between sequences. Some of the
most important topics in this session are:

(a) Modeling of biological sequences in bioinformatics;
(b) The application of Hidden Markov Models(HMM);
(c) HMM in modeling of sequential data;
(d) The advantages of HMM in biological sequence modeling compared to

other algorithms;
(e) The new algorithms of training HMM;
(f) Gene sequence modeling with HMM;

Organizer: Mohammad Soruri, Department of Electrical and Com-
puter Engineering, University of Birjand, Birjand (Iran).
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4. SS4: Advances in Computational Intelligence for Bioinformatics
and Biomedicine Biomedicine and, particularly, Bioinformatics are in-
creasingly and rapidly becoming data-based sciences, an evolution driven
by technological advances in image and signal non-invasive data acquisition
(exemplified by the 2014 Nobel Prize in Chemistry for the development of
super-resolved fluorescence microscopy). In the Biomedical field, the large
amount of data generated from a wide range of devices and patients is cre-
ating challenging scenarios for researchers, related to storing, processing,
and even just transferring information in its electronic form, all these com-
pounded by privacy and anonymity legal issues. This can equally be extended
to Bioinformatics, with the burgeoning of the .omics sciences.
New data requirements require new approaches to data analysis, some of
the most interesting ones are currently stemming from the fields of Com-
putational Intelligence (CI) and Machine Learning (ML). This session is
particularly interested in the proposal of novel CI and ML approaches to
problems in the biomedical and bioinformatics domains.
Topics that are of interest in this session include (but are not necessarily
limited to):

(a) Novel applications of existing CI and ML methods to biomedicine and
bioinformatics.

(b) Novel CI and ML techniques for biomedicine and bioinformatics.

(c) CI and ML-based methods to improve model interpretability in biomed-
ical problems, including data/model visualization techniques.

(d) Novel CI and ML techniques for dealing with nonstructured and hetero-
geneous data formats.

More information at

http://www.cs.upc.edu/ avellido/research/conferences/
IWBBIO15-CI-BioInfMed.html
Main Organizer: Alfredo Vellido, PhD, Department of Computer
Science, Universitat Politécnica de Catalunya, BarcelonaTECH
(UPC), Barcelona (Spain).

Co-organizers: Jesus Giraldo, PhD, Institut de Neurociències and
Unitat de Bioestad́ıstica, Universitat Autònoma de Barcelona
(UAB), Cerdanyola del Vallès, Barcelona (Spain).
René Alquézar, PhD, Department of Computer Science, Universi-
tat Politécnica de Catalunya, BarcelonaTECH (UPC), Barcelona
(Spain).

5. SS5: Tools for Next Generation Sequencing data analysis Next Gen-
eration Sequencing (NGS) is the main term used to describe a number of
different modern sequencing technologies such as Illumina, Roche 454 Se-
quencing, Ion torrent, SOLiD sequencing, and Pacific Biosciences. These
technologies allow us to sequence DNA and RNA more quickly and cheaply
than Sanger sequencing and have opened new ways for the study of genomics,
transcriptomics, and molecular biology, among others.
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The continuous improvements on those technologies (longer read length, bet-
ter read quality, greater throughput, etc.), and the broad application of NGS
in several research fields, have produced (and still produce) a huge amount
of software tools for the analysis of NGS genomic/transcriptomic data.
We invite authors to submit original research, pipelines, and review articles
on topics related to software tools for NGS data analysis such as (but not
limited to):
(a) Tools for data preprocessing (quality control and filtering).
(b) Tools for sequence alignment.
(c) Tools for de novo assembly.
(d) Tools for the analysis of genomic data: identification and annotation of

genomic variants (variant calling, variant annotation).
(e) Tools for functional annotation to describe domains, orthologs, genomic

variants, controlled vocabulary (GO, KEGG, InterPro...).
(f) Tools for the analysis of transcriptomic data: RNA-Seq data (quantifica-

tion, normalization, filtering, differential expression) and transcripts and
isoforms finding.

(g) Tools for Chip-Seq data.
(h) Tools for “big-data” analysis of reads and assembled reads.
Organizers: Javier Perez Florido, PhD, Genomics and Bioinfor-
matics Platform of Andalusia (GBPA), Seville, (Spain).
Antonio Rueda Martin, Genomics and Bioinformatics Platform of
Andalusia (GBPA), Seville, (Spain).
M. Gonzalo Claros Diaz, PhD, Department of Molecular Biology
and Biochemistry, University of Malaga (Spain).

6. SS6: Dynamics Networks in System Medicine
Over the past two decades, It Is Increasingly Recognized that a biological
function can only rarely be attributed to an individual molecule. Instead,
most biological functions arise from signaling and regulatory pathways con-
necting many constituents, such as proteins and small molecules, allowing
them to adapt to environmental changes. “Following on from this principle,
a disease phenotype is rarely a consequence of an abnormality in a single ef-
fector gene product, but reflects various processes that interact in a complex
network.” Offering a unifying language to describe relations within such a
complex system has made network science a central component of systems
biology and recently system medicine. Despite the knowledge that biological
networks can change with time and environment, much of the efforts have
taken a static view. Time-varying networks support richer dynamics and may
better reflect underlying biological changes in abnormal state versus normal
state and this provides a powerful motivation and application domain for
computational modeling. We introduce this session on the Dynamics Net-
works in System Medicine to encourage and support the development of
computational methods that elucidate the Dynamics Networks and its ap-
plication in medicine. We will discuss current trends and potential biological
and clinical applications of network-based approaches to human disease. We
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aim to bring together experts in different fields in order to promote cross
fertilization between different communities.
Organizer: Narsis Aftab Kiani, PhD, Computational Medicine Unit,
Department of Medicine, Karolinska Institute (Sweden).

7. SS7: Interdisciplinary puzzles of measurements in biological
systems
Natural sciences demand measurements of the subject of interest as a nec-
essary part of the experimental process. Thus, for the proper understanding
of the obtained datasets, it is the necessity to take into question all math-
ematical, biological, chemical, or technical conditions affecting the process
of the measurement itself. While assumptions and recommendations within
the field itself are usually concerned, some issues, especially discretization,
quantization, experiment time, self-organization, and consequent anomalous
statistics might cause puzzling behavior.
In this special section we describe particular examples across disciplines with
joint systems theory-based approach, including noise and baseline filtration
in mass spectrometry, image processing and analysis, and distributed knowl-
edge database. The aim of this section is to present a general overview of
the systemic approach.
Organizer: Jan Urban, PhD, Laboratory of Signal and Image
Processing, Institute of Complex Systems, Faculty of Fisheries
and protection of Waters, University of South Bohemia. (Czech
republic).

8. SS8: Biological Networks: Insight from interactions
The complete sequencing of the human genome has shown us a new era of
Systems Biology (SB) referred to as omics. From genomics to proteomics and
furthermore, “Omics”-es existing nowadays integrate many areas of biology.
This resulted in an essential ascent from Bioinformatics to Systems Biology
leaving room for identifying the number of interactions in a cell. Tools have
been developed to utilize evolutionary relationships toward understanding
uncharacterized proteins, while there is a need to generate and understand
functional interaction networks. A systematic understanding of genes and
proteins in a regulatory network has resulted in the birth of Systems Biol-
ogy (SB), there-by raising several unanswered questions. Through this con-
ference, we will raise some questions on why and how interactions, especially
protein–protein interactions (PPI), are useful while discussing methods to
remove false positives by validating the data. The conference is aimed at the
following two focal themes:

(a) Bioinformatics and systems biology for deciphering the known–unknown
regions.

(b) Systems Biology of regulatory networks and machine learning.

Organizers: Prof. Alfredo Benso, PhD, Department of Control and
Computer Engineering, Politecnico di Torino (Italy).
Dr. Prashanth Suravajhala, PhD, Founder of Bioclues.org and Di-
rector of Bioinformatics.org
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9. SS9: Tissue engineering for biomedical and pharmacological
applications
The concept of tissues appeared more than 200 years ago, since textures and
attendant differences were described within the whole organism components.
Instrumental developments in optics and biochemistry subsequently paved
the way to transition from classical to molecular histology in order to de-
cipher the molecular contexts associated with physiological or pathological
development or function of a tissue. The aim of this special session is to
provide an overview of the most cutting edge updates in tissue engineering
technologies. This will cover the most recent developments for tissue pro-
teomics, and the applications of the ultimate molecular histology method in
pathology and pharmacology: MALDI Mass Spectrometry Imaging. This ses-
sion will be of great relevance for people willing to have a relevant summary
of possibilities in the field of tissue molecular engineering.
Organizer: Rémi Longuespée, PhD, Laboratoire de Spectrométrie
de Masse, University of Liege (Belgium).

10. SS10: Toward an effective telemedicine: an interdisciplinary
approach
In the last 20 years many resources have been spent in experimentation and
marketing of telemedicine systems, but — as pointed by several researchers
— no real product has been fully realized — neither in developed nor in
underdeveloped countries. Many factors could be detected:

(a) lack of a decision support system in analyzing collected data;
(b) the difficulty of using the specific monitoring devices;
(c) the caution of patients and/or doctors toward E-health or telemedicine

systems;
(d) the passive role imposed on the patient by the majority of experimented

systems;
(e) the limits of profit-driven outcome measures;
(f) a lack of involvement of patients and their families as well as an absence

of research on the consequences in the patient’s life.

The constant improvement of ICT tools should be taken into account: at-
home and mobile monitoring are both possible; virtual visits can be seen as a
new way to perform an easier and more accepted style of patient-doctor com-
munication (which is the basis of a new active role of patients in monitoring
symptoms and evolution of the disease). The sharing of this new approach
could be extended from patients to healthy people, obtaining tools for a real
preventive medicine: a large amount of data could be gained, stored, and an-
alyzed outside the sanitary structures, contributing to a low-cost approach
to health.
The goal of this session is to bring together interdisciplinary experts to de-
velop (discuss about) these topics:
(a) decision support systems for the analysis of collected data;
(b) customized monitoring based on the acuteness of the disease;
(c) integration of collected data with E-Health systems;
(d) attitudes of doctors and sanitary staff;
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(e) patient-doctor communication;
(f) involvement of patients and of their relatives and care-givers;
(g) digital divide as an obstacle/hindrance;
(h) alternative measurements on the effectiveness of telemedicine (quality of

life of patients and caregivers, etc.)
(i) mobile versus home monitoring (sensors, signal transmissions, etc.)
(j) technology simplification (auto-calibrating systems, patient interface,

physician interface, bio-feedback for improving learning)

The session will also have the ambition of constituting a team of interdisci-
plinary research, spread over various countries, as a possible basis for effective
participation in European calls.
Organizers: Maria Francesca Romano, Institute of Economics, Scuola
Superiore Sant’Anna, Pisa (Italy).
Giorgio Buttazzo, Institute of Communication, Information and
Perception Technologies (TeCIP), Scuola Superiore Sant’Anna,
Pisa (Italy).

11. SS11A: High Performance Computing in Bioinformatics, Compu-
tational Biology, and Computational Chemistry
The goal of this special session is to explore the use of emerging parallel
computing architectures as well as High-Performance Computing systems
(Supercomputers, Clusters, Grids) for the simulation of relevant biological
systems and for applications in Bioinformatics, Computational Biology, and
Computational Chemistry. We welcome papers, not submitted elsewhere for
review, with a focus on topics of interest ranging from but not limited to:

(a) Parallel stochastic simulation.
(b) Biological and Numerical parallel computing.
(c) Parallel and distributed architectures.
(d) Emerging processing architectures (e.g. GPUs, Intel Xeon Phi, FPGAs,

mixed CPU-GPU, or CPU-FPGA, etc).
(e) Parallel Model checking techniques.
(f) Parallel algorithms for biological analysis.
(g) Cluster and Grid Deployment for system biology.
(h) Biologically inspired algorithms.
(i) Application of HPC developments in Bioinformatics, Computational

Biology, and Computational Chemistry.

Organizers: Dr. Horacio Perez-Sanchez, Dr. Afshin Fassihi and
Dr. Jose M. Cecilia, Universidad Católica San Antonio de Mur-
cia (UCAM), (Spain).

12. SS11B: High-Performance Computing for Bioinformatics Applica-
tions
This Workshop has a focus on interdisciplinary nature and is designed to
attract the participation of several groups including Computational Scien-
tists, Bioscientists, and the fast growing group of Bioinformatics, researchers.
It is primarily intended for computational scientists who are interested in
Biomedical Research and the impact of high-performance computing in the
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analysis of biomedical data and in advancing Biomedical Informatics. Bio-
scientists with some background in computational concepts represent an-
other group of intended participants. The interdisciplinary group of research
groups with interests in Biomedical Informatics in general and Bioinformat-
ics in particular will likely be the group attracted the most to the workshop.
The Workshop topics include (but are not limited to) the following:
(a) HPC for the Analysis of Biological Data.
(b) Bioinformatics Tools for Health Care.
(c) Parallel Algorithms for Bioinformatics Applications.
(d) Ontologies in biology and medicine.
(e) Integration and analysis of molecular and clinical data.
(f) Parallel bioinformatics algorithms.
(g) Algorithms and Tools for Biomedical Imaging and Medical Signal

Processing.
(h) Energy Aware Scheduling Techniques for Large-Scale Biomedical

Applications.
(i) HPC for analyzing Biological Networks.
(j) HPC for Gene, Protein/RNA Analysis, and Structure Prediction.
For more information, you can see the Call for Paper for this special session.
Organizers: Prof. Hesham H. Ali, Department of Computer Sci-
ence, College of Information Science and Technology, University
of Nebraska at Omaha (EEUU).
Prof. Mario Cannataro, Informatics and Biomedical Engineering
University “Magna Graecia” of Catanzaro (Italy).

13. SS12: Advances in Drug Discovery
We welcome papers, not submitted elsewhere for review, with a focus in
topics of interest ranging from but not limited to:
(a) Target identification and validation.
(b) Chemoinformatics and Computational Chemistry: Methodological ba-

sis and applications to drug discovery of: QSAR, Docking, CoMFA-like
methods, Quantum Chemistry and Molecular Mechanics (QM/MM),
High-performance Computing (HPC), Cloud Computing, Biostatistics,
Artificial Intelligence (AI), Machine Learning (ML), and Bio-inspired Al-
gorithms like Artificial Neural Networks (ANN), Genetic Algorithms, or
Swarm Intelligence.

(c) Bioinformatics and Biosystems: Methodological basis and applications to
drug design, target or biomarkers discovery of: Alignment tools, Pathway
analysis, Complex Networks, Nonlinear methods, Microarray analysis,
Software, and Web servers.

(d) High Throughput Screening (HTS) of drugs; Fragment-Based Drug Dis-
covery; Combinatorial chemistry, and synthesis.

Organizers: Dr. Horacio Perez-Sanchez and Dr. Afshin Fassihi,
Universidad Católica San Antonio de Murcia (UCAM), (Spain).

14. SS13: Deciphering the human genome
Accomplishment of “1000 Genomes Project” revealed immense amount of
information about variation, mutation dynamics, and evolution of the hu-
man DNA sequences. These genomes have been already used in a number
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of bioinformatics studies, which added essential information about human
populations, allele frequencies, local haplotype structures, distribution of
common and rare genetic variants, and determination of human ancestry
and familial relationships. Humans have modest intra-species genetic varia-
tions among mammals. Even so, the number of genetic variations between
two persons from the same ethnic group is in the range of 3.4–5.2 million.
This gigantic pool of nucleotide variations is constantly updating by 40–100
novel mutations arriving in each person. Closely located mutations on the
same DNA molecule are linked together forming haplotypes that are inher-
ited as whole units and span over a considerable portion of a gene or several
neighboring gene. An intense intermixture of millions of mutations occurs in
every individual due to frequent meiotic recombinations during gametogen-
esis. Scientists and doctors are overwhelmed with this incredible amount of
information revealed by new-generation sequencing techniques. Due to this
complexity, we encountered significant challenges in deciphering genomic in-
formation and interpretation of genome-wide association studies.
The goal of this session is to discuss novel approaches and algorithms for
processing of whole-genome SNP datasets in order to understand human
health, history, and evolution.
Organizer: Alexei Fedorov, Ph.D, Department of Medicine, Health
Science Campus, The University of Toledo (EEUU).

15. SS14: Ambient Intelligence for Bioemotional Computing
Emotions have a strong influence on our vital signs and on our behavior.
Systems that take our emotions and vital signs into account can improve
our quality of life. The World Health Organization (WHO) characterizes a
healthy life first of all with the prevention of diseases and secondly, in the case
of the presence of disease, with the ability to adapt and self-manage. Smart
measurement of vital signs and of behavior can help to prevent diseases or
to detect them before they become persistent. These signs are key to obtain
individual data relevant to contribute to this understanding of healthy life.
The objective of this session is to present and discuss smart and unobtru-
sive methods to measure vital signs and capture emotions of the users and
methods to process these data to improve their behavior and health.
Organizers: Prof. Dr. Natividad Martinez, Internet of Things Lab-
oratory, Reutlingen University (Germany).
Prof. Dr. Juan Antonio Ortega, University of Seville (Spain).
Prof. Dr. Ralf Seepold, Ubiquitous Computing Lab, HTWG Kon-
stanz (Germany).

In this edition of IWBBIO, we are honored to have the following invited
speakers:

1. Prof. Xavier Estivill, Genomics and Disease group, Centre for Genomic Reg-
ulation (CRG), Barcelona (SPAIN).

2. Prof. Alfonso , Structural Computational Biology group, Spanish National
Cancer Research Center (CNIO), Madrid (SPAIN).
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3. Prof. Patrick Aloy, Structural Bioinformatics and Network Biology group,
Institute for Research in Biomedicine (IRB), Barcelona (SPAIN).

It is important to note that for the sake of consistency and readability of the
book, the presented papers are classified under 21 chapters. The organization of
the papers is in two volumes arranged basically following the topics list included
in the call for papers. The first volume (LNBI 9043), entitled “Advances on
Computational Intelligence. Part I” is divided into seven main parts and includes
the contributions on:

1. Bioinformatics for healthcare and diseases.
2. Biomedical Engineering.
3. Biomedical image analysis.
4. Biomedical signal analysis.
5. Computational genomics.
6. Computational proteomics.
7. Computational systems for modeling biological processes.

In the second volume (LNBI 9044), entitled “Advances on Computational
Intelligence. Part II” is divided into 14 main parts and includes the contributions
on:

1. E-Health.
2. Next generation sequencing and sequence analysis.
3. Quantitative and Systems Pharmacology.
4. Hidden Markov Model (HMM) for Biological Sequence Modeling.
5. Biological and bio-inspired dynamical systems for computational intelligence.
6. Advances in Computational Intelligence for Bioinformatics and Biomedicine.
7. Tools for Next Generation Sequencing data analysis.
8. Dynamics networks in system medicine.
9. Interdisciplinary puzzles of measurements in biological systems.

10. Biological Networks: Insight from interactions.
11. Toward an effective telemedicine: an interdisciplinary approach.
12. High-Performance Computing in Bioinformatics, Computational Biology, and

Computational Chemistry.
13. Advances in Drug Discovery.
14. Ambient Intelligence for Bioemotional Computing.

This third edition of IWBBIO was organized by the Universidad de Granada
together with the Spanish Chapter of the IEEE Computational Intelligence Soci-
ety. We wish to thank our main sponsor BioMed Central, E-Health Business De-
velopment BULL (España) S.A., and the institutions Faculty of Science, Dept.
Computer Architecture and Computer Technology and CITIC-UGR from the
University of Granada for their support and grants. We also wish to thank the
Editor-in-Chief of different international journals for their interest in editing
special issues from the best papers of IWBBIO.

We would also like to express our gratitude to the members of the different
committees for their support, collaboration, and good work. We especially thank
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the Local Committee, Program Committee, the Reviewers, and Special Session
Organizers. Finally, we want to thank Springer, and especially Alfred Hoffman
and Anna Kramer for their continuous support and cooperation.

April 2015 Francisco Ortuño
Ignacio Rojas
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Joel P. Arrais University of Coimbra, Portugal
O. Bamidele Awojoyogbe Federal University of Technology, Minna,

Nigeria
Jaume Bacardit University of Newcastle, Australia
Hazem Bahig University of Háıl, Saudi Arabia
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Armando Blanco University of Granada, Spain
Ignacio Blanquer Universidad Politécnica de Valencia, Spain
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Luis E. Colmenares, and Ismael Mena

USSD Technology a Low Cost Asset in Complementing Public Health
Workers’ Work Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Munyaradzi Zhou, Marlien Herselman, and Alfred Coleman

Energy Efficiency Study of Representative Microcontrollers for
Wearable Electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Gregor Rebel, Francisco J. Estevez, and Peter Gloesekoetter

Analysis of Inter-rater Reliability of the Mammography Assessment
after Image Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
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Dynamics Networks in System Medicine

Modeling of the Urothelium with an Agent Based Approach . . . . . . . . . . . 375
Angelo Torelli, Fabian Siegel, Philipp Erben, and Markus Gumbel

Systematic Comparison of Machine Learning Methods for Identification
of miRNA Species as Disease Biomarkers . . . . . . . . . . . . . . . . . . . . . . . . . . . 386

Chihiro Higuchi, Toshihiro Tanaka, and Yukinori Okada



Table of Contents – Part II XXVII

Numerical Investigation of Graph Spectra and Information
Interpretability of Eigenvalues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 395

Hector Zenil, Narsis A. Kiani, and Jesper Tegnér

Interdisciplinary Puzzles of Measurements in
Biological Systems

Mixture Model Based Efficient Method for Magnetic Resonance Spectra
Quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 406

Franciszek Binczyk, Michal Marczyk, and Joanna Polanska

Noise and Baseline Filtration in Mass Spectrometry . . . . . . . . . . . . . . . . . . 418
Jan Urban and Dalibor Štys
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Predicting Cross-Reactivity from Computational Studies for
Pre-evaluation of Specific Hepatic Glycogen Phosphorylase
Inhibitors-insilico Screening of Drugs for Evaluating Specificity . . . . . . . . 674

V. Badireenath Konkimalla



XXX Table of Contents – Part II

Ambient Intelligence for Bioemotional Computing

Externalising Moods and Psychological States to Smooth
Pet-robot/Child Interaction through Bluetooth Communication . . . . . . . . 683
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Luis Gonzalez-Abril, and J.A. Ortega Ramirez

Heart Rate Variability Indicating Stress Visualized
by Correlations Plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 710

Wilhelm Daniel Scherz, Juan Antonio Ortega,
Natividad Mart́ınez Madrid, and Ralf Seepold

Emotions and Diabetes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 720
Charrise M. Ramkissoon and Josep Veh́ı

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 729

Erratum

Computational Inference in Systems Biology . . . . . . . . . . . . . . . . . . . . . . . . .
Benn Macdonald Hofmann and Dirk Husmeier

E1



Table of Contents – Part I

Bioinformatics for Healthcare and Diseases

A Segmentation-Free Model for Heart Sound Feature Extraction . . . . . . . 1
Hai-Yang Wang, Guang-Pei Li, Bin-Bin Fu, Hao-Dong Yao,
and Ming-Chui Dong

A Semantic Layer for Unifying and Exploring Biomedical Document
Curation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

Pedro Sernadela, Pedro Lopes, David Campos, Sérgio Matos,
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Ondřej Gajdoš, Ivana Juřičková, and Radka Otawova

Prediction of Human Gene - Phenotype Associations by Exploiting the
Hierarchical Structure of the Human Phenotype Ontology . . . . . . . . . . . . . 66

Giorgio Valentini, Sebastian Köhler, Matteo Re, Marco Notaro,
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A Computational Method for the Rate Estimation of Evolutionary
Transpositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 471

Nikita Alexeev, Rustem Aidagulov, and Max A. Alekseyev

Genome Structure of Organelles Strongly Relates to Taxonomy
of Bearers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481

Michael Sadovsky, Yulia Putintseva, Anna Chernyshova,
and Vaselina Fedotova

A Unified Integer Programming Model for Genome Rearrangement
Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491

Giuseppe Lancia, Franca Rinaldi, and Paolo Serafini

Statistical Integration of p-values for Enhancing Discovery of
Radiotoxicity Gene Signatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 503

Anna Papiez, Sylwia Kabacik, Christophe Badie, Simon Bouffler,
and Joanna Polanska



XXXVI Table of Contents – Part I

A Pseudo de Bruijn Graph Representation for Discretization Orders for
Distance Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 514

Antonio Mucherino

Using Entropy Cluster-Based Clustering for Finding potential Protein
Complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 524

Viet-Hoang Le and Sung-Ryul Kim

A Weighted Cramér’s V Index for the Assessment of Stability in the
Fuzzy Clustering of Class C G Protein-Coupled Receptors . . . . . . . . . . . . . 536

Alfredo Vellido, Christiana Halka, and Àngela Nebot
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Abstract. The rapidly growth of mobility population of exchange students, for-
eign workers, and tourists raises the communication challenge of foreign pa-
tient-physician communication in local hospitals (clinics). Language is not the 
only one skill during a medical visit, health literacy is another important skill 
used to understand the medical information delivered by doctors. Skills in un-
derstanding and applying information about health issues are critical to the 
process of patient-physician communication and may have substantial impact on 
health behaviors and health outcomes.  

In recent years, the practice of foreigners using mobile apps to search map for 
location, access transportation information, and lookup translation, have in-
creased steadily. However, the current mobile apps can’t support foreigners for 
their sudden needs of hospital visits. Take into consideration of language barrier 
and low health literacy issue, an Internet health information-based pa-
tient-centered mobile system, is suggested to mediate the informed consent 
process of patient-physician communication. Thus, this research aims to enhance 
foreign visitors’ capabilities in communication during exchange information 
with local foreign doctors by developing an effective patient-physician com-
munication mobile system.  Based on four case studies of patients’ hospital visit 
experiences in Europe and Asia and their perception toward using the me-
dia-mediated communication. We concluded that 1) e-health informed foreign 
patients’ language skill and health literacy were improved in compare with 
non-Internet-informed patients group; 2) e-health informed patients’ states of 
anxiety were reduced; 3) their satisfaction of medical visit were improved; and 4) 
the process of informed consent was standardized into six parts (Symptom de-
scription, Disease judgment, Disease diagnosis, Examination, Treatment, and 
Healthcare education) for general foreign patient communications.  

Keywords: Health literacy, language barrier, Informed Consent, e-Health sys-
tem, foreign patient, Internet-informed patient. 
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1 Introduction 

Health communication consists of interpersonal or mass communication activities 
focused on improving the health of individuals and populations. Skills in understanding 
and applying information about health issues are critical to this process and may have 
substantial impact on health behaviors and health outcomes. The skills are so-called 
health literacy (HL). Health literacy (HL), refers to the capacity of individuals to access, 
understand, and use health information to make informed and appropriate health-related 
decisions, has been recognized as an important concept in patient education and disease 
management [1]. HL should be considered not only in terms of the characteristics of 
individuals, but also in terms of the interactional processes between individuals and their 
health and social environments. Improved HL may enhance the ability and motivation of 
individuals to find solutions to both personal and public health problems, and these skills 
could be used to address various health problems throughout life [2]. The process un-
derpinning HL involves empowerment, one of the major goals of health communication. 

The National Library of Medicine defines HL as “the degree to which individuals 
have the capacity to obtain, process, and understand basic health information and 
services needed to make appropriate health decisions.”  Nutbeam [6] proposed three 
levels of HL: functional, communicative and critical HL. Functional literacy, the basic 
level of reading and writing skills that let someone function effectively in everyday 
situations; communicative literacy, advanced skills that allow a person to extract in-
formation, derive meaning from different forms of communication, and apply new 
information to changing circumstances; and critical literacy, more advanced skills for 
critically analyzing information and using information to exert greater control over life 
events and situations.  

Effective and timely communication between patients, physicians, nurses, phar-
macists, and other healthcare professionals is vital to good healthcare. Current com-
munication mechanisms, based largely on paper records and prescriptions, are old 
fashioned, inefficient, and unreliable. Recent research has found that the emergence of 
e-health, enhanced by advanced technology, has exerted substantial influence on 
people’s health-related experiences [4]. The term ‘e-health’ generally refers to the use 
of the Internet as a health resource to improve the health status of patients [5]. Existing 
research has suggested that e-health has great potential to promote better health among 
patients. Essentially, e-health can help citizens facilitate and maintain healthier life-
styles. It could help patients increase health awareness and knowledge in general [7,8], 
learn about healthier life styles [9], and achieve a better understanding of health issues, 
diseases, and medical treatment [7,8]. The onset of e-health not only has influenced 
patients’ health-related attitudes and behaviors, but it has also affected their roles in 
health care particularly health-related decision making [10,11]. Previous studies have 
suggested that e-health has heightened patients’ sense of autonomy in their health care 
and has encouraged them to take a more active and responsible role in their medical 
decisions [10], [12]. Despite concerns about security and privacy, such e-health sys-
tems provide increased accuracy and efficiency, better communication among health-
care professionals, and reduced risk of prescription errors. As a result, e-health has at 
least partly contributed to a change in physician-patient interaction [10], [13]. 
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An e-health communication system somehow can help to reduce the barriers of 
health literacy issue and encourage patients to address various health problem with 
confidence. E-health involves the delivery of customer service via web-based user 
accounts, social networks, mobile phone, and the Internet rather call center or facilities 
open to the public such as retail stores or service counters. Such digital services are 
increasingly demanded by customers, who are already using digital platforms to re-
search and review products, as well as broadcast their service frustrations. The rewards 
of adopting e-healthcare are worth the effort, and virtually every customer-facing 
industry requiring extensive customer-relationship management-from cable operators 
and consumer electronic to healthcare and utilities, all can be benefit [3].  

The use of Internet health information to supplement the informed consent process 
for patients has been discussed for years. Previous studies had tested the effect on the 
patients’ state anxiety, comprehension, and satisfaction. As predicted, there was a 
significant positive correlation between comprehension and anxiety. The test group 
that viewed the e-Health scored significantly higher on the typical consent process and 
was rated significantly higher in comprehension by physicians than the comparison 
group. Thus, the goals of this research are to examine (a) the extent to which, and how, 
patients use e-health materials, and (b) how patients’ beliefs about e-health and its 
effects on patients may be related to their decision-making of treatment during their 
medical visits. 

2 Theoretical Framework: Media Mediated Communication 

This study conceptualizes a mobile mediated patient-physician communication system. 
Physicians often serve as primary sources of patients’ medical care and advice [11], 
[14] with a goal to help improve patients’ overall well-being. The primary goal of 
media mediation is to empower a patient with health literacy skills by actively dis-
cussing e-health content with their physicians [4]. During the communication of 
e-health materials, physicians may endorse e-health by addressing the utility of e-health 
material, express their concerns about e-health [15], or strongly recommend patients 
use only certain e-health resources [16]. The result is an enhanced understanding of 
media messages that may help protect the patient from aversive media effects.  

3 e-Health Communication System  

Our prototype e-health communication system uses service-oriented architecture 
(SOA) to enforce basic software architecture principles and provide interoperability 
between different computing platforms and applications that communicate with each 
other. The devices accessing the patient and physician models can be desktop or server 
computers such as smartphones, tablet, and PDAs. To relieve the concerns of security 
and privacy, the system authenticates users and logs session information and only 
privileged users can view the data. 
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and ‘how often’ to logically organize his symptoms and conditions before talking  
with a doctor. In the second phase, the voice-to-text bilingual function, as depicted in 
Figure 1, can used to assist the possible misunderstanding of professional medical 
terms which seldom are used in our daily life and cause low health literacy patients 
frustrated and confused. By using the translation function and Internet hyperlinks of 
strange medical terms, a patient can negotiate with a doctor with greater confidence and 
better comprehension. In the third phase, a patient can access the electronic form of 
communication and consider the further healthcare decision. 

3.2 Physician Module 

In contrast with patient module, the physician module is mainly designed to standardize 
the process of informed consent. We categorize the flow of a medical visit into six 
parts: symptom description, disease judgment, disease confirmation, examination, 
treatment, and healthcare education, as depicted in Figure 2. A doctor is expected to 
control the flow of communication based on the theory of Informed Consent. Because 
the communication between a patient and a doctor is complicate, sometimes, very 
private, therefore, a media-mediated communication is much helpful to support the 
doctor leading the patient to share his/her situation logically and then give alternative 
advices for discussion to achieve shared-decision.  

4 Research Method 

Urquhart, et al. [17] suggests five guidelines for grounded theory studies in information 
systems, namely, constant comparison, iterative conceptualization, theoretical sam-
pling, scaling up, and theoretical integration. In this study, we follow the theoretical 
sampling, this guideline stresses the importance of deciding on analytic grounds where 
to sample from next in the study. Theoretical sampling helps to ensure the compre-
hensive nature of the theory, and ensures that the developing theory is truly grounded in 
the data. We examined the foreign patients’ perception toward their experiences of 
clinic visits. Based on the panel discussions, we then propose the system framework for 
further experimental study.   
 
Study 1 Patient-Physician Communication Experiences Sharing 
 
In Study 1, data collection took place in foreign students live in Vienna city of Austria 
and Kaohsiung city of Taiwan which host more than thousands of foreign students 
annually. Interviews were conducted with foreign students with medical visit expe-
riences. Key interviewees were identified based on the level of their involvement in the 
medical visits. During the semi-structured interviews, questions on the rationales 
behind the conceptualization of the language barriers were first raised, followed by 
specific questions on how the interviewees attempted to identify and solve their health 
literacy issues. Lastly, the interviewees were asked to appraise the overall satisfactions 
of the medical visits.  Information on the difficulties faced during the hospital visits, 
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such as communication with healthcare givers and benefits attained from the hospitals, 
was also obtained.  

Based on the suggestion of Informed Consent and patient interviews, as shown in Ap-
pendix, we divide the flow of a medical visit into six parts: symptom description, disease 
judgment, disease confirmation, examination, treatment, and healthcare education.  

 
Study 2 Patient-Physician Communication System Design 

 
As important, when Internet-informed patients feel they understand what are going to 
happen to themselves, their levels of state anxiety can be reduced significantly and 
satisfaction with the care they received from the health care professionals can be im-
proved at the same time. In Study 2, we propose a media-mediated communication 
mechanism and test the effectiveness of a communication system presentation designed 
to standardize the informed consent. 

Our prototype communication system uses service-oriented architecture (SOA) to 
enforce basic software architecture principles and provide interoperability between 
different computing platforms and applications that communicate with each other. The 
devices accessing the patient and physician models can be desktop or server computers 
such as smartphones, tablet, and wearable devices. To relieve the concerns of security 
and privacy, the system authenticates users and logs session information and only 
privileged users can view the data.  

The experiment of system is shown in the Appendix. In addition, knowledge of local 
healthcare system, information-seeking behaviors, and self-efficacy were assessed for 
each patient through an interview. 

5 Results and Discussion  

As expected, patients’ comprehension was inversely associated with anxiety with the 
help of an e-health system. When Internet-informed patients felt they understood what 
was going to happen to themselves, they reported lower levels of state anxiety and 
greater satisfaction with the care they received from the health care professionals. 
These findings are important to explain the importance of helping patients understand 
medical information. Taken together, our findings shed light on the importance of 
interventions that can improve patient health literacy. When patients understand med-
ical information in a foreign local clinic, they feel less anxious and more likely to report 
greater satisfaction with medical care.  

We then tested the effectiveness of an e-health system presentation designed to stan-
dardize the informed consent. As expected, foreign patients exposed to our prototype 
e-health system presentation scored significantly higher on a health literacy test than 
before using the system. The finding provides support for the improvement on the process 
of standardized informed consent by using multiple medical resources. For example, by 
combining reading visual types of Internet medical information and listening doctors’ 
verbal explanation, we were able to standardize the consent process and improve patients 
understanding of complex medical information. Consultations with Internet-informed 
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patients can thus involve a more patient-centered interaction. With the doctors’ explana-
tion of the Internet information which can reduce patient misinformation, avoid distress or 
patients’ wrong self-diagnosis and detrimental self-treatment [19].  

Patients admit that they do not know something details without using an e-health 
system and felt frustrated to discuss with a foreign doctor in a local clinic. Felt control 
and empowerment effects may also explain patients’ perception toward using an 
e-health system. It appeared that patients generally felt that they knew a great deal 
about the procedure after the doctor delivered the informed consent. This finding is also 
corresponding with previous studies [20], Internet-informed patients usually report the 
improvement of their understanding and their ability to manage their health conditions.  
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Appendix 

Case I: Vision test  
Interview date: November 2014 
Place: An Ophthalmology clinic in Vienna, Austria 

Table 1.  

 Patient-Nurse-Doctor Communication 
Registration (Pa-
tient-Nurse com-
munication) 

P: I have an appointment at 1.10p. Here is my e-card. 
Nurse A: Address please. Please fill the form on the counter. If you 
don’t understand German, I’ll help you later. 
P: I need your help for Q2 to Q7.  
Nurse A: Did you take any eye operation before?  
P: I did laser in 2006. 
Nurse A: How long you spent on computer a day? 
P: At least 8 hours. 
Nurse A: Do you feel headache? P: No. 
Nurse A: Do you pregnant now? P: No. 
Nurse A: Do you take medicine? P: No. 
Nurse A: Do you have allergy? P: No. 
Nurse A: Do you have the following disease? Diabetes, heart disease, 
family disease…etc. P: No.
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Table 1. (Continued) 

Pre-examination Nurse A: Let me check your eyes. Please sit on the chair in front of 
this machine and put your forehead and chin on the bars. Please move 
to the next machine for eye pressure test. 
P: Thank you.

Syndrome descrip-
tion  

Nurse B: Do you have any particular condition of your eyes? 
P: My right eye can view far distance objects clearly. 
Nurse B: Because this is your first visit, we better take a full exami-
nation including vision test, direction test, and reading distance test. 
After the examination, I’ll use this eye drop on both of your eyes, after 
10-15 minutes, my colleague will do the examination you just taken 
again. All the data collection done, Dr. will check up all the report and 
give you the advice. That’s all for today.  
P: Thank you.

Disease judgment  (After the full examination) 
Nurse B: Your right eye is used for short-distance reading and your 
left eye is used for far-distance viewing therefore you’re okay with 
no-eyeglass life. According to your examination, your sight is getting 
worse, so you definitely need to wear eyeglasses for better sight. 
That’s my comment, please also discuss with Dr., let me drop eye 
drops into your eyes. Please use the cotton to clean eyelids. Please 
blink your eyes to make the eye drops active.

Disease confirma-
tion  

Doctor: You need to wear eyeglasses. 
P: Can I wear contact lens? 
Doctor: Let me check whether your eyes is suitable for contact lens or 
not.   

Examination Doctor: Put your chin on this bar. Ok, your right eye, look up, look 
down, right, and left. Ok, your left eye, up, down, right, and left. Ok, 
you can wear contact lens. 
Doctor: Your eye pressure is not okay, you might have coma risk, I 
need to take an advance examination, but insurance doesn’t cover it. It 
costs you EUR80. Is any problem to you? 
Patient: Coma! Yes, I need to take further examination. Do I need to 
pay today? 
Doctor: Yes, at the front counter. 
Doctor: Please move to the chair next to the wall, put your chin on the 
bar. Please use your left eye to find the green X and watch it for 
seconds, next, right eye to find the green X and watch it for seconds.  
Doctor: Let me check your right eye again, you just blinked. Better 
now. 

Treatment Doctor: You can have your eyeglasses here or you can find an optician 
by yourself. 
Patient: I prefer to have one here.  
Doctor: I’ll order your eyeglasses. Please come back in January for 
eye pressure test.  
Patient: Yes, thank you. I’ll back in January. Can you give me a report 
of the advance examination? My private insurance can cover the 
expense. 
Doctor: Do you need a copy of the color printout of your coma risk 
analysis? 
Patient: Yes. 
Doctor: If you have any further questions, don’t hesitate to ask. 
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Table 1. (Continued) 

Healthcare Educa-
tion 

None 

Registration Nurse A: Here is your diagnosis report and prescription. Do you want 
to pay by bankomart? 
P: Yes. 
Nurse A: Your receipt. Do you want to make an appointment now or 
call me later? 
P: I’ll call you later, no schedule on hand now.

Case II: Make an appointment for Mammography 
Place: A clinic in Vienna, Austria 
Interview date: November 2014  
Barriers: Health literacy 

Table 2. A comparison of media-mediated communication effect 

Communication  
(10 minutes) 

Media-mediated Communication  
(7 minutes) 

Patient: Excuse me. I want to make an ap-
pointment of mammography for next week. 
Here is my invitation letter. 
Nurse A: Ok, when did you last have Menstr-
uation? 
Patient: I don’t understand. I just want to make 
an appointment X-ray of my breast for next 
week, not today. 
Nurse A: Yes. I can’t translate. Please wait my 
colleague. 
Nurse B: Wen did you have menstruation? 
Bleeding…, woman…, before … 
Patient: What? Do you mean I need to take 
some blood test before take Mammography? 
Nurse B: No, let me find another word for you. 
(Then she looked up a Deutsch-English dic-
tionary.) Period. 
Patient: Yes, I’m still have period regularly, 
the first week of each month. 
Nurse B: That’s too long for now. Here your 
can find our phone number on this paper. 
Please make a phone call to us when the first 
day of period coming, then we can make 
arrangement of Mammography 8-12 days later 
of the first day. 
Patient: So, I’ll call you when my first period 
day coming and check the available date for 
Mammography. It’s very clear now. Thanks 
for your patient explanation. 

Patient: Excuse me. I want to make an 
appointment of mammography for next 
week. Here is my invitation letter. 
Nurse A: Ok, when did you last have men-
struation? 
Patient: I don’t understand. I just want to 
make an appointment X-ray of my breast 
for next week, not today. 
Nurse A: Yes. I can’t translate. 
Patient: Would you mind to speak to my 
mobile app, a tool, which can translate the 
difficult medical term to my language and 
help me to understand the meaning of it? 
Nurse A: menstruation. 
Patient: Period? Woman days? I still have 
period monthly. It’s always coming at the 
first week of each month. 
Nurse A: Yes, we need to know your first 
period day next month, please call me to 
make an appointment when your next 
period coming. I’ll arrange Mammography 
for you 8-12 days later the first day of your 
period. 
Patient: Ok, I’ll call next month. Very 
helpful advice. Thank you very much. 
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Case II: Running nose and cough 
Interview date: November 2014 
Place: A clinic in Kaohsiung, Taiwan  
Barrier: Language 

 
Fig. 3a. Syndrome description Fig. 3b. Disease judgment  

 
Fig. 3c. Disease confirmation Fig 3d. Examination 

 
Fig. 3e. Treatment Fig. 3f. Healthcare education 
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Abstract. This paper aims to evaluate empirically the effect of eHealth in Ni-
shi-aizu Town, in Fukushima Prefecture, based on the mail survey to the resi-
dents and their receipt data of National Health Insurance from 2006 to 2007. 
Samples were divided into two groups: users and non-users, and the effects were 
analyzed in comparison of medical expenditures of two groups. Particularly what 
kind of diseases eHealth in this town is effective to reduce medical expenditures 
is focused. The targets are four chronic diseases such as heart diseases, high 
blood pressure, diabetes, and strokes. Panel data analysis is employed to estimate 
the monetary effect of eHealth in reduction of medical expenditures of users with 
these diseases. As a result, eHealth is verified to provide the positive effect to 
heart diseases, high blood pressure, and diabetes among four diseases. These re-
sults provide evidence for policy such as reimbursement from the medical insur-
ance to eHealth. 

Keywords: Heart diseases; high blood pressure, diabetes, strokes, medical ex-
penditure, panel data analysis, Nishi-aizu Town, economic benefit. 

1 Introduction 

This paper analyzes rigorously evidences of an eHealth project in a rural town in Japan 
by utilizing fully an econometric analysis. What kind of diseases eHealth is effective 
for, and then how much eHealth reduces actual medical expenditures of these diseases, 
by examining Nishi-aizu Town, Fukushima Prefecture, Japan, as a case study. eHealth 
studied here is to monitor the health condition of the elderly at home by transmitting 
users’ health-related data, such as blood pressure, ECG, and blood oxygen, to a remote 
medical institution via a telecommunications network. The system is equipped with a 
simple device that records an elderly person’s condition or a patient’s illness in graphs 
that are then used for diagnosis and consultation. Reports sent by the medical institu-
tion also help users to enhance their daily health consciousness and maintain good 
health. 

It is obvious that this system is quite simple one, however, author’s previous re-
search ([1], [2], [3], [4], [5], for example) proved that this eHealth actually reduced 
medical expenditures or days for treatment of chronic diseases. This paper studies in 
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more detail by focusing on chronic diseases such as heart disease, high blood pres-
sure, diabetes, and strokes. There are quite few studies on economic evaluation of 
eHealth in Japan, and accordingly this analysis and results obtained here provide the 
rigorous economic foundation of eHealth in Japan as well as in the world ([6], [7]). 

The paper consists of the following sections; Section 2 explains how we construct 
the data for a survey analysis, provides characteristics of the sample based on the 
data, and the method of analysis. Section 3 provides rigorous statistical methodology 
based on panel data analysis, and the results are presented in Section 4. Brief discus-
sions and concluding remarks are stated in the final section. 

2 eHealth of Nishi-Aizu Town 

2.1 Background of eHealth  

Nishi-aizu Town is located in the Northwest corner of Fukushima Prefecture, and is 
been an important point of transit to reach Niigata Prefecture and Aizu-wakamatsu, a 
nearby major city. The center of town is in a basin but the main area is surrounded by 
mountains, which cover 86% of the prefecture’s area. The climate is severe in winter 
and summer, with lots of snow. The population is about 8,000; there are 3,000 house-
holds, and the percentage of the elderly (≥ 65 years) was 42.0% in 2012. The main 
industry is agriculture, and rice is the main product. 

As stated earlier, severe winter, especially heavy snow causes elderly people to 
lack physical exercise. In addition, due to a traditional diet of salty and protein-poor 
food, the town’s death rate was 1.7 times higher than the national average during 
1983-87, partly due to high rates of stomach cancer. The number of bedridden elderly 
people suffering from osteoporosis or arthritis is higher than the national average. In 
order to cope with these situations, the town office took initiative to establish a “total 
care system,” which is referred to as the “Challenge to 100 Years Old,” by unifying 
health, medical and welfare services. As a part of this project, e-Health was intro-
duced in 1993. 

In the town, there are three public clinics, named Nishi-aizu, Murooka and Shingo, 
which are operated by the National Insurance System, and two private clinics.  
The total number of medical doctors is four. One full-time physician is employed in 
the Murooka clinic, while the Shingo clinic has a part-time doctor dispatched from the 
other two clinics. There are private doctors, a surgeon and a neurologist, but both are 
more than 70 years old. 

2.2 Implementation of e-Health  

In order to prevent chronic diseases such as cerebral infarction and stroke, the town 
office introduced e-Health in 1994 which is Japan's longest-running e-Health. 300 
peripheral devices called “Urara,” manufactured by Nasa Corporation, were provided 
to residents who have symptoms of the above diseases. Each terminal is connected a 
host computer via PSTN (Public Switched Telephone Network), and health-related 
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data of users, such as blood pressure, pulse, ECG, blood oxygen, weight and tempera-
ture are transmitted to a host computer. In 1996 and 1997, an additional 50 terminals 
each were purchased. These terminals use the CATV network for transmitting data. 
All costs of operating the system are paid by the town. In 2010, new peripheral device 
called “Sauri,” was introduced in accordance with the network renovation of CATV 
for optical fiber. Currently all network were transformed to optical fiber. 

The section in charge of e-Health is the town office’s Department of Health and 
Welfare, which consists of seven public health nurses representing a much larger ratio 
than in other towns. They check the above health data transmitted by users and if 
these nurses observe unusual data, they ask medical doctors in clinics to see the pa-
tient in question. The health data of each user are summarized in a “Monthly Report,” 
which is sent to a physician in charge. After a public health nurse adds their com-
ments, the report is sent to the user. When the user sees a doctor, he/she is asked to 
bring the report with him/her. 

e-Health is being operated as a part of the town’s “Project for Promoting Total 
Care,” and its essence lies in the close collaboration of health, medical and welfare 
activities. One important example of this collaboration are “Regional Care Meetings,” 
which consist of doctors, nurses, public health nurses, staff of the town office, helpers 
of elderly people, and living advisers. The total number of participants in each meet-
ing is over 20. Problems and treatments regarding a particular user, such as medical 
examinations, health advice, and care are discussed in detail. The health data of e-
Health plays a role in this meeting. In Nishi-aizu Town, many such examples of ex-
changing information on residents can be found in the town office.  

In addition, the town office organizes users’ meetings five times a year in order to 
enhance motivation to use e-Health, and users exchange their experiences with using 
the system. These activities promote usage of the system. The introduction of e-
Health is not the sole factor promoting regional healthcare; rather, it should establish 
a framework for the system to assist all related sections and personnel.  

3 Date and Methodology 

3.1 Sample Selection 

As stated earlier, this paper examines the relationship between medical expenditures 
of Nishi-aizu’s residents and eHealth. According to the Japanese medical insurance 
system, which is organized and operated by the Ministry of Welfare, Labor, and 
Health all people must be covered by one of several social health insurance systems. 
This paper focuses on people in Nishi-aizu who are covered by “National Health In-
surance,” since data on medical expenditures through this system are handled by local 
governments. National Health Insurance is not only for self-employed individuals 
such as farmers or owners and employees of small- and medium-sized firms, but also 
people who already retired. 

One of the purposes of this paper is to compare days spent for treatment between 
two groups such as (i) users and (ii) non-users of eHealth from medical receipts of 
Nishi-aizu Town. Samples of two groups are selected according to the following way. 
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User Group. 412 users were selected from the list of registered users in the town 
according to the year they registered. The total number of users and that selected as 
the sample is shown Table 1. Then we send questionnaires to them and 311 replies 
were received.  Finally, after checking the replies, 199 replies remain as significant. 
The rate of significant reply is 38.05 percent. 

Non-user Group. The study selected 450 residents who are covered by National 
Health Insurance out of total 3,528. Questionnaires were sent to 450 residents and we 
received 239 replies. Again by checking the replies, we had 209 significant replies. 
The rate of significant reply is 46.44 percent.  

In sum, the total number of residents selected as the sample becomes 408. The re-
search group is summarized in Table 1. 

Table 1. Sampling Groups 

User Non-user 

Total 523 3528 
Number of sent questionnaires 412 450 
Number of respondents 311 239 
Number of valid respondents 199 209 
Rate of valid respondents 0.3805 0.4644 

 
Next, their receipts from those stored in the town office were examined. The re-

ceipts of National Health Insurance of each month are kept at the town office, in 
which the data such as name and address of medical institution, birth date, name of 
disease, date of initial-visit, medicine, and score (amount) of medical treatment are 
described. In this paper, we use the following data: (i) name of resident, (ii) birth date, 
(iii) either regular outpatient treatment or hospitalized patient treatment, (iv) name(s) 
of major disease(s), (v) date of initial treatment, (vi) number of days spent for treat-
ment, and (vii) score (amount) of medical treatment. 

3.2 Characteristics of Data 

As our data are the same as the previous research, here only essential aspects are pre-
sented. As for the detailed characteristics of data, refer to [1] [2] and [3]. 

This paper attempts to analyze what kind of diseases eHealth is effective for. First 
of all, we divided all diseases into twelve as shown Table 2, according to the advices 
of health professional and a public nurse in charge of the eHealth system there. Our 
interests lie in heart diseases, high blood pressure, diabetes, and strokes, since these 
diseases are categorized into chronic diseases which this paper and the eHealth sys-
tem in Nishi-aizu place main targets. 

Table 2 indicates diseases having treated within five years from 2002 to 2006 of 
both users and non-users. Obviously, these four diseases dominate high ratio. Our 
previous study ([3]) proved that this eHealth actually reduced the medical expendi-
tures of a sum of these four diseases by approximately JPY15,688 (US$156.88). In 
particular, this paper attempts to estimate such monetary effect of each of chronic 
disease separately. 
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Table 2. Diseases Treated Within Five Years 

User Non-user Total 

Heart diseases 44 23 67 
High blood pressure 100 74 174 
Diabetes 15 21 36 
Strokes 14 10 24 
Respiratory diseases 9 10 19 
Cancer 8 3 11 
Gastropathy 25 13 38 
Lumbago, Arthritis 45 43 88 
Ophthalmic diseases 57 46 103 
Kidney diseases 3 1 4 
Anal diseases 9 7 16 
Others 19 7 26 

3.3 Methodology 

According to data obtained, we want to test hypotheses on medical expenditures  
related to chronic diseases. The objectives of the estimation consists of the following 
two questions: (i) how the experience of treatment of four chronic diseases provided 
effect to total medical expenditures, in other words, whether there is difference in 
medical expenditures among users and non-users due to chronic diseases; and (ii) how 
medical expenditures related to chronic diseases were different among two groups, 
user and non-user. In so doing, following equation is estimated which is aimed to 
show how medical expenditures including all diseases are determined by the selected 
variables. Let us refer the estimation model to explain the first question to as “estima-
tion (1),” whereas the estimation model related to the second question to as “estima-
tion (2)”. The estimation model corresponding to estimation (1) is expressed in the 
following equation: 
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where yit denotes the medical expenditures of all disease of i-th subject at year t, Xit 
residents’ characteristics such as sex, age, education, employment (dummy variable), 
the number of family living together, and income. diseaseit

j is a dummy variable 
which takes 1 if i-th resident have treated j-th disease in year t, and takes 0 otherwise. 
Useri represents a user dummy variable. We utilized the panel data analysis with the 
one-way fixed effect model where λt denotes a year dummy variable, because the rule 
of calculating medical expenditures in the National Health Insurance was usually 
changed every two years. In addition, the individual effect, or dummy variables might 
cause serious multicollinearity with each characteristic, and accordingly only the time 
effect is considered. The difference in medical expenditures due to each disease be-
tween users and non-users can be identified by the coefficient of δj, which can be 
referred to as the cross effects. If coefficient δj is negatively (positively) significant, 
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users’ total medical expenditures affected by the j-th disease is statistically smaller 
(larger) than those of non-user. In sum, δj answers question (i). 

Regarding estimation (2), equation (1) should be modified a bit. That is, medical 
expenditures of four diseases such as heart diseases, high blood pressure, diabetes, 
and strokes are taken as an explained variable, and independent variables are the same 
as equation (1). In this framework, how medical expenditures of four chronic diseases 
are different among users and non-users is clarified.  

4 Results of Estimation 

4.1 Result of Estimation (1): All Diseases 

Individual Characteristics  
The result of estimation (1) of all diseases is shown in Table 3. The detailed results on 
the variables of individual characteristics such as sex, age, education, employment, 
the number of family living together and income are summarized as follows. Among 
them, age, employment and the number of family living together are found to be  
significant. 

• Medical expenditures increase around JPY2,223.7 (US$22.24) per year when they 
become one year older. It is natural that the older they become the larger medical 
expenditures. 

• Medical expenditures of working group are lower than those not working by ap-
proximately JPY34,279.7 (US$342.80) per year. This is because working people 
might be healthier. However, because whether being sick or not could affect their 
working condition, this variable has to be treated as an endogenous. This problem 
should be taken care in the future study. 

• The more the number of family living together, the more medical expenditures. It 
is difficult to see this relationship in the real life. However, this result coincides 
with our previous studies ([1], [2],[3], [4], [5], [6]) 

Diseases. Individual diseases are taken as dummy variables in equation (1), and they 
take 1 if the particular disease was treated, while take 0 otherwise. Thus, medical 
expenditures related to these variables can be interpreted as a part of total medical 
expenditures. According to Table 3, the proportion of each disease in the total  
medical expenditures is summarized as follows: heart diseases (20%); cancer (17%); 
diabetes (16%); and high blood pressure (10%). The shares of these diseases show 
higher ratios among diseases. In particular, the share of total expenditures related to 
four chronic diseases including heart diseases, high blood pressure, diabetes, and 
strokes is accounted for nearly 60% of total medical expenditures. This indicates that 
the reduction of expenditures of these diseases is indispensable for the reduction of 
total medical expenditures.  

 
Cross Effect (User × Disease). By addition of the cross effect which consists of the 
dummy variables regarding diseases and user in estimation equation (1), it is possible 
to estimate the difference in medical expenditures of each chronic disease between 
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users and non-users. According to the result shown in Table 3, heart diseases, high 
blood pressure, diabetes, and gastropathy show significantly negative coefficients, 
while strokes and kidney diseases significantly positive. By examining data further, 
however, one irregular amount was found in one resident’s data related to kidney 
disease, and this is revealed to cause this result. Accordingly kidney diseases are ig-
nored from this analysis. As for the former diseases, most of them are chronic diseas-
es and users’ expenditures are statistically lower than those of non-users. On the other 
hand, users’ medical expenditure of strokes is higher than that of non-users. Since 
treatments or diagnosis of strokes require special medical techniques and skills, 
whether they have been using eHealth or not does not influence largely to the medical 
expenditures. eHealth is considered to be effective to prevent from being ill, but not 
suitable as means of medical treatment. In this sense, the town office distributes 
eHealth devices based on their health conditions such as having chronic diseases. This 
result seems to be consistent with previous studies such as [1], [2], [3], and [4]. 

In sum, eHealth in Nishi-aizu town is thus proved to have the positive effect to the 
reduction of medical expenditure due to chronic diseases such as heart diseases, high 
blood pressure, and diabetes. It is difficult, however, to calculate the exact monetary 
amounts reduced by this estimation. In order to calculate this, we have to estimate 
medical expenditures of particular diseases such as heart diseases, high blood pres-
sure, diabetes and strokes by taking expenditures of these diseases as explained va-
riables in the same framework of equation (1). 

Table 3. Result of Estimation Ⅰ (All Diseases) 

Characteristics, Diseases Cross effect (User × Disease) 

Variables Coef. S. E. t value p value Coef. S. E. t value p value 

Sex  -747.67 1003.89 -0.74 0.457 

Age  222.37 62.19 3.58 0.000 *** 

Education  456.51 655.90 0.70 0.487 

Working  -3427.97 1041.30 -3.29 0.001 *** 

No. of family  1068.60 263.35 4.06 0.000 *** 

Income  -12.09 8.55 -1.42 0.157 

Heart diseases  20171.06 2823.36 7.14 0.000 *** -6391.33 3569.24 -1.79 0.074 * 

High blood pressure 10181.37 1375.35 7.40 0.000 *** -3080.34 1803.75 -1.71 0.088 * 

Diabetes  16166.76 2367.28 6.83 0.000 *** -8837.79 3553.94 -2.49 0.013 ** 

Strokes  9254.46 3166.69 2.92 0.004 *** 9313.10 4287.74 2.17 0.030 ** 

Respiratory diseases 1668.48 2117.47 0.79 0.431 ** -692.95 3085.60 -0.22 0.822 

Cancer  16843.44 2692.94 6.25 0.000 *** -1165.97 3796.72 -0.31 0.759 

Gastropathy  5257.63 1855.65 2.83 0.005 *** -5701.81 2656.58 -2.15 0.032 *** 

Lumbago, Arthritis 6193.50 1924.68 3.22 0.001 *** 478.86 2849.44 0.17 0.867 

Ophthalmic diseases 6117.03 1772.52 3.45 0.001 *** 3358.96 2460.05 1.37 0.172 

Kidney diseases  1697.60 4014.00 0.42 0.672 ** 76684.07 6272.47 12.23 0.000 *** 

Anal diseases  543.66 5249.44 0.10 0.918 -11084.02 10672.67 -1.04 0.299 

Others  4793.56 1371.84 3.49 0.000 *** 2664.82 1988.11 1.34 0.180 

Constant  -14600.09 4989.37 -2.93 0.003 *** 

Adjusted R2 0.3675 

Number of  
Observation 

1820 
         

Note: ***, **, and * indicate the significance level of 1, 5 and 10%, respectively. 
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4.2 Results of Estimation (2): Individual Chronic Diseases 

This section attempts two types of estimation for each disease; with full sample and 
selected samples. The former indicates that the analysis covers all samples, while the 
latter covers only those who have been treated or examined this disease. The estima-
tion model is same as the last section, based on the one-way fixed effect model with 
only time effect. We add user dummy variable as an explanatory variable, and it 
enables us to estimate whether there is difference between users and non-users in 
medical expenditures of each disease. The results of estimations are summarized in 
Table 4 for heart disease, Table 5 for high blood pressure, Table 6 for diabetes and 
Table 7 for strokes. Let us examine one by one in the next section. 

Heart Diseases. The estimation of heart diseases in Table 4 shows that in the full 
sample case, Gender (p<0.05), Age (p<0.01), Income (p<0.05), and Recognizing 
Chronic Diseases (p<0.01) are found to be significant, where percentages in the pa-
rentheses stand for their significance levels. Although the user dummy variable is not 
significant in this full sample case, but in the selected sample case it is strongly in 
negative at the 1% significance level, which can be interpreted that users’ medical 
expenditures of heart diseases are lower than those of non-users by approximately 
JPY39,080.9 (US$390.81) per year. The significance levels of some user characteris-
tics become lower in the selected sample case than in the full sample case. This seems 
to be reasonable; since the number of observations is smaller in the latter than in the 
former and being heart disease might weaken the effect of aging or other factors to 
medical expenditures. As for estimated coefficients of user dummy, the same argu-
ment is applicable, that is, coefficient of the user dummy variable is larger in the se-
lected sample case than in the full sample case.  The same holds for estimations of 
diabetes and strokes. 

High Blood Pressure. Table 5 summarizes the result of estimation of high blood 
pressure. Sex (p<0.01), Age ((p<0.01), Number of family ((p<0.01), Income 
((p<0.01) and Recognizing chronic diseases ((p<0.01) are significant. The user dum-
my variable has negative coefficient at the less than 10% significance level in the full 
sample case, and it amounts to JPY8,660.7 (US$86.60). Moreover, the difference is 
larger in the selected sample estimation, which amounts to JPY21,859.3 (US$218.60). 
In both cases, users’ medical expenditures of high blood pressure are found to be 
lower than those of non-users. 

Diabetes. The result of diabetes is shown in Table 8, which summarizes that Age 
(p<0.1), Education (p<0.05), Working (p<0.05), Number of family (p<0.05), and 
Recognizing chronic diseases (p<0.05) are significant. The coefficients of user dum-
my variables are negatively significant for both full and selected sample estimation,  
and the difference between two groups amounts to JPY8,784.5 (US$87.85)  
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and JPY37,639.9 (US$376.40), respectively. The main reason for Nishi-aizu Town to 
introduce eHealth was to manage diabetes. In this account, eHealth in Nishi-aizu is 
considered to be successful. 

 
Table 4. Result of Estimation II (Heart Diseases) 

Full Sample Selected Sample (Only treated group) 

Variables Coef. Std. Err. t value p value Coef. Std. Err. t value p value 

Sex  572.58 286.49 2.00 0.046 ** 1136.15 1348.47 0.84 0.400 

Age  45.34 17.36 2.61 0.009 *** 75.06 81.26 0.92 0.356 

Education  90.45 185.25 0.49 0.625 194.34 1060.51 0.18 0.855 

Working  -265.28 304.95 -0.87 0.384 149.64 1324.46 0.11 0.910 

No. of family 80.37 76.63 1.05 0.294 988.26 353.48 2.80 0.006 *** 

Income  -5.94 2.47 -2.40 0.016 ** -24.19 11.64 -2.08 0.039 ** 
Recognizing 
Chronic 
Diseases 

835.36 285.06 2.93 0.003 *** 
 

292.06 1364.25 0.21 0.831 
 

User Dummy -60.14 289.93 -0.21 0.836 -3908.09 1309.69 -2.98 0.003 *** 

Constant -2300.88 1414.66 -1.63 0.104 1399.02 7195.71 0.19 0.846 

Adjusted R2 0.0164 0.0454 
Number of  
Observation 

1545 
     

315 
   

Note: ***, **, and * indicate the significance level of 1, 5 and 10%, respectively. 

Table 5. Result of Estimation III (High Blood Pressure) 

Full Sample Selected Sample (Only treated group) 
Variables Coef. S. E. t p  Coef. S. E. t  p  

Sex  2408.42 447.69 5.38 0.000 *** 2229.11 681.87 3.27 0.001 *** 
Age  147.93 27.13 5.45 0.000 *** 163.67 39.73 4.12 0.000 *** 
Education  -72.52 289.48 -0.25 0.802 -559.20 421.98 -1.33 0.185 
Working  -46.35 476.54 -0.10 0.923 903.69 704.09 1.28 0.200 
No. of family  421.12 119.74 3.52 0.000 *** 577.38 176.52 3.27 0.001 *** 
Income  -10.39 3.86 -2.69 0.007 *** -13.03 6.76 -1.93 0.054 * 
Recognizing 
Chronic Dis-
eases 

3696.00 445.45 8.30 0.000 ***
 

3943.53 668.43 5.90 0.000 *** 

User Dummy -866.07 453.07 -1.91 0.056 * 
 

-
2185.93 

670.07 -3.26 0.001 *** 

Constant 
-

8428.52 
2210.6

4 
-3.81 0.000 ***

 
-

6688.60 
3381.9

5 
-1.98 0.048 ** 

Adjusted R2 0.0919 0.0764 
Number of 
Observation  

1545 
     

975 
   

Note: ***, **, and * indicate the significance level of 1, 5 and 10%, respectively. 

Stroktes. Finally, the result of estimation of strokes is shown in Table 7. Again, Age 
(p<0.05), Number of family (p<0.1), Recognizing chronic diseases (p<0.05) are sig-
nificant. Neither the coefficient of user dummy variable in the full sample case nor in 
the selected sample is significant. This coincides with the last estimation of all diseas-
es shown in Table 3 which says there are no difference between users and non-users 
as for strokes. The reason is the same as explained previously.        
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Table 6. Result of Estimation IV (Diabetes) 

Full Sample Selected Sample (Only treated group) 
Coef. S.. E. t  p  Coef. S. E. t  p  

Sex  -97.08 300.06 -0.32 0.746 -408.77 1776.25 -0.23 0.818 
Age  31.18 18.18 1.71 0.087 * 61.11 108.29 0.56 0.573 

Education  -413.88 194.02 -2.13 0.033 ** 
 

-
1215.02 

1266.35 -0.96 0.338 
 

Working  722.28 319.40 2.26 0.024 ** 2171.53 1987.25 1.09 0.276 

No. of family  -193.26 80.26 -2.41 0.016 ** 
 

-
1158.43 

483.21 -2.40 0.017 ** 

Income  -2.74 2.59 -1.06 0.289 -9.64 16.19 -0.60 0.552 
Recognizing Chron-
ic Diseases 

686.11 298.56 2.30 0.022 ** 
 

-649.29 1842.70 -0.35 0.725 
 

User Dummy -878.45 303.66 -2.89 0.004 ***
 

-
3763.99 

1802.45 -2.09 0.038 ** 

Constant 101.37 1481.66 0.07 0.945 9386.29 8446.43 1.11 0.268 
Adjusted R2 0.0167 0.0428 
Number of Observa-
tion  

1545 
     

245 
   

Note: ***, **, and * indicate the significance level of 1, 5 and 10%, respectively. 

Table 7. Result of Estimation V (Strokes) 

Note: ***, **, and * indicate the significance level of 1, 5 and 10%, respectively. 

According to the results obtained thus for, eHealth in Nishi-aizu town provides a 
positive effect especially to the diseases such as heart diseases, high blood pressure, 
and diabetes, and these effects are higher in particular for the people affected by those 
diseases. In other words, eHealth provides the greater effect to residents who have 
chronic diseases such as chronic diseases. 

 

Full Sample Selected Sample (Only treated group) 

Coef. S. E. t p  Coef. S. E. t  p  

Sex  -276.53 176.10 -1.57 0.117 -1201.41 1316.01 -0.91 0.362 

Age  27.27 10.67 2.56 0.011 ** -84.73 78.68 -1.08 0.283 

Education  56.36 113.87 0.49 0.621 328.28 979.60 0.34 0.738 

Working  22.34 187.45 0.12 0.905 1849.92 1284.99 1.44 0.152 

No. of family  84.10 47.10 1.79 0.074 * -56.47 365.12 -0.15 0.877 

Income  -1.04 1.52 -0.69 0.493 38.97 26.86 1.45 0.148 
Recognizing  
Chronic Diseases 

356.87 175.22 2.04 0.042 ** 
 

1264.20 1368.64 0.92 0.357 
 

User Dummy -22.80 178.22 -0.13 0.898 -1046.93 1451.75 -0.72 0.472 

Constant 
-

1308.04 
869.58 -1.50 0.133 

  
10748.15 5942.92 1.81 0.072 * 

Adjusted R2 0.0067 0.0141 
Number of Obser-
vation  

1545 
     

195 
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Table 8. Amount of Reduced Expenditures 

 
Heart diseases High blood pressure 

Full sample not significant 
8,660.7 yen* 
(US$86.23) 

Selected sample 
39,080.9 yen*** 

(US$434.2) 
21,859.3 yen*** 

(US$242.9) 

 
Diabetes Strokes 

Full sample 
8,784.5 yen*** 

(US$97.6) 
not significant 

Selected sample 
37,639.9 yen** 

(US$418.2) 
not significant 

      Note: ***, **, and * indicate the significance level of 1, 5 and 10%, respectively 

5 Conclusion 

By the rigorous regression analyses, the results obtained can be summarized in Table 8. 
These are amazing results, because town’s original goals which were to manage chronic 
diseases such as high blood pressure and diabetes is proved to be successful by showing 
the medical expenditures of town were reduced by rigorous methods . 

5.1 Success Factors of e-Health 

The increase in medical expenditures is common phenomena all over the world. There 
are two measures to cope with this; the utilization of IT in medical area and preven-
tion from being illness (or maintain health). The eHealth system can solve these is-
sues. The results we obtained here provide the rigorous foundation of eHealth. 

It is clear from authors’ previous studies that eHealth is useful for consultation and 
maintaining the good health of the elderly and patients suffering from chronic diseas-
es who are in stable condition. However, it is not effective at curing disease as there is 
no effect for strokes, estimated in this paper. It therefore has the psychological effect 
of providing a sense of relief to its users by the knowledge of being monitored by a 
medical institution 24-hours-a-day. This makes it difficult to estimate its benefits in 
concrete terms. This paper enables to provide concrete amounts for the reduction of 
users’ medical expenditure of some chronic diseases. It is important to notice that 
solely introducing eHealth does not contribute to its success, but the fact that eHealth 
has been supported by eagerness of all related staff of the town office should be no-
ticed. In Nishi-aizu town, there are six public nurses in charge of this system, and they 
always grasp health conditions of all users. 

Moreover, it should be discussed e-Health projects in the UK and US which have 
the similar peripheral device and system ([6], [7]). According to our in-depth surveys 
of these projects, there are similarities and differences in these projects, but a common 
success factor lies in the enthusiasm of nurses, public or visiting nurses who partici-
pate in these projects to maintain health of the residents in the community. Further 
detailed study is required for factors of differences. 



 Empirical Analysis of the Effect of eHealth on Medical Expenditures of Patients 23 

 

5.2 Economic Foundation of e-Health 

Let us discuss on the economic foundation of the project. Nishi-aizu Town does not 
charge any fee to users. Other projects in the most of counties are the same. Neither 
this program nor those referenced in the UK and US charge user fees; rather, all  
are subsidized by the central as well as local government, as indeed are the UK  
demonstration programs, since they are national pilot projects. However, the ongoing 
sustainability of e-Health requires a new financial framework. [8] conducted a 
cost/benefit analysis of Nishi-aizu’s e-Health and calculated a B/C (cost-benefit) ratio 
which was 0.25. The initial costs of the implementation, such as for host computers 
and peripheral devices, were borne by the central government, however, excluding 
them form analysis gave a B/C ratio for Town which bore only operational costs, 
which is 0.91. But this is not sustainable. One possibility for promoting e-Health is 
reimbursement using public medical insurance. The amount of reimbursement is 
based on economic effect of e-Health and must be obtained rigorous analysis. Most of 
countries are not recognized reimbursement for e-Health, which reason is simple; e-
Health is not diagnosis but prevention of diseases. The simple e-Health system does 
reduce medical expenditures of users. The present paper provides important support 
for the development of evidence-based policies for the diffusion of e-Health.  
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Abstract. Several studies have estimated the potential economic and social im-
pact of the mHealth development. Considering the latest study by Institute for 
Healthcare Informatics, more than 40,000 Apps of health and medicine are of-
fered in the Apple store. Adding those of Playstore and other platforms, the fig-
ure reaches 97,000. Thus, they have become the third-fastest growing category, 
only after games and utilities, and it has projected that its presence will grow 
about 23% annually over the next five years. This study aims to estimate the 
impact that the development of mHealth has had on the health and computer 
science field, through the study of publications in specific databases for each 
area which have been published since 2010 to 2014. 

Keywords: mHealth, App, Health Sciences, Computer Sciences, Review. 

1 Introduction 

Several studies have estimated the potential economic and social impact of the 
mHealth development. mHealth is an abbreviation for mobile health, a term used for 
the practice of medicine and public health supported by mobile devices. According to 
WHO, nearly 90% of the world population could benefit from the opportunities of-
fered by mobile technologies and with a relatively low cost. Considering the latest 
study by Institute for Healthcare Informatics (IMS) [1], more than 40,000 Apps of 
health and medicine are offered in the Apple store. Adding those of Playstore and 
other platforms, the figure reaches 97,000. Thus, they have become the third-fastest 
growing category, only after games and utilities, and it has projected that its presence 
will grow about 23% annually over the next five years [2]. 

Also, the IMS Institute indicates that 70% of health Apps is focused in general 
population, offering tools to reach and maintain wellness and improve physical activi-
ty. The remaining 30%, were designed to more concrete areas such as professionals or 
people affected by specific diseases. 

Despite this situation, it is important to note that more than 50% of the available 
Apps received less than 500 downloads and only 5 of them comprise 15% of all those 
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in the health category. The IMS attributed this situation to different causes, which 
include: 

• Poor quality in many of them. 
• The lack of guidance on the usefulness of the App. 
• The lack of support from health professionals. 

It is estimated that tools for monitoring chronic diseases will account for 65% of the 
global market for mHealth in 2017 [2]. 

This fact will represent revenue of 15,000 million dollars. The pathologies with a 
higher potential to increase business are, in order: diabetes and cardiovascular disease. 
They will also play an important role related to diagnostic services (they will reach 
15% and will generate 3,400 million of dollars) and medical treatments (10% of the 
market and revenues of 2,300 million). By the other hand, it is estimated that business 
will increase from 4,500 million in 2013, to 23,000 million in 2017. Continents with 
largest market share are, in descending order, Europe and Asia (30%), United States 
of America and Canada (28%) [2]. 

However, we do not know if the Apps available to the population are based on 
scientific knowledge and therefore, it is difficult to assess the real impact of this spec-
tacular development on the health of populations. On the other hand, we do not know 
how the spread of the phenomenon of Health 2.0 is reaching the scientific field (med-
ical or computer), which should occur in parallel in order to offer products that posi-
tively affect the health of citizens. 

Therefore, this study aims to estimate the impact that the development of mHealth 
has had on the health and computer science field, through the study of publications in 
specific databases for each area which have been published since 2010 to 2014. 

2 Methods 

 A systematic review was conducted in two stages during November 2014. The first 
one was focused in locating papers available in databases from Health Sciences. After 
this step, we repeat the search but in the Computer Science field because we wanted 
to find the different penetration in each area. Both searches were bounded between 
2010 and 2014. As recommended in the PRISMA Statement [4] for systematic re-
views, we describe the search strategy and the number of papers located, discarded 
and finally selected for review. In the first stage, we have consulted the PubMed data-
base. We used  "mHealth" and "mHealth AND App" terms as search strategies. Final-
ly 60 items were selected for reviewing (see Figure 1). We also consulted "Science 
Direct" and "Scopus" using "mHealth" but reducing the search to "Computer Science" 
area. Having initially located 335 publications, only 17 were chosen for our study  
(see Figure 2). Thus, a total of 77 items were reviewed. The impact factor of the jour-
nals that published the papers selected was consulted using the Journal Citation Re-
port from Web of Science. Since this impact factor usually varies for each year, we 
took the corresponding to the year when the article was published. 
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Fig. 1. Review and selection criteria of papers (health science) 

 
Fig. 2. Review and selection criteria of papers (computer science) 

3 Results and Discussion 

As it was mentioned above, the higher number of papers is located in health publica-
tions (over 75%), which, a priori, seems to show greater concern about developing 
research in mHealth. However, we cannot forget that there are much more scientific 
journals in this field and we should take into account that we find multidisciplinary 
teams in most of these papers, where programmers play a fundamental role. Another 
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important fact which could explain this majority, is given by the concentration of 
articles in just two journals, Journal of Medical Internet Research, containing 41.6% 
of the published papers and International Journal of Medical Informatics, covering 
7.8% articles. These two journals, are located in both areas of knowledge (Health and 
Computer Science). Thus, for example, Journal of Medical Internet Research is classi-
fied by Journal Citation Report (JCR) into several categories ("Health Care Sciences 
& Services" and "Medical Informatics") and the International Journal of Medical 
Informatics is listed by JCR into three categories, the two previously mentioned, as 
well as in "Computer Science, Information Systems" that clearly belongs to a non-
health area. Another important result is the great impact factor of these publications. 
This way, in any category where they could be classified of these two journals belong 
to the first quartile. This may also explain that the average impact factor of the found 
publications was 3.1 (± 1.8). Moreover, 63.3% of the articles are located in first quar-
tile journals, 18.2% in the second and 7.8% in the third. Only 9.1% of the papers ap-
pear in not indexed journals. From our point of view, this fact highlights the high 
impact and newness that scientific work based on the use of mHealth technology 
represents for editors, allowing researchers to access to high impact publications. 

However, the number of citations received of these articles is relatively small and 
widely dispersed. The sample shows an average of 6.35 (± 13.56) references. Two 
papers highlight with 74[45] and 63[22] citations, facing many that have never been 
referenced. Interestingly, these two articles were published in 2011 and 2012 (respec-
tively), when the exponential growth in the number of publications on mHealth be-
gan. Thus, we can find just 2 papers in 2011 (2.6% of total found) while we locate 45 
in 2014 (58.4%). Similarly, only 4 articles were found in 2012 (5.2%) and 26 in 2013 
(33.8%). In 2010 there were no relevant papers included in the search. This could be a 
sure sign that the scientific community is increasingly aware of the potential and the 
need to focus some research into this field. 

Similarly, the mean number of citations received for years, shows a clear downward 
trend (F = 36.72, 3 df; p <0.001). As the years pass, the average is down from the 62 
papers on average in 2011 till 1.53 in 2014. Temporal matters could explain this, ie, it 
stands to reason that more recent articles have had less time to be referenced, but it is a 
trend that is also seen in 2012 (with an average of 23 references) and 2013 (7.85). Post 
hoc tests found significant differences between every year (p< 0.01). 

Regarding the types of study (Figure 3), we found that original researches are more 
prevalent. This fact happens because most of the articles are focused on the user data 
collection and evaluation from Apps designed to assess adherence or modification of 
habits to healthier life styles (studies with larger sample sizes). Another percentage of 
the original researches are small pilot studies or clinical trials with smaller sample 
sizes. Reviews are also frequent, something justifiable given the exponential growth 
of publications. This situation force researchers to conduct periodically synthesis and 
evaluation of trends in the development of Apps and main findings, as well as the 
errors most frequently committed (especially as the methodological design is con-
cerned). Another significant point was to find 3 papers from qualitative research. It is 
understandable if we comprehend that this type of studies is very helpful in trying to 
expose the different realities of the new or unknown phenomena which we have a 
very little information or experience. A good example could be the expected results of 
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interactions between mHealth Apps and populations who want to improve their 
health. Furthermore, we were surprised because two of these articles had been pub-
lished in Computer Science journals, where papers highly focused on applied and/or 
quantitative research are traditionally accepted. 

 

Fig. 3. Type of research 

When we study comparatively these two types of journals (Health and Computer 
Science), placing the two journals mentioned above as Health journals, we find that 
the mean of the impact factor is almost double in health journals (p<0.01) (Table 1). 
 

Table 1. Impact factor according to the type of journal 

 Type of Journal N Mean 
Standard Devi-

ation 
Standard 
Mean error 

Impact Factor Health Science 59 3.448051 1.7437422 .2270159 
Computer Science 17 1.910882 1.6236743 .3937989 

Independent Sample t-Test  
 Levene’s test t- Test 

F Sig. t gl 
Sig 

(Bilateal) 
Impact Fac-
tor 

Equal variances 
are assumed 

1.202 0.276 3.250 74 .002 

Equal variances 
are not assumed 

  3.382 27.562 0.002 
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4 Conclusions 

• There are mHealth papers of all kinds (trials, analytical, descriptive, reviews, etc.) 
and its number grows at an exponential rate. This could show how technologies re-
lated to mHealth are reaching the scientific field. These technologies are reaching 
the population even faster. Therefore, mHealth is becoming an interesting research 
topic in both fields, health and computer sciences. 

• These articles are published in high impact journals. We have found them in spe-
cific journals (focused on eHealth) and in generalist health and computing journals. 
Generalist journals have just begun to accept research based on the application of 
mHealth technologies. This highlights the growing importance of this topic. 

• Classifying some journals as either Health or Computer Science has proved diffi-
cult. We understand this as a sign of surging interdisciplinary work in these fields, 
less common in the past. 

• There are already studies that warn of: methodological deficits in some studies in 
mHealth, low accuracy and no reproducibility. This should compel publishers and 
researchers to be more stringent in the design of experiments and in the publication 
of results. 
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Abstract. Recent studies and clinical practice have shown that the ex-
traction of detailed eating behaviour indicators is critical in identifying
risk factors and/or treating obesity and eating disorders, such as anorexia
and bulimia nervosa. A number of single meal analysis methods that have
been successfully applied are based on the Mandometer, a weight scale
that continuously measures the weight of food on a plate over the course
of a meal. Experimental meal analysis is performed using the cumulative
food intake curve, which is produced by the semi-automatic processing of
the Mandometer weight measurements, in tandem with the video record-
ings of the eating session. Due to its complexity and the video recording
dependence, this process is not suited to a clinical or a real-life setting.
In this work, we evaluate a method for automating the extraction of

an accurate food intake curve, corrected for food additions during the
meal and artificial weight fluctuations, using only the raw Mandome-
ter output. Since the method requires no manual corrections or external
video recordings it is appropriate for clinical or free-living use. Three al-
gorithms are presented based on rules, greedy decisioning and exhaustive
search, as well as evaluation methods of the Mandometer measurements.
Experiments on a set of 114 meals collected from both normal and dis-
ordered eaters in a clinical environment illustrate the effectiveness of the
proposed approach.

Keywords: Obesity, eating disorders, Mandometer, cumulative food in-
take curve.

1 Introduction

In 2008, more than 1.4 billion adults, 20 and older, were overweight. Of these over
200 million men and nearly 300 million women were obese1. Lifetime prevalence
estimates of Anorexia Nervosa (AN), Bulimia Nervosa, and binge-eating disorder
were 0.3%, 0.9%, and 1.6%, respectively [14]. Obesity (OB) is an important con-
tributor to many diseases, such as cardiovascular disease and type II diabetes [15].

1 http://www.who.int/mediacentre/factsheets/fs311/en/

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part II, LNCS 9044, pp. 35–46, 2015.
c© Springer International Publishing Switzerland 2015
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AN, on the other hand, is recognised as an importantmortality cause in adolescent
women, and even when treated is characterised by a high relapse rate [1].

Unfortunately, both for OB and Eating Disorders (EDs), the existing preven-
tion and treatment guidelines are not effective, as they are often not evidence-
based [11,16]. In EDs, less than 50% remission rates are often reported,
accompanied by mortality rates are up to 25% [13]. Similarly, the predictions
for the increase of OB internationally in the near future are bleak2, pointing
to the failure of current pharmacological interventions to halt the increase of
OB in western societies [17]. Concerning EDs, the evidence for the effectiveness
of psychopharmacological treatments is limited. In 5512 studies on traditional
psychotherapy-based treatments, only 6 were found to fulfil scientific criteria,
and only 2 appeared to be moderately effective [6], a pattern repeated in a more
recent survey [7]. However, some attention has been recently given to monitoring
and studying eating behaviour [12].

In 1996, a new treatment method was introduced, based on the Mandome-
ter [4]. The Mandometer is a weighting scale, counting the progressive weight
changes from a plate with food during a meal. According to [10], the cumulative
Food Intake (FI) w(t) of the subject can be modelled using a quadratic curve
w(t) = αt2 + βt + γ, where α is the FI acceleration, β is the initial FI rate and
γ = 0, since no food has been consumed at the beginning of a recording. In a
study analysing the eating patterns of normal-weight individuals [18], two main
patterns were observed: decelerated and linear eating. On the contrary, clinical
populations with OB or EDs are characterised by linear eating [8]. For deceler-
ated eaters (α < 0), the initial FI rate β was typically higher than that of linear
eaters (α � 0). However, the total meal FI does not differ significantly between
normal-weight linear and decelerated eaters [18]. These findings combined, pro-
vide evidence for the relation of the linear eating style to the risk of developing
disordered eating. Interestingly, the use of the Mandometer can train away the
suspect behaviour [19].

In [2], a randomised controlled trial was presented, including 32 subjects,
half of which received the Mandometer treatment. Out of the 16 subjects that
received the Mandometer treatment, 14 recovered, compared to only 1 of the 16
subjects that did not receive it. Low relapse of 7% was also observed for another
group of 83 subjects. In [3], results from 1, 428 subjects taken over 18 years show
remission rates of 74%, out of which only 10% has relapsed.

In a laboratory environment, for the experimental analysis of eating be-
haviour, video recordings of the meals are combined with Mandometer data
for the detailed description of a person’s meal [9]. In the clinical practice, the
raw Mandometer output is visually inspected by trained health professionals
after the meal conclusion. Estimating FI in this manner requires a lot of man-
ual labour and experience, since the recordings display weight fluctuations that
do not always correspond to FI (e.g. food additions). Measurements from less
controlled environments (for example screening at schools in the context of the

2 http://www.sciencedaily.com/releases/2014/05/140509110711.htm

http://www.sciencedaily.com/releases/2014/05/140509110711.htm
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SPLENDID project3) suffer from even higher levels of noise and require addi-
tional manual effort for processing. Thus, both in the clinical practice and in
real life use, a robust automatic method would greatly benefit the processing of
the meal recordings. In this work we present three algorithms that automatically
create the FI curve of a single meal based solely on the Mandometer recordings
of that meal. We perform experiments on a large dataset and compare the effi-
cency of each algorithm based on meaningful indicators, including the values of
the coefficients α and β of the quadratic model, defined by clinical experts.

The rest of this paper is organised as follows. Section 2 presents the proposed
algorithms in detail. Section 3 presents the experimental dataset that is used to
evaluate the algorithms and the indicators that are extracted from the FI curves.
Experimental results are presented in Section 4. Section 5 concludes the paper.

2 Methods

Creating the FI curve from the Mandometer recordings is based on a set of
assumptions about the recording. The principle assumption is that any removed
quantity of food from the plate, recorded as a decrease in the measured weight,
is eaten by the subject; no amount of food is discarded from the plate in any
manner. However, at the end of the meal, it is not required that all of the
food has been consumed. Additionally, it is assumed that the beginning of the
actual eating session does not necessarily start with the recording of the meal,
but an arbitrary amount of time later. Similarly, the end of the recording can
occur an arbitrary amount of time after the eating session is finished. Another
assumption is that the subject can add additional food to the plate and continue
the meal. This can happen more than once, at any point during the meal, and
there is no limit in the minimum or maximum weight of the Food Addition (FA),
except for the Mandometer sensitivity and maximum allowed weight. Finally, it is
worth mentioning that removing a single spoonful of food from the plate usually
registers more than a decrease on the recorded data; the applied pressure with
the fork or spoon can register a temporary weight increase before the weight
decrease (see Fig. 1).

2.1 Rule-Based Algorithm (RB)

Based on these assumptions, the first algorithm incorporates a set of decision
rules in order to create the FI curve of a meal. The main components of the RB
algorithm are presented in Algorithm 1, and the intermediate results are visually
presented in Fig. 2.

At the pre-processing stage f1, an opening morphological operator [5] is first
applied in order to remove instances of weight increase due to the pressure
applied on the plate with the fork and/or knife (see Fig. 1). Opening is the
dilation of the erosion of a discrete signal. Given the sampling rate of 0.25 Hz

3 http://splendid-program.eu/

http://splendid-program.eu/
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Fig. 1. Temporal weight increases in the recorded curve. Raw recording denoted with
blue, and actual food weight removed with green. Red crosses denote the moments that
bites occur.
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Fig. 2. Example of automated FI curve extraction. The black curve is the pre-processed
recording w1; blue w2 is the result of restoring w1 for 2 FAs. Red w3 is the post-
processed w2, and green w4 is the final FI curve. The quadratic model of w4(t) is the
magenda curve. The α and β coefficients of the model are used to describe the eating
behaviour of an individual across a meal.

Algorithm 1. Rule-based algorithm (RB)

Data: Mandometer raw meal recording w0(t)
Result: FI curve w4(t)

1 w1 = f1(w0; v) ; // Pre-processing

2 A = CFAD(w1;wFA, tFA, wFAp1) ; // FA detection

3 w2 = f2(w1;A) ; // FA restoration

4 w3 = f3(w2;wstart, wstop) ; // Post-processing

5 w4 = f4(w3) ; // Flipping
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of the Mandometer, a vector of ones of length 5 is selected as the structuring
element v, as it was found to give best results.

Regarding the FAs, visual observation of the recorded signals shows that most
of them cause a significant weight increase in relatively short time. Indeed, it is
reasonable to assume that people do not repeatedly add and eat small amounts
of food on their plates, but they rather only add larger quantities (compared to
their average bite size) a few times only.

Based on this hypothesis, the FA detector

A = CFAD(w1;wFA, tFA, wFAp1) (1)

finds all meal segments (consecutive set of samples) during which weight in-
creases at every sample, and a weight increase above a threshold wFA occurs
during a time period less than a threshold tFA; approximately 20 grams in less
than 12 seconds, to enable detection of small food additions. Both weight and
time interval thresholds have been based on statistical analysis of the available
recordings. In fact, minor decreases less than wFAp1 (set at 3 grams) are actu-
ally allowed. Set A is the set of all the detected segments. Fig. 3 shows such an
example where one such segment has been detected.
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Fig. 3. A meal recording after the preprocessing step. The food additions detector has
detected a single food addition of 53 grams at 336 seconds, which is accurate both in
time of occurrence and added food weight according the manually annotated ground
truth.

Once the FAs A have been detected, a restoration process follows that adjusts
the curve, as if the entire food weight had been added to the plate before the
beginning of the meal, as shown in Fig. 2. This allows information such as total
FI to be easily extracted.

Accurate detection of FAs is detrimental to correctly constructing the food
intake curve. In the example presented in Fig. 3, correct detection of the FA re-
sults in a meal of total weight of approximately 250 grams, whereas no detection
of the FA will result in 200 grams of meal, and thus significant error.
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The post-processing stage f3 consists of four steps. First, the beginning of
the meal is detected and earlier samples removed. To decide the amount of
time elapsed between the start of the recording and the moment eating activity
actually starts the following rule is employed. The longest interval starting from
the first sample of the meal recording during which only small weight fluctuations
are recorded is deleted. Secondly, the end of the meal is detected and remaining
samples are removed, using a similar rule: the longest interval ending at the last
sample of the recording during which small weight fluctuations are recorded is
deleted. For these two steps, weight fluctuation in a segment is considered small
if the difference of every sample from the first (or last) it is less than some wstart

(or wstop respectively). Thirdly, a smoothing operation removes any remaining
weight increases by flattening them, and finally, the value of the last sample is
subtracted from all samples. The resulting curve is strictly non-increasing. Total
FI is equal to the value of the first sample.

Literally, the obtained curve is the ”remaining food weight curve” of the plate.
In order to obtain the FI curve of the subject the ”flipping” stage f4 is applied,
where each sample is replaced with the difference between total FI and its value.
This results in vertically flipping the curve, so that it represents the FI curve
(which increases as time elapses). Fig. 2 shows such an example.

2.2 Greedy Quadratic Fitting (GQF)

The second algorithm aims at improving the robustness of the FA detection
process. It is identical to the RB algorithm in all stages except for the CFAD
(Eq. (1)). Thus, only the new food detector is presented in this Section.

As described in Eq. (1), several parameters need to be selected. Furthermore,
tuning the parameters still results in systematic error on specific cases. For ex-
ample, a lower FA weight threshold wFA allows the detection of smaller FAs, at
the cost of increased number of falsely detected FAs. To deal with such problems,
this algorithm uses a modified FAs detection step.

First, candidate food additions (CFAs) are detected using the same CFAD of
Eq. (1) of the RB algorithm, with low wFA threshold. This results in high recall
due to the lower threshold, and low precision since some temporal increases (see
Fig. 1) are also detected as CFAs.

Given N CFAs, namely xi ∈ Ac, the pre-processed curve w1 is split into
N+1 segments si. An iterative process starts that decides if each xi is an actual
food addition or not, from the oldest to the most recent, and restores the curve
appropriately in the case of a positive decision. In order to decide about xk,
the following calculations are performed (note that this implies that all previous
xi, i ∈ {1, 2, 3, ..., k− 1} have been decided, and restoration has been performed
on the processed recording for the xis that have been positively decided as actual
FAs).

The aim of this algorithm is to select the decision (about the current xk) that
least alters the so far trend of the meal curve. For this purpose, two segments

S1 = ∪k
i=1si andS2 = ∪k+1

i=1 si
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are considered, representing the present and future trend of the meal. Both
segments start from the first sample of the recording. Segment S1 ends at the
last sample before xk, and segment S2 ends at the last sample before xk+1 (or
at the last sample of the recording if there are no CFAs after xk).

Based on the quadratic model of [10], a quadratic curve α1t
2 + β1t + γ1 is

fitted on S1, yielding a set of coefficients u1 = [α1 β1 γ1]. The present trend of
the meal is projected by evaluating the quadratic model on S2. For the future
of the meal, two cases exist: one where xk is a FA and one where xk is not a
FA. Thus, two sets of coefficients u2+ = [α2+ β2+ γ2+] and u2− = [α2− β2− γ2−]
are produced on S2, however for u2+ it is assumed that xk is a FA and thus
the curve is restored appropriately before the fitting, whereas for u2− it is not
restored.
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Fig. 4. Example of the GQF algorithm. The current processed data are denoted with
black. The yellow area denotes the current CFA. The red curve c1 represents the original
trend of the meal curve. The green curve c2 represents the trend of the meal as if
the the current CFA was not an actual FA. The cyan curve c3 represents the trend of
the meal as if the current CFA was an actual food addition. The blue line denoted the
temporarily produced curve.

Coefficients γ1, γ2+, γ2− are then set equal to 0, and three curves c1, c2+
and c2− are evaluated on S2. Two mean squared error (MSE) values MSE+ =
mse(c1, c2+) and MSE− = mse(c1, c2−) are calculated, where

mse(ca, cb) =
L∑

t=1

(ca(t)− cb(t))
2 (2)

and L is the number of samples of ca (or cb). The final decision of xk is based
on the comparison of the two MSEs. If MSE+ < MSE− then xk is decided
to be an actual FA, and the so far processed curve is restored for this FA.



42 V. Papapanagiotou et al.

If MSE+ > MSE−, xk is discarded. Finally, a new iteration begins, to decide
xk+1 (as long as there are any remaining CFAs). Figure 4 shows an example of
a single iteration of the algorithm.

2.3 Rule Based with Quadratic Fitting (RBQF)

The final algorithm aims at further improving the robustness of the FA detector
stage. It is similar to GQF. However, instead of greedily deciding for each CFA,
all possible combinations (subsets of the CFA set) are exhaustively examined and
evaluatedusing a cost function.The combination/subset achieving the lowest score
is selected for the final output. RBQF pseudocode is presented in Algorithm 2.

Algorithm 2. Rule-based with quadratic fitting algorithm (RBQF)

Data: Mandometer raw meal recording w0(t)
Result: FI curve w4(t)

1 w1 = f1(w0; s) ; // Pre-processing

2 Ac = CFAD(w1;wFA, tFA, wFAp1) ; // Candidate FA detection

3 for Ai ∈ 2Ac ; // For all possible subsets of Ac

4 do
5 w2 = f2(w1;Ai) ; // Restore FAs of Ai

6 w3,i = f3(w2;wstart, wstop) ; // Post-processing

7 J(i) = cost (w3,i) ; // Evaluate the cost function (Eq. (3))

8 end
9 i∗ = argmin J ; // Select minimum cost case

10 w3 = w3,i∗ ;
11 w4 = f4(w3) ; // Flipping

The cost function of each combination is based on the quadratic model of the FI
curve of [10]. In particular, for iteration i, a quadratic curve c3,i is fitted on w3,i,
and evaluated on the duration of the meal. The cost is calculated as the MSE of
w3,i and c3,i using Eq. (2), as

cost (w3,i) = mse (w3,i, c3,i) (3)

The rationale behind the cost function is that the FI curve is in general a smooth
curve. Sharp weight increases and decreases are the results of non-eating related
activity, such as food additions. Fig. 5 demonstrates two cases, one where an actual
food addition is detected successfully, and one where an artifact that is detected as
a CFA (and also falsely detected as an actual food addition by the first algorithm)
is rejected.

3 Experimental Setup and Indicators

In order to evaluate the effectiveness of the proposed algorithms, experiments were
performed on a dataset consisting of experimental eating behaviour data and clin-
ical recordings of meals. The dataset consists of 114meals that were recorded from
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(a) MSE = 23, 866
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(b) MSE = 3, 703
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(c) MSE = 9, 199
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(d) MSE = 15, 853

Fig. 5. Two examples of the CFAD and cost function or RBQF. For Fig. 5a and 5b
Ac contains one CFA at 350 seconds. In Fig. 5a A1 = ∅ and so no restoration has been
applied, resulting in a bad fit and high MSE. In Fig. 5b A2 = Ac and restoration has
been applied, resulting in lower MSE. Similarly for Fig. 5c and 5d, Ac also contains one
CFA, however this CFA is not an actual FA.

105 females and 9males. Out of these 114 individuals, 45 have been characterised as
normal-weight (mean age 22.8 years, mean Body Mass Index (BMI) 21.2 kg/m2),
23 as obese (mean age 35.22 years, mean BMI 37.21 kg/m2), and 46 as anorexia
nervosa cases (mean age 21.7 years, mean BMI 17.4 kg/m2). Thus, the dataset
contains a variety of individuals regarding BMI and eating disorders.

For each of the 114 recorded meals, the raw Mandometer recordings were pro-
vided. The experimental meal data have been corrected by expert scientists in
Karolinska Institute, with the help of video recordings of the meals, using the stan-
dard technique described in [9]. The clinical data (no video recordings were avail-
able) were manually corrected by clinical experts to the best of their ability. These
FI curves have been used as the ground truth for the evaluation of the effectiveness
of the algorithms, in the experiments presented in Section 4.

To evaluate the effectiveness of each algorithm, we apply each one of them on
every meal of the dataset. Thus results in four FI curves per meal, including the
ground truth curve provided by the clinical experts using manual annotation. Co-
efficients α and β are extracted from every food intake curve.

Four meaningful classes are defined according to the value of coefficient α;
(−∞,−0.004] for decelerated eaters Cα

1 , (−0.004,−0.0015] for semi-decelerated
eaters Cα

2 , (−0.0015, 0.0015] for linear eaters Cα
3 and (0.0015,+∞) for acceler-

ated eatersCα
4 . Results for each algorithm are presented using confusion matrices,

where the ground truth class is assigned based on the value of α extracted from the
ground truth intake curve, and the predicted class is assigned based on the value
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of α of the output intake curve of each algorithm. Similarly, five class are defined
for β using the intervals (−∞, 0.25] for Cβ

1 , (0.25, 0.5] for Cβ
2 , (0.5, 0.75] for Cβ

3 ,

(0.75, 1] for Cβ
4 and (1,+∞) for Cβ

5 .
Furthermore, three additional meal indicators are extracted: total food intake

in grams, total meal duration in seconds, and average bite size also in grams. Bites
are detected as continuous weight drops (see Fig. 1). These indicators are evalu-
ated using the average and standard deviation of the absolute error, which is the
absolute value of the difference of the predicted value from the actual value of each
characteristic.

4 Experimental Results

The confusionmatrices regarding the classification based on α and β are presented
in Table 1. The evaluation of the additional indicators is presented in Table 2.

The RB algorithm achieves moderate effectiveness both for α and β, as well as
for the additional indicators. BothGQF and RBQF performmuch better than RB
however, and GQF achieves the highest precision lowest error values. It should be
noted that for both α and β coefficients, the confusion matrices tend to have more
zeros in cells further of the main diagonal, which is an indicator ofminor confusion
between neighbour classes.

Table 1. Confusion matrices and accuracy for α (top row) and β (bottom row) for each
of the three algorithms

Predicted
Cα

1 Cα
2 Cα

3 Cα
4

A
c
tu

a
l C

α
1 16 3 0 0

Cα
2 2 17 3 0

Cα
3 3 8 43 10

Cα
4 0 1 1 7

(a) RB (72.81%)

Predicted
Cα

1 Cα
2 Cα

3 Cα
4

A
c
tu

a
l C

α
1 14 5 0 0

Cα
2 1 17 3 1

Cα
3 3 7 53 1

Cα
4 0 0 0 9

(b) GQF (81.58%)

Predicted
Cα

1 Cα
2 Cα

3 Cα
4

A
c
tu

a
l C

α
1 15 3 0 1

Cα
2 2 17 3 0

Cα
3 2 6 50 5

Cα
4 0 0 2 7

(c) RBQF (78.76%)

Predicted

Cβ
1 Cβ

2 Cβ
3 Cβ

4 Cβ
5

A
c
tu

a
l

Cβ
1 18 9 1 1 1

Cβ
2 2 22 2 0 0

Cβ
3 0 2 21 2 0

Cβ
4 0 0 1 14 3

Cβ
5 0 0 0 4 11

(d) RB (75.44%)

Predicted

Cβ
1 Cβ

2 Cβ
3 Cβ

4 Cβ
5

A
c
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a
l

Cβ
1 27 2 1 0 0

Cβ
2 0 25 1 0 0

Cβ
3 2 2 19 2 0

Cβ
4 0 0 1 13 4

Cβ
5 0 0 0 4 11

(e) GQF (83.33%)

Predicted

Cβ
1 Cβ

2 Cβ
3 Cβ

4 Cβ
5

A
c
tu

a
l

Cβ
1 20 8 0 1 0

Cβ
2 1 23 2 0 0

Cβ
3 0 2 21 2 0

Cβ
4 0 0 1 14 3

Cβ
5 0 0 0 4 11

(f) RBQF (78.76%)
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Table 2. Average (and standard deviation) of absolute error of each algorithm per in-
dicator

RB GQF RBQF

Total FI (gram) 53.3 (127.7) 25.7 (37.5) 30.9 (47.7)
Total meal duration (sec) 24.2 (50.1) 19.5 (26.9) 22.5 (46.9)
Average bite size (gram) 1.7 (3.5) 0.3 (0.5) 0.6 (1.5)

5 Conclusions

Processing of the meal curve, in order to produce the FI curve, is an essential part
of the Mandometer treatment method, which has been shown to achieve high re-
mission and very low relapse for the treatment of OB and EDs. Automatic pro-
cessing significantly aids clinical practice by (i) reducing the the required manual
labour, and (ii) removing the need for additional sensors such as monitoring video.
It thus enables a faster and standardised method of processing, reduces the risk of
misclassification due to manual error, and finally increases the accuracy in treat-
ment. Furthermore, it allows for non-laboratory recording sessions, such as home-
based application of the treatment, or screening tests at schools and other public
environments.

In this work we have presented three algorithms that automatically construct
the FI curve of a meal, given only the recording of the Mandometer. One
using a set of rules to process the meal curve (RB), one greedy quadratic fitting
algorithm (GQF) that is computationally light and allows for semi-real-time pro-
cessing, achieving similar effectiveness with RBQF, and the RBQF that uses a
quadrating fitting cost function to select the best possible interpretation of the
meal curve.

Highly accurate automated processing of the meal curve is challenging, as indi-
cated by the moderate effectiveness of the RB. Both GQF and RBQF algorithms
presented in this work significantly improve effectiveness, however there is still
room for improvement. Future work includes the development of more sophisti-
cated FI curve extraction algorithms based on models of human eating.
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Abstract. The volume of biomedical spatial information available on line  
increases day by day, need to be exploited and shared by users in different 
knowledge areas. Although classical information retrieval techniques are  
efficient, they are not appropriate enough, and that is why in recent years the 
scientific community has focused on creating new semantic-based approaches 
to answer users’ queries. In this article the problem of chronic noncommunica-
ble diseases (NCDs) is addressed based on Semantic Web ontologies. NCDs, 
according WHO1, cause 36 million deaths annually affecting any gender and 
age groups worldwide. Moreover, tobacco and alcohol addictions, physical in-
activity and unhealthy diets represent major risk factors. Considering the se-
riousness of the problem globally, there are already underway government 
strategies to reduce risk factors and early detection and timely treatment. In par-
ticular, we propose an ontologies system for knowledge generation of patterns 
associated with lifestyle in NCDs. The system consists of the following ontolo-
gies: GeoOntoMex, HealthOntoMex, NutritionalOntoMex, PhysicalActivityOn-
toMex, OntoENTRiskFactors and OntoMedHistory. Also, the system of ontolo-
gies provides relevant information on time usage, food and tobacco-alcohol 
consumption and demographics aspects as lifestyle key dimensions. Further-
more, the system will facilitate the integration of data from different domains 
for decision making about lifestyle transformation. 

Keywords: Ontology System, life style patterns, NCD. 

1 Introduction 

NCDs kill 36 million people each year and are classified as cardiovascular, cancer, 
respiratory and diabetes. Affect all age groups and all geographic regions. The  
risk factors associated with NCDs are unhealthy snuff consumption, physical inactiv-
ity, alcohol abuse and diets. These behaviors lead to four metabolic / physiological 
key changes that increase the risk of NCDs: hypertension, overweight / obesity, 
                                                           
1 World Health Organization. 
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hyperglycemia and hyperlipidemia.  The exorbitant costs in the long term treatment 
of NCDs imply poverty and underdevelopment.  WHO through the countries in-
volved have developed strategies to reduce risk factors and early detection and time-
ly treatment. 

Ontologies have been developed to cover the areas of trade and discovery of know-
ledge about a particular domain. Approach is grounded in solving geospatial problems 
in the biomedical domain: a geospatial domain that makes inferences based on ontol-
ogies and generates information relevant to the user queries. Sometimes the use of 
multiple ontologies in one domain provides a more refined conceptualization, since 
concepts are collected from different sources. 

The use of ontologies such as knowledge representation model supports applica-
tions that allow for specialized searches. In this project a system involving up to 6 
ontologies is discussed. GeOntoMex [1], a spatial ontology of Mexico and HealthOn-
toMex[2], which is an ontology of health services offered in Mexico. The later is 
based on the taxonomy proposed by INEGI DENUES2. The 4 remaining ontologies 
are being developed and integrated into the system using the Protégé ontology man-
ager. DLQuery3 allows defining rules involving objects of different ontologies that 
make up the system. Proceeds from the application of these rules will discover new 
knowledge patterns associated with lifestyle. The rest of the paper is organized as 
follows. Section 2 discusses works related to integration, design and construction of 
ontologies. In Section 3 the proposed ontology is presented. Section 4 deals with the 
study case used to identify the lifestyle patterns followed by conclusions and refer-
ences. 

2 Related Work 

Ontology integration can be achieved in three main ways: by merging ontologies, by 
mapping local ontologies to a global ontology, and by integrating local ontologies by 
means of semantic bridges that define mappings between the ontologies [4].   

Ontology merging is suitable for use in traditional systems which are small or 
moderate in size and are fairly static, and where scalability is not a core requirement. 
In today’s complex, large and dynamic systems, ontology merging can still be applied 
on groups of relevant ontologies in the system. In this approach, ontologies for differ-
ent information sources and systems are merged into a new ontology which includes 
the source ontologies. This new ontology can then be used to support the activities of 
various applications, such as extracting, querying and reasoning about information. 
According to Choi and colleagues [5], some tools that support ontology merging in-
clude SMART, PROMPT/Anchor-PROMPT, OntoMorph, HICAL, CMS, FCA-
Merge and Chimaera. 

In ontology mapping, specific ontologies can be derived from global or ‘reference’ 
ontology. Ontology mapping in this case becomes much easier since concepts in dif-
ferent ontologies that need to be mapped are derived from the same ontology. There 

                                                           
2 National Bureau of Economic Units of National Institute of Statistics and Geography. 
3 Description Logic. 
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currently exist initiatives to develop top-level ontologies which aim to define concepts 
that are generic to as many domains as possible. For example, the SUMO upper on-
tology aims to provide concepts that encompass all of the types of entities that exist in 
the universe. Some believe that the adoption of a single top-level ontology by all on-
tology developers would enable the controlled semantic integration of ontologies and 
consequently make possible some of the major goals of the Semantic Web. There are 
several ongoing research projects both in the development of top-level ontologies and 
in the application in large-scale semantic integration. Some of the achievements and 
difficulties faced in these directions are reported in [6].  

In a third approach, the local ontologies are likely to be left unchanged, but are 
linked by semantic bridges (e.g., bridge axioms in first-order logic) that define  
the mappings between the ontologies. Querying and answering are carried out by  
the local servers in a cooperative manner. This approach is the most suitable for grow-
ing and highly dynamic systems (e.g., distributed agents and the Semantic Web). 
According to Choi et all[4], tools that support this type of integration include 
CTXMatch, GLUE, MAFRA, LOM, QOMm ONION, OKMS, OMEN and P2P on-
tology mapping.   

According to Noy [7], ontology integration is typically carried out in three stages. 
First, ontology matching is performed to discover the correspondences that exist be-
tween concepts in the ontologies to be matched. Second, the ontology alignments 
derived from ontology matching are represented either as instances in an ontology, as 
bridging axioms in first-order logic which represent the transformation is required, or 
as views that describe mappings from a global ontology to local ontologies.  

Finally, the ontology alignments that result are used for various integration tasks, 
including data transformation, query answering and web service composition. All  
of the ontology mapping methods presented in this section are infeasible to carry  
out without prior knowledge of semantic relationships between concepts in different 
ontologies.  

Our currently work on ontology integration is based on a new approach of interac-
tion between ontologies [16, 17] which is called ontology system, where a set of onto-
logical modules with semantic relationships among them are defined. This process 
allows specifying domain ontologies separately and then integrating them into a new 
ontology, where rules are defined to generate new knowledge. 

3 Methodology 

The methodology used to develop our system of ontologies [16], is a combination of 
different design methodologies developed between 1990 and 2000. Among these 
methods we can cite MethoOntology[18], On-To-Knowledge[19] and NEON [20]. 
This new general methodology for the design and construction of ontologies is com-
posed of the following steps: system design macro-level, single ontology design and 
integration and evaluation of ontologies. This design is characterized by its orienta-
tion to the domain, integration, modularity, incrementality, iteration and evaluation 
guided by principles of design. In figure 1 are represented by modules each stage 
comprising this methodology. 
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Fig. 1. General methodology for ontologies design and construction 

4 Study Case 

The case study deals with the identification of patterns of people lifestyle with a 
chronic noncommunicable disease. It argues that changing lifestyles from unhealthy 
to healthy decreases the risk of NCD or increase morbidity. A proposed solution to 
the problem is presented in Figure 2. 
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What is your medical 
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factors?
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Fig. 2. System Architecture Ontology to discover patterns of lifestyle associated with NCD 
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Fig. 7. Competence question: causes or symptoms of diabetes 

 

 

Fig. 8. Competence question: causes of NCD 

5 Conclusions 

A system of ontologies to support decision making related to the problem of chron-
ic noncommunicable diseases has been submitted. Systems ontologies are a new 



 System Development Ontology to Discover Lifestyle Patterns Associated with NCD 55 

 

efficient alternative to the problem of integration of ontologies, also exploits the 
wide range of semantic relationships established between individual ontologies 
system.  

The lifestyle patterns are determined by multiple dimensions such as: people, 
symptoms, nutrition, NCD, physical activity and geographical region. Each of these 
dimensions has been modeled as an ontology and then be imported as a single macro 
ontology ontology representing lifestyles. A case study develops this subject follow-
ing the methodology proposed and proved queries using descriptive logic is possible 
to cover the explicit relations questions of competence.  
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Abstract. Lowering costs and easy access to health information is important to 
public healthcare workers (PHWs) and patients who are both offline and online to 
improve equitable access to healthcare information. Harnessing mobile health 
(mHealth) improves the quality of and access to healthcare services in low income 
countries in which residents are remotely dispersed and have limitations in 

accessing the internet. Unstructured Supplementary Service Data (USSD) 
technology has been used to perform mobile money transactions through Ecocash, 
Telecash  and Onewallet services but there is little use of the technology for 
clinical data repositories (CDRs). USSD codes facility is a cross-platform mobile 
handset support solution which allows the health services providers and patients 
to interact almost anywhere and at anytime. MHealth implementation through 
platforms such as EconetHealth merely focuses on health tips and there is need for 
emphasis on linking CDRs with USSD technology. 

Keywords: mHealth·USSD technology·CDRs·EHRs·PHWs. 

1 Introduction 

USSD technology is a real time session based messaging service between the cell 
phones and an application server in the network. The service is a cross-platform hand-
set support facility (basic feature phones and smartphones). The USSD service had 
mainly been used for mobile money transactions in both Zimbabwean rural and town 
communities. The Ministry of Health and Child care (MOHCC) can exploit the com-
petence of USSD codes by providing PHWs a menu driven, interactive EHR patient 
profile checking and SMS notifications. EHR data from the healthcare facility level, 
district, provincial and national level can be integrated into Clinical Data Repositories 
(CDRs) for healthcare information access and decision making for real-time patient 
care [2]. Querying from the CDRs results in efficient access to data and informed 
patient care such as diagnosis and prescription practices.  

Health applications need to be developed around USSD technology since it is not 
internet dependent. The internet has limitations such as poor network infrastructure, 
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costly and limited access to other users. Even though, relatively low cost android 
smartphones such as G-Tide and Huawei are flourishing on the market the majority 
populous do not afford to connect to the internet 24/7. Registered pregnant women at 
clinics/hospitals must be registered to receive pregnancy related information and care 
from Ministry of Health and Child Care services (MOHCC). An Antenatal, perinatal 
and postpartum care platform using USSD technology is proposed which addresses 
limitations in information access to healthcare services (during the day, night or even  
holidays) and lack of information sharing (coordination and integration) among 
healthcare facilities. The platform is an integration of education and awareness pro-
grams, the helpline facility, and the remote data collection program. 

2 USSD Technology and eHealth Projects in Zimbabwe 

MHealth is a branch of eHealth (mainly supported by EHealth services/systems) 
which focuses on delivery of healthcare services using  mobile devices such as cell 
phones and Personal Digital Assistants (PDAs), laptops and so on [15]. USSD  
communication protocol allows sending of USSD text between a mobile phone and 
programs running on the network. The USSD gateway application programming in-
terface (API) allows easy    integration of SMS services/functionality. USSD transac-
tions can be initiated by either the network or the subscriber. USSD centre is totally 
open and can be integrated with any telecommunications system/device and the inter-
net. The hub supports USSD codes execution from the home network at no cost  
during roaming.  

Mobile penetration in Zimbabwe is approximately 60% which is more than half of 
the entire population [10]. The proliferation of mobile phones facilitates easy dep-
loyment of mHealth applications. Smartphone penetration stands at 15% [11] which 
implies that for the entire population; at most this proportion can access the internet 
using mobile phones [13]. 

Transactions using USSD codes are in the format *3digit# where the asterisk 
marks the beginning of the format string and the hash symbol marks the end. The 
format can have more than one asterisk marking the query levels to be performed. 
USSD software solutions have been developed for many applications such as mobile 
money and Facebook. A mobile money transaction using EcoCash for balance en-
quiry for example is in the form *151*200# and is then followed by menu commands 
until the user gets a transaction confirmation message using SMS. Facebook for 
USSD is accessed using the code *325# or *fbk# and allows the user to interact as if 
she/he is on the web. Interactive menu-based sessions can easily be navigated since 
almost all mobile phone users use USSD codes for airtime recharge and balance  en-
quiry and mobile banking and, of course, the population is highly literate (approx-
imately 92%). USSD platforms are cost-efficient to both the customer (no data 
charges applicable and can be used on basic feature phones) and mobile operators (no 
need for investment since the facility is supported by GSM networks), and is secure 
(requires login authentication). 
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Clients using the platform can freely access it or will be charged relatively low fees 
using methods such as pay-per-view. Since USSD codes can be accessed where there is 
a mobile operator network (without the internet), it can be accessed anytime and any-
where [8, 9]. The average mobile operator network coverage of the populated areas is 
above 86.67% with Telecel Zimbabwe having about 85%, Econet Wireless Zimbabwe 
above 90% and NetOne has network coverage above 85%. Network expansion pro-
grams can be rolled out to the unserviced communities and this can be facilitated by 
partnerships of mobile operators (being governed by Postal and Telecommunications 
Regulatory Authority of Zimbabwe (POTRAZ)) in sharing base station equipment [12]. 

In June 2014 the MOHCC officially launched the District Information Software 
Version 2 (DHIS-2) and the mHealth solution using mobile phones to report on HIV 
results for pregnant women in promotion of the Prevention of Mother to Child 
Transmission (PMTCT) program. The DHIS-2 supports integration of different exist-
ing information systems such as Tuberculosis (TB) and village health worker infor-
mation systems. The SMS based mHealth solution for weekly disease surveillance has 
been rolled out in more than 75% of the nation’s health facilities. DHIS-2 has been 
rolled out in 83 government owned health facilities including district, provincial and 
central hospitals. It supports collection, management and analysis of patient data. It 
also supports SMS based solutions such as capturing patient information, broadcast-
ing SMSs to patients and Healthcare workers [6, 3]. 

DHIS-2’s potential can be unlocked by integrating the platform with USSD technolo-
gy by allowing healthcare personnel to register in their respective healthcare centres and 
to allow them to send information directly to the DHIS-2. Information in the DHIS-2 will 
be cleaned and analysed and then transmitted to the Clinical Data Repository which will 
be accessed through an interface of USSD codes. CDRs provide a cross-sectional view of 
patient information (from a variety of sources) which is easily accessible and facilitates 
pattern and trend analysis of patient information such as specific specimen results which 
results possibly in the improvement of illness diagnosis [1]. 

2.1 Mobile Money Transactions and mHealth Using USSD Technology 

Mobile money transactions through Econet Wireless Zimbabwe’s EcoCash service, 
Telecel Zimbabwe’s TeleCash service and NetOne’s Onewallet service are changing 
the landscape in which business transactions are carried out. The EcoCash mobile 
money platform offers services to receive and send money as well as pay bills using 
USSD codes. There are several products and services offered including buying air-
time and data bundles, making payments to registered billers or merchants such as 
school fees, checking balance enquiry, banking services including linking your Eco-
Cash account with the subscriber’s bank if registered. The bank to wallet service al-
lows a client to transfer money from the EcoCash wallet to the bank and vice-versa, 
check the account statement and balance enquiry on the bank account [4]. 

EconetHealth platform is an educational platform which focuses on general  
wellness health tips, disease outbreak alerts, women’s health, and chronic diseases 
management such as diabetes through broadcasting SMSs (Bulk SMS) to its mobile 
subscribers. The prenatal and perinatal health tips are in the form of video tips on 
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YouTube. Health tips accessed via USSD technology are categorised into six, namely 
live well, and lose weight, pregnancy, healthy woman, stress and diabetes. Clients 
subscribe to access information on a specific topic for a daily fee of $0.05 which is 
50% more costly than USSD sessions which can even be accessed at no cost [5]. 
MOHCC services must apply USSD code facility which it uses in integrating various 
health DSS applications. Deploying a USSD service typically requires collaboration 
with mobile network operators. The MOHCC must implement a costing model so that 
patients will access the platform at no cost or at a relatively low cost especially  
for interactive USSD menu-based sessions. The costing model should use optimal 
parameters in billing such as per subscriber request, per time interval and per session. 

3 Method 

A systematic review of literature was conducted concerning USSD technology,  
mobile subscriber penetration rate, mobile operator network coverage density, and 
perinatal care system PHWs’ work processes. Content analysis was used to explore 
the cost and accessibility of USSD technology.  

4 Discussion 

PHWs’ work processes can be improved through implementation of mHealth applica-
tions which support education and awareness, self-help USSD support portal facility, 
remote data collection and access. The prenatal and perinatal care system has been 
analysed and clinical processes which can be accomplished with USSD technology 
have been identified. Healthcare workers or the MOHCC can broadcast SMSs to all 
patients or specific patients across the mobile operator networks, thus targeting re-
mote areas with few PHWs and have limited access to healthcare services. Healthcare 
system promotional programs including awareness and education are critical in trans-
formation of the industry. EconetHealth tips already supports general perinatal care 
system health tips hence there is need to develop education and awareness tips which 
are patient-centric. Patients might be reminded about their pending visits thus promot-
ing or encouraging a minimum of 4 ANC visits for pregnant women. In addition, they 
can be reminded about their drugs collection dates and their routine drug uptake.  
The postnatal care givers will be reminded about pending home visits to the mother 
and infant. Healthcare workers’ sensitization to adhere to medical guidelines and 
protocols for maternal healthcare services can be done using SMS. 

Helpline facilities are crucial as they aid patient self-service care, for example short 
codes are used to invoke attention from the healthcare workers or responsible authorities 
such as call back services or linking the patient to other healthcare services. In addition 
hotline facilities or dial up numbers for automated responses can be used which directs 
the user to appropriate assistance. Patients can easily be referred to other healthcare 
facilities since the platform must be an integration of private, public and faith-based 
healthcare facilities. PHWs can access specialist services such as remote diagnosis of a 
specimen which results in time and costs reduction. Mobile phones support geolocation 
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services where the patients seeking care can easily locate the nearest healthcare facility 
using a USSD application linked to the geolocation finder. EconetHealth already has a 
facility to talk to trained physicians using the Dial-a-Doctor service. 

MHealth supports remote data acquisition which can be in the form of a USSD in-
teractive menu filling in questionnaires/survey (with validation checks) on related 
trimester information thus providing an effective facility to gather and transfer data 
quickly at no cost or at relatively low cost. This also bridges the gap for some patients 
who might not be able to visit their local clinics or any other health facility due to 
transport limitations (barriers), illness, etc. PHWs can easily collect data during home 
visits of mothers and infants during the postpartum period and during the first trimes-
ter period such as information relating to screening of racially specific conditions and 
identifying pregnant women’s cultural beliefs and history. 

The CDR will be developed from a data mart point of view since it focuses on 
pregnant women. Pregnant women who visit any healthcare facility should be regis-
tered to access the USSD technology platform irrespective of the mobile operator 
they’re using. Conglomeration of all mobile network providers (Econet Wireless 
Zimbabwe, Telecel Zimbabwe and NetOne) for standardisation in accessing the ser-
vice is essential. The technology is ideal since approximately 15% of the 60% of the 
entire population (who own a cell phone) which is less than one million residents) 
own a smartphone, thus the cross-platform facility bridges the gap for the 85% feature 
phone users [7]. Figure 1 overleaf describes the interaction of an EHR platform which 
is an eHealth platform incorporating a mHealth platform (USSD technology). The 
CDR retrieves information from the EHR which is optimised and then synchronised 
using an interface so as to connect to the USSD platform. 

 

Fig. 1. Clinical Data Repository synchronisation with USSD technology 
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The USSD platform which is accessed by the user interacts with the EHR (front-
end using short codes) which sends a query message to the CDR (back-end) and upon 
retrieval of response, the response is sent back to the EHR using an interface and 
finally the front-end sends back the response to the user (USSD platform). 

The annual growth in mobile penetration facilitates the adoption of mHealth initia-
tives by the government and private sector. The level of mHealth investment is mod-
erate as the government with the aid of donors deployed the DHIS-2 solution from the 
DHIS-1 and the Weekly Disease Surveillance System (WDSS) and other platforms. 
Operational costs incurred while using WDSS such as sending SMSs is being funded 
by The Global Fund [14]. The limitation of DHIS-2 of being accessed over the inter-
net is eliminated since real-time access to the network server is done using USSD 
codes. The shortage of desktop computers and laptops in the wards and erratic power 
cuts is eased since nurses and other healthcare personnel can easily access patients’ 
information using their mobile handsets. Accounts creation for the platform must be 
decentralised to the healthcare facilities /centres with authorisation being done at na-
tional or provincial level depending on the duty station of the PHW. 

5 Conclusions 

POTRAZ has deployed a consultation paper to come up with legislation on base sta-
tions infrastructure sharing and must now focus on rolling out the program so that 
there will be mobile network coverage saturation. The USSD platform accesses in-
formation from the CDRs using the mHealth application interface for USSD codes. 
EHRs from different healthcare facilities must be centralised to the national EHR 
from which the CDRs are developed. Public, private and faith based healthcare insti-
tutions, mHealth developers, mobile operators and the MOHCC and other stakehold-
ers must have a partnership which focuses on how to develop a framework which 
supports engagement of all major stakeholders to target almost the entire population 
in delivering competitive mHealth services at low cost. The platform must be piloted 
in Provincial Hospitals on short term basis while benchmarking performance and 
identifying opportunities for scaling up the project on long-term basis at national lev-
el. The framework must focus on policies such as subsidisation and exchanges e.g. tax 
incentives on mobile operators to reduce consumers’ costs in accessing the USSD 
technology. In an attempt to reduce costs donor funding from Global Fund, UNDP 
and other donors must be solicited. The standardisation of USSD programming codes 
of the mHealth platform is important for easy integration of applications across  
networks and to the system users. 

The parallel run duration of using the DHIS-2 platform with hard-copies needs to 
be trimmed through intervention strategies which facilitate early adoption of ICTs 
such as training healthcare personnel or giving incentives to those who fully imple-
ment the platform since it is a pre-requisite for the scaling of CDRs. PHWs will no 
longer capture patient demographics information during admissions or request for 
patient referral details from other facilities which results in less time in managing 
each patient case and executing tasks. The use of multiple registers is eliminated thus 
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further reducing paper work as it will now be a matter of using USSD string to access 
the necessary information. Barriers and opportunities after implementation of the 
technology must be evaluated and addressed accordingly. Legislation, policy and 
compliance standards must be setup for uniformity in mHealth. 

Android applications can act as a ‘website’ to access the EHRs and CDRs and these 
applications can be categorised as online and offline applications. Offline applications 
are considered essential since they are partly internet dependent, PHWs can accom-
plish their tasks even while offline and the application automatically synchronises with 
EHR whenever they connect to the internet. USSD technology integration with offline 
android applications will be essential since these applications will fill the gap of li-
mited information access through USSD technology. In a nutshell, the use of USSD 
technology must result in improved productivity and efficiency in PHWs’ work 
processes rather than the opposite and the limitations of computational power and 
battery power challenges are reduced which is commonly characterised with the use of 
installed applications and connecting to the internet. Offline android applications 
integration with USSD technology would be ideal to fully utilise the CDRs.  
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Abstract. Wearable electronics are gaining commercial relevance nowa-
days. Applications like smartwatches and personal fitness trackers are al-
ready commercially available. Unfortunately, the operating time of most
current devices is limited by small battery capacities. Many devices re-
quire to be charged every day. Human bodies can generate egnough power
to operate electronic devices practically indefinitely. The challenge is to
harvest this power and to use it as efficient as possible.
This paper bases on our previous paper [1] and our studies of energy

harvesting on human bodies. It compares the amount of electrical energy
being available from human body energy harvesting with the energy
efficiency of certain representative microcontrollers. The paper gives a
guideline to choose the best microcontroller for different mount points
on human bodies according to their available, continuous power budget.

1 Introduction

Electronic devices being operated in or at the human body have to be lightweight
and small to be accepted by the user. Powering wearable electronics directly
from the human body can increase their usability. But harvesting energy from
the human body itself is much more complex than using rechargeable batteries.
This paper gives an overview of the state of the art in energy harvesting from
human bodies. It lists different energy sources and their amount of available
power. For each of these energy sources, some existing harvesting solutions are
presented. For each harvesting solution, the amount of available power and its
variation over time will be discussed.

Microcontrollers are well suited for wearable electronics with their limited
built space and energy consumption. Their architecture is well tested and soft-
ware development tools are widely available. The existence of prototype boards
allows to start software development for a new product on the first day of the
development phase. Certain microcontrollers can even be bought as soft IP and
used as part of application specific circuits (ASICs) to built smaller and more
energy efficient devices.

However, the task of finding the appropriatemicrocontroller for the correspond-
ing design specifications is still difficult and time consuming. The datasheets
provided by microcontroller manufacturers only show the amount of power being
consumed at different operating voltages and clock frequencies. For a fair com-
parison, the processing power of each microcontroller architecture has to be taken
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into the equation. Different microcontrollers can draw the same power but provide
different compute speeds. A microcontroller that gets the job done faster can be
put into sleep mode earlier. So a fast architecture can have a lower average energy
consumption than an architecture with a lower power draw, for a certain compute
load. Putting a device to sleep for most of the time is a widely used technique to
reduce the average power draw of ultra low energy applications.

Our selection of microcontrollers ranges from well known 8-bit to 32-bit archi-
tectures. In addition to our previous papers, we also added the newer STM32L0xx
and STM32L1xx types. The list of tested devices is sorted by architecture and
by name.

– 8-Bit Architectures:
• Z8 Encore! XP F0822 from Zilog [2]
• PIC18F46J50 from Microchip [3]
• C8051F912 from Silicon Labs [4] with an 8051 core,

– 16-Bit Architectures:
• MSP430G2553 from Texas Instruments [5] (16-bit RISC architecture),

– 32-Bit Architectures:
• EFM32G210F128 from Energy micro, Silicon Labs [7] (ARM Cortex-
M3),

• STM32L100RCT6 from ST Microelectronics (ARM Cortex-M0),
• STM32L053R8 from ST Microelectronics (ARM Cortex-M0).
• STM32F051R8 from ST Microelectronics (ARM Cortex-M0),
• STM32F107VCT6 from ST Microelectronics [6] (ARM Cortex-M3),
• STM32F429ZIT6 from ST Microelectronics (ARM Cortex-M4)
• STM32F302R8T6 from ST Microelectronics (ARM Cortex-M4).
• STM32W108CB from ST Microelectronics (ARM Cortex-M3),

The aforementioned microcontrollers are compared by use of a common bench-
mark suite. The comparison is done in terms of power consumption, execution
time and energy consumption from the microcontroller, excluding the board and
the possible peripherals from this comparison. The benchmark suite has been
choosen to represent different typical compute scenarios.

The rest of the paper is organized as follows. Section 2 presents an overview
about eHealth applications and a state of art from energy harvesting on human
body. In Section 3 we present and describe the benchmarks, their application on
the microcontrollers and hardware test setup we adopted in order to measure
the power and energy consumption of the microcontrollers, and in Section 4 we
present and discuss the results of the measurements. Finally in Section 5 we
conclude the paper.

Harvesting energy for electronic devices directly from the human body is a
challenging task. The idea behind it is to provide electronics with a practically
unlimited operational time. Wearable electronics could be put on and used like
traditional clothes. Some of these devices still contain batteries as energy storage.
And they might have to be recharged but in a greater intervall than without using
energy harvesting.
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2 State of Art

The human body comprises quite a few potential power sources. Figure 1 shows
an overview of the different available power sources which can be found on
human bodies. In the below mentioned figure, brackets show the total amount
of available power. The figure gives also the amount of harvestable energy by
use of the harvesting technology.

Fig. 1. Energy Sources on Human Body [9]

The amount of power available for energy harvesting must be much less than
the total amount to avoid negative physical effects on the user [9]. Also, an up
to date overview of human body applications, mainly eHealth applications, is
presented.

2.1 Human Body Applications

Human Body applications are related to the interaction between human body
and environment or the human body itself. They may use a Body Sensor Network
(BSN) to implement a hierarchical communication structure. Smart Society as
parameters measurement for contextual advertising or interaction with personal
devices. On the other hand those Human Body applications can be related to
the body itself, for example measuring or regulating internal parameters. This
scope of application is known as eHealth, which is a very promising research
area.
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eHealth is a wide matter and some of the most interesting applications are:

– External monitoring
These applications are based on analyze and transmit information from the
human body. This information is being processed by external devices. A
typical application are the physical activities trackers.

– Internal monitoring
Internal monitoring applications are commonly part of another systems.
Those systems measure different parameters (blood pressure, oxygen or glu-
cose on blood, etc) and transmit this information to other external or internal
systems as specifical medicine machines.

– Internal intervention
An internal intervention makes reference to a small actuator located in the
human body, in order to improve the performance of some human body
functions. Some functions are the blood circulation, insulin distribution or
hormone regulation.

One of the most important requisite for these applications is a sufficient hardware
support, not only communications or sensors but also microcontrollers. More-
over, the power supply is another relevant study scope. The best approach to
supply those devices is the energy directly scavenged from the human body, but
there are some limitations and issues with those scavenging system, that makes
this approach difficult to be developed. The next section gives an overview of
the energy harvesting techniques on human bodies.

2.2 State of Art of Energy Harvesting on Human Bodies

Based on techniques and analysis of recent research results, this section gives
a detailed overview of the different energy flows on human bodies and how to
scavenge energy from them.

Several flows of energy can be found on the human body. Each flow is presented
in a separate point focusing on the particular scavenging technique for it.

Chemical Energy. Food is the energy source of human bodies. It has nearly the
same gravimetric energy density as gasoline and 100 times greater than batteries
[10]. Human bodies store energy in fat cells distributed in various regions. Each
gram of fat stores and equivalent of 37.7 kJ. An average person of 68 kg (150
lbs) with 15% body fat stores an approximate equivalent of 384 mega joule [9].

Energy from Liquid Fuels. Common liquid fuels are formic acid, ammonia
or methanol. They show energy densities of 1.6, 5.2, and 5.6 kWh/kg. Liquid
hydrocarbon fuels have gravimetric energy densities around 13 kWh/Kg. Typical
electric generators based on these fuels provide a conversion efficiency of 25%.
Electric energy generators powered from liquid fuel can provide energy densities
of 3.25 kWh/Kg. For individual applications, the entire power system has to
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be evaluated including fuel, fuel storage delivery and power conversion. When
complete power systems are taken into the equation, batteries remain a strong
personal power option for many applications.

Mechanical Energy. Muscles in the human body convert food into mechan-
ical work at efficiencies up to 25%. The usable mechanical output of human
bodies can reach 100W for average persons and 200W for elite athletes [10]. Ob-
viously only a small portion of this energy can be detoured to power an electric
device without disturbing the human gait. For example, according to Starner
and Paradiso, a maximum of 13W is available for energy harvesting for a 1 cm
stroke [9].

Another kind of systems generate power when moved cyclically. Despesse et
al. [11] research analyses a structure for electrostatic transduction with high
electrical damping. This electrostatic transduction is designed to operate with
low frequencies, typically less than 100 Hz. Other authors like Beeby et al [12]
explain, for example, how an 18 cm2 1cm volume device with a 0.104 kg inertial
mass was electro discharge machined from tungsten and produced a scavenged
power of 1052 μW for a vibration amplitude of 90 μm at 50 Hz. This rep-
resents a scavenged efficiency of 60% with the losses being accounted for by
charge/discharge and transduction losses.

Thermal Energy. The human body produces waste heat in the range from
81W (sleeping) up to 1630 W (sprinting). Carnot efficiency limits the amount of
power that can be harvested. Harvesting thermal energy always requires a tem-
perature difference. The bigger the difference the more energy can be harvested.
Assuming normal body temperature of 37◦C, the Carnot efficiency is 5.5% for
20◦C (difference of 17◦K) and 3.2% for 27◦C (difference of 10◦K) room temper-
ature. Using a Carnot heat engine to model the recoverable energy yields 3.7 –
6.4 W of power.

A design of a micro machined thermopile from 2007 shows output voltage of
13 mV/K/cm2. Simulations showed an output power around 1.5 μW at 1V for
a watch sized TEG placed on a human body [14].

3 Benchmarks on the Microcontrollers

A fair evaluation and comparison of different microcontrollers requires the exis-
tence of a common framework, a common set of tasks (benchmarks) to run on
all of them. There are many published sets of benchmarks which are designed for
testing microprocessors as well as the EEMBC [8] (Embedded Microprocessor
Benchmark Consortium) benchmarks which aim at different kinds of application
fields. For our work we focused on benchmarks designed for low power micro-
controllers that are comercial available.

3.1 Benchmarks Overview

Instead of selecting exclusively one of these suites, we borrowed from each one
the functionality most probably used in eHealth applications. Both of these
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benchmark suites have been tested on simulators before, but testing them on real
microcontrollers presented us with one problem. The memory available on some
of the microcontrollers is very limited compared to the needs of some of these
benchmarks (such as the compression algorithms in the ImpBench). Therefore
and due to the memory limitations, the set of benchmarks we assembled, consists
of the following applications:

– Dijkstra: routing is a typical function needed in most networks.
– Mathematical operations: in order to stress the processor we include integer

mathematical operations such as square root calculations.
– Checksum and CRC32: data integrity control is necessary in communications

over unreliable connections.
– AES: security functionality is also vital in all communications.

3.2 Application of Benchmarks on the Microcontrollers

In order for the benchmarks to be applicable on the microcontrollers we made
certain changes. Firstly in the case that a benchmark takes the input data from
a file, we substituted the data file with a byte array stored in the ROM of the
microcontroller. Secondly we simplified the benchmark functions where it was
needed, in order to limit their memory needs. Table 1 presents the size and type of
memories available on each microcontroller. From this table it becomes obvious
that the 8-bit and 16-bit microcontrollers have very small memories which limit
the programs that they can store and execute. With these changes we can fit
the 4 benchmarks previously mentioned in any of the tested microcontrollers.

Table 1. All tested Microcontrollers

μC Flash RAM Frequency Range Voltage Range

Z8 Encore! XP F0822 8 KB 1 + 4 KB 5 - 18.4 MHz 1.8 - 3.6 V

PIC18F46J50 16 KB 768 bytes 0.032 - 48 MHz 2.0 - 3.6 V

C8051F912 16 KB 768 bytes 1.25 - 24.5 MHz 0.9 - 3.6 V

MSP430G2553 16 KB 512 bytes 0.125 - 16 MHz 1.8 - 3.6 V

EFM32G210F128 128 KB 16 KB 0.125 - 32 MHz 1.98 - 3.8 V

STM32F051R8 64 KB 8 KB 8 - 64 MHz 2.0 - 3.6 V

STM32F107VCT6 256 KB 64 KB 8 - 72 MHz 2.0 - 3.6 V

STM32F302R8T6 64 KB 16 KB 8 - 64 MHz 2.0 - 3.6 V

STM32F429ZIT6 2048 KB 256 KB 8 - 168 MHz 1.8 - 3.6 V

STM32L053R8 64 KB 8 KB 0.128 - 48 MHz 1.65 - 3.6 V

STM32L100RCT6 156 KB 16 KB 0.65 - 48 MHz 1.65 - 3.6 V

STM32W108CB 128 KB 8 KB 8 - 168 MHz 2.1 - 3.6 V
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The maximum and minimum frequencies listed here are the limits of the
prototype boards being available for the benchmark. Some boards (e.g. for
STM32F302R8T6) did not provide an external crystal and were only tested
with their internal RC oscillator.

3.3 Hardware Test Setup

In this section we describe the methodology we followed in order to measure the
energy consumption of the microcontrollers. The test setup includes one RMS
amperometer and one voltmeter, with the amperometer we measure the current
that drives the microcontroller and with the voltmeter the operating voltage
of the microcontrollers. According to the datasheets, each microcontroller can
operate at a range of voltages. In order to get the minimum possible energy
consumption measurements, we use the minimum operating voltage for each
microcontroller.

Subsequently we use the measured current and voltage to calculate the power
consumption. The energy consumption calculation is made according to Equa-
tion 1. The calculation of the Clock Cycles has been described in Section 3. The
results of these measurements are presented in the following section.

Energy = Power× Execution Time = Power× Clock Cycles× Clock Period (1)

4 Performance Analysis

In this section we present the results we acquired through the measurement
procedure described in the previous section. For every microcontroller we show
the results for a variety of operating frequencies and different frequency sources,
where possible. The Z8 Encore! XP microcontroller worked correctly with exter-
nal oscillators at frequency values varying from 5MHz to 18.4MHz. We tested the
PIC with its internal oscillator (INTOSC) from 32kHz to 8MHz, and with the
high speed oscillator (HS) from 8MHz to 48MHz. We operated the C8051 with its
low power internal oscillator (INTOSC) from 1.25MHz to 20MHz, and with its
programmable precision internal oscillator (LP) from 3.062kHz to 24.5MHz. We
configured the MSP430 to operate with the internal digitally controlled oscillator
from 125kHz to 16MHz. We operated the EFM32 in 2 modes: high frequency RC
oscillator (HFRCO) from 7MHz to 28MHz and high frequency crystal oscillator
(HFXO) from 2MHz to 32MHz. We tested the STM32F0, STM32F3, STM32L0
and STM32L1 operated with their internal oscillator, in a range from 65KHz to
48MHz, STM32F1 and STM32F4 with an external oscillator in the frequency
range from 8MHz to 72MHz, and 8MHz to 168MHz, respectively. Finally the
STM32W at the nominal frequency 12MHz of the High-frequency internal RC
oscillator. The STM32F4 provides the widest frequency range of all tested mi-
crocontollers followed by the PIC.
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The Figures 2 and 3 present the power and energy consumption respectively,
on each of the microcontrollers for every frequency and mode of operation that
we tested. The illustrated power consumption is the power that a microcontroller
consumes while in active mode and it has been measured through the procedure
described in Section 3.3. The illustrated energy consumption is the energy that
the microcontrollers consume for a single execution of the benchmarks presented
in Section 3.1 and it is calculated according to Equation 1 described previously.
The x and y axes on both graphs are logarithmic for visual purposes.
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Fig. 2. Power consumption in the microcontrollers

As we see in Figure 2, the power consumption appears to increase almost
linearly within this logarithmic representation.

Furthermore we notice that the 8- and 16-bit architectures have generally
smaller power consumption compared to the 32-bit ones. The Z8 Encore! XP
is a significant exception in this observation. It stands out to draw more power
per megahertz than any other microcontroller in our test. This is astounishing
because its 8-bit architecture is expected to consume less than 32-bit architec-
tures. The microcontrollers with lowest power consumption in our test prove to
be the MSP430 and the PIC. These consume 143 μW at 125 kHz and 92.7 μW
at 32 kHz respectively.
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Fig. 3. Energy consumption for one execution of the benchmark suite

Figure 3 shows that the energy efficiency increases with the operating fre-
quency for all tested architectures if we don’t consider the idle time after the
benchmark execution. So the gain of computing power is greater than the in-
crease of power consumption. It is usual that the manufacturers of microcon-
trollers optimize each device for its maximum frequency, the graph reflects that
fact. Moreover, the curves of some architectures (EFM32 HFXO, PIC INTOSC)
show a saturation effect at higher frequencies. So the gain of computing per-
formance decreases at higher frequencies. The reason may be internal limiting
factors. We also observe that the 32-bit architectures are generally more energy
efficient than the 8-bit ones. 32-bit microcontollers can compute more data per
clock cycle than 8-bit derivatives. We can also observe that the Z8 Encore! XP is
the least energy efficient microcontroller, followed by the PIC. Even though the
PIC microcontroller shows an overall low power consumption, due to its very
small instruction set. The old 8-bit instruction set is much slower in executing
the benchmarks than its competitors. At low frequencies the PIC consumes even
more energy than the Z8 Encore! XP. Less energy demanding are the C8051 and
the two STM32L microcontrollers. The C8051 is much faster than the other 8-bit
microcontrollers. This makes it the most energy efficient 8-bit microcontroller in
our test. The STM32W microcontroller on the other hand is slower and more
power hungry than any other 32-bit microcontroller in our test and thus less
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energy efficient. At the low frequencies the MSP430 microcontroller is quite en-
ergy efficient thanks to its remarkably low power consumption and relatively fast
execution. This microcontroller is a good choice for applications that do not
require the raw computing performance of 32 bit architectures. The STM32F
series has been designed for high computing performance. At its maximum clock
frequency the STM32F is even more energy efficient than the MSP430. The
STM32L series has been designed for ultra low energy consumption and high
computing performance. At its high frequency, both STM32L microcontrollers
are the most energy efficient devices in our test. Moreover the STM32F0 and
STM32F4 have a very good results. Each one provides the best efficiency in a
different range of clock frequency. The STM32L0 rules the competition in the
range from 12 to 48 MHz and the the STM32F0 is best in class from 48 to 72
MHz. If even higher computing power is required, the STM32F4 can provide it
at the same efficiency as the other two.

Figure 3 also shows some surprising behaviours. The PIC INTOSC, Z8 Encore!
XP, MSP430 and EFM32 HFRCO curves show peaks where the microcontrollers
are either less power efficient or more power efficient than expected from the gen-
eral trend. For example the PIC INTOSC at 125 kHz becomes much more energy
hungry than for all other frequencies. The Z8 Encore! XP shows the opposite be-
haviour as at 8 MHz it is more energy efficient than at 7 MHz and 10 MHz. The
MSP430 shows a declining energy consumption but at 2 MHz the energy con-
sumption rises again. The reasons may be due to efficiency variations of internal
DC-DC converters. The STM32F and STM32L families show a typical declin-
ing curve that gets more even for higher frequencies. These architectures provide
their highest computing efficiency at highest operating frequency. The STM32L1
is more efficient at higher frequencies than the STM32F4. For frequencies lower
than 4 Mhz, the STM32F4 is better. The most efficient microcontroller from ST
STM32L0 is also the best of all tested microcontrollers. Its optimal operating
frequency was found at 12. The EFM32 HFRCO shows an almost constant en-
ergy consumption for all the frequency values that we tested it. It is only beaten
by the STM32L0 at frequencies above or equal 12 MHz.

Table 2 compares the amount of benchmark runs that can be computed by
the different microcontrollers being powered from energy harvesting on the hu-
man body. Each column shows the estimation for a certain mount position. The
variations come from different human activities as shown by [13]. Each microcon-
troller is assumed to run at its most efficient frequency. The more power being
available and the more efficient a microcontroller computes, the more bench-
marks can be run per hour (B/h). This table can be used as a decision matrix to
choose the right microcontroller for a certain application. Some human energy
sources provide enough power to operate all microcontrollers, while other require
more efficient and eventually more expensive microcontrollers. The STM32F4
and STM32L1 share the same power efficiency, though the F4 can compute a
result much faster. This can be an application requirement.
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Table 2. Estimation of Benchmark execution time (Benchmark per hour or B/h) for
the selected microcontrollers

μC Clock Hip Shank Foot Instep Wrist

(kHz) 1.40 - 22.89 μW 0.02 - 28.74 μW 0.39 - 28.44 μW 0.04 - 3.08 μW

Z8 Encore! 18432 0.29 - 5 B/h 0.1 - 6 B/h 0.1 - 6 B/h 0.1 - 0.6 B/h

PIC18F 48000 3 - 52 B/h 0.1 - 65 B/h 0.9 - 64 B/h 0.1 - 7 B/h

C8051 24500 4 - 64 B/h 0.1 - 80 B/h 1 - 79 B/h 0.1 - 9 B/h

MSP430 16000 5 - 88 B/h 0.1 - 110 B/h 1 - 109 B/h 0.2 - 12 B/h

EFM32 28000 13 - 205 B/h 0.2 - 258 B/h 3 - 254 B/h 0.4 - 28 B/h

STM32F0 64000 13 - 2210 B/h 0.2 - 263 B/h 4 - 260.34 B/h 0.4 - 28 B/h

STM32F1 72000 7 - 108 B/h 0.1 - 136 B/h 2 - 134.18 B/h 0.2 - 15 B/h

STM32F3 64000 10 - 164 B/h 0.1 - 207 B/h 3 - 204 B/h 0.3 - 22 B/h

STM32F4 168000 14 - 233 B/h 0.2 - 293 B/h 4 - 290 B/h 0.4 - 31 B/h

STM32L0 32000 18 - 291 B/h 0.3 - 365 B/h 5 - 361 B/h 0.5 - 40 B/h

STM32L1 48000 14 - 237 B/h 0.2 - 298 B/h 4 - 295 B/h 0.4 - 32 B/h

STM32W1 12000 3 - 51 B/h 0.1 - 65 B/h 0.9 - 64 B/h 0.1 - 7 B/h

5 Conclusion

Powering electronics via energy harvesting from the human body means to save
energy wherever possible. Selecting the right microcontroller for an embedded
system is the key to build a suitable solution. Lower frequency and smaller busses
mean less power draw. But the computing power shrinks too. If an 8- or 16-bit
microcontroller does not fit the computing requirements, 32-bit architectures
may provide it. Most of these high performance microcontrollers are most com-
puting efficient at their highest operating frequency. At low clock frequencies,
they provide less computing power than the smaller architectures. For a high
performance human body application this means to put the microcontroller to
sleep as often as possible. Every energy saving feature must be used. A software
developer must implement a more complex power state control than for older
8- and 16- bit architectures. The benefit are smaller reaction times due to the
much higher compute performance of modern 32-bit architectures.

Our tests showed that the PIC (8-bit) and the MSP430 (16-bit) consume
least power. Unlike the power consumption, the energy consumption per bench-
mark run decreases as the operating frequency increases. At low frequencies the
MSP430 shows a higher energy efficiency than STM32F1 and STM32W1. This
makes it a good alternative if its low computing power is sufficient for the in-
tended application. However the STM32L0 seems to be currently the best choice
for bodily devices. It is a good combination of high computing power, high com-
puting efficiency and low power consumption. The EFM32 comes very close to
the STM32L0 and is more suitable at lower frequencies.
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Abstract. The aim of this study is to assess whether image processing causes 
information lost on mammography images. In the study, 50 mammogram from 
MIAS database (open database of mammograms) are selected: 20 images in-
clude mass, 20 images include calcification and 10 normal images. Selected  
images are read and marked by radiologists. The same radiologists read the en-
hanced version of images after three months later. In order to assess the consis-
tency, inter-rater reliability statistics are used. Results indicate that image 
processing on mammography images especially images without calcification 
does not affect radiologists’ evaluation consistency. Also, it is indicated that 
images including calcifications reduce evaluation consistency of the radiolo-
gists and it is decided to use other image processing methods for images with 
calcifications. 

Keywords: image processing, mammography, radiology, interpretation, consis-
tency, reliability.  

1 Introduction 

Breast density is an important and widely accepted risk factor for breast cancer and 
interpreting mammography image is significantly important for diagnosis [1]. How-
ever, radiographic interpretations often rely on some degree of subjective interpreta-
tion by observers [14]. There are inter and intra-observer variability exists in any 
measurements made on medical images [13]. 

In the literature, it is widely used to compare assessments of radiologists with and 
without image processing of medical images using different image processing tech-
niques [2,3,4,5]. Krupinski et al. [2]  measured the diagnostic performance in reading 
of computed chest radiographs with and without the use of image processing by 
means of receiving operating characteristic analysis and found that the effect of image 
processing does not greatly influence diagnostic performance in chest radiography. 
Lund et al [6] investigated reader performance and image quality on standard film, 
computer film and computer monitor radiography viewing formats in the evaluation 
of skeletal extremity trauma. ROC is used to evaluate the observers’ performance. 
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Feng et al. [3] evaluated radiologists’ ability to detect subtle nodules by the use of 
standard chest radiographs alone and compared with bone suppression imaging used 
together with standard radiographs. ROC curves, with and without localization, were 
obtained for the observers’ performance. Rockette et al. [4] conducted a multireader 
observer-performance study on poster anterior chest images. Images are rated by three 
observers as to the difficulty of determining the presence or absence of each abnor-
mality when the true diagnosis was known and when it was not known. Zanca et al. 
[7] compared two methods for assessment of image-processing algorithms in digital 
mammography. Four radiologists assessed the mammograms for the detection of mi-
crocalcifications. After 8 months, the same images were interpreted by the same radi-
ologists. ROC analysis is used to measure the ability of an observer to detect and 
correctly interpret microcalcifications in mammograms.  

There are also studies to analyze inter-observer agreement in the interpretation of 
medical images [8, 9, 16, 17]. 

In Chen’s study [8], two different images were evaluated by two radiologists. 
Agreement on images was analyzed using intra-class correlation coefficient statistics 
and inter-observer variability between the two radiologist evaluators was evaluated 
using kappa statistics. In Inah’s [9] study, radiographs were subjectively evaluated by 
two radiographers and radiologists and coefficient of variability was used to check 
intra-reader consistency while agreement between the raters was determined by Co-
hen Kappa statistic. Skaane et al. [16] analyzed inter-observer agreement in the inter-
pretation of palpable noncalcified breast masses by means of mammography. The 
images were analyzed independently and without knowledge of the final diagnosis. 
The inter-observer variation was analyzed by means of observed agreement, kappa 
statistics. Hopstaken et al. [17] assessed inter-observer variation in the interpretation 
of chest radiographs of individuals with pneumonia versus those without pneumonia 
and used Kappa statistics. 

This is a preliminary work of an ongoing project to develop a decision support sys-
tem for mammography results (MDSS). MDSS has three basic steps: image en-
hancement, mass detection and classification of detected mass as malign and benign. 
MDSS is expected to classify detected mass automatically so it is important not losing 
diagnostic information after image processing for system performance. The objective 
of this study is to test whether image enhancement step causes data loss that affects 
radiologists’ decision. Inconsistency of radiologists’ evaluation is considered as an 
indication of diagnostic information loss. Thus, radiologists’ evaluation consistency is 
analyzed. 

2 Materials and Methods 

2.1 Collection of Mammography Images 

The study is a part of a computer-aided breast cancer diagnosis system. In the study, 
database of the Mammographic Image Analysis Society (MIAS) was used. MIAS is 
the most easily accessed and the most commonly used database for digital mammo-
graphy images [18]. Images in the database also include radiologist’s truth-markings 
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on the location of any abnormalities that may be present. In our study, 50 mammo-
gram from MIAS database were selected: 20 images include tumors, 20 images  
include calcification and 10 normal images. 

2.2 Evaluation of Images by Radiologists 

We worked with 2 female and 3 male radiologists who have different working expe-
rience. Selected images were screened and marked by the radiologists before and after 
image enhancement process. Image sets were read by radiologists after three months 
interval between two sessions in order to reduce the influence of learning effects on 
the results. In order to assess the consistency of radiologist’s evaluation, inter-rater 
reliability statistics was used. 

First assessment was conducted before the image enhancement process. Selected 
images were evaluated and marked on the scale 1-6 by five radiologists.  The mark 
indicates the abnormality level of the suspicious region according to the radiologist’s 
estimate of the probability of disease, or confidence level; e.g., 1 ≡ less that 2% prob-
ability of disease, 2 ≡ 3 to 5%, probability of disease, 3 ≡ 6 – 30% probability, 4 ≡ 31 
to 70%, 5 ≡ 71 to 94% probability and 6 ≡ greater than 95% probability.  

 

   

(a)       (b) 

Fig. 1. (a) Original MIAS (Mdb091) Image, (b) Enhanced Image of MIAS (Mdb091) Image 
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For the second assessment, selected images were processed by image processing 
techniques such as Median Filtering, Wavelet Based Thresholding, CLAHE, Anizo-
topik Diffusion Filtering and they were presented to the same radiologists after three 
months for evaluation. 

Figure 1 (a) shows original MIAS mammography image and Figure 1 (b) shows 
the enhanced image using the image enhancement techniques. In both images, origi-
nally labeled mass is marked in red square. It is clear that images are visually differ-
ent. Evaluation results of the radiologists in two sessions are shown in Table 1 for 
these images. All 50 mammography images were evaluated by the same way. 

Table 1. Radiologists’ evaluation on a MIAS image (Mdb091) 

Radiologists PreProcessing Eval. PostProcessing Eval. 

1 mass mass 

2 normal mass 

3 normal mass 

4 normal normal 

5 mass mass 

2.3 Data Transformation 

Evaluation results from all radiologists before and after image enhancement were 
combined for each image. Abnormality counts for each image were multiplied by the 
maximum probability of each marked label and then a cumulative probability value 
was obtained for each image. Before and after image enhancement, cumulative prob-
ability scores for each radiologist’s decision were obtained and inter-class correlation 
coefficients were calculated.  

Cumulative probability score = ∑ Abnormality counts of the label* maximum proba-
bility of the label 

An example of evaluation table for one image is shown in Table 2. dr1_pre and 
dr1_post values represent the number of suspicious regions identified by one radiolo-
gist before and after machine learning process on mammography. Columns represent 
the degree of the probability of being malign of those regions. Cumulative probability 
score is calculated by the product of maximum degree of the probability of being 
malign of the region and the number of suspicious region. In the example, radiologist 
identified four abnormalities before the image enhancement; two of them had malig-
nancy probability of 2%, one of them had maximum malignancy probability of 30% 
and other one had maximum malignancy probability of 94%. Cumulative probability 
score of this evaluation (ppre) was calculated as 1.28. In the same way, cumulative 
probability score after image enhancement (ppost) was calculated as 1.04.  
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Table 2. An Example Evaluation for one image 

Scale 1 2 3 4 5 6 
Probability  2% 3 to 5% 6 to 30% 31 to 70% 71 to 94% >95% 
dr1_pre 2  1  1  
dr1_post 2  1 1   
 
ppre = (0,02*2) + (0,30*1) + (0,94*1) = 1,28 
ppost = (0,02*2) + (0,30*1) + (0,70*1) = 1,04 
 
It is expected that these two cumulative probability scores, ppre and ppost, are as 

close as possible each other. The closeness of these two values indicates the consis-
tency of the radiologist’s decision on that image.  

2.4 Observer Consistency 

Categorical evaluation data were transformed continuous data by the calculation of 
cumulative probability score. For this reason, Cronbach’s Alpha can be used to eva-
luate radiologist reading consistency [10]. There is no best way to choose one statis-
tics over others because of normality, interval data or continuous data measurement 
type so that besides Cronbach's Alpha, Sperman Correlation, Pearson's R and Kappa 
statistics were also calculated to analyze variability.  

3 Results 

Consistency can be defined as to find the same result on repetitive occasions in differ-
ent times. In this study, instead of assessing radiologists’ diagnosis performance, the 
degree to which the same radiologists give consistent results on the same mammogra-
phy images was assessed using Cronbach’s Alpha and other statistics.  

Presented values in Table 3 and Table 4 are designed to show consistency statistics 
of five radiologists. Between before and after readings of each tree radiologists had 
high consistency especially according to Cronbach's Alpha. However, the reading of 
the other two radiologists showed a moderate consistency. Inconsistency might de-
pend on other factors such as experience, age, sex, psychological situation etc. [7].  
This can be statistically analyzed as a future work. 

Table 3. Consistency scores without calcification images 

Radiologists Cronbach's Alpha Spearman Correlation Pearson's R Kappa 

2 0.925 0.870 0.870 0.334 

1 0.884 0.788 0.817 0.346 

5 0.706 0.785 0.340 0.340 

3 0.627 0.591 0.511 0.207 

4 0.438 0.436 0.322 0.130 
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Table 3 shows the consistency statistics on evaluated images without calcification. 
According to tables, it can be concluded that mass detection performance consistency 
of radiologists was more consistent than calcification detection.  

Table 4. Consistency scores of all Images 

Radiologists Cronbach's Alpha Spearman Correlation Pearson's R Kappa 

1 0,837 0,698 0,749 0,182 

2 0,787 0,669 0,268 0,268 

3 0,382 0,361 0,283 0,130 

5 0,363 0,550 0,486 0,224 

4 0,273 0,278 0,188 0,152 

 
Our results indicate that image enhancement on mammography images especially 

images without calcification does not affect radiologists’ evaluation consistency sig-
nificantly. Also, it is indicated that calcification images reduces the agreement of each 
radiologists between before and after image enhancement. Thus, it is decided to use 
other image processing methods for calcification images [11]. 

4 Discussion 

There are many studies to measure the diagnosis quality of radiologists after image 
processing but it is very difficult to infer a general judgment that image processing 
improves or reduces radiologists’ diagnostic quality [2,3,4,5]. There are studies com-
paring image processing techniques e.g. Zanca et al. compared some algorithms in 
their study [7]. An image processing technique might give good results on some type 
of images as indication of diagnostic quality improvement of radiologists, but the 
same technique might not work on another type of image. For example, an image 
processing algorithm that gives satisfactory results on chest radiography might give 
poor result on mammogram image. Diagnostic performance studies depend on radio-
logical problem domain and image processing techniques that used in the study. Thus, 
wide and long term projects should be planned for generic usage that helps  
radiologists’ interpretation of images. 

MDSS is expected to classify mammography abnormalities automatically so it is 
important not losing diagnostic information after image enhancement for accurate 
classification [11,12]. Findings support that image enhancement process on mammo-
graphy images does not affect evaluation consistency of radiologists especially for 
images without calcification. These findings obtained by using image enhancements 
techniques mentioned in this study on mammography images. Similar findings  
were obtained using different algorithms and different radiological domains in other 
studies [16, 17]. 
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5 Conclusion 

This study focuses on the consistency of radiologists’ evaluation instead of their diag-
nosis performance before and after image enhancement. Image enhancement tech-
niques can create a quite significant visual difference between original and processed 
image. The main problem in this context is whether this visual difference hides any 
valuable information for the detection of abnormalities. Because, it is important not 
losing diagnostic information that might affect diagnostic decision of radiologists 
after image enhancement. Our findings emphasize that, for accurate diagnosis for 
automated classification systems, information should not be lost during image 
processing by doing this type of research. 
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Abstract. The linked open data (LOD) initiative – an initiative taken by gov-
ernments around the world to open up and link the vast repositories of data they 
hold across agencies and departments – features particular potential in the 
health care sector. The real value of linked open data comes from its interpreta-
tion, analysis and linking up which, in the healthcare sector, is expected to  
result in improved quality of care and lower healthcare costs. In particular, 
emergency  healthcare quality is expected to improve by making healthcare da-
ta, which is related to emergency  healthcare, available to authorized users at 
the point of care (suitably anonymized for security reasons) and by providing 
researchers with access to large volumes of data. In addition, the analysis of 
emergency  healthcare LOD can provide insights on a variety of factors contri-
buting to emergency medical services (EMS) usage and to EMS failures so that 
to formulate sustained emergency healthcare policies and enable effective and 
efficient decision making that results in improving emergency case morbidity 
and mortality indices. This paper addresses the general problem of LOD usage 
in emergency healthcare delivery and describes a LOD-based cloud service that 
seeks to automatically export appropriate emergency healthcare data of interest 
from a variety of sources, semantically annotate this data and enriching it 
through the creation of links with other, relevant, data. To this end the service is 
designed to interact with EMS information systems, electronic medical records 
(EMRs) and personal health records (PHRs).  

Keywords: LOD, open data, emergency healthcare, emergency medical services. 

1 Introduction 

Across the western world, the ageing populations, the increased rates of non-
communicable or chronic diseases like diabetes, and annually outbreaks like influenza 
have resulted in a substantial growth on requests for healthcare services including 
emergency medical services (EMSs) [1-3]. The latter are often considered some of the 
most important gateways to healthcare systems, consisting of ambulance agencies and 
hospital emergency units  that perform a variety of interrelated activities (administra-
tive, paramedical and medical) from the time of a request (call) for an ambulance till 
the time of patient’s exit from the emergency department (ED) of a hospital [2]. 

The increased emergency facility usage results in EMS failure to efficiently and 
timely manage emergency cases with high impact to emergency patient morbidity  
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and mortality. This holds especially in critical accidents or emergencies that require 
appropriate treatment at the place of incident and en route to a hospital and timely 
transfer to the most appropriate healthcare unit.   

The systematic collection, analysis and interpretation of big datasets related to 
emergency healthcare delivery from multiple sources helps in understanding patient 
factors associated with high utilization of EMSs so that to enable healthcare policy 
makers in making appropriate decision for optimizing emergency healthcare utiliza-
tion, improving emergency  healthcare outcomes and containing costs [1,3-5]. In 
particular, the use of dispersed emergency healthcare data retrieved from a variety of 
sources like EMS information systems, hospital electronic medical records (EMRs) 
and personal health records (PHRs) enables the identification of a sufficient number 
of subjects with specific characteristics (e.g. obese people that have frequent/non-
frequent EMS incidents due to a specific disease related to obesity) required for an 
analysis scenario. The aggregation of this data according to which only the counts of 
data having specific characteristics are considered, instead of using record raw level 
data, helps in preserving patient anonymity and its analysis can help in gaining know-
ledge of the relationships between pathological process (e.g. diseases or adverse 
events) and risk factors that lead to increased EMS usage [6]. Then, the derived 
knowledge can drive health policy in preventing unnecessary EMS usage (e.g. pa-
tients that can be treated in the local community), in better managing emergency cases 
(e.g. use the most appropriate emergency healthcare protocol, transfer cases to the 
most appropriate and available healthcare facility) and in efficiently utilizing emer-
gency healthcare resources. Despite the importance of EMS resource utilization to the 
healthcare system, very little health analytics effort has been devoted to the area of 
gaining insights about the cause of EMS use (or abuse) and about the impact of EMS 
utilization to healthcare delivery effectiveness and efficiency.  

Open Data is an emergent trend which consists of freely available data usually 
from public organizations that can be used in various analysis scenarios to provide 
valuable information and knowledge for enhanced decision-making [7]. Recently, the 
Linked Open Data (LOD) initiative has also emerged as a new semantic web para-
digm related to a set of best practice standards in publishing and linking heterogene-
ous data. LOD principles can be applied to both the representation and management 
of data stemming from multiple sources in order to tackle interoperability problems 
[7-9]. Examples of recent efforts on incorporating LOD principles in healthcare data 
are the Linked Life Data and the Linked Open Drug Data [10,11].  

The LOD initiative presents a very powerful approach to integrating heterogeneous 
data, although its true potential can only be realized when LOD is combined with 
“real” patient data from existing information systems (e.g. EMRs or EMS information 
systems). However, in practice, due to several privacy, security, ethical and policy 
issues, few patient datasets are available online and those mostly concern administra-
tive, as opposed to medical, data [4,5,10,11]. On the other hand, the creation of an 
emergency healthcare LOD set drawn from a variety of sources (suitably anonymised 
to ensure data privacy) and its linkage with other LOD available can assist in provid-
ing more complete and accurate healthcare data for analysis using appropriate health 
analytics techniques , such as machine learning and natural language processing.  
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This paper addresses the general problem of LOD usage in emergency healthcare 
delivery and describes a LOD-based cloud service that interacts with multiple data 
sources in order to generate an emergency healthcare LOD set drawn from a variety 
of emergency healthcare sources. In particular, this service aims at making data not 
only accessible, but also readable, comprehensible and usable for research as well as 
linked with other relevant LOD sets on the cloud.  

The basic motivation for this research stems from our involvement in a research 
project concerning the use of health analytics in the emergency healthcare context to 
derive insight for the factors contributing to increased EMS usage and its impact on 
hospital-based healthcare delivery so that to enable fact-based decision making for 
improved emergency healthcare quality and for better emergency healthcare resource 
management. The stringent needs of using large scale emergency medical data that is 
dispersed into multiple, diverse, data sources which are usually closely guarded and 
monitored for unauthorized access within institutional firewall boundaries, motivated 
this work and provided some of the background supportive information for the devel-
opment of the LOD-based cloud service. 

2 Methods 

2.1 LOD Standards 

Linked data is a method to publish structured data by using standard web technolo-
gies, to connect related data and make them accessible on the Web. According to 
LOD principles, HTTP uniform resource identifiers (URIs) are used for identifying 
data items, the RDF for describing data and links for describing the relationships 
among relevant data. Other standards used in LOD applications include Resource 
Description Framework Schema (RDFS) for describing RDF vocabularies and the 
SPARQL Protocol and RDF Query Language (SPARQL) for querying RDF graphs 
[6-8]. 

Lately, there is wide adoption of the LOD best practices by governments that has 
lead to the extension of the web into an unbound, global data space with connected 
data stemming from multiple sources and diverse domains. This is named “web of 
data” and is considered as opening up new opportunities for both domain-specific and 
cross-domain data analytic applications. Moreover, the data analytics results can be 
continually refined and provide better answers as new data or new data sources appear 
on the web [5,9,12]. 

2.2 The LOD-Based Service 

The proposed LOD-based cloud service is considered to interact with multiple sources 
which are mainly divided into the following categories: a) EMS information systems 
and hospital EMRs that usually store their data in relational or document-based repo-
sitories and b) PHRs that usually provide an Application Programming Interface 
(API) or services to enable extracting patient data of interest in a standard format like 
the Continuity of Care Document (CCD). 
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A high level view of the LOD-based cloud service is show in Figure 1. It is seen 
that the main modules comprising the service are: data retrieval, data storage, data 
translation, data mapping and data linkage. 

The data retrieval module consists of client applications that make calls to the ser-
vices provided by the data sources and/or by services created in order to connect and 
retrieve aggregated emergency healthcare data from the designated data sources ac-
cording to specific characteristics as opposed to raw level data, in order to preserve 
patient anonymity. Basically, the retrieved data sets are considered to exist in two 
formats: SQL data views and XML documents.  

The data storage module consists of a cross-platform data repository that enables 
the storage and management of SQL, XML and RDF data and also supports SPARQL 
queries over data. Hence, the retrieved data, by the data retrieval module, is stored 
according to its format to the data repository as follows: SQL data views are stored in 
SQL like database tables and XML documents are stored in XML databases. 

 

 

Fig. 1. A LOD-based cloud service 

The data translation module consists of shared common vocabularies and ontologies 
used in LOD to represent data and express relationships among data and new emer-
gency medicine domain ontologies created to include concepts specific to emergency  
healthcare, like emergency medical protocols, medical procedures, observations and 
chief complaints coded according to standard medical terminologies like International 
Classification of Diseases (ICD) and SNOMED which are linked with the standard 
ontologies used in LOD. Examples of standard LOD vocabularies and ontologies used 
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are RDF, RDFS and Web Ontology Language (OWL). Moreover, the ICD ontology 
has been used to classify diseases and other health problems including signs and 
symptoms and the Experimental Factor Ontology (EFO) ontology has been used  
to combine parts of several biological ontologies such as anatomy and disease  
compounds. 

The data mapping module maps the SQL data and the XML documents, of the data 
repository, into RDF graphs using direct mapping or mapping documents. The direct 
mapping takes as input the data and generates a standard RDF graph while mapping 
documents provide guidance for the creation of the desired RDF graphs according to 
the mappings defined among the input data and the resulting RDF. Those mappings 
are created using the ontologies provided by the ontology module. The resulted RDF 
graphs are stored into the data repository of the data storage module in the form of 
RDF triples.  

The data linkage module interlinks RDF documents of the data storage module and 
other datasets, which are already in the LOD cloud. In particular, similar link types 
are identified in the RDF documents and suitable matching links are found in external 
datasets enabling all those to be linked through the use of RDF links. 

The LOD-based service is considered to be either used on demand by the con-
nected data sources or be executed in pre-specified intervals for making freely availa-
ble on the web new data of emergency healthcare interest. 

2.3 Security Issues 

Despite the technical and interoperability challenges faced in discovering and access-
ing scattered medical data there also many ethical, legal and security constraints. In 
particular, in big data analysis and LOD-based systems (like the one presented in this 
paper) that require access to multiple data sets from dispersed data sources, a variety 
of security issues need be considered. These include the regulations that protect pa-
tient data and prevent patient re-identification by any means, the healthcare providers 
security policies, the agreements based on consent forms and patient data sharing 
preferences as imposed by the patient-oriented paradigm [6,10]. In big data analysis 
and LOD initiatives, it is widely suggested to aggregate patient data in order to ensure 
non-identification and anonymization while the original data remain safe from any 
modifications [6]. However, even with the use of aggregate data, the healthcare pro-
vider security policies and patient sharing preferences should be considered.   

In the LOD-based service described in this paper, aggregate emergency healthcare 
data is retrieved from multiple big data sources subject to the constraints imposed by 
the security policies enforced by those sources. For example, access requests to ag-
gregate EMR data of a hospital are subject to the constraints set by the access control 
rules of the particular hospital’s security policy. However, access requests to patient 
data existing in PHR services (following the patient-oriented paradigm) are subject to 
patient sharing preferences. Therefore, is considered that big data sources connected 
to the LOD-based service should define access control rules of the form which patient 
data (objects) is allowed to be accessed by the LOD-based service (subject) and under 
what circumstances. For example, a healthcare provider access control rule may imply 
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that demographic patient data such as name, address and social security number can’t 
be shared with the LOD-based service for preserving patient anonymity while another 
access control rule may imply that patient age, body mass index, regular exercise, 
vegetable consumption, health problems and emergency incidents information can be 
shared with the LOD-based service. 

With regard to access control, the  emergency  healthcare LOD (in RDF format) 
that is created by the LOD-based service and stored into the cloud, there is a need for 
developing a security module to control access to RDF graphs by authorized subjects. 
However, a description of the access control mechanism devised for this purpose base 
on the attribute-based access control (ABAC) general policy is beyond the scope of 
this paper but will be described elsewhere.  

3 Results  

The LOD-based cloud service described is able to integrate heterogeneous, in both 
format and semantics, emergency healthcare data from multiple data sources into a 
data repository, maps this data into RDF format, stores it in the data repository in the 
form of RDF triples and then links it to other relevant datasets in the LOD cloud.  

The service is currently under development using a laboratory-based cloud infra-
structure  and open-source tools such as the Protégé OWL editor for ontology  
engineering, the cross-platform OpenLink Virtuoso Universal Server as the data repo-
sitory of the data storage module, the embedded mapping language of Virtuoso for 
creating the mapping documents of the data mapping module and the Silk link dis-
covery framework that provides a language for specifying the types of RDF links that 
should be discovered and linked with other datasets in the LOD cloud.  

Currently, the LOD-based cloud service is connected to a PHR system called 
PINCLOUD, which is a cloud-based service that integrates patient health and social 
care information from various sources such as the patient, non-healthcare providers, 
home care systems (that store medical information transmitted from Internet con-
nected medical devices to the patient) and multiple healthcare information systems  
(e.g. EMS information systems, primary care systems, hospital EMR systems). In the 
future, the LOD-based cloud service is planned to be connected to multiple EMS 
information systems, to hospital EMRs and PHR systems.  

The PINCLOUD PHR provides services that can be set to retrieving patient data 
according to user defined criteria. These services have been altered to support the 
retrieval of aggregate data from multiple data sources. Moreover, client applications 
of the data retrieval module have been created to call the PINCLOUD PHR web ser-
vices that result in retrieving relevant aggregate emergency healthcare data sets in the 
form of XML documents. As an example, consider the retrieval of aggregate data 
related to patients who are obese, have a “heart disease”, belong to age group 50-60 
and have multiple emergency encounters (more than 3 the last 3 years) with critical 
severity. The analyses of such datasets are expected to reflect the relative burden  
incurred on the EMS system by various case categorizations.  
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The retrieved aggregate datasets in the form of XML documents are stored to the 
data storage module as XML documents. To this end, mapping documents have been 
created where mappings among the retrieved XML documents fields and the resulting 
RDF graphs are defined using emergency medicine ontologies and other LOD voca-
bularies and ontologies (RDF, OWL) of the ontology module. In particular, the emer-
gency medicine domain (EMS-DO) ontology proposed in [13] has been used as a 
basis and adapted to the particular needs of the LOD-based service. The resulting 
RDF triples are also stored to the data repository of the data storage module.  

At this stage of development, links have been identified and created to connect 
emergency healthcare LOD with a subset of DBpedia relevant entities. DBpedia is a 
well-known entity source, which covers various fields, including biomedicine [11]. 
Given its broad use range, only a related dataset of relevant entities have been se-
lected from DBpedia by finding entities having a common category or meaning with 
the entities existing in the resulting RDFs.  

The LOD-based service is executed on demand for retrieving new emergency health-
care relevant data from the PINCLOUD PHR to be made available on the cloud as LOD. 

4 Conclusion 

LOD of emergency healthcare interest that originates from multiple data sources can 
provide increased opportunities for more robust population-based observational and 
prevention studies and therefore to lead to improved emergency healthcare quality of 
service to patients and better use of emergency healthcare resources [1-4]. Recent 
semantic tools have eased the conversion of data into the form of RDF triples. How-
ever, appropriate data selection is critical and considerable work is needed to ensure 
data consistency and validity across sources, platforms and systems. To this end, a 
special purpose LOD-based cloud service is presented that attempts to provide rich 
and meaningful emergency healthcare related datasets that is converted to a linked 
data cloud. Other ongoing efforts in healthcare and life science domain is the Linked 
Open Drug Data, LinkedCT, Open Biomedical Ontologies and the World Wide Web 
Consortium’s (W3C) Health Care and Life Sciences working group [5,8-11].  

The degree of advancement that LOD technology can bring in emergency health-
care data analysis is difficult to measure. From the technological perspective, the 
advantage of LOD is that it makes data discoverable by search engines and machine 
understandable and therefore it is tackled the current healthcare interoperability prob-
lem [8]. Currently, LOD is still in its infancy and therefore immature as compared to 
other database technologies however certainly is a very promising candidate for use in 
healthcare big data analytics scenarios, like the one presented in this paper in the field 
of emergency healthcare. Our intention is to test this service for its performance with 
data from different data sources and then to try using the resulting LOD for answering 
emergency healthcare research questions like which are the main clinical characteris-
tics of the majority of patients requesting ambulance transfer to a hospital. Moreover, 
we intend to extend LOD-based service functionality for including online medical 
informatics publications like PubMed as data sources with emergency healthcare 
relevant data that will be also made available in the LOD cloud. 
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Development of an Auditory Cueing System to

Assist Gait in Patients with Parkinson’s Disease
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Abstract. Patients with Parkinson’s Disease often experience motor
symptoms that compromise their ability to walk independently and safely.
One of the key problems is the inability to generate sufficient step length,
which is typically compensated by an increase in stepping frequency.
In this work, a system providing real-time auditory stimuli through a
headset connected to a smartphone is developed and tested. Stimuli are
provided when certain episodes are identified so as to modify speed and
amplitude of movements. In this study, the feasibility of the system in
stimulating gait using self-adaptive cueing rhythms is investigated and
system’s usefulness and acceptance are evaluated. Experimental results
suggest that better gait patterns can be stimulated when individuals fol-
low sounds whose rate is close to their natural step rate. Results also
suggest that the system would be readily accepted by patients, provided
that it can help them in real time during their daily activities.

Keywords: Parkinson’s Disease, Motor Symptoms, Auditory Cueing,
Gait, Rhythm, Smartphone, Headset.

1 Introduction

Parkinson’s disease (PD) is a progressive neurological disorder characterized by
specific motor impairments, which include tremor, rigidity, bradykinesia (slow-
ness of movement) and postural instability [1,2].

One of the key symptoms of PD is the diminished ability in walking. Typ-
ically, people with PD have problems in maintaining gait rhythm, resulting in
an abnormal gait pattern with increased variability, short steps, slow walking
speed and increased step rate [1,2,3]. With disease progression, episodic gait
disturbances such as freezing of gait (FOG) and shuffling steps can occur [1,4].

Despite the success of pharmacological therapies in ameliorating some symp-
toms of PD, gait deficits can be resistant to medication and over time become
one of the most incapacitating symptoms [5]. Stimulation in the form of sounds,
referred to as auditory cueing, is known to have an immediate effect on gait, with
improvements in walking speed, step length and cadence [1,3,6]. Auditory stim-
uli enhance gait by inducing a sense of rhythm and a stable coupling between
footfalls and the beat [3,6]. Auditory cueing may also facilitate gait initiation
and minimize the occurrence of episodic problems such as FOG [1].
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The Auditory Cueing System (ACS) is part of REMPARK, a Personal Health
System with detection, response and treatment capabilities for the manage-
ment of PD [7]. REMPARK enables the real-time extraction of spatio-temporal
features of gait, as well as the identification of motor symptoms. ACS aims to pro-
vide auditory stimuli in real time, whenever a motor symptom is detected. Stim-
uli last until the individual’s walking behaviour is corrected. The smartphone
is responsible for generating cueing sounds, controlling their rhythm according
to the inputs it receives and streaming them to a headset over a Bluetooth
connection. The technology chosen may allow individuals to use the system in
both clinical and social settings, with an immediate effect on gait and a minimal
disruption of their daily routine.

In this work, the ACS is developed and its functionalities demonstrated iso-
lated from the other REMPARK system’s components, such as sensors and
server. The system is tested with a group of individuals with PD to reach conclu-
sions about its feasibility in stimulating gait. After a brief description of related
research and background, testing methodologies are described. Results are then
presented and discussed.

2 Background

The beneficial effect of auditory cueing on gait performance in PD has been
widely documented, including improvements in step length [1,8,9], walking speed
[1,9], variability [6,10], and even in dual-task [1,8].

Sounds act as temporal cues, informing about movement timing [3]. Their
rhythm induces a sense of beat, as an internal clock, that helps regulate pace
in walking [3]. Therefore, to improve gait quality, cueing rhythm needs to be
carefully adjusted to each individual, in each situation.

In the study by Hausdorff, J. M. (2009) [10], when auditory stimuli was ad-
ministered at a rate either equal to the individuals’ baseline step rate or 10%
higher, stride length and gait speed increased. Variability, however, did not im-
prove significantly in response to auditory cueing set to the individual’s baseline
cadence. At a 10% higher rate, variability decreased significantly [10]. According
to Ledger, S. et al. (2008) [1], an increase in auditory cueing frequency by 10% to
20% of individuals’ natural step rate has an immediate effect on walking speed
and stride length [1]. However, these effects have been reported inconsistent in
people with PD who freeze [8].

While increased cueing rates may in general affect non-freezers’ gait positively,
evidence suggests that these rates affect freezers’ walk negatively [1,8,9,11]. On
the basis of the present results, it is recommended to lower the cueing rate
settings for freezers, whereas for non-freezers an increase of up to 10% may
have potential therapeutic effect [11]. According to Nanhoe-Mahabier, W. et al.
(2012) [8], decreased cueing rates may benefit both freezers and non-freezers [8].
Moreover, providing auditory stimuli at the moment of a frozen gait has been
shown to help patients to overcome FOG episodes [5,13].

According to Roerdink, M. (2011) [6], gait is coupled best to cueing rates near
the preferred cadence, with a reduction in variability [6]. Also, auditory-motor
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coordination is more stable when both footfalls are paced [12]. Combinations of
sounds can be used to pace differently right and left steps, which may also be
helpful for patients [6].

Nieuwboer, A. et al. (2007) [14] showed that the effects of cueing can be
maintained in the absence of cues after training, indicating that some degree of
motor learning can be preserved in PD [14]. Training with auditory cueing has
also been shown to diminish the occurrence of FOG episodes in PD [8,14].

Nevertheless, the technology to date has not been practically viable for use
outside clinics. Previous approaches have several limitations, including the need
of triggering cueing manually, thus being limited to training sessions where con-
tinuous auditory stimuli is applied [13]. To overcome these limitations, a system
which automatically triggers stimuli at the time of the detection of a gait disor-
der is developed. The system is evaluated to conclude about the effectiveness of
a self-adaptive cueing rate in stimulating gait when problems are detected.

3 Methods

3.1 Participants

After giving their written informed consent, twelve people diagnosed with PD, 7
men, 5 women, average age 71.2± 1.4 years, participated in the study (Table 1).
Only subjects who were able to walk independently were considered for partici-
pation.

Table 1. Participants Characteristics (n = 12)

Characteristics Values †

Number of subjects 12
Age (years) 71.2 ± 1.4

Gender (men/women) 7/5
Height (cm) 166.8 ± 11.1
MMSE 28.6 ± 1.3

Hoehn and Yahr 2.4± 0.3
Disease Duration (years) 9.4± 5.6
UPDRS (part III) 19.3 ± 8.8

Freezers/Non-freezers 5/7
Use devices to help walking / don’t use 3/9

† Values are x ± STD, except where indicated; x, average; STD, stan-
dard deviation; MMSE, Mini-Mental State Examination; UPDRS, Unified
Parkinson’s Disease Rating Scale.

3.2 System Setup

Auditory stimuli were administered through a headset connected to a smart-
phone, which was responsible for generating sounds and controlling their rhythm
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according to the inputs it received, i.e. walking rhythm, quality of walking and
symptoms.

At this stage, and in order to simulate the inputs the system would receive au-
tomatically from REMPARK sensors, another smartphone connected via Blue-
tooth to the main unit was used. An assistant was responsible for touching an
interface button each time the individual took a step, enabling the calculation
of cadence. The main unit was carried by the therapist and was used not only
to control stimuli, but also to input information about quality of walking and
symptoms. Therapists could also adjust cueing rhythm in real time (Fig. 1).

Fig. 1. System setup and tasks (SPM –Steps per minute, BPM –Beats per minute)

To make the system adaptive, different gait impairment levels were considered
and each level was by default associated to cueing rhythms that were equal (i.e.
100%), higher (i.e. >100%) or lower (i.e. <100% ) than the average stepping rate
measured when no symptoms were present (Table 2). In general, lower rhythms
were given (progressing from the left to the right in Table 2) when impairment
severity was higher. These values were chosen based on the literature, considering
the reported effects of cueing in each specific gait parameter.

Several types of sounds were available to be administered to patients, including
metronome sounds, musical beats, clapping and verbal cueing (i.e. “one-two-one-
two”). Combinations of sounds were also included so that right and left steps
could be paced differently. Sounds started playing whenever a symptom was
detected and stopped playing when symptoms were overcome.
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Table 2. Default values for cueing rate percentages

Default cueing rate percentages
Event

Level 1 Level 2 Level 3

Small Steps 100 95 90

Reduced Speed 105 100 95

Variability 100 95 90

FOG Episodes 100

3.3 Procedures

Non-cued and cued trials using rhythmic auditory cues were considered in this
study. Walking parameters were measured in both non-cued and cued conditions,
so that effects on gait could be evaluated. Patients were offered the opportunity
to hear different types of sounds, select one and adjust its volume according to
their preferences.

Two Android devices, Samsung Nexus S, were used. To deliver the sounds,
the headset Samsung HM3500 was used.

Firstly, a 20-m walking test (Fig. 2) was performed to get reference values for
cadence, walking speed and step length. Patients were instructed to walk at their
comfortable pace and measurements of test duration and number of steps were
taken. The test was completed twice and mean values of walking parameters
calculated.

Fig. 2. 20-m walking test

Then, a rhythmic sound fixed at 10% below the preferred stepping frequency
was administered. The test was repeated, but this time in the presence of audi-
tory cues. Mean values of gait parameters in cued condition were computed.
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In the last test, patients were asked to walk at will, under the supervision of
the therapist, and using the ACS. Outdoor and indoor conditions were captured
(Fig. 3) and data was collected, regarding activations and deactivations of cueing,
applied cueing rhythm, walking rhythm, type of impairment detected and the
adjustments of rhythm performed by the therapist in real time.

Fig. 3. Free walking test

Patients were then asked to fill in a questionnaire to evaluate their percep-
tions and satisfaction with the system (see Table 3). For the questions to which
patients had to provide a self-assessment, the Visual Analogue Scale (VAS) was
used [15]. Additionally, patients were given the opportunity to provide additional
comments.

Table 3. Questionnaire applied to participants

Nr Question Rate

1
How do you grade your current walking

performance? (Note: before hearing the sounds)
0 (worst walking) to 10

(best walking)

2 Is the volume of sounds adequate? yes/no

3
Do you feel comfortable with the sounds

provided, or do they annoy you?
0 (very uncomfortable) to
10 (very comfortable)

4
How do you grade your walking performance

when using the ACS?
0 (worst walking) to 10

(best walking)

5 Do you feel comfortable wearing the headset?
0 (very uncomfortable) to
10 (very comfortable)

6
Would you be willing to wear the system during

your everyday life?
yes/no
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3.4 Analysis

A statistical analysis was performed to test the hypothesis that there is a statis-
tically significant difference in walking parameters from baseline to cued condi-
tions. The efficacy of each rhythm in overcoming gait problems was also assessed
and questionnaire results analysed. Differences between normally distributed
variables were assessed with Student’s T test (with 95% confidence, p>0.05) in
Microsoft Excel 2010�.

4 Results

4.1 Non-Cued vs. Cued Walking Tests

A T-test for paired samples was used to test the hypothesis that there is a
statistically significant difference in walking parameters from non-cued to cued
(10% below natural step rate) conditions. The null hypothesis defined was that
the means of the two conditions are equal, i.e. no effects of cueing on gait can
be observed.

Table 4. Descriptive data for non-cued and cued walking tests, *p>0.05 (x – average,
STD – standard deviation)

Non-cued and cued walking tests

Parameter Condition x± STD Statistic Value P-value

Non-cued walking 1.02 ± 0.21
Walking Speed (m/s)

Cued walking 1.01 ± 0.21 t = 0.71 p = 0.49*

Non-cued walking 0.54 ± 0.12
Step Length (m)

Cued walking 0.54 ± 0.14 t = −0.33 p = 0.75*

Non-cued walking 115.20 ± 12.44
Cadence (steps/min)

Cued walking 112.93 ± 14.38 t = 1.10 p = 0.29*

Applied 103.43 ± 10.81Rhythm (steps or
beats per min) Measured 112.93 ± 14.38 t = 27.21 p<0.01

According to the results presented in Table 4, no significant differences in
walking speed, step length and cadence (p>0.05) were detected. Expectedly,
a significant difference between applied and measured rhythms (p<0.01) was
observed, which means that patients did not follow the established rhythm.

4.2 Free Walking Results

Symptoms, cueing rhythm and successful rhythms (i.e. those that enabled the
person to overcome a specific gait problem) were analysed to inspect whether
each cueing modality and settings were appropriate to each patient in each spe-
cific situation.
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Fig. 4. Symptoms progression

A total of 102 events were captured in this study, including 55 events of
reduced speed, 22 events of variability and 21 events of small steps. Only four
FOG episodes were registered, so their results were not analysed.

In the majority of the cases, gait problems were overcome after cueing had
started. However, it was frequent to observe a symptom evolving to another
symptom or to another state of the same symptom (categorized in terms of
severity from 1 - least severe state - to 3 - worst state of the symptom), as
presented in Fig. 4. The four most frequent patterns were:

– Small Steps-2 to Small Steps-3 (33% of Small Steps-2 occurrences)
– Small Steps-1 to Small Steps-3 (25% of Small Steps-1 occurrences)
– Small Steps-2 to Reduced Speed-2 (22% of Small Steps-2 occurrences)
– Variability-2 to Reduced Speed-1 (20% of Variability-2 occurrences)

A therapist was required to change cueing rhythm sometimes. The most fre-
quent symptoms to which a change in rate was applied were “Variability-2”,
“Small Steps-2” and “Reduced Speed-2”. Fig. 5 presents the average rate of
changes in rhythm applied by the therapist. In this graph, positive values repre-
sent an increase in cueing rhythm, whereas negative values represent a decrease
in rhythm. As can be observed, all changes aimed at increasing the rate that
was being applied when a symptom was detected (Fig. 5).

The relation between the successful cueing rhythms applied and the baseline
cadence (measured before starting to use cueing) was also analysed. A T-test for
paired samples was used to test whether the difference between cueing rhythm
and baseline cadence was significantly different from zero. The null hypothesis
defined was that the means of the two conditions were equal. According to
Table 5, where results are presented, the majority of participants (7 out of 12)
overcame their gait problems (regardless of their origin) when no significant
differences between cueing rhythm and baseline cadence were observed (p>0.05).
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Fig. 5. Average percentage of cueing rhythm change set by the therapist

Table 5. Relation between baseline cadence and successful cueing rhythms applied,
*p>0.05 (x – average, STD – standard deviation, in beats or steps per minute)

Patient ID Parameter x± STD Statistic Value P-value

Cueing rhythm 102.50 ± 9.38
1

Baseline cadence 114.13 ± 0.00 t = −3.51 p<0.01

Cueing rhythm 102.00 ± 3.46
2

Baseline cadence 112.24 ± 0.00 t = −6.61 p<0.01

Cueing rhythm 111.40 ± 6.54
3

Baseline cadence 115.81 ± 0.00 t = −1.51 p = 0.21*

Cueing rhythm 136.25 ± 2.75
4

Baseline cadence 142.85 ± 0.00 t = −4.79 p = 0.02

Cueing rhythm 108.33 ± 9.99
5

Baseline cadence 115.87 ± 0.00 t = −2.26 p = 0.05*

Cueing rhythm 102.60 ± 13.32
6

Baseline cadence 99.46 ± 0.00 t = 0.53 p = 0.63*

Cueing rhythm 117.86 ± 7.56
7

Baseline cadence 132.03 ± 0.00 t = −4.96 p<0.01

Cueing rhythm 122.50 ± 7.94
8

Baseline cadence 120.75 ± 0.00 t = 0.44 p = 0.69*

Cueing rhythm 89.00 ± 5.94
9

Baseline cadence 99.48 ± 0.00 t = −3.53 p = 0.04

Cueing rhythm 108.50 ± 7.78
10

Baseline cadence 114.73 ± 0.00 t = −1.13 p = 0.46*

Cueing rhythm 102.50 ± 5.74
11

Baseline cadence 108.39 ± 0.00 t = −2.05 p = 0.13*

Cueing rhythm 106.00 ± 5.66
12

Baseline cadence 106.70 ± 0.00 t = −0.18 p = 0.89*
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4.3 Questionnaires

According to Table 6, the majority of participants (11 out of 12) found the vol-
ume of sounds adequate and felt comfortable wearing the headset (7.6 ± 1.9).
Also, they felt comfortable with the sounds provided (6.9 ± 1.9). Hence, all pa-
tients would be willing to use the system during their everyday life. The majority
(8/12) rated with a higher score their walking performance when they were walk-
ing with the help of cueing sounds in comparison with their perceived walking
performance when walking without cueing. However, no significant statistical
differences in perceived walking performance were found (t = −2.31, p = 0.06).

Table 6. Answers provided by participants (x – mean, STD – standard deviation)†

Question Answers

How do you grade your current walking
performance?

5.7± 1.8

Is the volume of sounds adequate?
(yes/no)

11/1

Do you feel comfortable with the sounds
provided, or do they annoy you?

6.9± 1.9

How do you grade your walking
performance when using the ACS?

6.5± 1.8

Do you feel comfortable wearing the
headset?

7.6± 1.9

Would you be willing to wear the system
during your everyday life? (yes/no)

12/0

† Values are x± STD, except where indicated.

5 Discussion

In general, patients felt comfortable with the sounds provided, even in outdoor
conditions, where volume could have been an issue. Despite being not statistically
significant, a tendency to rate with a higher score the cued walking against non-
cued walking performance could be observed. As such, all participants would be
willing to use the system during their everyday life, considering that the system
would help them in real time during their daily activities (Table 6).

Contrary to what one might expect, when a 90%-fixed cueing rhythm was ap-
plied patients did not synchronize their steps with the rate of sounds (t = 27.21,
p<0.01). Also, changes in walking speed, cadence and step length were not sta-
tistically significant (p>0.05), which means that patients did not change their
walking pattern when cueing at this fixed-rate was added (Table 4).

In free walking tests, cueing rate settings benefiting rates lower than nat-
ural stepping rate were worse for the patients participating in the study, and
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frequently led to the occurrence of reduced speed and shorter steps. Also, gen-
erally, the therapist interacted with the system to increase the default cueing
rates defined as lower than baseline, as is the case of “Small Steps-2”, “Small
Steps-3” and “Variability-2”. The majority of participants were able to overcome
their gait problems (regardless of the type of problem detected) when the cueing
rhythm applied was close to their natural stepping rate (see section 4.2).

Results suggest that cueing rhythm needs to be individualized to the person,
so that it will stimulate the best walking pattern possible, which is achieved when
their natural, desirable, step rate is followed. When a 90%-fixed cueing rhythm
was applied at the beginning, patients were walking with a good pattern, and
therefore, they did not feel the need to follow the rhythm. Also, the rate applied
was not adequate, since it was lower than their natural rhythm, the rhythm they
were capable of following still with an adequate length of steps and speed.

These findings differ from the results presented in other studies, where dif-
ferent than baseline rhythms were used to improve gait. However, these studies
were performed in different conditions, which may partially explain the different
conclusions. Some studies, for example, base their results on the use of a tread-
mill (as in [6], [8] and [12]), where a fixed speed is imposed and maintained,
something that cannot be applied when someone walks on the ground. Others,
on the other side, use cueing mainly as training (e.g. [1] and [14]) and they
just evaluate gait quality before and after intervention. One must have in mind,
however, the limitations encountered in this study, including the small sample
size and the limited accuracy of the instruments used to measure walking pa-
rameters. Also, identification and categorization of symptoms severity is made
manually based on observation, which introduces some subjectivity.

6 Conclusion

In this work, a system providing real-time auditory stimuli through a headset
connected to a smartphone was developed and tested. This study shows that
stimuli can be applied when certain episodes are identified to modify speed
and amplitude of movements. The system was proven effective in stimulating
gait whenever a symptom was detected in case sounds rate was adjusted to the
individuals’ natural step rate associated to the their best walking pattern. All
participants would accept using the system during their everyday life, considering
that it would help them in real time during their daily activities.

Further tests would be required to assess the efficacy of the system in stim-
ulating gait in real life conditions, including an evaluation of its effects on gait
when FOG episodes are detected. To that purpose, ACS needs to be integrated
with REMPARK movement sensors capable of detecting walking rhythm and
symptoms autonomously. Further investigations are required to assess quality of
life of people using the system continually during their daily life.
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Abstract. Many designs of radiation therapy rooms miss the correct shielding 
requirements due to improperly selected equipment or incorrectly chosen  
design. These designs may have been established based on the most common 
devices in the market at design time or based on previous work or experiences. 
Furthermore, the device upgrading from low energy to high energy or from  
cobalt tele-therapy gamma-ray units to linear accelerator may result in an  
imperfect shielding. Through implementation, problems may be faced to keep 
the required safety levels, furthermore, to satisfy the needed protection. In this 
paper, we illustrate through selected case studies, some of the problems faced 
and how it could be overcome in order to reach the required protection levels. 
This study includes seven bunkers at different places whose designs prevented 
to establish a linear accelerator due to room areas, room surrounding spaces or 
type of existing shielding: wall or layers thickness and material. Three rooms 
were predesigned for a cobalt tele-therapy system with an overall wall thickness 
of 70 cm; two rooms were inadequately designed with irregular walls of 1 m 
thickness, and the other two rooms were designed for low energy devices and 
are to be upgraded to high energy, in-addition to different inadequate conditions 
surrounding these bunkers. Combined solutions were used to overcome the 
faced problems. The presented solutions incorporate using other shielding mate-
rials than concrete as lead, borated polyethylene, gamma-600 together with 
changing and/ or controlling the obliquity factor (changing the incident angle of 
radiation). The existing shielding may be also be modified by adding an inter-
nal/external layer of lead. Moreover, the position of the device inside the room 
was re-allocated with a certain angle to the incident rays in order to reduce lea-
kage radiation. The resulting design solutions were validated via the atomic 
energy commission at those countries. 

Keywords: Acceptable level, shielding, radiation protection, adequate space. 

1 Introduction  

Cancer treatment is a complete removal of tumor from the patient's body. This goal is 
mainly achieved using three treatment methods: 1) surgery (involving direct resection 
of the tumor), 2) chemotherapy (use of antineoplastic drugs), and 3) radiation therapy 
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(use of ionizing radiation to kill tumor cells). Radiation therapy may be used radically 
(one treatment modality alone) or adjuvant (combination of modalities) depending on 
the type and location of the tumor, its grade (how aggressive it is), its stage (how 
advanced it is), and the general state of the patient. Worldwide, radiation is used to 
treat about 50% of all cancer patients [1]. This radiation may be described by a per-
centage depth dose (PDD) which depends on the beam type (photon or charged par-
ticle), beam energy (higher energy beams are more penetrating), and type of the ab-
sorbing material (water, soft tissue, bone, etc). Photon beams for use in external beam 
radiation therapy are produced using either superficial or ortho-voltage X-ray ma-
chines (10 kV to 100 kV and 100 kV to 500 kV, respectively), cobalt tele-therapy 
gamma-ray units (1.25 MeV) or linear accelerators (2 MV to 25 MV) which is the 
most critical device based on its radiated dose. Superficial and ortho-voltage X rays 
are used to treat lesions on or close to the patient's skin, where the external photon 
beam is delivered from just one direction. Higher energy beams, used to deliver the 
dose to deeper lesions, are delivered over a range of angles. Accordingly, tele-therapy 
units and linear accelerators (linacs) are typically arranged with the radiation source 
on a gantry that can rotate around the patient (iso-centric setup) [2].  

Radio therapy is one of the most medical procedures having a double-edged sword; 
its effectiveness in treating cancer and several other diseases and potential for radio-
iatrogenesis, in the form of short- or late-terms both to the patient and to the therapist 
[3]. In order to limit the exposure of individuals and society to radiation, such radia-
tion exposure must be measurable and its biological effects quantifiable. Radiation 
dosimetry is the science of measuring radiation exposure, while radiobiology is the 
science of understanding the biological effects of radiation. In health physics, a num-
ber of dosimetric quantities and units, encompassing aspects of both dosimetry and 
radiobiology, are defined [4, 5]. These quantities include: absorbed dose, equivalent 
dose, effective dose, and collective effective dose, which are defined as follows: 

─ Absorbed dose 
It is simply a measure of the energy of ionizing radiation absorbed per unit mass of 
absorbing material. The unit of absorbed dose is the Gray (Gy). 
 

─ Equivalent dose 
Since some radiations are biologically more effective (more dangerous) than oth-
ers, the International Commission on Radiological Protection (ICRP) defined the 
quantity equivalent dose which, for a particular tissue, is the absorbed dose multip-
lied by a radiation weighting factor. The unit of equivalent dose is the Sievert (Sv).  
 

─ Effective dose 
The quantity effective dose was defined by the ICRP to account for the variation in 
radiation sensitivity among the tissues and organs of the body. The effective dose 
is defined as the sum of the equivalent doses to exposed tissues and organs multip-
lied by the appropriate tissue weighting factors. The Sievert (Sv) is also the unit of 
effective dose. 
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─ Collective effective dose 
In order to compare the effective doses between exposed population groups, the 
ICRP introduced the quantity collective effective dose. The collective effective 
dose is defined as the product of the average effective dose to an exposed popula-
tion and the number of persons exposed. The unit of collective effective dose is the 
Person-Sievert. 

In order to measure the collective effective dose and to determine the critical mar-
gins of patient safety, there are three tenets underlying radiation protection: distance, 
time, and shielding [5], as described below: 

─ Distance 
The distance from the source should be maximized. The inverse-square law go-
verns the fall-off in dose as a function of source distance, e.g., a doubling of the 
distance will reduce the exposure level by a factor of 4. 
 

─ Time 
The duration of an exposure should be minimized, since the accumulated exposure 
increases linearly as a function of time. 
  

─ Shielding 
The amount of shielding around the source should be maximized. Radiation beams 
will be attenuated exponentially based on used the shielding materials and its 
thickness. 

Because the linear accelerator is the highest energy generator, the purpose of radia-
tion shielding is to reduce the equivalent dose from this device to a point outside the 
bunker to a certain target dose limit or constraint set by national standards. The stan-
dard site plan for linear accelerator bunkers is illustrated in Fig.1. The basic shielding 
material is concrete. 

 

 

Fig. 1. Plan view of a typical radiation therapy treatment room (linear accelerator)  

 

door 



108 K.S. Ahmed and S.M. El-Metwally 

 

Radiation generated by linear accelerators is mainly divided into primary and sec-
ondary components, the latter being divided into scatter and leakage radiation [6-9].  
Primary radiation is that radiation used in patients treatment within a formed treat-
ment field size of 40 x 40 cm2 in most common devices, and can be directed into pri-
mary barrier.  

For primary barriers, a required barrier transmission factor, Bp, is given by:  

  (1) 

where, P is the weekly target dose limit derived from the annual limit appropriate for 
the type of space protected by the barrier (Sv/wk), d is the distance from the target to 
the point of measurement (m), W is the workload (Gy/wk) defined as the average 
number of radiated monitor units (MU) used per week in patients having treatment 
over the course of a year, U is the usage factor, and T is the occupancy factor. 

On the other hand, secondary radiation components represent indirect rays which 
can be reflected on a secondary barrier. Scatter radiation is that radiation generated by 
the patient or by the primary beam (attenuated by the patient) striking a primary bar-
rier while Leakage radiation refers to x-rays generated in the head from interactions of 
the primary electrons in the target, flattening filter collimator jaws and other sur-
roundings. These types of radiations typically set limits for an uncontrolled or public 
area, and a controlled area staffed by radiation workers. Some other factors may have 
an impact on determining the required shielding. These include neutrons generated 
from the interactions of useful X-rays (at energies above 8 MeV), which should be 
covered through shielding calculations together with the maze area and the thickness 
of the paraffin wax of the room door. In addition to the usage of IMRT (intensity 
modulated radiation therapy) which results in radiation doses about 2 to 4 times high-
er than for conventional treatments, also the usage of a multi-leaf collimator (MLC).  

The basic concept of radiation shielding is to limit radiation exposures to members 
of public and to satisfy an acceptable level to employees. The thickness of shielding 
materials can be determined based on the available spaces together with the type of 
used equipment. These materials may be lead, steel and / or interlocking bricks. The 
barrier thickness, s, necessary to achieve the target dose rate is calculated using the 
following formulas: 1 , 1  (2) 

where, TVL is the Tenth Value Layer, defined as the thickness of material required to 
allow 10% transmission. 

When the angle of the radiation is not orthogonal to the shielding barrier, the  
required thickness will be less than the calculated thickness by a factor that depends 
on the angle of incidence. This factor is known as the obliquity factor [10, 11]. It va-
ries as cos(α), where α is the angle between the incident ray and the normal to the 
shielding wall. Thus, the effective thickness of a barrier, T, is related to the actual 
thickness, s, by:  
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  (3) 

This relationship is certainly valid for all energies and angles of incidence up to 45° 
for concrete barriers. 

2 Data and Methodology  

2.1 Case I: Cobalt System to Linear Accelerator Conversion 

In this case, three rooms A, B, and C have been established for cobalt system since 8 
years. The rooms are typically designed as: an overall wall thickness of 70 cm, internal 
rooms’ space of 7.6 m x 7 m, and the shielding material used was concrete. Rooms A 
and B are adjacent with a double thickness in between (140cm) as illustrated in Fig. 2 
(a). It was required to upgrade these three rooms to be suitable for linear accelerators 
establishment at 6 MV. The purpose of radiation shielding is to reduce the effective 
equivalent dose from a linear accelerator to a point outside the room to a sufficiently 
low level. This level is determined as per case, but, in general, 0.02 mSv/week for pub-
lic or uncontrolled area. Often, a higher level is chosen for areas restricted from public 
access (controlled areas) and occupied only by workers; this limit is 0.1 mSv/ week [7]. 
This problem was tackled by first studying the surrounding conditions to inspect the 
possibility of the shielding expansion from outside the room. As the rooms (A and B), 
and room C were located in separate buildings, the rooms’ internal spaces were mini-
mized to 6.8 m x 6.2 m to satisfy the needs of most common devices.  Upon calculating 
the shielding requirements of a 6 MV linear accelerator, the required thicknesses of 
concrete for the primary and secondary barriers were 2.4 m and 1.6 m, respectively. It 
can be noted that the maximum thickness to be added is 40 cm overall without com-
promising the operation of the linear accelerator such as the couch rotation. Either lead 
or steel can be used for shielding rooms A and B in order to minimize the required bar-
riers’ thickness. Therefore, lead barriers with thicknesses of 6 cm and 12 cm were used 
as secondary and primary barriers, respectively. These reduced- thickness lead barriers 
are equivalent to concrete barriers of 40 cm and 80 cm thickness, respectively.  In room 
C, concrete was added from outside the room to be more cost-saving. 

 

Fig. 2. The three cobalt rooms before modifications  

(a) (b) 
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2.2 Case II: Two Rooms with Irregular Walls of 1 m Thickness 

In this case, two rooms have an inadequate irregularly-shaped design, i.e., the room 
has more than 4 sides, as illustrated in Fig. 3. Concrete was the used material for cost 
reduction. The internal clear spaces were 7.8 m x 7.8 for the two rooms. It was re-
quired to re-shield these rooms to meet the shielding requirements for two linear acce-
lerators of 6 MV, where the needed internal spaces are 7 m x 6.8 m. This shielding 
design problem was managed by adding 1 m of concrete from one side and 80 cm 
from the other side. The thicknesses required for the primary and secondary barriers 
are 2.4 m and 1.6 m, respectively. Due to the common wall of 2 m thickness between 
the two rooms, a 60 cm can be added to this wall. The other sides (outer sides) can be 
extended to 1.5 m. Also, by taking into account the obliquity factor with a maximum 
angle of 45° (the maximum angle which reflects the minimum shielding) the required 
thicknesses could be reduced to 1.15 m and 1.45 m, instead of 1.6 m and 2.4 cm,  
respectively. 
 

 

Fig. 3. Two rooms with irregular walls of 1 m thickness 

2.3 Case III: Two Rooms Design Upgrading from Low Energy to High 
Energy Devices 

In this case, two rooms were designed for low dose equipment of 4 MV and 6 MV as 
shown in Fig. 4. The primary barrier thickness was 2.4 m, the secondary barrier 
thickness was 1.6 cm, and the connected parts of the two adjacent rooms had 3.4 m 
thickness. Concrete was the used material for cost reduction. The internal clear spaces 
were 8 m x 8 m, and 7 m x 7 m for the first and second rooms, respectively. Room A 
is located adjacent to a PET-CT room, while room B is located towards the street 
(outside direction). It is required to re-shield these rooms to meet the shielding  
requirements, where the needed spaces for the two high energy devices (15 MV, 18 
MV) to be installed are 7 m x 6.8 m. 
 This situation is common as there is a frequent need to re-shield rooms that hold a 
low single energy machine as 4 and 6 MV in order to accommodate a dual energy 
machine with maximum photon energy of 15 or 18 MV. Re-shielding is required 
because of the difference in the TVL of concrete for the low and high energies. The 
TVL1 and TVLe of concrete are 0.35 m and 0.35 m at 6 MV, and 0.47 m and 0.43 m 
at 18 MV.  

Angle of incidence 
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Fig. 4. Two rooms for low energy devices located at the hospital corner 

The difficulties encountered to make this change depend mainly upon the space with-
in the room and also the surrounding areas. Here, it was noted that room A has a  
sufficient space, so either poured concrete or concrete blocks can be used for the addi-
tional shielding.  A 30 cm concrete layer can be added to the overall room walls (pri-
mary and secondary barriers).  

In room B, the situation is very different. This is a frequent situation where there is 
a little extra space inside the room for added shielding without compromising the 
operation of the linear accelerator, such as the couch rotation. Either lead or steel can 
be used. Both lead and steel require structural support, but lead has the advantage that 
its TVL is half that of steel. However, it should be noted that steel has the advantage 
of a lower photo-neutron production. The first step in the design tackling was to cal-
culate how much additional lead is required to meet the regulatory requirements and 
to put it from the room outer side. Here, a 6 cm lead was added from outside the room 
(right side) keeping the left side as it is. In other cases, if the required lead is greater 
than a certain threshold, so interlocking bricks can be used. The shielding for both 
rooms A and B is shown in Fig. 5. Concrete has been used (grey color) from the left 
side of room A, lead (red color) has been used at room B from the inner side of the 
secondary barrier and external side of the primary barrier. 

Also, as a high energy linear accelerator (>10 MV) is involved, a complete neutron 
survey was be carried out. The effect of lining high-energy linear accelerator mazes 
with neutron was examined. Some neutron-moderating materials are often used in 
order to reduce scattered neutron dose at the accelerator room door.  These materials 
may be polyethylene alone, polyethylene combined with flex-boron panels. Much 
greater reductions in both neutron and gamma ray dose can be obtained by incorporat-
ing polyethylene and boron into either internal or external maze doors, which is used 
in our solution. Our results support the conclusion that neutrons directly incident on 
the maze from the accelerator contribute little to the neutron dose at the door, and that 
the majority of neutron dose is due to scattered and thermal neutrons. 

 

 
 

240cm 
340cm 

160cm 

240cm 
A B PET- CT 
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Fig. 5. Two rooms for low energy devices after upgrading to high energy devices. Concrete, 
lead, and hospital wall are shown in grey, red and blue colors, respectively. 

3 Discussion and Conclusion  

The main objective of radiation shielding is to limit radiation exposures to members 
of public and to satisfy an acceptable level to employees. In this paper, technical in-
formation and recommendations related to the design (redesign/ modification) and 
installation of structural shielding for radiation therapy facilities have been presented. 
The case studies presented in this paper aimed to establish a target dose-rate at a cer-
tain point behind a barrier, together with calculating the barriers thickness necessary 
to achieve shielding requirements. The barriers’ material and their thicknesses have 
been determined based on the available spaces together with the type of the used 
equipment. These materials may be lead, steel and / or interlocking bricks. The obliq-
uity factor has been also used in some cases to modify the angle of incidence. The 
resulting design solutions were validated via the national atomic energy commission. 
The presented solutions in this paper may be employed in other similar conditions 
based on the available spaces and location of the rooms. If a high energy linear acce-
lerator is involved, a complete neutron survey must be carried out. Recent shielding 
designs, Radiation Protection Design Guidelines for 0.1-100 MeV Particle Accelera-
tor Facilities, and Neutron Contamination from Medical Electron Accelerators have to 
refer to NCRP Reports 51, 79, and 151, respectively [7, 8, 9]. 
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Abstract. Internet addictions, stress, different types of dependencies and poor 
diets have generated detrimental effects on the educational, relationship and 
work-related characteristics of young generation. The aim of this study was to 
develop a multidimensional cloud-based application which combines different 
aspects of lifestyle. This tool is used by students from two universities from 
Romania, University of Medicine and Pharmacy Victor Babes Timisoara and 
University Politehnica Timisoara. The student answer to questions regarding 
age, gender, ethnicity, location, height, weight, dependency of Internet, level of 
stress, consumption of alcohol, cigarettes, coffee and energy drinks, sleep sche-
dule, daily diet, and mealtimes. The answers of students will be saved in a cloud 
database and the application will calculate useful lifestyle parameters. The data 
is anonymized and secured and the HL7 standard ensures high connectivity to 
other medical applications. Using emotion-oriented computing and lifestyle 
questions, the application can monitor and limit different addiction habits, im-
proving lifestyle.  

Keywords: User-computer interface, Cloud-computing, lifestyle, internet ad-
diction, emotion computing. 

1 Introduction 

It is a reality that today internet plays an important role in our lives. The users have 
accessibility to an incredible quantity of information and tend to be more comfortable 
in handling their own lifestyle. The development of the internet offer new opportuni-
ties for creation of different applications and solutions which can improve the quality 
of lifestyle by means of user engagement and shared decision making [1]. Moreover, 
modern lifestyle applications are more complex in terms of cloud computing technol-
ogy and user experience design (UX).  

Cloud computing, as characterized by NIST (National Institute of Standards and 
Technology) facilitates on request access to the network in order to share computing 
resources (e.g. servers, networks, applications, services, or storage). It can be released 
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and created promptly without service provider connection, but with minimum man-
agement [2]. Cloud computing technology has five essential properties: extensive 
accessibility to the network (might be utilized from PCs, or smartphones intercon-
nected to the Internet), on-demand services (end users can use web services and con-
nect to a website anytime), elasticity (permits customers costs up or down as needed 
and remarkable flexibleness for scaling systems) and measured services (allows moni-
toring and recording of resources in a pay – per – use manner) and pooling resources 
(customers might share the resources of computing with different clients, so these 
resources might be dynamically reallocated and hosted anyplace), [3]. Cloud architec-
ture includes virtualization and service oriented architecture (SOA), offering a lot of 
benefits such as: language (neutral integration like XML), reutilization of components 
(after creation, an application can be reused without rewriting code), organizational 
agility (after building blocks of software considering user specification allows quickly 
recombination and integration) and usage of existing systems (enable integration 
between new and old systems components) [4]. PaaS, SaaS, and IaaS are specific 
cloud service models. PaaS, such as Microsoft Azure, Google's Apps Engine, Force 
platform, and Salesforce.com relates to various solutions functioning on a cloud to 
offer platform computing for users. SaaS, including Gmail, Google Docs, Online 
Payroll and Salesforce.com, represents applications running on a remote cloud system 
proposed by the cloud supplier as solutions which can be utilized using Internet. IaaS, 
comprising Flexiscale and Amazon's EC2, designates hardware equipment function-
ing on a cloud offered by service suppliers and utilized by  users on desire [5]. By all 
described, Microsoft Azure is a cloud computing platform and infrastructure created 
and provided by Microsoft for building, deploying and managing applications and 
services through a global network of data centers managed by Microsoft. It supports 
multiple programming languages, tools and architectures. Microsoft Azure provides 
mobile services, in this way greatly facilitating communication between mobile appli-
cation on different platforms (e.g. Android and Windows 8) to have the possibility to 
send and receive information from the cloud [6]. 

User Experience (UX) is described as a result of the appearance, system perfor-
mance, interactive behavior, efficiency, and helpful abilities of an interactive system, 
both hardware and software. UX includes interaction methods and design, informa-
tion architecture or visual design, becoming an established field of research in Design. 
Furthermore, User Experience Design short called UXD or UED defines a process of 
enhancing user satisfaction by increasing the level of interaction of a user with a 
product or service provided. UXD can be nominated as a process of interaction with 
interface, graphics, animation, motion graphics or physical design [7].  

It is already known that interconnected UX online applications designed on cloud-
based platforms facilitate faster data processing and interpretation than old technologies. 
Furthermore, new developed cloud-based applications have been gaining a growing 
number of users in online environment. The Centers for Medicare and Medical Services 
started to use internet as a communication platform, collecting information from users in 
an electronic format [8]. Furthermore, all existing web-based questionnaires are de-
pended of self-reported evaluation, a useful and cost-effective approach for obtain data 
through surveys. The answers obtained from users through self-reported checks are 
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susceptible to bias, being based on cognitive ability to remember different personal 
information. The questions used in lifestyle surveys comprise information about physi-
cal activities (type, regularity, period, intensity) and dietary habits (the varieties and 
quantity of food consumed) of users [9]. Nowadays, the questionnaires are essential 
options used in epidemiologic studies and clinical surveys. From the medical point of 
view, this online lifestyle cloud-based application comprise a lot of parameters related 
to the extensive evaluation of ideographic attitudes and behaviors related to health of a 
person such as amount of sleep, different types of alcohol or cigarettes dependen-
cies, physical activity behavior and diet characteristics of young users, a population at 
great risk for problematic health behaviors.  

Amount of sleep is an important indicator of health and well-being in students. 
Adequate sleep, defined as 6–8 hours per night regularly, is a critical factor in health-
related behaviors. The sleep length of time and daytime sleepiness are considered to be 
independent factors related to psychosocial parameters and function as independent 
predictors of health and overall performance. Furthermore, inadequate sleep might be a 
screening indicator for an unhealthy lifestyle and poor health status [10]. Many physi-
ologic studies showed that sleep deprivation might have an impact on weight as a re-
sult of effects on physical activity, appetite, and thermoregulation [11].  

Internet addiction is recognized by abnormal or badly handled desires, preoccu-
pations or behaviors concerning Internet use which produce distress or impairment. 
Nowadays were described 3 subtypes of Internet addiction: socializing or social net-
working consisting of text/email messaging, intensive gaming-gambling and sexual 
preoccupations (cybersex). Internet addicts could use for prolonged intervals the In-
ternet, concentrate nearly completely on the Internet instead of broader life events and 
separate themselves from the rest of forms of interpersonal contact [12]. Because 
leisure time is crucial for well-being and health, and cell phone use has been linked 
with mental health, the relationship between the use of cell phone and leisure need to 
be more effective comprehended. The cell phones permit users to browse the internet, 
to be involved in popular online social networks like Twitter and Facebook, Hi5, to 
create and share personal photos and videos, to play many online and offline games or 
to stream movies and live sports nearly anytime and anyplace [13]. Since Facebook 
turn into probably the most utilized site on the Internet, Facebook addiction was pre-
dictable and seems to be directly associated with sleep habits. Moreover, it was ob-
served that environmental and psychological factors may contribute to food choices 
young adults make. 

Poor diet can lead to co morbidities like diabetes and obesity according to Ameri-
can Heart Association, 2014. Furthermore, young users have diets rich in fat, sugar, 
and sodium intake and regularly drink sugar-sweetened beverages increasing the risk 
for chronic diseases. Higher levels of stress in students may increase the risk of poor 
eating habits at night as a means of maladaptive coping. Night eating syndrome (NES) 
is influencing lifestyle behavior of young users. The diagnostic criteria for NES de-
scribe an important caloric intake in the evening and/or night-time, characterized by 
consuming at least 25% of food intake, and /or experiencing at least two episodes of 
nocturnal eating per week [14]. A lifestyle education tool should be focused on both  
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behavioral and dietary factors. Users might be advised to reduce saturated fats and 
replace saturated fats with unsaturated fat and low trans-fats and to choose healthier 
behaviors and promote better dietary choices.  

Since the use of the Internet for extracting, transforming, and disseminating infor-
mation was realized only by means of papers, books, pamphlets, and instruction mate-
rials, it was a challenge to develop a lifestyle UX cloud-based application based on 
online questionnaires, for data collecting and interpretation, which is able to advise 
users in terms of lifestyle changes. 

 The aim of this study was to develop a UXD cloud-based application based on 
questions about physical activities and dietary habits of users, being able to advise 
users in terms of lifestyle changes. From the medical point of view, the application 
comprise multidimensional aspects of users: age, gender, ethnicity, location, height, 
weight, amount of sleep,  dependence of cell phones, of social media games and In-
ternet, indirect assessment of frustration and stress and consumption of alcohol, ciga-
rettes, coffee and energy drinks. The application comprises also questions regarding 
daily diet, favorite types of food and mealtimes. 

2 Materials and Methods 

This paper presents a new multidimensional cloud-based application designed for 
online users. Each user has the possibility to register a new account in order to use 
this lifestyle online tool. A large database is created comprising answers related to 
ethnicity, age, race, gender, socio-economic status, leisure-time physical activity, 
anthropometric parameters, cigarettes-smoking, alcohol consumption, caffeine con-
sumption, internet addiction, video game addiction, phone addiction and food diet. 
This online tool creates a detailed lifestyle profile of the registered user. The data 
collection is realized through multiple questionnaires using various lifestyle and dieta-
ry questions. This online application is capable to process obtained data from users: 
validation (verification if supplied data is clean, correct and useful), summariza-
tion (reducing details to specific points), classifying (separates data into multiple 
categories) and reporting (listing computed information data). After collecting data, 
this online tool is capable to offer different lifestyle advices for users.  

The application comprises three sets of questions. The first set of questions will 
collect data regarding age, location, gender, ethnicity, height and weight. Based on 
this first set of data, the tool calculates automatically the body mass index of the user. 
The second set of questions collects data regarding addiction pattern of internet use, 
internet addiction, video gaming disorder, consumption of alcohol, smartphone over-
use, cigarettes, coffee and other drinks. The third questionnaire collects information 
regarding daily diet, fruit and vegetables consumption, favorite food and mealtimes. 
Based on the last two sets of questionnaires, the online tool automatically calculates 
risk factor of diseases that predispose the interviewed user. After this step, the user 
receives helpful advices on how to reduce the risk for obesity, diabetes mellitus 
through diet and lifestyle changes. All information is saved in a database that can be 
used for generating statistics and comparisons between certain dietary behaviors from 
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different users interviewed. The user can always update the data entered into the ap-
plication with new data; in this way he will be able to improve his nutritional lifestyle. 

2.1 The Design Architecture 

This multidimensional application can be accessed via an internet browser from lap-
tops, mobile phones or tablets. The online tool uses the latest trends in user expe-
rience design (UXD). It has a responsive design, which means it provides an optimal 
viewing experience. This feature will allow design adaptation to different resolutions 
on any device from where is accessed (Figure 1). The application will auto adjust the 
layout and content for the device from which is accessed, ensuring that the user has a 
richer viewing experience. The adjustments for resolution are realized by adding 
media queries and scripts for resolution scale and orientation ranges. The online tool 
has many integrated multimedia elements, allowing the interaction between user and 
application, increasing the grade of UXD.  
 

 

Fig. 1. The interface scalability simulation of the online tool on different devices 

Technically, the application is divided in three parts:  
1. User friendly interface - even by the users who are not very experienced with the 
modern online tools.  
2. The application database – where all the input data is stored 
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3. The engine module – where all the entered data is processed into information and 
displayed to the user trough interface. With the help of modular design, the applica-
tion can always be developed and enriched using new elements, in terms of architec-
ture and in terms of UX, without expensive development. 

2.2 The System Architecture 

This online cloud-based multidimensional lifestyle application is in trend with the 
latest technology in the field of information architecture and design. It has a dynami-
cally generated interface/content. The application’s information is stored in a database 
on an internet server. The application is developed with latest technology in server 
side dynamic pages, where the web page construction is controlled by an application 
server processing server-side scripts.  

In server-side scripting, the parameters determine how the construction of each 
new web page continues, integrating the arranging of additional client-side develop-
ing. This will help users to find the required information more rapidly. It is already 
known that an advantage of dynamic web pages is that, the server can process large 
quantity of information to multiple online users in the same time, without any risk of 
losing the resources of the servers. The main advantage of the dynamic-content is the 
fasting loading through a web server, because all the information content is stored in a 
single database instead of multiple files. Because the application has a modular de-
sign, every improvement can be quickly performed and without damaging the rest of 
the modules in the tool. Generated observed errors are reported in an XML file, to  
be easily identified and corrected, allowing future improvements of the online appli-
cation. There are two kinds of errors that can be encountered in such kind of applica-
tion: development errors – mostly encountered in the development stage of the  
application or when is tested, before launching online, and user’s errors – that ap-
pears when a user makes a mistake. The application has a special dedicated module 
for determining the errors encountered when the application is used. The error module 
saves the errors encountered through the navigation in a XML file on the web server. 
This file plays a great role in detecting bugs, errors and the deficiencies of the appli-
cation, allowing easy identifying and solving them.  

Different standards can be used to transmit data between different units. The stan-
dard used for this application is HL7 Clinical Document Architecture, a document 
markup standard that specifies the structure and semantics of “clinical documents” for 
the purpose of data exchange and it is a complete information object which can in-
clude text, images, sounds, and other multimedia data and could be any of the follow-
ing: discharge summary, referral, clinical summary, history/physical examination, 
diagnostic report, prescription, or public health report [15]. 

The application is connected to a database in Windows Azure cloud, where it can 
access the data in real time. Figure 2 presents the database in Windows Azure. 

Currently the application is uploaded online on a web server and is tested by 
students from University Politehnica (UPT) Timisoara and University of “Medicine 
and Pharmacy” Timisoara (UMFT). In this phase, this online tool has a special 
feedback questionnaire in order to see the student’s opinion regarding the application 



120 A. Serban et al.  

 

in terms of user interface. In this manner, some undiscovered errors or bugs can be 
reported. After this stage, the application will be improved in accordance with the 
student’s feedback. In the next phase the results will include a comparison of  
the lifestyle of the students from both universities. In the test group there are included 
5 groups of students from UPT, around 110 students and around 100 from UMFT. 
They register and use the application. The intention is to compare the feedback of IT 
and non IT users, and also medical and nonmedical users. The timeline of the process 
is: 3 month (October-December 2014) for testing at UPT and UMFT, 2 month 
processing the data (Jan-Feb 2015), 2 month redesign based on results of processing 
(Mar-Apr 2015). This will end the stage of design. 
 

 

Fig. 2. DB on Windows Azure 

Based on the new tool the test users group will be diversified and the study of life-
style behavior reports and statistics will be provided during the second half of the 
year. Having a dynamic architecture and a user-centered design, this online tool is 
actually a web 2.0 generation application. The modular system allows easy further 
improvement of the application. The development and integrated multimedia ele-
ments will help the user to access information more quickly, in this way increasing its 
UXD. Furthermore, the application is based on a optimization system for the most 
advanced browsers. The novelty for this type of applications is its adaptability on any 
mobile device connected to the Internet. The development of the application is based 
on "responsive design" using HTML/HTML 5 and CSS3 scripting language, a system 
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that is increasingly used in modern websites. It has a fluid layout using a flexible grid, 
and a range of the website according to browser’s full size and graphics. 

3 Conclusions 

Considering the fact that there is a high demand for research studies to accurate de-
termine the dietary habits of individuals, the suggested cloud-based application pre-
sented in this research intends to provide a personalized solution for evaluating physi-
cal activities and dietary habits assessment among different types of user. The appli-
cation is a useful tool for improving the life-style of users and promoting healthy 
eating attitudes. 
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Abstract. Biomedical Science poses unique challenges in data management. 
Heterogeneous information - such as clinical records, biological specimens,  
imaging and genomic data, different technology-associated formats - must be 
collected and integrated to provide a unified overview of each patient. Interna-
tional scale research collaborations involve different disciplines (Medi-
cine/Biology, Engineering/IT, Physics,...). Extensive metadata is required to 
maximize information sharing among the partners. To properly tackle these is-
sues, we have developed XTENS, a data repository built on a flexible and ex-
tensible JSON-based data model. The JSON data model is conceived to achieve 
maximal flexibility, to allow adaptive metadata management, and to perceive 
metadata as a dynamical process of scientific communication rather than an en-
during product fixed in time. XTENS is integrated with iRODS, a data grid 
software that allows distributed storage, metadata file annotation and advanced 
policies for data curation. We have adopted the platform for a functional con-
nectomics multicentric project where heterogeneous data sources (radiological 
images, electroencephalography signals) must be integrated and analysed to 
compute connectivity maps of the brain. To this end, we have tested the reposi-
tory prototype allowing the external programs to interact with XTENS using a 
service-oriented REST interface. We demonstrated XTENS usefulness because 
we could input heterogeneous data, run the required processing tool  and store 
the process output. 

1 Background 

Data Management in Biomedical Science presents peculiar challenges. Research 
projects in the field are constantly moving towards international collaboration with  
participants coming from a great variety of disciplines (medicine, biology, engineer-
ing/IT, etc.). In such a scenario, extensive metadata are required to improve the acces-
sibility of the shared information, be it clinical records, biological specimens’  
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(i.e. samples) characteristics, or the output of high-throughput analyses. Many data 
repositories have been proposed in the field. Some of them - such as SimBioMS [1] 
and openBIS [2] - are more focused on molecular biology and genomics, and provide 
support for sample management; others - like XNAT [3], COINS [4] or LORIS [5] - 
are more oriented towards Neuroscience/Neuroimaging, and are equipped with tools 
for automatic metadata extraction from common radiological formats 
(DICOM/NIFTI) and quality controls on the uploaded images. A common trait of all 
these systems is that, in order to create novel data types - such as a hitherto unsup-
ported genomic assay or a novel imaging format - the system must be reconfigured by 
an operator with sufficient informatics skills, able to modify SQL relations or XML 
schemas. As a consequence, shared data is often described with a somewhat fixed and 
limited set of metadata, out of the control of the researchers themselves, with strong 
drawbacks on the quality and completeness of the shared information, and the output 
of biomedical collaborative projects. Recent studies in Neural [7] and Social Sciences 
[8] promote the view of metadata as a fluid, dynamical process rather than a fixed 
product; therefore we feel that modern repository should comply this requirement, 
providing adaptive metadata management and configuration tools to maximize infor-
mation sharing and understanding in multidisciplinary, international collaborations. 

Here we describe a novel implementation of XTENS, a data repository based on a 
JSON metadata model [9], as a proper tool to solve data management issues in Bio-
medical Sciences and specifically in Functional Connectomics studies. Previously, 
XTENS was developed with Java technology and had been successfully used both  
in Neuroscience [10] and in integrated biobanking management [11]. In the next  
paragraphs, we describe the novel JSON-compliant XTENS architecture and its  
underlying data model. Then we will illustrate a use case scenario - a Stereo-
ElectroEncephaloGraphy (SEEG) collaborative project where our group was provid-
ing support for data management and image/signal processing. 

2 Results  

2.1 The Repository 

In XTENS metadata model, each Data instance is characterized by its Data Type. The 
Data Types provide a hierarchical JSON schema that works as a ‘template’ for the 
Data instance. The schema is composed by (i) a header with name, a brief description 
and the version of the data type, and (ii) a body, that contains the full set of metadata 
properties (i.e. attributes) usually collected in metadata groups. Each property is cha-
racterized by a name, a primitive type (i.e. number, string, date, boolean...), an (op-
tional) ontology term, value options and units,  a set of validation properties and a 
sensitivity flag. Each Data instance contains a metadata field in JSON format, where 
all the properties defined in the Data Type schema are stored as a name-value-unit 
triples. Subjects and Samples are treated as specialized versions of the data instance 
class, containing additional fields, methods and relationships. This paradigm ensures 
security, anonymisation of personal details, and dedicated biobanking management. 
The new XTENS implementation supports management of samples from different 
biobanks, and describes biobanks according to the MIABIS specifications of the 
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BBMRI consortium [11]. An outline of XTENS data model is shown in Figure 1. 
Figure 2 provides a visual example of the JSON schema. XTENS source code is 
available on Github [12] 
 

 

Fig. 1. XTENS data model. Each Data instance is characterized by its Data Type, and the Data 
Type schema provides the structure to build up the metadata JSON object. Subject and Sample 
are specialized classes of Data. Personal Details are managed in a separate class to allow easy 
anonymisation and satisfy  privacy requirements.  

The model has been implemented on the novel XTENS repository using a modular 
structure, separating the concerns between the client interface (i.e. front-end) and the 
back-end. The latter consists of a web application running on a Node.js server, a Post-
greSQL database, and a distributed file system based on the iRODS data grid software 
[13]. The adoption of iRODS makes XTENS the first data management platform rely-
ing on a distributed file storage.  The web application is written in JavaScript to pro-
vide full compliance with the JSON metadata model, and exposes a RESTful interface 
to allow a common access specification for the XTENS front-end and for external 
applications. We have chosen PostgreSQL as database management system because it 
supports JSON as a native type. The upcoming 9.4 version will introduce a binary 
JSON format (JSONB) that improves dramatically the query speed on retrieval. 
iRODS is equipped as well with a REST API (irods-rest) that allows direct and trans-
parent upload/download from the client interface. When a new Data Instance is 
created using the front-end web form, the user can upload one or more associated 
files. Uploaded files are temporary stored in a ‘landing’ collection, and moved to their 
permanent location after the Data form is submitted. The association between the 
Data instance and Data file location in then stored in the database. A dynamical query 
interface based on the Composite design pattern allows users to perform queries on 
every Data Type previously defined. Data Type schemas can be updated with new 



126 M. Izzo et al. 

 

properties using the graphical interface; new and updated data types can be used im-
mediately for create-retrieve-delete-update (CRUD) operations with no additional 
programming, compilation or restart steps. The user (with administrative authoriza-
tion) is given full control to describe its data and experiments, without having to 
resort every time to an IT expert. New Data Types can be created with minimal effort, 
to improve data sharing in different scenarios and to promote the concept of metadata 
as a dynamical, ephemeral and fluid process. 

 

Fig. 2. Outline of the JSON metadata schema used in XTENS. Each Data Type has a schema 
composed by a header and a body. The latter is an array of Metadata Groups. Each contains one 
or more Metadata Field or Loops. Metadata Loops are not shown for sake of simplicity. A 
Metadata Field (shown in the second column) represents the leaf of the model and is described 
by a set of property that specify its primitive type, name, an optional International Resource 
Identifier (IRI) for linked data support, a set of validation properties to determine if it is re-
quired, if it stores sensitive/personal information, if (in case of numeric type) the value must 
fall in a determined range, if the value  must be selected from a list of controlled terms, and if it 
has a measure unit. The "metadata" column of a Data entity stores the instances of each meta-
data field as a name-value-unit triple. 

2.2 SEEG Use Case 

We have set up a first XTENS 2.0 prototype to manage imaging data - computed 
tomography (CT), magnetic resonance imaging (MRI) and Stereo-
ElectroEncephaloGraphy (SEEG) - data in a collaborative project involving three 
centres: Niguarda Hospital in Milan (providing data), the Neuroscience Centre at the 
University of Helsinki (developing methods), and the Department of informatics, 
Bioengineering, Robotics and System Engineering (DIBRIS) at the University of 
Genoa (Data storage and management). The aim of the project is to exploit recent 

{
 "label":";METADATA FIELD",
 "fieldType":"Float",
 "name":"test_field1",
 "iri":"",
 "customValue":"",
 "required":true,
 "sensitive":false,
 "hasRange":true,
 "min";0,
 "max":1000.0,
 "step":0.1,
 "isList":false,
 "possibleValues": null,
 "hasTableConnection":false,
 "tableConnection":null,
 "hasUnit":true,
 "possibleUnits": [
    "first unit", 
    "second unit"
 ],
}

{
 "header": {
  "schemaName":"DATA_EXAMPLE",
  "description":"DESCRIPTION",
  "version":"1.0",
  "classTemplate": "GENERIC"
  "fileUpload":true
 },
 "body": [
  {
   "label":"METADATA_GROUP",
   "name":"FIRST_GROUP",   
   "iri":"",
   "content":[
  {...},      
  {...
   "name":"test_field2"
    ...},
  {...}
 ]
 }
}

{
  "test_field1":{
        "value": 50.7,
        "unit":"first unit"
   },
   "test_field2":{
        "value": 20,
        "unit":"another unit"
   },
   "test_field3":{
        "value": "some text",
   },
   {...}
}

schema metadata
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advancements in functional and effective connectomics to tentatively define biomark-
ers for focal epilepsy. Functional (and effective) connectomics studies describe how 
different brain regions interact with each other and how modification of such func-
tional (or effective) couplings is directly linked to neurological pathologies. In this 
context, it is crucial to have access to high quality tools to store, analyse, and retrieve 
multimodal datasets in order also to comply with national and international laws that 
rules the sharing of medical information and patient details. 

Details about the methods used in data preprocessing and analyses can be found 
elsewhere  [14] [15], but we briefly summarize the peculiar steps that interact with the 
XTENS platform. SEEG is a highly invasive techniques to record neural activity that 
is routinely used in clinical application aimed at localizing seizure onset zones in 
patients with drug-resistant focal epilepsy undergoing presurgical evaluation [16]. 
Despite the sparsity of SEEG implants, recently we showed that it can successfully be 
used in the context of functional connectomics studies fully exploiting its potential. 
We estimated that ~100 patients are required to reach a 85% coverage of all possible 
interactions in a 250 anatomical parcels atlas. The entire analyses can be divided in 
two domains: structural and functional. Each domain is characterized by different 
data, methods and analyses outputs.  The structural domain deals with anatomical data 
and is composed of a post-implant CT (postCT) scans that show the electrode in their 
final locations and pre-implant MRI (preMRI) that contain the information about 
individual brain anatomy. We provided to the physicians a set of medical image 
processing tools that are specifically designed to deal with SEEG implants to (i) local-
ize each contact in both individual and common geometrical spaces  and (ii) to assign 
to each contact its neuronal source on a probabilistic reference atlas (Destrieux, ). The 
functional domain deals with signal processing techniques aimed at quantifying the 
degree of synchrony between brain regions and at characterizing the so called func-
tional connectome. We developed several tools (i) to correctly estimate phase differ-
ences and (ii) to assess statistical significance of the observed phase couplings.  

XTENS successfully manages data describing both domains and provides client-
side services for physicians to submit data and retrieve analyses results. We have 
installed XTENS on a cluster of Linux Servers (Ubuntu 12.04 LTS) located at the 
Department of Informatics, Bioengineering, Robotics and System Engineering 
(DIBRIS), Genoa, Italy. Details of the installation are shown in Figure 2. We current-
ly have defined the following Data Types: Patient, Preimplant_MRI, Postimplant_CT, 
Fiducial_List, SEEG_Implant, SEEG_Data, and Adjacency_Matrix. SEEG_Implant 
data instances are the output of the segmentation process operated on Postimplant_CT 
using Fiducial_List metadata as reference. On the other hand, Adjacency_Matrix is 
the data describing brain region phase couplings in individual patient geometry esti-
mated using SEEG_Data.  

Postimplant_CT, Fiducial_List, and SEEG_Data are directly uploaded by the phy-
sician on the XTENS repository. We have developed  a Node.js package, called xpr-
seeg, to provide a web interface with the segmentation tool running on a separate 
server. The user fires through the XTENS client interface. In turn, XTENS sends a 
POST request to xpr-seeg forwarding all the required information about the two data 
instances. Xpr-seeg executes a bash script that retrieves the required files from 
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iRODS and runs the segmentation algorithm. Once the procedure is done, the com-
puted SEEG Implant is stored on a file. A novel data instance of SEEG_Implant is 
composed by xpr-seeg and saved in XTENS through a POST request. In a similar 
way, SEEG_Data are downloaded by operators, manually investigated to rejected 
artefactual channels (i.e., non physiological data) and analyzed to build the Adjacen-
cy_matrix. Here, xpr-seeg provides the tool to correctly upload the analysed data to its 
data parent (i.e., Patient) in the XTENS repository. 

 

Fig. 3. XTENS setup for the Stereo-EEG collaborative project. XTENS communicates with 
xpr-seeg using REST. After the analysis (e.g. segmentation) is run by xpr-seeg, the results' file 
is stored in iRODS and a new Data instance is saved on XTENS. 

3 Discussion 

We have developed a novel data management and service providing platform that is a 
valid alternative to more established technological solutions, because it presents a 
number of advantages. First, the whole system is structured on JSON format, and 
does not require lengthy and cumbersome data transformation or binding often re-
quired when dealing with XML format or entity-attribute-value (EAV) paradigms. 
Secondly, the system is conceived to be user-friendly, easily configurable by non-IT 
people. This is a major advantage in biomedical science which is hampered by the 
difficulties in dealing with complex informatics systems. For instance, XNAT, among 
the most popular data repositories for Neuroscience projects, provides data schema in 
XML format.  To modify data schema expressed in XML it is necessary to have ba-
sic/advanced knowledge of the syntax itself. Furthermore, after data schema changes 
the database needs to be updated, XNAT application redeployed and security XNAT 
setup must also be performed.  In XTENS, the users can create new Data Types and 
setup the security and authorization levels using an intuitive graphical interface. 
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These characteristics make XTENS suitable for projects in labs that cannot afford a 
system administrator. XTENS only requires the initial configuration and deploy while 
new data types can be added at runtime.  

The previous version of XTENS was based on Java Servlet technology (running on 
a Tomcat server), and was backed by a MYSQL database. We moved to Node.js and 
PostgreSQL to provide an environment more compliant to our JSON model. The new 
version is suitable to test the scaling capabilities of Node.js in conjunction with Post-
greSQL JSONB format when managing large amounts of metadata. We are planning 
to run some stress tests on the system, before adopting it in production, and to tune 
the database for improving the performances. Moreover, the extensibility and simple 
management of the presented platform make it the optimal tool in connectomics stu-
dies. In this evolving and challenging scientific context, exchanging knowledge be-
tween scientific operators and multimodal data approaches can sensibly increase the 
interpretability of the results and the applicability of the method itself to the clinical 
context. In focal epilepsy studies, the complexity of the pathology itself and difficul-
ties in the localization process can benefit from modern distributed technologies such 
as the one suggested in the present work. 

4 Conclusions 

We developed a novel data repository, with a highly configurable JSON-based data 
model, for research collaborations in Biomedical Science. We have tested the reposi-
tory prototype in an ongoing SEEG project where external programs interacted with 
the repository using a service-oriented REST interface. We demonstrated its useful-
ness in Computational Neuroscience because we could (i) input CT/MRI and SEEG 
data, (ii) run the required processing tool  and (iii) output the phase couplings co-
localized on both individual and common anatomical spaces. 
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1 Introduction

A drastic change in the delivery of health and wellness services is envisioned for
the forthcoming years. The current global socio-economic situation, with cuts
in government spending, an increasing population of pensioners and a growing
unemployment rate, has particularly fostered the need of more efficient health
and wellness care models. These new models particularly build on the concepts
of proactivity and prevention, which in simple words refer to avoiding as much
as possible the need of care. In fact, it is well-known that most prevalent diseases
are partly caused by lifestyle choices that people make during their daily living.
Therefore, bringing these lifestyle diseases under control may have a great impact
on healthcare and assistance spending, and certainly on people’s health itself.
To that end, empowerment, encouragement and engagement of people in their
personal health care and wellbeing is especially required.

In this context, information and communication technologies appear as the
main driver of change to support people empowerment, encouragement and en-
gagement. Actually, an increasing number of applications and systems for per-
sonalized healthcare and wellness management have been developed during the
last years. These solutions, mainly oriented to fitness purposes, are used for
detecting very primitive user routines and behaviors, and are also utilized for
providing track of progresses and simple motivational instructions. Withings
Pulse [4], Jawbone Up [2] and Fitbit Flex [1] are some examples of instrumented
bracelets and wristbands accompanied by mobile apps capable of providing some
basic recommendations based on the measured taken steps and slept hours. More
prominent health and wellness systems have been provided at the research level,
yet they are fundamentally prototypes. Examples of these systems are [9] for
detecting cardiovascular illnesses, [6] for alerting on physical conditions or [10]
for tracking changes in physiological responses of patients with chronic diseases.
These solutions have a very limited application scope, lack of interoperability
with other similar systems and rarely personalize to the particular user needs
and preferences. Therefore, to neatly support all health and wellness aspects of
each particular user, comprehensive frameworks capable of tackling more com-
plex and realistic scenarios are required. Although a few attempts have been very
recently provided in this regard [8,7,5], most of them lack essential requirements
of a person-centric framework for health and wellness support.

In this work we present Mining Minds [3], an innovative framework that builds
on the core concepts of the digital health and wellness paradigm to enable the
provision of personalized healthcare and wellness support. Mining Minds is fur-
ther devised to intelligently exploit digital health and wellness data to generate
new businesses and services, which are unquestionably called upon to change
the actual healthcare and wellness panorama. The rest of the paper is orga-
nized as follows. The essential requirements devised for a framework supporting
personalized healthcare and wellness services are shown in Section 2. Section 3
thoroughly describes the proposed Mining Minds Framework. A potential busi-
ness model and service scenario that may be supported through Mining Minds is
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presented in Section 4. Finally, main conclusions and future directions are shown
in Section 5.

2 Requirements of a Person-Centric Digital Health and
Wellness Framework

People health and wellness states can be represented through data of a very di-
verse nature, such as physical -sensory-, logical -personal profile and interests-,
social -human cyber relations- and clinical -medical- data. Accordingly, one of
the most important challenges posed to digital health and wellness systems refers
to the intelligent and comprehensive collection, processing and organization of
these data. For data collection, several modern systems such as wearable self-
quantifiers, ambient sensors, SNS or advanced clinical systems, are increasingly
available. Thus, a certain level of abstraction from heterogeneous resources is re-
quired to make their utilization transparent to the user. Moreover, data types are
of a very diverse nature, ranging from structured - e.g., electronic health records
-, semi-structured - e.g., multimedia - or unstructured - e.g., SNS -. Thus, an im-
portant requirement of person-centered digital health and wellness frameworks is
to be capable of dealing with this new dimension of heterogeneous data. Not only
data variety constitutes a key factor to be considered, but also data volume and
velocity. Massive amounts of health and wellness-related data are generated over
time on and around the subject at different paces. Therefore, these frameworks
need to provide procedures to support the storage and real-time processing of
such amounts of data. Similarly, mechanisms for load balancement and scala-
bility are utterly required when dealing with several potential users and data
collection mechanisms.

Determining a person’s health and wellness state is a very challenging task
that require more than simply collecting and persisting personal data. Thus,
automatic intelligent mechanisms to process person-centered data, and extract
interpretable information, are needed. Moreover, insights should be also gained
not only from individual users but from the collectivity. To do so, advanced
techniques to process people’s health and wellness information in an anonymized
form are particularly required. These insights can be leveraged by health and
wellness care systems to extend, adapt and evolve the knowledge provided by
human domain experts.

Mechanisms such as alerts, recommendations or guidelines, generally known
as service enablers, are particularly used to catalyze both information and knowl-
edge to be delivered in a human-understandable way to users and stakeholders
in general. Not only should person-centered digital health and wellness frame-
works provide these enablers, but also support mechanisms to customize them to
each particular person needs and demands, for example, by mapping user needs
to the best possible recommendations or personalizing the explanation of these
recommendations.

Another important requirement of these frameworks refer to the presentation
of health and wellness outcomes to the end-user. Since users of these systems
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may play a different role, the information needs to be presented in the most
convenient way given their interest and expertise. For example, comprehensive
user interfaces need to be prepared for clinical professionals, while more simpli-
fied and appealing presentations may be required by average users. Moreover,
the analysis of the user interaction with the system is seen to be of great value.
Users perceptions of system aspects such as utility and ease of use need to be
fed back into the framework in order to provide the most personalized possible
experience, as well as to help identify potential inconsistencies in the operation
of the system.

Finally, all the aforementioned requirements need to be neatly accommodated
to user security and privacy principles. Person-centered digital health and well-
ness frameworks deal with sensitive information, thus it is of utmost importance
to adequate privacy, security, protection and risk management measures to all
the processes involved in the treatment of this information.

3 Mining Minds Platform

In the light of the requirements presented in the previous section, a novel person-
centric digital health and wellness framework is proposed here. Hereafter referred
to as “Mining Minds”, this framework consists of a collection of innovative ser-
vices, tools, and techniques, working collaboratively to investigate on human’s
daily life data, generated from heterogeneous resources, for personalized health
and wellness support. Mining Minds philosophy revolves around the concepts of
data, information and service curation, which refer to the adequation, adaptation
and evolution of both contents and mechanisms used for the provision of high
quality health and wellness services. Motivated by these concepts, a multilayer
architecture is particularly devised for Mining Minds. The architecture, depicted
in Figure 1, is composed by three main layers, respectively, Data Curation Layer
(DCL), Information Curation Layer (ICL) and Service Curation Layer (SCL),
and an additional one, Supporting Layer (SL), to ensure the suitable operation
of the former ones. In the following, the Mining Minds architecture layers are
described.

3.1 Data Curation Layer

Data Curation Layer, DCL, is in charge of processing and persisting the data
obtained from the Sensor Layer, which abstractly defines the possible sources
of user health and wellness data, i.e., SNS, questionnaires, wearable biomedical
devices or ambient intelligence systems, among others. The DCL is composed
of Data Curation, Data Representation and Mapping, and Big Data Persistence
components. Data Curation is responsible for the acquisition, labeling and anal-
ysis of the data obtained from the diverse sources, in both real-time and offline
manners, as generic streams. The format of the acquired streams is based on
the source devices, thus their specifications are hosted by device registry of the
Data Curation component. To classify the data streams by device and usage,
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Fig. 1. Mining Minds Framework Architecture

the Data Curation component provides real-time data labeling, which converts
the unstructured data into semi-structured format. As the volume of the data
collected is large and type of this data is heterogeneous, the possibility of data
noise and redundancy is high; therefore, the labeled data stream is forwarded for
analysis where several data analysis filters are executed to ensure the reliability
of data, keeping its comprehensiveness preserved. Apart from analysis of real-
time data, the Data Curation also ensures the reliability of already preserved
data with its provenance features. These features are executed as filters over
offline data batch processes.

After analysis, data streams are forwarded to theDataRepresentation andMap-
ping component. The role of Data Representation andMapping is to conform data
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according to a standard definition; such that, it is understandable and shareable
among layers of the Mining Minds platform and also with third party components
and applications. The conformance definition is based upon an ontology, where
data from the labeled and analyzed stream ismapped to ontological resources, rep-
resenting the data as resources with hierarchies. This conformed data model is for-
warded to Big Data persistence for storage. The persisted data is made available
to other Mining Minds layers through the so-called Intermediate Database. The
Intermediate Database consists of a fast processing storage unit that temporarily
hosts the data to be served in a rapid manner.

3.2 Information Curation Layer

Information Curation Layer, ICL, represents the Mining Minds core for the in-
ference and modeling of the user context and behavior. It is composed by two
sublayers, namely, Low Level Context Awareness (LLCA) and High Level Con-
text Awareness (HLCA). The LLCA is in charge of converting the wide-spectrum
of data obtained from the user interaction with the real and cyber-world, into
abstract concepts or categories, such as physical activities, emotional states,
locations and social patterns. These categories are intelligently combined and
processed at the HLCA in order to determine and track the normal behavior of
the user.

The LLCA consists of functionalities for SNS analysis, activity recognition,
emotion recognition and location detection. The SNS analysis relates to the pro-
cessing of the data generated by the user during their interactions in regular
social networks such as ’Facebook’ or ’Twitter’. This comprises from posts or
tweets generated by the user themselves, user mentions, user traces and even
global social trends, in the form of both text and multimedia data. From here,
personal and general people interests, needs, conducts and states may be deter-
mined. The activity recognition process refers to the identification of primitive
physical actions performed by the user, such as, ’standing’, ’walking’ or ’jog-
ging’. This process may build on several sensing modalities, as they happen to
be available to the user. Examples of these modalities are wearable inertial sen-
sors, video and audio. The emotion recognition process is defined to infer user
emotional states, such as ’happiness’ or ’anxiety’, by using sensor data similar
to the aforementioned, as well as more sophisticated sources exploring human
physiological variations and responses. In order to determine the user situation,
it is of extreme importance to track the user ambulation. This is the role of the
location detection functionality, which essentially builds on the data collected
through indoor and outdoor positioning sensors, such as video and GPS, to spec-
ify the exact location or direction of the user. The information generated on top
of the LLCA is unified and delivered to the DCL, in order to make it accessible
to not only the HLCA, but other Mining Minds components and applications.

The diverse categories identified through the LLCA are used by the HLCA
to define a more comprehensive representation of the user context and behavior.
Two main functionalities are considered to that end. The first one corresponds
to the context awareness and modeling, which enables the interpretation and
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representation of the user context. The modeling of the context is performed
through ontologies, which have been adopted in the past as a unified conceptual
backbone for modeling, representing and inferring context, while its interpreta-
tion is done through a rule-based reasoning process. Thus for example, based
on the actual time (e.g., midday), location (e.g., restaurant) and inferred activi-
ties (e.g., sitting), this functionality can determine the precise user context (e.g.,
lunch). The context awareness and modeling is also used to populate the LifeLog
Repository. This repository is used to store the contexts determined for the per-
son during the use of the Mining Minds system. This information can be served
to other Mining Minds components and applications, although it is primarily
devised as input to the second essential HLCA functionality, so-called behavior
modeling and analysis, which is devised to identify the user behavior patterns
and routines. For example, if it has been identified that the user normally goes
for lunch during a specific time span in work days, it can be determined as a
personal behavior pattern or routine of this particular user. LLCA and HLCA in-
formation is regularly stored in the Intermediate Database, making it accessible
to the SCL and other potential parties.

3.3 Service Curation Layer

Service Curation Layer, SCL, provides the means to transform the data and
information generated by DCL and ICL into actual services. To do so, SCL
supports automatic and expert-based knowledge creation and maintenance, per-
sonalized recommendations and predictions, and users feedback analysis. The
knowledge creation capability is activated either by the domain expert or knowl-
edge engineer, by using data driven, knowledge driven or hybrid approaches. The
created knowledge, which is persisted in the Knowledge Bases of SCL, has var-
ious levels of granularity, which range from abstract or general to personalized
or user-specific knowledge. The knowledge managed by SCL is used to generate
personalized health and wellness recommendations. First, the Reasoner compo-
nent uses the abstract level knowledge for generating general recommendations,
that are further personalized by the Recommendation Manager. Then, the Rec-
ommendation Manager makes use of the personalized knowledge, which encodes
user preferences and contextual information. Once the personalized recommen-
dations are delivered to the user, feedback can be obtained from their acceptance
- i.e., recommendation is followed - or rejection - i.e., recommendation is not fol-
lowed -. This feedback is analyzed through the Feedback Analysis component,
which converts it into information interpretable by the Knowledge Maintenance
Engine component. This valuable information is then used by the Knowledge
Maintenance Engine to update and evolve the user-based knowledge, in order to
ensure a more personalized and adequate health and wellness support.

3.4 Supporting Layer

The role of the Supporting Layer, SL, is to enrich the overall Mining Minds func-
tionalities through advanced visualization, interactive and personalized UI/UX
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and adequate procedures to ensure privacy and security in all aspects. The main
role of the Visualization component is to adjust the style of the information
delivered to the users based on their expertise and role. On the one hand, for ex-
ample, average users may receive certain recommendations related to their daily
life activities in the form of comprehensive textual or audiovisual instructions.
More complex analytics may be displayed to human experts in relation to users
health and wellness data, information and knowledge.

UI/UX is a major supportive component aimed to engage the end-user with
the Mining Minds system in an intuitive fashion. Considering user preferences,
habits, attitude and mood, the UI/UX component enables the end-user applica-
tions interface to adapt accordingly. This adaptation is required to fine tune the
human-computer interaction experience with respect to font size, color, theme,
or audio levels, among other characteristics.

Considering the sensitivity and associated concerns of the collected personal-
ized information, the Mining Minds system need to assure and exhibit adequate
privacy and security, not only at a storage level, but also during processing and
delivery of services. Mining Minds employs state of the art existing cryptographic
primitives along with indigenous protocols to exhibit more control over possible
states of data. For secure storage, AES standard is considered, whereas for obliv-
ious processing homomorphic encryption and private matching is used. Taking
into account the intensive data flow between end-users applications and systems
and the Mining Mind platform, randomization techniques are considered. These
procedures ensure a high entropy for minimal leakage of information. For shar-
ing personalized information and recommendations with the users, an authorized
model ensures the legitimate disclosure. Slow processing of information is an ef-
fect caused by the encryption; however, to assist partial swiftness to Mining
Minds, sensitive and non-sensitive information is decoupled where required.

4 Business Model and Service Scenario

A potential business model for Mining Minds consists of enhancing the rela-
tionship between health insurance companies and their customers. A healthier
customer is beneficial for an insurance company as it can help reduce medical
and assistance costs, ultimately resulting in higher profits. Likewise, customers
can benefit from managing their health and wellness by improving their health
conditions and also receiving rewards in the form of cheaper health insurances,
lower co-pays, deductibles and out-of-pocket health expenses.

The management of people’s health and wellness through Mining Minds re-
quires defining diverse service scenarios. These services should particularly relate
to the user’s daily life activities, covering those aspects of their lifestyle that may
have a direct or indirect impact on their health and wellness status. One of the
simplest but at the same time most challenging case application scenario refers to
the weight management of a person. The determinants of abnormal weight have
been deeply explored in the past; however, practical mechanisms to encourage
and guide users to lose or gain weight are very primitive and of limited suc-
cess. Mining Minds aims at tackling this problem from an holistic perspective,



An Innovative Platform for Person-Centric Health and Wellness Support 139

supporting diverse key services necessary for an efficient weight management,
such as healthy diet menu management, restaurant recommendations, conve-
nient food store suggestion and exercise encouragement, among others. These
services are not only seen to serve as pillars to empower users and promote a
healthy weight management, but also open a new branch of potential third party
businesses. Other envisioned case study scenarios that are in the scope of Min-
ing Minds include, but are not limited to, health management of chronic disease
patients, anti-aging habits promotion, pregnancy management and infant care
assessment.

5 Conclusions

This work introduced Mining Minds, an innovative digital health framework for
personalized healthcare and wellness support. The framework has been neatly de-
signed taking into account crucial requirements of technologies and applications
of the digital health and wellness domain. As a result, a multilayered architecture
defined to provide the necessary functionality to enable a broad range of services
for personalized healthcare and wellness has been presented. The proposed archi-
tecture, being the result of both technical and business-oriented research, could
enable a new marketplace and the creation of a new business ecosystem around
healthcare, wellness and other related domains.

This paper also showed the feasibility of the Mining Minds concept as well as
an initial realization of the key architectural components. Future work includes
the enhancement of the existing components as well as an evaluation of the
presented architecture and its services on a large scale testbed, which is currently
under construction.
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Abstract. A strong effort has been made during the last years in the au-
tonomous and automatic recognition of human activities by using wear-
able sensor systems. However, the vast majority of proposed solutions
are designed for ideal scenarios, where the sensors are pre-defined, well-
known and steady. Such systems are of little application in real-world
settings, in which the sensors are subject to changes that may lead to
a partial or total malfunctioning of the recognition system. This work
presents an innovative use of ontologies in activity recognition to support
the intelligent and dynamic selection of the best replacement for a given
shifted or anomalous wearable sensor. Concretely, an upper ontology de-
scribing wearable sensors and their main properties, such as measured
magnitude, location and internal characteristics is presented. Moreover,
a domain ontology particularly defined to neatly and unequivocally rep-
resent the exact placement of the sensor on the human body is presented.
These ontological models are particularly aimed at making possible the
use of standard wearable activity recognition in data-driven approaches.

Keywords: Ontologies, Activity Recognition, Wearable sensors, Sensor
selection, Sensor placement, Human anatomy.

1 Introduction

In the recent years, an enormous interest has awaken in the human physical
self-quantification. Particularly devoted to health and wellness improvement,
the personal self-tracking and evaluation of people’s wellbeing is flourishing as
a key business in which hundreds of applications and systems are increasingly
available at the reach of most consumers. Most of these systems build on mobile
and portable sensor devices that are carried on, or directly worn, by their users.
Generally named “wearables”, these devices are capable of measuring important
physical and physiological human characteristics such as body motion or vital
signs, which are principally used to quantify physical activity patterns [7,11] as
well as to determine abnormal vital conditions [15,14,9].
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By far, most of the effort in the personal self-quantification has been de-
voted to the analysis of human behavior by using wearable systems, also known
as wearable activity recognition. Many solutions have been provided to that
end, and although accurate systems are available, most of them are designed to
work in closed environments, where the sensors are pre-defined, well-known and
steady. However, real-world scenarios do not fulfill these conditions, since sensors
might suffer from diverse type of anomalies, such as failures [6] or deployment
changes [8]. Realistic dynamic sensor setups pose important challenges to the
practical use of wearable activity recognition systems, which translate into spe-
cific requirements to ensure seamless recognition capabilities. One of the most
important requirements refers to the support of anomalous sensor replacement
to maintain the recognition systems operation properly. In order to enable sen-
sor replacement functionalities in an activity recognition system, mechanisms to
abstract the selection of the most adequate sensors are needed. To that end, a
comprehensive and interoperable description of the available sensors is required,
so that the best ones could be selected to replace the anomalous ones.

Although technical characteristics may be extracted from data or spec sheets,
more practical definitions such sensor location or availability are required for
an accurate sensor selection at runtime. Accordingly, models that may integrate
these heterogeneous sensor descriptions are required. In this work, the use of on-
tologies is proposed to neatly and comprehensively describe the wearable sensors
available to the user. Concretely, this work aims at defining ontologies to support
the intelligent and dynamic selection of the best replacement wearable sensor in
case an anomalous one is determined. To the best of the authors’ knowledge, this
is the first time that ontologies are used in this regard, which goes beyond the
state-of-the-art utilization of these models to detect activities in a knowledge-
based recognition approach. On the contrary, it can be said that, ontologies are
used here to enhance the machine learning activity recognition used in data-
driven approaches. The rest of the paper is as follows. In Section 2 an overview
on the use of ontologies in activity recognition is provided. The key motivations
for the use of ontologies in dynamic sensor selection is presented in Section 3.
Section 4 thoroughly describes the ontology proposed for the sensor selection
problem. Finally, main remarks and conclusions are provided in Section 5.

2 Related Work

The use of ontologies in activity aware systems is principally focused on the
application of knowledge-based recognition techniques. In these approaches, the
activities are described through ontologies and recognized using reasoning and
inference methods. For example, Bae [4] presents an ontology-based smart home
system that discovers and monitors activities of the daily living. Nguyen et al.
[13] also propose an ontological approach using the outputs of binary sensors
to detect office activities. A similar use of the ontologies is made by Cheng et
al. [10] to both represent and reason activities based on the analysis of the user
interaction with smart objects in pervasive environments.
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Previous approaches rely on binary or very simple sensors to detect primitives
or atomic activities, which are described in an ontological model and used for
ontological reasoning to detect high level activities. However, they do no exploit
the potential of data-driven approaches in activity recognition, where the sensor
data is analyzed using machine learning techniques to detect patterns matching
known activities. Therefore, and in order to move one step forward, knowledge-
driven approaches have been combined with data-driven approaches to recognize
activities. For example, BakhshandehAbkenar and Loke [5] define a hybrid model
using machine learning techniques applied to body motion data and reasoning
based on the ontological representation of the activities. Riboni and Bettini
[16,17] utilize ontological reasoning to recognize complex activities based on
simple actions, which are detected via supervised learning algorithms building
on data from wearable sensors and mobile devices.

3 Motivation for the Use of Ontologies for Sensor
Selection

In order to provide interoperability, heterogeneous sensors used in wearable ac-
tivity recognition systems should be abstracted from the actual underlying net-
work infrastructure. This of utmost importance to be able to replace a sensor
suffering from anomalies with another one which could provide the activity recog-
nition system with the same sensing functionality.

A semantic description is needed to define the wearable sensor capabilities;
not only the information the sensor measures and its intrinsic characteristics,
but also its location on the human body. In case the anomalous sensor selection
and replacement were done by human users, it would be sufficient to describe
the sensor with a number of keywords or tags. However, free-text tags are insuf-
ficient for any machine-based interaction, where the selection and replacement
of anomalous sensors have to be executed by a machine. In this case, the syntax
and semantics of the sensor description need to be clearly defined.

In the sensor description, the semantics could be implemented using different
representations. For example a language with implicit semantics like XML or an
ontology language that formally describes the semantics. XML descriptions do
not provide the full potential for machines to acquire and interpret the emerg-
ing semantics from data, therefore the semantic meaning of the data has to be
previously agreed between machines. Conversely, an ontology-based data repre-
sentation solves these problems and enables efficient selection for heterogeneous
sensors. The drawbacks of ontologies are the overhead in their representation
and the complexity of defining the models. However, the interpretation of the
semantics out of the data is a great advantage that overcomes these disadvan-
tages. For all this reasons, ontologies one of the best options to capture the
semantics in the sensor description.

Moreover, one of the properties of a formal structure like an ontology is the
interoperability. Therefore, using ontologies the sensor descriptions provided for
sensors of different vendors are sufficiently rich to be automatically interpreted
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by the activity recognition system to apply methods to select a replacing sensor.
This work proposes an ontology to describe heterogeneous wearable sensors and
which supports the replacement of anomalous sensors in activity recognition
systems.

4 The Sensor Selection for Real-World Wearable Activity
Recognition Ontology

An ontology to describe heterogeneous wearable sensors and which will enable
the selection replacement of anomalous sensors in activity recognition systems
is presented in this work. This ontology named Sensor Selection for Real-World
Wearable Activity Recognition Ontology (SS4RWWAR Ontology) needs to have
two main characteristics: extensibility and evolvability. These refer to the ability
of the SS4RWWAR Ontology to support the description of new sensors not
envisioned at design time and used in new application domains. Extensibility and
evolvability require that the ontology is designed to assure that the mechanisms
to select the best sensors for replacement are still valid and do not need to be
re-implemented when new sensors are added and new concepts are included to
the ontology.

The SS4RWWAR Ontology needs to be defined as an upper ontology which
defines the basic common concepts and several plugable domain ontologies which
inherit from the concepts in the upper ontology. New concepts, that could be
required in future activity recognition applications, are defined in domain on-
tologies that extend these models. Extending the SS4RWWAR Ontology in a
distributed fashion by generating the new concepts for the sensor descriptions in
a decentralized manner could be achieved in the future using an approach based
on Linked Data [2]. Moreover, in order to allow extensibility, existing ontolo-
gies have to be reused if possible, for example for the definition of the sensing
magnitudes, units or body locations.

4.1 SS4RWWAR Upper Ontology

The SS4RWWAR Upper Ontology specifies the sensor description and includes
the list of magnitudes that can be measured by the sensor, the location where
the sensor is placed, the sensor internal characteristics and a human readable
description of the sensor. The WearableSensor class is the main concept of the
SS4RWWAR Upper Ontology and an instance of this class is the actual sensor
description. In this work we use the well-known ontology language OWL2 as
encoding for the sensor descriptions because of its expressiveness. The graphi-
cal representation of the SS4RWWAR Upper Ontology with all its classes and
properties is shown in Fig. 1.

Magnitudes measured by the wearable sensors need to be clearly specified
in order to support the definition of heterogeneous sensor modalities used in
activity recognition. In the SS4RWWAR Upper Ontology the magnitudes are
represented by the Magnitude class. In order to link the Magnitude class to the
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Fig. 1. SS4RWWAR Upper Ontology representing the description of Wearable Sensors

sensor description the measures property has been defined. This object property
has as domain the WearableSensor class and as range the Magnitude class. The
Magnitude class has to be further specified in a domain ontology in order to de-
scribe the details of each magnitude. At this moment, the ontology only defines
three types of magnitudes measured by Inertial Measurement Units (IMU). The
three subclasses of the Magnitude class are the Acceleration class representing
the measurement of accelerometers, the TurnRate class representing the mea-
surement of gyroscopes, and theMagneticFieldOrientation class representing the
measurements of magnetometers. In the future we plan to provide a complete
ontology with the most important sensor modalities which allows the description
of the most common sensors.

Wearable sensors location affects the performance of the activity recognition
systems. In order to allow sensor replacement, the locations of the sensors need
to be well specified. In the SS4RWWAR Upper Ontology, the position where the
wearable sensor is placed is described by the Location class. The link to the sensor
description is established through the placedOn property which has as domain
the WearableSensor class and as range the Location class. Since wearable sensors
are placed on the human body, the actual location of the sensor will be a body
part. In order to describe the human body parts and use them as sensor locations,
the HumanBodyPart class, which is a subclass of the Location class, has been
defined in the SS4RWWAR Human Body Ontology. This ontology, described
in Section 4.2, is one of the main contributions of this work and is the key to
support the selection of replacement sensors placed on closed by body locations.

Wearable sensors from different vendors have different characteristics, for ex-
ample sensor dynamic range, bias, or offset, which have to be properly described
in the ontology. The Characteristic class is used to describe these internal sensor
characteristics. The link between the characteristics and the actual sensor de-
scription is done via the hasInternalCharacteristic property, which has as domain
the WearableSensor class and as range the Characteristic class. The Character-
istic class needs to be further specified in the future in order to comprehensively
describe all the sensor characteristics.

The sensor description may contain some human readable information about
the sensor. Examples of these descriptions could be “SHIMMER 3”, “Fitbit
Flex” or any other name that could identify the sensor. The property hasRead-
ableDescription is used to link the human readable text, represented by the class
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rdfs:Literal, to the sensor description. The property hasReadableDescription has
as domain the WearableSensor class and as range the rdfs:Literal class.

The SS4RWWAR Upper Ontology is quite simple since all the potential will
be derived of the domain ontologies, like the SS4RWWAR Body Ontology pre-
sented in the forthcoming section. As any other ontology, the SS4RWWAR Upper
Ontology is subject to any future extensions and revisions.

4.2 SS4RWWAR Human Body Ontology

Wearable sensors are placed on the human body, they are located on concrete
body parts. In order to represent human body parts the SS4RWWAR Body
Ontology has been defined. The possibility of using available ontologies to de-
scribe the human body parts has been analized. A candidate ontology was the
Foundational Model of Anatomy ontology (FMA) [1], one of the most complete
knowledge source for bioinformatics which represents the phenotypic structure of
the human body. Another candidate was the Uber anatomy ontology (Uberon)
[12,3], an anatomy ontology that integrates any type of animal species. These
ontologies are too extensive for the purpose of this work since the location of
the sensors does not require the definition of the internal organs, neural net-
work, skeletal system or musculature. In fact, the FMA ontology is composed
of over 75.000 classes and the Uberon of over 10.000 classes, which makes them
too complex for reasoning on the selection of best wearable sensors. For these
reasons, a new body ontology describing only the body locations where sensors
can be worn has been created in this work. This ontology is based on the lessons
learned from studying the well-known anatomical ontologies.

The main class of the SS4RWWAR Body Ontology is the HumanBodyPart and
represents each one of the body parts (see Fig. 2). The main division of the body
is done in four parts: head, trunk, upper limbs and lower limbs. Therefore, four
classes are defined as subclasses of the HumanBodyPart : the Head, the Trunk,
the UpperLimb and the LowerLimb. Moreover, each of the main body parts can
be further partitioned in subdivisions, which are also parts of the human body
and therefore subclasses of the HumanBodyPart class. The HeadSubdivision class
has been specified to define the subdivisions of the head: face and scalp. The
TrunkSubdivision has been specified to define the subdivisions of the trunk:
thorax, abdomen and back. The UpperLimbSubdivision class has been specified
to define the subdivisions of the upper limbs: shoulder, arm, elbow, forearm,
wrist, and hand. The LowerLimbSubdivision class has been specified to define
the subdivisions of the lower limbs: hip, thigh, knee, leg, ankle, and foot.

In order to set the links between the each of the main body parts and their cor-
responding subdivisions, the hasPart object property has been defined, as well as
its inverse property the partOf property which relates the subdivisions to their
containing main body part (see Fig. 2). The link between the HeadSubdivision
class and the Head class is created by using the partOf property and defining
the HeadSubdivision as a subclass of the axiom partOf some Head. Similarly, the
inverse property hasPart links the Headclass to the HeadSubdivision class. In
the same way, these properties are used to establish the relations between the
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Fig. 2. Top part of the SS4RWWARBody Ontology defining the body and its four main
parts - head, trunk, upper limb and lower limb - represented by the HumanBodyPart,
the Head, the Trunk, the UpperLimb and the LowerLimb classes, and their subdivisions
represented by the HeadSubdivision, the TrunkSubdivision, the UpperLimbSubdivision
and the LowerLimbSubdivision classes. The continuous purple arrows represent the has
subclass property, which links the HumanBodyPart class with its eight subclasses. The
dashed brown arrows represent the hasPart property, which relates the main body parts
to their corresponding subdivisions. The dashed yellow arrows represent the partOf
property, which relates the subdivisions with the main body parts.

rest of body parts. The link between the TrunkSubdivision class and the Trunk
class is created by using the partOf property and defining the TrunkSubdivision
as a subclass of the axiom partOf some Trunk, and the inverse property hasPart
links the Trunk class to the TrunkSubdivision class. The link between the Upper-
LimbSubdivision class and the UpperLimb class is created by using the partOf
property and defining the UpperLimbSubdivision as a subclass of the axiom
partOf some UpperLimb, and the inverse property hasPart links the UpperLimb
class to the UpperLimbSubdivision class. The link between the LowerLimbSub-
division class and the LowerLimb class is created by using the partOf property
and defining the LowerLimbSubdivision as a subclass of the axiom partOf some
LowerLimb, and the inverse property hasPart links the LowerLimb class to the
LowerLimbSubdivision class.

Not only are the different body parts subdivided in a hierarchical manner,
they are also connected to other parts. Several object properties have been de-
fined in the SS4RWWAR Body Ontology to describe the connections between
body parts. The top property is the connectedTo property and has eight sub-
properties which define the connections of body parts according to the standard
human directional terminology: superior or inferior, anterior or posterior, me-
dial or lateral, proximal or distal. The superiorlyConnectedTo property relates a
body part with another which is located towards the top of the body or human
head. Its inverse, the inferiorlyConnectedTo property relates a body part with
another which is located towards the bottom of the body or feet. The anteriorly-
ConnectedTo property relates a body part with another which is located towards
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the front of the body. Its inverse, the posteriorlyConnectedTo property relates
a body part with another which is located towards the back of the body. The
laterallyConnectedTo property relates a body part with another which is located
towards the lateral of the body. Its inverse, the mediallyConnectedTo property
relates a body part with another which is located towards the middle of the body.
The proximallyConnectedTo property relates a body part with another which is
located towards the main mass of the body. Its inverse, the distallyConnectedTo
property relates a body part with another which is located more distantly of the
main mass of the body.

Fig. 3. Representation of the connections between the main body parts - head, trunk,
upper limb and lower limb -. The dashed red arrows represent the superiorlyConnect-
edTo property, which relates the Trunk class to the Head class, and the LowerLimb
class to the Trunk class. The dashed blue arrows represent the inferiorlyConnectedTo
property, which relates the Head class to the Trunk class, and the Trunk class to the
LowerLimb class. The dashed green arrow represents the laterallyConnectedTo prop-
erty, which relates the Trunk class to the UpperLimb class. The dashed purple arrow
represents the mediallyConnectedTo property, which relates the UpperLimb class to the
Trunk class.

The connections between the main body parts can be established through
the eight subproperties of the connectedTo property as shown in Fig. 3. Since
the head is the top of the body and has located the trunk below, the con-
nection between the Head class and the Trunk class is created by using the
inferiorlyConnectedTo property and defining the Head as a subclass of the ax-
iom inferiorlyConnectedTo some Trunk. Inversely, the connection between the
Trunk class and the Head class is created by using the superiorlyConnectedTo
property and defining the Trunk as a subclass of the axiom superiorlyConnect-
edTo some Head. The same reasoning applies to the connection between the
trunk and the lower limbs, since the trunk is on top of the lower limbs. Thus,
the connection between the Trunk class and the LowerLimb class is created by
using the inferiorlyConnectedTo property and defining the Trunk as a subclass
of the axiom inferiorlyConnectedTo some LowerLimb. Inversely, the connection
between the LowerLimb class and the Trunk class is created by using the su-
periorlyConnectedTo property and defining the LowerLimb as a subclass of the
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axiom superiorlyConnectedTo some Trunk. Finally, the trunk is in the middle
of the body and the upper limbs are in a lateral position from the trunk. Thus,
the connection between the Trunk class and the UpperLimb class is created by
using the lateralyConnectedTo property and defining the Trunk as a subclass
of the axiom lateralyConnectedTo some UpperLimb. Inversely, the connection
between the UpperLimb class and the Trunk class is created by using the me-
diallyConnectedTo property and defining the UpperLimb as a subclass of the
axiom mediallyConnectedTo some Trunk.

In order to complete the the SS4RWWAR Body Ontology definition, the sub-
divisions of the main body parts need to be specified and the connections between
these subdivisions need to be established. Fig. 4 shows the classes and properties
related to the body subdivisions.

The HeadSubdivision class (see Fig. 4(a)) has two subclasses, the Face and the
Scalp, which inherit from the HeadSubdivision class being a subclass of the axiom
partOf some Head. The face is the anterior part of the head and the scalp the
posterior part of it. Thus, the connection between the Face class and the Scalp
class is created by using the posteriorlyConnectedTo property and defining the
Face as a subclass of the axiom posteriorlyConnectedTo some Scalp. Inversely,
the connection between the Scalp class and the Face class is created by using
the anteriorlyConnectedTo property and defining the Scalp as a subclass of the
axiom anteriorlyConnectedTo some Face.

The TrunkSubdivision class (see Fig. 4(b)) has three subclasses, the Thorax,
the Abdomen and the Back, which inherit from the TrunkSubdivision class be-
ing a subclass of the axiom partOf some Trunk. The thorax and the abdomen
conform the anterior part of the trunk and the back the posterior part of it.
Thus, the connection between the Thorax class and the Back class is created by
using the posteriorlyConnectedTo property and defining the Thorax as a sub-
class of the axiom posteriorlyConnectedTo some Back. Similarly, the connection
between the Abdomen class and the Back class are created by using the posteri-
orlyConnectedTo property and defining the Abdomen as a subclass of the axiom
posteriorlyConnectedTo some Back. Inversely, the connection between the Back
class and the Thorax class is created by using the anteriorlyConnectedTo prop-
erty and defining the Back as a subclass of the axiom anteriorlyConnectedTo
some Thorax. Also the connection between the Back class and the Abdomen
class is created by using the anteriorlyConnectedTo property and defining the
Back as a subclass of the axiom anteriorlyConnectedTo some Abdomen. More-
over, the thorax is located on top of the abdomen in the anterior of the trunk.
Thus, the connection between the Thorax class and the Abdomen class is cre-
ated by using the inferiorlyConnectedTo property and defining the Thorax as a
subclass of the axiom inferiorlyConnectedTo some Abdomen. Inversely, the con-
nection between the Abdomen class and the Thorax class is created by using the
superiorlyConnectedTo property and defining the Abdomen as a subclass of the
axiom superiorlyConnectedTo some Thorax.

The UpperLimbSubdivision class (see Fig. 4(c)) has six subclasses, the Shoul-
der, the Arm, the Elbow, the Forearm, the Wrist and the Hand, which inherit
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(a) (b)

(c)

(d)

Fig. 4. SS4RWWAR Body Ontology for (a) the HeadSubdivision class, (b) the Trunk-
Subdivision class, (c) the UpperLimbSubdivision class, and (d) the LowerLimbSubdi-
vision class. The continuous purple arrows represent the has subclass property. The
dashed red arrows represent the superiorlyConnectedTo property. The dashed blue ar-
rows represent the inferiorlyConnectedTo property. The dashed dark gray arrows rep-
resent the anteriorlyConnectedTo property. The dashed light gray arrows represent the
posteriorlyConnectedTo property. The dashed orange arrows represent the proximal-
lyConnectedTo property. The dashed green arrows represent the distallyConnectedTo
property.

from the UpperLimbSubdivision class being a subclass of the axiom partOf some
UpperLimb. The shoulder is connected to the arm, the arm to the elbow, the
elbow to the forearm, the forearm to the wrist, and the wrist to the hand. From
these upper limb subdivisions, the hand is the most distant from the trunk,
which is the main mass of the body, and the shoulder is the closest to it. The
connections between upper limb subdivisions are created by using the distal-
lyConnectedTo property and defining the Shoulder as a subclass of the axiom
distallyConnectedTo some Arm, the Arm as a subclass of the axiom distallyCon-
nectedTo some Elbow, the Elbow as a subclass of the axiom distallyConnectedTo
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some Forearm, the Forearm as a subclass of the axiom distallyConnectedTo some
Wrist, and the Wrist as a subclass of the axiom distallyConnectedTo some Hand.
The inverse property proximallyConnectedTo is used to create the inverse con-
nections by defining the Hand as a subclass of the axiom proximallyConnectedTo
some Wrist, the Wrist as a subclass of the axiom proximallyConnectedTo some
Forearm, the Forearm as a subclass of the axiom proximallyConnectedTo some
Elbow, the Elbow as a subclass of the axiom proximallyConnectedTo some Arm,
and the Arm as a subclass of the axiom proximallyConnectedTo some Shoulder.

The LowerLimbSubdivision class (see Fig. 4(d)) has six subclasses, the Hip,
the Thigh, the Knee, the Leg, the Ankle and the Foot, which inherit from the
LowerLimbSubdivision class being a subclass of the axiom partOf some Low-
erLimb. The hip is connected to the thigh, the thigh to the knee, the knee to
the leg, the leg to the ankle, and the ankle to the foot. From these lower limb
subdivisions, the foot is the most distant from the trunk, which is the main
mass of the body, and the hip is the closest to it. The connections between lower
limb subdivisions are created by using the distallyConnectedTo property and
defining the Hip as a subclass of the axiom distallyConnectedTo some Thigh,
the Thigh as a subclass of the axiom distallyConnectedTo some Knee, the Knee
as a subclass of the axiom distallyConnectedTo some Leg, the Leg as a subclass
of the axiom distallyConnectedTo some Ankle, and the Ankle as a subclass of
the axiom distallyConnectedTo some Foot. The inverse property proximallyCon-
nectedTo is used to create the inverse connections by defining the Foot as a
subclass of the axiom proximallyConnectedTo some Ankle, the Ankle as a sub-
class of the axiom proximallyConnectedTo some Leg, the Leg as a subclass of the
axiom proximallyConnectedTo some Knee, the Knee as a subclass of the axiom
proximallyConnectedTo some Thigh, and the Thigh as a subclass of the axiom
proximallyConnectedTo some Hip.

5 Conclusions

Human physical self-quantification systems for health and wellness improvement
build on mobile and portable sensor devices. Body-worn sensor devices are sub-
ject to changes that may prevent the correct functioning of wearable activity
recognition systems. Accordingly, mechanisms to support the selection of ad-
equate sensor replacements are required in real-world scenarios. In this work,
a novel use of ontologies for dynamic sensor selection has been presented. The
ontological model is composed by an upper ontology describing wearable sensors
and their main properties, as well as a supportive domain ontology particularly
defined to neatly and unequivocally represent the exact placement of the sensor
on the human body. Next steps of this work include the extension of the pre-
sented models towards the magnitude and sensor characteristics domains, as well
as the application of ontological reasoning techniques to automate the selection
of the most adequate sensors.
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Abstract. The technological framework of the health sector is complex and 
problematic; each actor has created islands of information, where the exchange 
of information with other actors is the exception, where this provides a sea of 
technological heterogeneity and information systems providers with different 
stages of development even inside institutions. This scheme is not very effec-
tive in coordinating policies and implements concrete joint projects to improve 
the global search. In this scenario the efforts are not coordinated, processes are 
duplicated, yield is lost and increase costs. This paper presents the results of a 
technology proposal that allows solving this problematic. 

Keywords: CDA, HL7, HCEU, Interoperation, PIX, SOA, XDS. 

1 Introduction 

Current technological developments have made available a number of opportunities 
for access to information historically unprecedented, at the same time of this evolu-
tion the current health models are changing. Today there are applications to manage 
within the institutions providing health services the clinical information of patients, 
the major problem of this technology in the health sector today has been the course of 
history of how it has developed and the current stage of the existing information sys-
tems in the sector. The technological framework of the health sector is complex and 
problematic because every institution providing health services, funding, insurance 
and regulatory as well as various governments agencies, universities and other actors 
in the health system, have created islands of information in themselves, where the 
exchange of information with other parties is the exception (Acevedo-Bernal, 2011), 
where the present provides a sea of technological heterogeneity and information sys-
tems providers with different stages of development even inside institutions. This 
scheme is not very effective in coordinating policies and implement concrete joint 
projects to search the global improve. In this scenario the efforts are not coordinated, 
processes are duplicated, yield is lost and increase costs. Then, regulators entities and 
government have a partial and belated vision what happens in institutions, unable to 
evaluate the implementation and impact of the projects. Finally, this makes the plan-
ning of new health policies and adds noise to the decision-taking at the level of the 
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regulator sector. This problematic presented to the rector entities of the sector is add 
the problematic of attention processes of whose patients who are duplicated informa-
tion in each of the institutions that have lent them service. 

In addition to the current problematic the Congress of the Republic of Colombia 
through Law 1438 of 2011 decreed the obligatory application of the Unique Health 
Record before December 31, 2013 by placing a "dead line" to the solution of the cur-
rent problem (CONGRESS OF THE REPUBLIC, 2011). So this law pretend the 
strengthen of the General System of Social Security in Health establishing as one of 
its axes application of Unique Clinical Story ensuring portability of benefits or provi-
sion anywhere in the country thanks to the availability of timely and accurate clinical 
information. This paper presents the results of a technological proposal for the im-
plementation of health standards that permit interoperability in industry without throw 
away the efforts jointly by the governing body of the health sector for the Capital 
District (SDS) and by the entities health providers of Network Attached via a service-
oriented architecture that provides the ability to integrate all efforts previously made 
and provides the evolutionary capacity of the HCEU platform.  

2 Research Methodology 

Based on the proposed objectives as a result of the operation model for the system of 
Electronic Health Record Unified (HCEU) it must be determined at the application 
level the overall architecture of the system, to determine this architecture is used the 
projective research methodology to guide the process of developing of the architec-
tural system proposal. In this methodological process by reviewing reports on states 
of management of clinical information about patients of the health system of the Capi-
tal District previously developed by the Ministry of Health, existing the problematic 
of the impossibility of sharing by a timely way the clinical information regarding the 
medical history of the patients given the high degree of heterogeneity and various 
states of development or absence of the information systems of the Provider Entities 
Health Network Attached Capital District (University District, 2012). Based on this 
study the Ministry of Health raised a number of objectives aimed at interoperability of 
the different existing information systems, the refinement of these objectives allowed 
the selection of standards for sharing clinical information based on international expe-
riences such as the United States, Spain, Argentina or Mexico (HL7-Mexico, 2012) 
(DGIS, 2012) (DGIS-NOM, 2012) (HL7-Spain, 2012). The standard selected for the 
system because its different advantages and great adaptability was HL7, with the im-
plementation of IHE profiles for application and review of architectural styles was 
selected because the service-oriented architecture advantages. How is applied the 
service-oriented architecture using HL7 is the result of this research. 

3 HL7 

HL7 (Health Leven Seven) is not a standard, it is a set of standards that allow us  
to specify between some domains messaging management for transmission and  
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communication of clinical information between information systems as the strongest 
domain of HL7. The complete set of standards allows us to exchange, share, integrate 
and retrieve health concerning electronic information. For these purposes HL7 defined 
how information is packaged and communicated between applications, setting the lan-
guage, structure and types of data required for the uncoupled system integration.  

4 Research Results 

4.1 General Architecture of the HCEU System 

The design of the architecture supports the integration of existing applications on each 
attached network entity, created to support the mission of the District Health System, 
by building a technological solution based on interoperability, and fully available, 
which has a lower impact in each one of the consumers applications of the HCEU 
services. As part of the construction process of the overall system architecture, system 
actors directly involved in the information flow of the system, such as different health 
professionals Network Attached and the SDS. The system professional will be re-
sponsible for consulting and feed the system with clinical information from patient 
through the handed down existing systems in each state and that consume services 
offered by the system to carry out the processes impacted for the HCEU according by 
model operation document (University District, 2012). The SDS will be responsible 
for the administration of HCEU, and consulting transactional information that will 
feed the analysis process indicators and the management, control and monitoring of 
the work done by the different entities of the network attached using a web applica-
tion designed to satisfy the specific requirements of information of the SDS in their 
job of regulator entity. Access to interoperability platform HCEU will take place 
through the exchange of secure messages that allow the exchange of information 
through channels whose implement appropriate measures to protect the identity of 
patients and clinical character information policies. HCEU is designed as a service 
platform responsible for mediating access to information incorporating service-
orientation as a paradigm, with the objective to respond to changing information  
requirements, in an agile, extensible and scalable manner that will allow the achieve-
ment of strategic objectives that motivated the project and which are specific to ser-
vice-oriented (Susanti, 2011) (Xiaoqing, 2009), allowing the SDS and each network 
entities attached rely on the platform to optimize the performance of its work, benefit-
ing from tangible and direct way the different actors.  

The architecture of the HCEU proposed the disposition of an Inventory of Services 
for each context of information involved in the different business processes expressed 
in system implementation, PIX Service Inventory, XDS Service Inventory, CDA Ser-
vice Inventory and the HCEU Service Inventory. In order to give way to logical solu-
tions independently governed which permit reach the different strategic objectives 
that motivate SDS automation and centralization of the processes involved in the 
delivery of health services and regulation, surveillance and control required. In satis-
faction of the security policies, the disposition of the platform HCEU, exposed 
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through a secure channel the HCEU Inventory Services, which will be responsible for 
providing consumers applications registered in the system, the different capacities 
which abstract logic of the consultation process of the clinical history of the patients, 
and feeding repositories of medical and demographic information of patients and 
allowing the SDS to perform system configuration, in addition to building reports and 
indicators of management of each of the entities belonging to the District Network 
Attached, other services Inventories, designed to support the interaction of the servic-
es exposed by HCEU platforms and specific information will only be available to be 
accessed by orchestration and mediation services defined by the HCEU inventory 
services, responsible for validating access to each platform according to the access 
profile enable to the health professional or official SDS required to use the platform 
interoperability across existing applications and which have been adapted to support 
this kind of transactions.  

The CDA Repository requires an inventory of services which allows consult medi-
cal records of patients, exposing only the own abilities from consolidation and  
retrieval of information within the context of specific information and documents 
covering the clinical Network Attached patients. Similarly, an inventory of services 
for the interaction with the XDS, document and headers repository designed for clini-
cal documents exchange in accordance with standard HL7, and an inventory of specif-
ic services it is defined according to identification context and access to patient  
demographic information PIX. Each service inventory arising from the process of 
analysis and design HCEU has been modeled using Service Oriented Design Patterns 
Architecture enabling which permit better automating processes Outpatient, Admis-
sions, Hospitalization, surgery and Emergency through a technological solution  
focused on obtaining the expected benefits of service orientation, and intrinsic intero-
perability required by the project, looking a low impact over each existing applica-
tions in each local HIS entity providing health services. Additionally, it is important 
the HCEU positioning as a resource of SDS technology and generally the District 
Health System, which from the beginning is projected to extend its capabilities, and 
its use and re-use in changing processes and evolutionary focusing on providing a 
health service highest quality to each of the beneficiaries. 

4.2 HCEU Services 

The inventory of services HCEU defined taking into account the security role, media-
tion, audit, and analysis of information that must support. In general, and to reach 
each of these roles business entities are identified that subsequently will determine 
candidates to HCEU inventory services regardless of their role within it, demonstrat-
ing the importance of meeting the needs of information in accordance with the 
processes and specific tasks required to perform the different functions identified for 
achieving the strategic objectives of the SDS by implementing the system. Business 
entities: user, application, role, authorization, log, alert, alert type, entity, administer 
entity of benefit plan, patient, patient type, pathology, clinical document, type of clin-
ical document, municipality and department. Business tasks: authentication, time 
synchronization, alerting, log, report access, report clinical events, reporting and 
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transactional history. Business processes: extern consult, hospital admissions, and 
emergency surgery. Once identified the different candidate services, we proceed to 
classify them according to the service model. Due to the convergence of functionality 
required for different consumers of the features of the inventory services and to better 
understand the design of it, the business inventory is divided consistent with the  
functional contexts in which it is group different HCEU inventory services. 

Authentication. The functional context of authentication supports the identification, 
authentication, authorization and assignation for the right role to each user for the 
players in the system. 

• Authentication: task service responsible for the identification, authentication, au-
thorization and assignment of user role in the system task. Is delegated the respon-
sibility of administering users, roles, profiles, applications and the relationship  
between themselves, and the access of allocation profiles for different HCEU  
components, once the user is authenticated successfully. 

• User: entity service which abstract a system user. It will offer the capacities for the 
user management of the HCEU.  

• Application: Entity service which abstracts the application through HCEU services 
are consumed. It will provide capacities for the manage applications that actually 
can access to the system functionality 

• Role: entity service which abstracts the roles that determine the access profiles 
which has a specific user group. It will offer the capacities for the configured roles 
management of the HCEU.  

• Authorization: entity service that abstracts the permits of a system user based on 
their role. It will provides capacities for permissions management for HCEU users. 

• Entity: service that abstracts health service entity that belongs to the SDS attached 
network. It will offer the capacities for the configured roles management of the 
HCEU. 

• Transaction Log: utility Service that abstracts the functionality of the System Event 
Log. The responsibility is delegated to carry the access log and system administration.  

Transaction Reports. The functional context of transactional reports is responsible 
for report generation of the access by system users and the reporting of transactions 
carried out by the different consumers of the HCEU services. 

• Access Report: Task services responsible for generating the report system access 
according to different filter criteria and information classification. 

• Transaction Report: Task service responsible for generating report transactions 
executed on the system by different users and consuming applications of the 
HCEU services according to different criteria of information classification. 

• Log: Entity service that abstracts the system event log. It offers capacities for the 
query repository where the Event Log is stored. 

• Transaction Log: Utility service that abstracts the functionality of the  
System Event Log. The responsibility is delegated to bring the access log, reports 
generation and system administration. 
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Specific Reports. Functional context that includes the generation of specific reports 
as the clinical event report required for HCEU. 

• Report of Clinical Episodes: Task service that generates reports on possible interest 
peaks alarms health events, such as acute respiratory disease, these reports should 
present unidentified information and allow aggregate this information according to 
the demographic information that can be gotten then as unidentified records.  

• Clinical episode: entity service that abstract diferent clinical episodes configured 
for the HCEU.  

• Entity: entity service that abstracts health service entity that belongs to the SDS 
attached network. It will offer the capacities for the configured roles management 
of the HCEU.  

• Managing Entity of the Benefit Plan: Entity service that abstracts an Administra-
tive Entity of the benefit plan of a patient. It will provide capacities for managing 
the entities configured for HCEU.  

• Transaction Log: Utility service that abstracts the functionality of the System 
Event Log. The responsibility is delegated to bring the access log, reports genera-
tion and system administration. 

Functional. Product from the provision of services, a Network Attached Entity  
requires consult and feed within the processes involved, the patient history informa-
tion and documents, plus access to demographic information of the recipients of their 
services. In this way, HCEU must provide mechanisms and tools to reach this re-
quirement, which implies the need for a set of task services responsible for providing 
access to information whenever required. According to the general architecture of the 
application, HCEU will have a mediating role between data repositories where is the 
patient demographic information, clinical episodes information and clinical docu-
ments related with the clinical records of the patient. To allow quick and efficient way 
to meet these system requirements, 3 new services are postulated to play a role of 
orchestration within the system, consuming HCEU own resources and those of the 
various information repositories related to the mission of the SDS and the health  
institutions in the district. 

• Clinical history: Orchestration controller service to coordinate the interaction  
between entity services of the HCEU inventory services and consume the Services 
Inventories of the CDA Services, the XDS and the PIX to satisfy the information 
requirements relating to Medical Records of the patient. 

• Clinical document: Orchestration controller service to coordinate the interaction 
between entity services of the HCEU inventory services and consume the Services 
Inventories of the CDA Services, the XDS and the PIX to satisfy the information 
requirements relating to consultation and information load of Clinical Documents 
of the beneficed Patients of services offered by the different entities of the attached 
network. 

• Clinical Episode: Orchestration controller service to coordinate the interaction 
between entity services of the HCEU inventory services and consume the Services 
Inventories of the CDA Services to reach the information requirements relating to 



 Proposal for Interoperability Standards Applications in the Health Sector 159 

 

consultation and information load of Clinical Documents of the beneficed Patients 
of services offered by the different entities of the attached network. 

• Clinical Episode: As entity service which abstracts the diferents clinical episodes 
configured for the HCEU.  

• Entity: entity service which abstracts an entity health service that belongs to the 
attached network SDS. It will provide capacities for managing the entities confi-
gured for HCEU. 

• Managing Entity of the Benefits Plan: Entity service that abstracts a Managing 
Entity of the Benefits Plan of a patient. It will provide capacities for managing the 
entities configured for HCEU. 

• Document Type: entity Service that abstracts Clinical Document Types set for 
HCEU. It offers capacities to manage the identified types of clinical documents for 
HCEU taking as basis the CDA structure for: consultation notes, background notes, 
progress notes, delivery notes, procedure notes, report discharge notes, continuity 
notes in patient management and unstructured documents notes. 

• Patient Type: entity service which abstract beneficiaries’ types configured for the 
HCEU. It offers capacities to manage the types of patients. 

• Patient: entity service which abstracts the HCEU information patient, according to 
the definition given by the PIX. 

• Clinical Document: service entity which abstracts a clinical document. 
• Transaction Log: Utility Service that abstracts the functionality of the System 

Event Log. Is delegated the responsibility to bring the access log, reporting and 
system administration. 

Provided Services by the District Entities. At the HCEU process level, services that 
allow to perform different functionalities required for the system according to the 
flow of information involving the consultation of the medical history, consultation 
and updating of clinical documents are identified, and consultation and income infor-
mation on the care episode in each of the processes linked to the system, such as: 
outpatient, inpatient admissions, and emergency surgery. These processes allow post-
ulate 4 new services oriented at coordinating HCEU specific functionality according 
to the own business conditions of the context of each process, involving different 
functionality in each business entities that are required. 

• External consult: task service responsible for coordinating the interaction between 
HCEU services representing business entities and other services task oriented 
healthcare processes in which the patient, for the type of pathology requires no at-
tention immediately. It will provide the skills to argue the need for an appointment, 
consult the patient demographic information and consult the patient's medical  
history, in addition to load information about the episode of care.  

• Emergency: task service responsible for coordinating the interaction between 
HCEU services representing business entities and other services task oriented 
healthcare processes by the type of patient has a disease that require immediate at-
tention. It will provide the capacities relating to the entry of the incidence in the 
HCEU, initial appraisal, consulting demographic and patient history, admission 
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procedures for immediate care or resuscitation, the application of new services and 
entering information on the process.  

• Hospitalization: task service responsible for coordinating the participation and 
interaction among entity HCEU services that represent business entities and other 
task services, oriented to processes relating to hospitalization service task. It will 
provide the skills to argue the need for hospitalization, consultation of patient de-
mographics and medical history and income information on the process HCEU.  

• Surgery: task service responsible of coordination of the interaction between entities 
HCEU services representing business entities and other task services, oriented to 
inherent processes to the surgica l service. It will provide the skills to argue the 
need for a surgical act in HCEU, consultation of patient demographic information 
and medical history, and to the entry of the procedures performed in HCEU  
product of the service in each of its phases. 

4.3 CDA Services 

The CDAs repository is the repository of information product of the care clinical epi-
sodes of patients, which is stored using the HL7 Templates (HL7-CDA, 2012). The 
persistent structure of CDA proposes a set of Business Entities that interact to provide 
detailed information from medical records based on HL7. HCEU uses CDA Reposito-
ry to shape the details of the clinical information of the beneficiaries of the health 
system that integrate the different entities of the Attached Network. For the concep-
tual definition of the service inventory CDA, it have taken into account the major 
business entities, without ruling out the participation of new entities according to the  
required depending on the functional demands that are considered in the development 
of HCEU. As evidenced in the HCEU Process Model (District University, 2012), the 
main business entities taking part in the processes of CDA are: 

• Act: presence attend or administrative acts in a health sector organization.  
• Participation: represent the application or execution scenery in a care act.  
• Entity: tangible entities (physics) that participate in the health system.  
• Role: defines the role and the entities participation.  
• ActRelationShip: establish relations between two care acts.  
• RoleLink: establish the relation between two roles.  

Consistent, CDA inventory services in its definition should incorporate at least the 
corresponding entity services, additional of task services that allow for query functio-
nalities required by HCEU expressed through their inventory of services. 

Task Services. The inventory of CDA services must provide tools for searching in-
formation concerning procedures for the care of patients, in order to respond swiftly 
to the information requirements of each consumer HCEU services. On this it is based 
the following task services are identified, that through the configuration of different 
compositions of entity services encapsulating the process of storage and retrieval of 
clinical documents. 
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• Clinical Episodes Consultation: Service responsible for coordinating and setting up 
the interactions between entity services representing processes and business enti-
ties of the CDA for medical records consultation, product of the provision of health 
services in the different task entities that are part of the attached network. 

• Clinical Documents entrance: Task service responsible for coordinating and setting 
up the interactions between entity services representing processes and business 
CDA entities for loading and updating medical records in compliance with the HL7 
Standard task.  

Entity Services 

• Act: entity service that abstracts the presence care or administrative acts in a organ-
ization of the health sector.  

• Participation: entity service that abstracts the application or execution scenery of 
an attention act.  

• Entity: entity service that abstracts the tangible entities (physics which participe in 
the health system.  

• Role: entity service that abstracts the role and the entities participation.  
• ActRelationShip: entity service that abstracts the relations between two care acts.  
• RoleLink: entity service that establish relation between two roles. 

Utility Services  

• Transactional Log: utility service which allows the persistence and consult of 
transactions done inside CDA component.  

• Notification: utility service responsible of consumers’ notification of the resources 
of CDA component of new information responsibility, or changes done to configu-
ration and component data.  

4.4 XDS Services 

The XDS is the index references of repository of clinical documents relevant to medi-
cal records of patients who operates directly with the CDA for the exchange of clini-
cal information and details of the clinical activity product of health service delivery in 
each of the entities of the attached SDS network and permit sharing these documents 
between different institutions and HCEU (IHE-XDS, 2012). According to HCEU 
requirements, and how it is developed in the HCEU operation model document, are 
identified three operations that are relevant to the relationship between actors and 
transactions for HCEU: registration of documents, extracting and managing docu-
ments headers. These operations are consistent with the processes of the ESE and 
mission processes of SDS, because the creator and consumer of documents are the 
ESE, and SDS has a role of agent contents. The services identified in the conceptual 
model of service inventory together have the responsibility to provide access to 
records of medical information, playing specific roles for configuration management 
and information consolidation. 
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Task Services. Services that correspond to this service layer must configure service 
compositions expressing consultation processes and loads of information on clinical 
documents that are generated and require between processes you want to automate the 
HCEU.  

• Documents Consultation: Task service responsible for setting up and consolidating 
the extraction process of Clinical Documents of a patient according to different fil-
ter criteria and query task. 

• Documents income: Task service responsible for feeding information repository of 
XSD with clinical information encoded, simple texts and images in alignment with 
the requirements defined for the use of CDA.  

Entity Service 

• Clinical Document: entity service that correspond to the abstraction of a Clinical 
Document Stored in XDS Repository. It will provide capacities for consultation 
and admission of clinical patient documents. 

• Document Type: entity service that abstracts the document types supported by the 
XDS repository. It provides capacities for management and configuration of the 
different document types supported by the XDS repository.  

• Headline: entity service that abstract headers of a clinical document type confi-
gured for the system. It will provide capacities for managing headers documents 
existing types and configured for the platform. 

Utility Services 

• Logger: utility service that allow persistence and query transactions carried out 
within the CDA component. 

• Notification: utility service responsible for notification to consumers of resources 
component of the CDA on the availability of new information or changes to the 
configuration and component data utility. 

4.5 PIX Services 

The PIX profile (Patient Identifier Cross Referencing), Cross-Reference patient Iden-
tifier provides cross references of the patient identifiers from multiple Patient ID do-
mains. These patient identifiers are used by identity consumer systems to correlate 
information about a single patient from sources who know the patient by different 
identifiers (IHE-PIX, 2012). The profile compatible supports collation of multiple 
patient identification patient identification domains is done through:  

• The transmission of patient identity information from a source of identity to the 
Administrator of cross-references of patient identifier. 

• Provides the ability to access the list (s) of identification patients with cross refer-
ences, either via a query / response or via update notification. 



 Proposal for Interoperability Standards Applications in the Health Sector 163 

 

The inventory of PIX services should provide services that allow interaction with the 
profile and information repository for the query and update demographic information 
and identification of a patient responding to requests from individual consumers to 
HCEU services meeting the information requirements of each of the applications that 
make use of HCEU for automation of the processes of care to beneficiaries of health 
services of different health institutions of attached network.  

Task Services. Patient Identification: task service responsible for coordinating the 
process of identifying patients administrator cross reference identification task. It will 
provide capabilities to identify and validate the identity of a patient based on the in-
formation provided, looking into the different sources of Demographic configured for 
the system.  

Entity Services 

• Patient: Entity Service abstracted demographic and body of a patient information. 
It will provide capabilities for updating patient demographic information.  

• Demographic Source: entity service responsible for managing sources of demo-
graphic configured for the system. It provides capabilities for creating, modifying 
and updating the reference to the sources of information. 

Utility Services 

• Update Notification: utility service responsible for generating alerts consumers of 
resources PIX inventory services, concerning the availability of new information 
on the sources of income information and changes made on the demographics of a 
patient. 

5 Conclusions 

The application of set of standards defined by HL7 in conjunction with the profiles 
defined by IHE deployed on an architectural service-oriented style empowers the SDS 
and health entities of Capital District integrating their services on an integrated plat-
form clinical information (HCEU) that will allow the patient care in the Capital Dis-
trict with the guarantee of the availability of clinical information in a timely manner 
to optimize the health care episodes thereof.  Using HL7 allows the District and SDS 
supported by integrated services architecture integrate on a scalable form the various 
entities that make up the framework of the Capital District Health, and even the ex-
tension of the national model by integrating health networks substantially improve the 
nation's health. The resulting health model of the Capital District supported by HL7 
standards group, IHE profiles and service-oriented architectural style is a viable, scal-
able and evolutionary model that allows the determination of health sector policies 
that facilitate the promotion and prevention management of the morbidity - mortality 
due to the availability of information for episodes of care of patients in the sector. 
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Abstract. Connecting data and services is nowadays an essential skill for life 
sciences researchers. Handling data from unrelated sources using problem-
specific software or labor-intensive tools are common tasks. Despite the latest 
advances, integration and interoperability developments still involve primitive 
interactions and manual triggers. On the one hand, available tools cover specific 
niches, ignoring more generic problems. On the other hand, overly complex 
tools with excessive features dominate the market. In this proposal we introduce 
a cloud-based architecture to simplify real-time integration and interoperability 
for biomedical data. We support our strategy in an event-driven service-oriented 
architecture, where new data are pushed from any content source, through an 
intelligent proxy, for delivery to heterogeneous endpoints. This enables a 
passive integration approach, providing developers with a streamlined solution 
for deploying integrative biomedical applications.  

Keywords: Distributed/Internet based software engineering tools and 
techniques, interoperability, data translation, data warehouse and repository, 
bioinformatics. 

1 Introduction 

The biomedical knowledge landscape, with ever growing datasets, increasingly 
demands for hardware and software progress [1]. The true value behind existing raw 
data lies in its adequate exploitation. However, data by itself are no longer valuable if 
there are no additional services for their better exploration [2].  

Life sciences datasets are challenging: the structure is heterogeneous, they 
originate from distinct places, they adopt multiple standards, the content is stored in 
different formats and their meaning is always changing [3]. From next generation 
sequencing hardware [4] to the growing availability of biomedical sensors, exploring 
these data is an on-going endeavour [5]. Whether through the manual aggregation of 
data, or the use of specific software, retrieving and integrating data is an everyday 
requirement in life sciences’ research work. 

Recently, biomedical data integration and interoperability is focused on cloud-based 
service-oriented architectures strategies [6-8]. Cloud-based approaches are useful where 
the computational requirements are the main bottleneck. For instance, executing 
intensive analysis algorithms on next-generation sequencing data. Furthermore, using 
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cloud-based technologies also simplifies common researchers’ tasks, as they do not 
need to install complex application stacks to perform relatively simple integration 
operations. 

In addition to cloud-based operations, workflow management tools are also 
responsible for notable advances in biomedical data interoperability. The ability to 
create comprehensive workflows eased researchers’ work [9]. Nowadays, connecting 
multiple services and data sources is a trivial task. Yet, tools such as Yabi [10], 
Galaxy or Taverna [11] lack automation strategies. 

Although the adoption of cloud-based and workflow management tools is 
widespread, there is room for improving their operability, namely through the 
inclusion of event-driven strategies. These will promote process automation and 
reduce the burden on researchers and developers alike. Hence, in this work we 
introduce an architecture to streamline data integration and interoperability. Our 
objective is to enable the automated event-driven analysis of data, empowering the 
creation of state-of-the-art integration and interoperability applications.  

Traditional integration approaches, in use by warehouses, rely on batch, off-line 
Extract-Transform-Load (ETL) processes. These are manually triggered on regular 
intervals of downtime, which can range from weeks to months up to years. However, 
in the life sciences domain, the demand for fresh data cannot be ignored. Hence, we 
need to deploy new strategies that are dynamic [12], reactive [13] and event-driven 
[14, 15]. Modern platforms must act intelligently, i.e., in real-time and autonomously, 
to new events in integration ecosystems. 

Our approach starts with an intelligent event handler, to where any content owner 
or producer can push newly generated data. When these events occur, the system 
initiates an Extract-Transform-Load (ETL) process, analysing received data and, 
when data are new, delivering it to a preconfigured set of endpoints. The delivery 
process enables interacting with files, databases, emails or URLs. As a result, there 
are endless combinations for customisable integration tasks, connecting events’ data 
with actions configured in templates. Among others, the framework empowers live 
data integration and heterogeneous many-to-many interoperability. 

This architecture is targeted at bioinformatics developers. The goal is to enable the 
creation of new client applications on top of a barebones framework. These cloud-
based applications can feature event-driven, publish/subscribe, Integration-as-a-
Service architectures. 

 Biomedical data integration and interoperability is the cornerstone of modern life 
sciences research projects. In this proposal, we bring forward an innovative 
architecture to quickly deploy automated and real-time integration workflows. 

2 Methods 

2.1 Background 

This proposal introduces an architecture that can act as the foundation for distinct 
systems in event-driven environments. Traditional service-oriented architectures 
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follow a request-response interaction model [16]. Although this basic operation 
principle sustains many systems, lack of support for responses to events is a major 
drawback [17]. 

Event-driven architectures adopt a message-based approach to decouple service 
providers from consumers [18]. Sending and receiving messages, the events, control 
the conditional execution of tasks within the system. This architectural strategy is 
used in both standalone applications and workflow environments [19]. Hence, event-
driven architectures are used for direct responses to various events and for 
coordination with business process integration in ubiquitous scenarios [20, 21]. 

Our framework enables this kind of reactive integration. An intelligent event 
handler was designed to process incoming events, with a central server acting as a 
message broker and router. Events are received, via push mechanisms, in a publicly 
open service endpoint. 

This event-driven strategy also enables publish-subscribe software [22]. The basic 
principle behind this strategy revolves around a dynamic endpoint, the publisher, 
which transmits data to a dynamic set of subscribers [23]. Publish/subscribe 
architectures decouple communicating clients and complement event-driven 
architectures with the introduction of notifications. These can be a specialized form of 
events and ensure that we can actively push the desired data to subscribers in the 
shortest possible time.  

Translating this basic principle to our architecture, anyone can be a remote 
publisher, pushing event data into our system to interact with specific external 
endpoints, the subscribers. This architecture features the required tools that will allow 
applications to harvest the full potential of this paradigm in a seamless way. Likewise, 
we can perform asynchronous push-based communication, broadcasting event data to 
any number of assorted destinations. 

Adopting the proposed work, data owners now have the tools to deliver custom 
notifications when new data are generated. This further advances the state of the art, 
namely on the life sciences [24], becoming vital when we consider the amount of 
legacy systems used to store data and the availability (or lack thereof) of 
interoperability tools to connect these systems. Event-driven architectures are being 
used more often in healthcare and bioinformatics [25, 26]. However, existing systems 
are ad hoc solutions to specific challenges. In opposition, our approach brings a 
general architecture for building any kind of event-driven integration application. 

2.2 Architecture  

Fig. 1 details the framework’s architecture, including its basic components, which are 
described next.  

Origin resources are the external entities that own the data. They are responsible 
for sending events into the system. The Event Handler processes these events, starting 
the integration process. 

The internal data store is the system database for storing all application data. The 
platform implementation uses PostgreSQL and a Redis cache for faster change 
detection during event processing. 
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The core engine is the main application controller, registering and proxying everything. 
With all components deployed independently, the core engine acts as the glue keeping all 
pieces together, and as a flow manager, ensuring that all operations are performed 
smoothly, from event management to final delivery. Moreover, the core engine also 
enables the framework’s API, empowering the various platform web services. 

The delivery engine, as implied by its naming, performs the data delivery to each 
endpoint. Destination resources are the templates’ objects to which the delivery 
engine will connect for final delivery. Initially, there are templates for interacting with 
files (via user-based workspace or Dropbox), SQL databases (MySQL or 
PostgreSQL), emails or HTTP-based web service calls. 

A log engine stores summary information for all actions and flows. Each log entry 
contains the minimal set of information required to re-enact specific transactions or 
errors. This includes timestamps, origin/destination and the messages sent. For 
improved tracking and analysis, the backend uses the Sentry platform. 

2.3 Workflow 

Fig. 2 showcases a sequence diagram featuring the basic system interactions, and 
highlights the event management and the data delivery ones. These are also described 
in detail next. 

 

Fig. 1. System architecture, highlighting the different system layers. (a) external Original 
Resources generate events for processing; (b) the internal Data store uses a relational database 
(PostgreSQL) to store data and an object cache (Redis) for improved performance; (c) the 
framework engine is implemented in Ruby, with the Rails framework, and controls the entire 
application and its API; (d) the Delivery Engine applies event data  to Templates and executes 
the final delivery; (e) the external Destination Re-sources receive the data from the system. 
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Event Management 
The event handler component manages all data input into the system. Event data 
messages arrive at a public service endpoint, containing a unique identifier for each 
configured integration task. Data are submitted via HTTP POST to a unique address, 
generated for each integration. 

When new data arrives, the system searches the internal data store for the 
integration settings. If the integration is fully configured, including data extraction 
definitions and matching delivery templates, the integration process starts. 

To ensure a reliable stream of changed data, the architecture features a set of 
content change detection services. These ensure that only fresh content, which has not 
been processed before, enters the system. 

Content change detection adopts an atomic data storage approach. That is, we can 
configure how to extract specific data elements from the event data, and each of these 
is independently stored. This change detection process occurs in four steps:  

• The change detection service loads integration metadata according to the event 
identification. 

• The change detection service extracts the data for analysis from the event 
message. 

• The detector service validates the retrieved data in an internal cache. The 
cache acts as the atomic data storage component, storing each data element 
uniquely. 

• If the retrieved data are not in the cache, i.e., data are fresh, the event handler 
triggers the integration delivery and stores the new data in the cache. When the 
data has been seen, the event handler stops the integration process.  

The cache verification process can use two distinct data elements. On the one hand, 
we can configure the cache property for each event specifying what variable change 
detection will use. This should be set to track unique data properties, namely 
identifiers. On the other hand, if there are no data elements that can identify integrated 
data unequivocally, the architecture creates and stores an MD5 hash of the data 
elements’ content. As changing content results in a new hash, we can detect which 
events are new without compromising the system performance. 

Data Delivery 

From an integration perspective, this architecture is a basic intelligent ETL proxy. 
With it, we can simplify the transformation and loading process associated with the 
aggregation of data from distinct heterogeneous systems. 

Extracting data from events is based on selectors. Selectors are key-value pairs, 
mapping a unique variable name, the key, with an expression to extract data elements, 
the value. Where keys can be generic strings, values are specific to each data format.  

Delivery templates perform the transform and load process. Their configuration 
can have several variables, named with the %{<variable name>} expression. These 
are identified at runtime and should match the selector keys configured in the agent.  
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Fig. 2. Integration sequence diagram. In addition to the listed steps, all actions are logged 
internally for auditing, error tracking and performance analysis. The two main sequences are a) 
event management, which starts the integration process and includes the content change 
detection; b) data delivery, which finishes the integration process and includes the template 
loading and execution. 

For instance, an integration task that delivers data to a SQL database has an event 
configured with one or more data selectors. During the transform and load process, 
the delivery engine replaces SQL template variables (in the INSERT INTO… 
statement) with values obtained for each selector. 

Besides transforming static data for variables, templates can call internal functions 
or execute custom transformation code. Functions, named within ${<function 
name>}, provide quick access to programmatic operations. 

For example, ${datetime} outputs the time of delivery in the template. More 
complex operations are written in Ruby code. The ${code(<ruby script>)} function 
enables wri-ing simple scripts that are evaluated during the delivery. This endows 
templates with a generic, simple and flexible strategy for performing complex data 
transformations. Furthermore, it enables conditional transformations, solving 
equations or manipulating strings, among many other operations.  

3 Discussion 

This architecture adds true value to the scientific data integration landscape, through 
three key outcomes: 

1. Enabling automated real-time data integration based on modern event-driven 
web hooks strategies.  

2. Improving data delivery to heterogeneous destinations using a comprehensive 
template-based approach that allows transmitting and transforming data. 

3. Facilitating integration and interoperability, as we can use this architecture to 
empower multiple event-driven platforms, from publish/subscribe to cloud-based 
integration-as-a-service.  

 

Origin 
Resource

Event 
Handler

1: Push Event

Data 
Store

Core
Engine

Delivery
Engine

6: Load Template

Destination 
Resources

8: Deliver

5: Forward Data

2: Check Changes

3: Return Data

4: Send Event Data

7: Return Template

(a)

(b)



 An Event-Driven Architecture for Biomedical Data Integration and Interoperability 171 

 

 

Fig. 3. Data integration from original to destination resources. Data from Original Resources 
can be easily transformed and published to URL requests, files, SQL queries or email, using 
delivery templates. 

The clear benefits for data integration are highlighted in Fig. 3, where we show 
how data owners can enable the distribution of their data to multiple heterogeneous 
endpoints. 

These integration perspectives come to fruition in several bioinformatics scenarios. 
For instance, we can use this architecture to automate the integration of human 
mutation data. The collection of unique mutations associated with specific locus is 
already available in several platforms. Diseasecard [27], WAVe [28] or Cafe Variome 
[29] aggregate data from distributed locus-specific databases (LSDBs) and make it 
available through web interfaces. Despite their quality, these systems’ integration is 
limited by various constraints: the adopted integration pipelines - extract and curate 
data, enrich datasets, deliver results – only creates a time-based snapshot of the 
available mutation data.  

LOVD provides a turnkey solution to launch new LSDBs, with web and database 
management interfaces [30]. These features make LOVD the de facto standard for 
LSDBs, with more than 2 million unique variants stored throughout 78 distinct 
installations. With little effort, LOVD can be updated to include a simple notification 
system capable of sending message to a new application built with our architecture.  

Hence, when curators submit new variants to LOVD, a message with event data 
will be sent to the system for distribution to any configured endpoint. One of these 
endpoints can be WAVe. In this case, the integration started when the system receives 
the new event will deliver data directly to WAVe's database (using a SQL template) 
or to a URL-based service (using a URL route template connecting to COEUS’ 
services [31]).  
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This simple scenario highlights the architecture’s three key benefits: autonomy, 
delivery flexibility, and overall better integration and interoperability. First, the data 
integration process is triggered autonomously, without user intervention. Next, data 
for new mutations are delivered to any number of heterogeneous destinations. At last, 
variome datasets in the centralised application are always up-to-date with the latest 
discovered variants.  

4 Conclusions 

Access to biomedical data is a basic research commodity. This is due to the evolution 
of data integration and interoperability strategies. Yet, despite their quality, existing 
approaches need some kind of manual management effort. Currently, connecting data 
and services is a labor-intensive user-controlled endeavor, producing time-limited 
solutions. 

In this research work we introduce an architecture to simplify the biomedical data 
integration process. We do this by enhancing the way data are shared and integrated. 
With a unique event-driven approach, data import and export processes are triggered 
passively, in a push-based environment. In summary, when owners produce new 
content, they notify a central server, sending the newly generated for distribution. In 
his turn, the central server analyses and delivers the new data to any preconfigured 
endpoint. This workflow's automation is a new approach to the field and stimulates 
reactive and event-driven integration tasks. The proposed architecture ensures live 
data integration, maintaining data up-to-dateness with minimal changes to the original 
content sources. Moreover, by enabling the delivery of data to miscellaneous 
endpoints, we promote interoperability. 

This article introduces an architecture created for bioinformatics developers, 
bridging the gap between heterogeneous data and services through an autonomous 
event-driven integration and interoperability layer, where new researcher-oriented 
applications can be built. 
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Abstract. Recently, there has been a growing interest on the multiob-
jective formulation of optimization problems that arise in bioinformatics,
such as sequence alignment. In this work, we consider the multiobjective
multiple sequence alignment, with the goal of maximizing the substitu-
tion score and minimizing the number of indels. We introduce several
local search approaches for this problem. Several neighborhood defini-
tions and perturbations are presented and discussed. The local search
algorithms are tested experimentally on a wide range of instances.

Keywords: Multiple sequence alignment, Local search, Multiobjective
optimization.

1 Introduction

Most approaches to multiple sequence alignment are based on a weighted sum
formulation, such as the classical dynamic programming approach [7]. This for-
mulation is not “natural” for the problem, given the conflicting nature of reduc-
ing the number of indels and increasing substitution score. By considering the
multiobjective formulation of multiple sequence alignment, the practicioner is
provided a set of optimal alignments, the Pareto optimal alignment set, which
represents the trade-off between indels and substitution score. This set contains
not only all the optima of a weighted sum formulation, but also many other
alignments that are not possible to find by the weighted sum aproach. Each
of these alignments can be seen as a potential explanation of the relationship
between the sequences; see the application of this concept in pairwise sequence
alignment for the analysis of phylogenetic trees in Abbasi et al. [1].

Several works have been extending algorithms for pairwise sequence align-
ment for a multiobjective setting [1,3,9,10,11,13]; see also an extensive review
about bioinformatics problems recast as multiobjective optimization problems
in Handl et al. [5]. In this work, we introduce heuristic methods for solving the
multiobjective sequence alignment problems (MMSA) for an arbitrary number of
sequences. This work extends the formulation given in Abbasi et al. [1]. A sum-
of-pairs score vector function is considered: maximization of the substitution
score, given by a substitution matrix, and minimization of indels.

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part II, LNCS 9044, pp. 175–182, 2015.
c© Springer International Publishing Switzerland 2015
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2 Multiple Sequence Alignment

In multiple sequence alignment (MSA), a natural extension of pairwise sequence
alignment, homologous characters among a set of sequences are aligned together
in columns. Multiple alignment can be formally defined analogously to the align-
ment of two sequences as follows [2]:

Definition 1. Multiple sequence alignment. Let A1 = (a1,1, . . . , a1,n1), . . . ,
Am = (am,1, . . . , am,nm) be m strings over an alphabet Σ. Let ′−′ �∈ Σ be an
indel symbol and let Σ′ = Σ ∪ {−}. Let h : (Σ′)∗ �→ Σ∗ be a homomorphism
defined by h(a) = a for all a ∈ Σ, and h(−) = λ. A multiple sequence alignment
φ of (A1, . . . , Am) is a m-tuple of B1 = (b1,1, . . . , b1,�), . . . , Bm = (bm,1, . . . , bm,�)
of strings of length � ≥ max{Ai|1 ≤ i ≤ m} over the alphabet Σ′, such that the
following conditions are satisfied:

i) |B1| = |B2| = . . . =|Bm|
ii) h(Bi) = Ai for all i ∈ {1, . . . ,m}
iii) For all j ∈ {1, ..., �} there exists an i ∈ {1, . . . ,m} such that bi,j �=′ −′.

A way of evaluating the quality of an alignment φ is to score its columns by
the sum-of-pairs function. The score of a column j = 1, . . . , � is defined as:

S(j) =
∑

1≤i<k≤m

sc(bi,j , bk,j)

where the score sc(bi,j, bk,j), for bi,j , bk,j ∈ Σ, comes from a substitution matrix
used for scoring pairwise sequence alignments (such as PAM and BLOSUM).
Indels are scored by defining sc(′−′, ·) = sc(·,′−′) = Wd, where Wd is the weight
of an indel, and sc(′−′,′−′) = 0. The score for alignment φ is computed as

SP (φ) =

�∑
j=1

S(j)

3 Multiobjective Multiple Sequence Alignment

In most real life problems, objectives conflict very often with each other, and
optimizing a particular solution with respect to a single objective can result in
poor solutions with respect to the remaining objectives. A reasonable approach
to a multiobjective problem is to find a set of solutions, each of which cannot be
improved in one objective without deteriorating at least one of the others [4].

Traditionally, sequence alignment is conducted with respect to a single objec-
tive function, which depends on determining the weights for matches,
mismatches, insertions and deletions. Moreover, there is often a considerable
disagreement about how to specify fixed values for these parameters in the most
commonly used alignment software packages. MMSA overcomes the problem of
defining weights. Furthermore, it provides different alignments that may give
more information to the practitioners [10].
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Let φ be an alignment of m sequences (A1, . . . , Am), as defined in the previous
section. We define the following two score functions

Ss(j) =
∑

1≤i<k≤m

s(bi,j , bk,j) and Sd(j) =
∑

1≤i<k≤m

d(bi,j , bk,j)

where the score s(bi,j , bk,j), for bi,j , bk,j ∈ Σ is obtained from a substitution
matrix and d(bi,j , bk,j), for bi,j , bk,j ∈ Σ′, is 1 if either bi,j =′ −′ or bk,j =′ −′,
and 0, otherwise. The multiobjective score sum-of-pairs for alignment φ is

BSP (φ) =

⎛
⎝BSPs(φ) =

�∑
j=1

Ss(j), BSPd(φ) =

�∑
j=1

Sd(j)

⎞
⎠

Given two alignments φ and φ′, BSP (φ) ≥ BSP (φ′) (φ dominates φ′ ) if and
only if it holds that BSPs(φ) ≥ BSPs(φ

′) and BSPd(φ) ≤ BSPd(φ
′), with at

least one strict inequality. An alignment φ∗ is Pareto optimal if there exists no
other alignment φ such that BSP (φ) ≥ BSP (φ∗). The set of all Pareto optimal
alignments is called Pareto optimal alignment set. The image of a Pareto optimal
alignment in the score space is a non-dominated score and the set of all non-
dominated scores is called non-dominated score set.

In this article, the goal is to solve the problem of finding a Pareto optimal
alignment set for a given set of sequences. However, if the number of sequences
is larger than two, the problem becomes NP-hard. Therefore, we consider local
search methods that find an approximation to the Pareto optimal alignment set
in a reasonable amount of time.

4 Pareto Local Search

A local search algorithm starts from a feasible solution and searches locally for
better neighbors to replace the current one. This neighborhood search is repeated
until no improvement is found anymore and the algorithm stops in a local opti-
mum. In the context of MMSA, let Φ denote the set of feasible alignments and let
N �→ 2Φ be a neighborhood function that associates a set of feasible alignments
N(φ) to every feasible alignment φ. An alignment φ is a Pareto local optimum
if there exists no alignment φ′ in N(φ) such that BSP (φ′) ≥ BSP (φ).

Pareto local search (PLS) [8] is a generic local search framework for multi-
objective optimization problems that follows the principle above by keeping the
best alignments into a special data structure, known as the archive. Each neigh-
boring alignment that is nondominated with respect to the alignments in the
archive, is added to it. The algorithm “naturally” terminates once there is no
neighbor of any alignment in the archive that is not dominated (a local optimal
set). See [8] for more details about this approach.

In the following we describe some options that were considered to apply PLS
for MMSA: neighborhood function and starting alignment.
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Neighborhood. We consider a k-block neighborhood for this problem, which
consists of exchanging a substring of at most k characters in Σ with indels in
a gap, that is, a contiguous sequence of indels. In the following we establish the
conditions for two alignments to be k-block neighbors. Let A1 = (a1,1, . . . , a1,n1),
. . . , Am = (am,1, . . . , am,nm) denote m strings and let φB and φC be two align-
ments of A, where φB = B1, . . . , Bm and φC = C1, . . . , Cm. The alignments φB

and φC are k-block neighbors if and only if the following conditions hold:

i) |Bi| = |Ci|, for i = 1, . . . ,m;
ii) Let J = {j | j ∈ {1, . . . ,m} : Bj �= Cj}; then |J | = 1;
iii) For j ∈ J let πi

Bj
and πi

Cj
denote the position of aj,i ∈ Aj in string Bj

and Cj , respectively. Let IBj = {πi
Bj

| πi
Bj

�= πi
Cj

, i = 1, . . . , |Aj |} and

ICj = {πi
Cj
| πi

Bj
�= πi

Cj
, i = 1, . . . , |Aj |}. Then, � = |IBj | = |ICj | ≤ k.

iv) Let IBj = {IBj ,1, . . . , IBj ,�} and ICj = {ICj,1, . . . , ICj ,�}; then IBj ,i+1 −
IBj ,i = ICj ,i+1 − ICj ,i = 1, for i = 1, . . . , �− 1.

Conditions i) and ii) state that both alignments should have the same size,
and differ only in the j-th string, respectively. In addition, condition iii) and iv)
state that at most k characters from string Aj do not occupy the same position
in both alignments, and that those characters are contiguous. For illustration
purpose, consider the following alignment:

D-GGF-

-D-FGL

We list all possible 2-block neighbors as follows:

-DGGF- DG-GF- DGG-F- D-GG-F D-G-GF D-GGF- D-GGF- D-GGF- D-GGF-

-D-FGL -D-FGL -D-FGL -D-FGL -D-FGL D--FGL --DFGL -DF-GL -DFG-L

It is possible to visit all k-block neighbors of an alignment φ in a straight-
forward way. Given the first string of an alignment φ, consider the leftmost
substring of size one that contains only a character and an indel to its right.
Then, exchange it with every indel in its right and stop when no indel is found.
In case the substring has also indels to its left, repeat the same exchange proce-
dure. If it is still possible, increase the size of the substring by one and repeat the
same moves to its right and to its left; repeat the overall procedure until reaching
a substring of size k. Then, consider the next substring of size one to the right
and repeat the same procedure as above. Note that each move generates a new
k-block neighbor of alignment φ. In order to maintain feasibility, the columns
that contain only indels are deleted from the alignment.

Starting Alignment. The starting solution may have a strong impact in the
overall performance of local search. We considered the two following possibilities
for PLS:

i) Rand: A random feasible alignment, which is obtained by inserting indels ran-
domly into the strings, except in the largest one. In principle, this approach
generates a feasible alignment with a small number of indels.
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Indels

Substitution score

Fig. 1. Illustration of the hypervolume indicator

ii) Clust: A feasible alignment obtained from program Clustal Omega [12]
(available at http://www.clustal.org/omega). It is expected that starting
from “good” alignment allows the local search to find high quality align-
ments.

5 Experimental Analysis

We peformed several experiments with sequences obtained from the benchmark
database BAliBASE [14]. In particular, we chose all the sequences of set RV11,
which contains 38 equidistant families with sequence identity less than 20%.

We investigated the effect of the k-block neighborhood with respect to differ-
ent k values and the effect of the two starting alignments on the performance
of local search. For a given instance, let Min denote the length of the smallest
string; we consider k ∈ {Min, Min/2, Min/4, Min/8, Min/16}. PLS terminates once
it is not possible to find nondominated neighboring alignments or the time limit
of 5 minutes of CPU-time is reached. Since PLS is a stochastic approach, we ran
it ten times for each instance and recorded the contents of the archive for each
run, namely the approximate set, once the termination criterion was met.

In order to evaluate the quality of each approximate set, we computed its hy-
pervolume indicator value. This indicator measures the area that is dominated
by the approximate set, bounded by a reference point [15]; see an in-depth dis-
cussion about the hypervolume indicator in relation with other performance
assessment methods in Zitzler et al. [16]. Figure 1 illustrates the hypervolume
indicator (shaded area) for a given approximate set (black points) and a given
reference point (white point). We chose, as the reference point for each instance,
the minimum substitution score minus one and the maximum number of indels
plus one that were obtained from the runs of all local search variants. We merged

http://www.clustal.org/omega
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Table 1. Percentage with respect to the reference hypervolume indicator value for
local search for several k-block neighborhood sizes and starting solutions (Clus and
Rand) for each benchmark instance. The results are averaged over 10 runs. See text for
more details.

k = Min k = Min/2 k = Min/4 k = Min/8 k = Min/16

id m Min Max Clust Rand Clust Rand Clust Rand Clust Rand Clust Rand

22 4 63 205 0.81 0.92 0.70 0.87 0.64 0.93 0.48 0.89 0.41 0.76
25 4 64 103 0.92 0.66 0.81 0.68 0.67 0.65 0.57 0.67 0.47 0.61
29 4 81 138 0.89 0.74 0.93 0.71 0.93 0.74 0.87 0.69 0.74 0.70
1 4 83 91 0.95 0.71 0.70 0.70 0.68 0.66 0.68 0.52 0.63 0.41
9 4 97 337 0.90 0.67 0.70 0.67 0.42 0.65 0.27 0.65 0.14 0.58
21 4 102 139 0.92 0.53 0.86 0.57 0.78 0.55 0.70 0.56 0.59 0.54
8 4 104 540 0.91 0.81 0.91 0.81 0.78 0.81 0.50 0.82 0.34 0.75
17 4 247 264 0.96 0.38 0.95 0.31 0.89 0.32 0.86 0.30 0.75 0.24
15 4 297 327 0.96 0.50 0.97 0.48 0.94 0.57 0.92 0.53 0.92 0.49
12 4 320 397 0.96 0.41 0.97 0.38 0.95 0.47 0.90 0.39 0.85 0.38
24 4 372 465 0.90 0.52 0.90 0.52 0.78 0.53 0.71 0.54 0.61 0.54
4 4 390 456 0.92 0.36 0.93 0.37 0.93 0.36 0.85 0.35 0.77 0.36
3 4 414 516 0.94 0.45 0.91 0.45 0.90 0.43 0.87 0.45 0.84 0.45
10 4 490 492 0.95 0.03 0.91 0.03 0.78 0.03 0.70 0.01 0.64 0.01

13 5 51 101 0.87 0.75 0.87 0.75 0.76 0.75 0.73 0.71 0.58 0.68
35 5 71 138 0.90 0.77 0.91 0.77 0.91 0.79 0.80 0.80 0.62 0.72
11 5 160 242 0.94 0.54 0.95 0.54 0.92 0.52 0.80 0.50 0.70 0.53
37 5 335 1192 0.71 0.38 0.77 0.46 0.83 0.55 0.85 0.63 0.85 0.72

14 6 502 634 0.93 0.37 0.96 0.35 0.97 0.46 0.98 0.36 0.97 0.48

26 7 76 906 0.74 0.56 0.77 0.73 0.82 0.86 0.76 0.88 0.62 0.96
27 7 175 432 0.83 0.48 0.89 0.58 0.95 0.66 0.96 0.72 0.92 0.69
23 7 231 407 0.85 0.58 0.90 0.66 0.94 0.71 0.97 0.67 0.93 0.78

2 8 52 193 0.93 0.86 0.89 0.85 0.82 0.86 0.72 0.85 0.66 0.83
6 8 186 283 0.82 0.33 0.88 0.33 0.87 0.34 0.89 0.34 0.79 0.35
32 8 226 403 0.77 0.46 0.83 0.51 0.86 0.58 0.90 0.60 0.91 0.63
38 8 261 614 0.82 0.23 0.85 0.28 0.93 0.36 0.95 0.48 0.96 0.55
36 8 298 436 0.77 0.41 0.83 0.46 0.87 0.47 0.92 0.52 0.92 0.51
16 8 316 729 0.77 0.29 0.83 0.35 0.87 0.42 0.91 0.55 0.96 0.64
34 8 401 729 0.80 0.31 0.83 0.35 0.87 0.41 0.92 0.53 0.94 0.63

20 9 201 237 0.91 0.32 0.93 0.33 0.94 0.33 0.91 0.30 0.87 0.30
7 9 385 457 0.78 0.40 0.84 0.42 0.89 0.40 0.94 0.44 0.94 0.43

28 10 93 211 0.92 0.56 0.92 0.60 0.86 0.59 0.83 0.60 0.76 0.54
19 10 299 396 0.74 0.36 0.80 0.39 0.85 0.41 0.92 0.43 0.91 0.45

33 11 85 239 0.80 0.62 0.85 0.68 0.87 0.70 0.84 0.73 0.77 0.71
31 11 300 611 0.75 0.22 0.79 0.26 0.86 0.31 0.89 0.40 0.97 0.47

5 14 329 465 0.63 0.24 0.67 0.26 0.70 0.32 0.78 0.37 0.85 0.40
30 14 236 392 0.75 0.26 0.79 0.31 0.83 0.36 0.90 0.43 0.95 0.48
18 14 418 750 0.75 0.10 0.77 0.14 0.81 0.17 0.85 0.21 0.88 0.27

all approximate sets produced from all runs for a given instance, extracted the
nondominated scores and computed the hypervolume indicator value of the re-
sulting set, namely, the reference hypervolume indicator value, which is then
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used as a reference value to evaluate the relative performance of each approach.
Then, for each approximate set, we computed its hypervolume indicator value
and the percentage of this value with respect to the reference hypervolume in-
dicator value; the larger the value, the better is the approximate set in terms of
this indicator.

Table 1 reports the results obtained, averaged over 10 runs, for the five k values
and the two starting alignments. Column id corresponds to the instance id from
set RV11 (BB1100*.tfa, where * denotes the id); column m gives the number
of sequences; columns Min and Max correspond to the length of the smallest and
the largest sequence, respectively. The instances are lexicographically ordered
in terms of the number of sequences and the length of the smallest sequence.
The values in bold correspond to the best result obtained for each instance. The
results clearly indicated the best performance of the starting alignment Clust.
However, the best k-block value is strongly dependent of sequences sizes and
number of sequences. In principle, for the given cut-off time, a small (large) k
value gives better performance on larger (smaller) sequences and larger (smaller)
number of sequences.

6 Conclusions and Further Work

The multiobjective formulation of the classical sequence alignment problem is of
particular interest for an in-depth analysis of the evolutionary relationship be-
tween species. A similar concept has been applied to the analysis of phylogenetic
trees of primates [1], which gave two possible explanations for the relationship be-
tween the species considered. The framework is based on the biobjective pairwise
alignment for each pair of sequences, which produces several sets of alignments.
The current approach allows to simplify the biobjective framework mentioned
above for any number of sequences, by producing a single set of alignments.

The local search introduced in this article is able to provide high quality
alignments in a reasonable amount of time. However, there are still ways of
improving it further. For instance, in some cases, the local search gets easily
stuck in a local optimum. In that case, it makes sense to perturb the set of
alignments in the archive and restart the local search, such as done by iterated
local search [6].
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Abstract. With the massive amount of biological sequence data being generat-
ed by current technologies there is an urgent need to come out with faster  
sequence comparison methods. Most of the existing sequence comparison me-
thods are alignment based which are proven to be very computationally com-
plex when compared to the alignment free methods. In this paper, we have  
proposed alignment free methods for analysis of promoter sequences. Promoter 
sequences play a crucial role in gene regulation. After extracting the promoter 
sequence, matrices of motif frequency with position information (Position Spe-
cific Motif Matrix (PSMM)) is constructed, this is further taken for promoter 
analysis. These designed Frequency Based (FD) algorithms are tested on three 
different promoter datasets obtained from NCBI and UCSC repositories. The 
results show high similarity values for promoters with similar functionality and 
low values otherwise. 

Keywords: Alignment free, Sequence comparison, Frequency distribution, 
Promoter sequences, Distance measure.  

1 Introduction 

Emergence of large scale sequencing projects and upsurge in accumulation of gene 
expression data make it increasingly important to understand the hidden information 
from DNA sequences. Also it is important to combine in vivo validation with compu-
tational approaches to perceive transcriptional regulatory networks better [1]. Compu-
tational differentiation of gene regulation networks has become a major task in the 
post genome-sequencing era. Promoters are the parts of the genome believed to be 
responsible for most transcriptional control [2]; its structure is characterized by the 
organization of TFBs within the promoter which is specific to gene groups [3].  

                                                           
* Corresponding authors. 
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Despite the importance promoters have, the techniques to identify and analyze 
them are less advanced than the methods for coding regions. This is because of the 
diverse nature of the promoters and even well-known TFBs are not always conserved 
across all promoters [1]. 

Conventional sequence analysis methods rely mostly on pair wise or multiple  
sequence alignments [4] which are computationally intensive when compared to the 
alignment free methods. Mutual information based [5] methods which outperform 
conventional distance based phylogeny methods, Bayesian network based Dragon 
Promoter Mapper [DPM] is used to classify promoters to its target groups. There are 
several popular tools for multiple sequence alignment namely MUSCLE [6],  
T-Coffee, MAFFT, CLUSTAL W etc. A detailed comparison of these tools can be 
found in [6]. 

The alignment free methods are not affected by genome re arrangements, less de-
pendent on sequence substitutions and help readily assess the degree of similarity in 
sequences. However these methods are less accurate when compared to the alignment 
based techniques and have limited use in Phylogenomics. There are several alignment 
free methods that are already available and are predicted to become more and more 
important as more sequence data becomes available [5]. In the literature, alignment 
free methods are available from as early as 1986 based on first and second order Mar-
kov Chain [7], Suffix tree and L-words frequency [8], Spaced-word frequency me-
thods [9] and Relative frequencies of dual nucleotides [10]. Many methods relating to 
k-mer/word frequency,  substring, information theory and graphical representation 
are also available. Some software available for the methods described above include 
Kmacs, Spaced words, AGP, Alfy, WNV typer, d2Tools etc. A detailed review of the 
distance measures for biological sequences is done in [11, 12] which are very useful 
in Biological Sequence Analysis (BSA). It is proved that the dissimilarity values ob-
served by using distance measures, based on word frequencies are directly related to 
the ones requiring sequence alignment [13]. 

However, most of the methods described above are nucleotide comparison based 
which are only useful in analysis of the coding regions. Promoter sequences are a part 
of the non-coding regions of the genes and nucleotide wise comparison is not suited 
for their analysis. It is reported that promoter functionality is based on motif conser-
vation unlike nucleotide conservation found in the coding regions. There have been a 
few attempts in the recent past on motif based promoter sequence comparison me-
thods [14, 15, 16, 17].  In this paper we devise motif/TFBs based comparison me-
thods to understand the underlying similarity in the promoter sequences. We also 
present a comparative analysis with Cumulative Frequency Distribution (CDF) based 
method described in literature [18]. The general outline of the steps involved in our 
model is as described in the Fig.1. 
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Fig. 1. Overall schema of the method 

2 Method 

In this section we describe generation of PSMM, the working details of our model and 
the proposed algorithms. 

2.1 Generation of PSMM 

The PSMM of promoter sequence are created using the following steps. At first, we 
obtain the nucleotides in the region behind the start of a gene till the end of the gene 
behind it for forward strands and in front of start of the gene till the end of the next 
gene for backward strands from the NCBI database. This constitutes the entire promo-
ter of that particular gene. Then, we spot the first ‘TATA box’ around initiator codon 
(ATG) of the gene and then take 500bps from that TATA for our experiments. Later, 
these sequences are submitted to the ‘TFSEARCH’ [21] tool with a default threshold 
of 85% (specified in tool) to obtain the details of all the motifs with their position and 
score. This process is carried out for all the organisms and enzymes. 

The PSMM matrix is generated by considering all the unique motifs identified by 
the TFSEARCH tool and are greater than 5bp in length. The matrix has 10 columns 
representing positions 1-50, 51-100, up to ......451-500 of the considered 500 bps. The 
number of rows depends on the number of unique motifs present in that particular 
promoter. We build a matrix where the multiple occurrences of a motif are counted. 
In case the motif is spread over two different ranges then we put ‘1’ in the cell/cells 
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where at least 40% of the motif is present. Every promoter has different number of 
motifs resulting in varying number of rows. Hence before we submit the matrix to our 
algorithm we do initial preprocessing by normalizing the number of rows by simply 
taking union of all the motifs from different promoters. The data flow in the genera-
tion of PSMM and subsequently the analysis proposed and the modules involved are 
shown in Fig.2. 

 

Fig. 2. Architecture of the method 

2.2 Frequency Distribution Analysis Methods 

We have devised two methods based on the frequency distribution of the motifs in a 
specified band ‘N’ and range ‘R’ and its corresponding  generated PSSM. For exam-
ple the user’s interest may be in the range 100 to 500 (R) and in the band of 50 (N) 
nucleotides in this range. 

2.2.1   Frequency Distribution Based Approach 
In the frequency distribution algorithm we calculate the row sum corresponding to 
each motif which keeps track of the frequency of each motif in a promoter. This is 
taken as a frequency feature vector and a dissimilarity value between two promoters is 
calculated by taking the sum of the squared differences (SSDF) between the two  
vectors.  

Algorithm: FD Based.  

Input: PSMMs of promoters. 
Step 1: Calculate FD of motifs for each promoter. 
Step 2: Calculate SSDF between each unique pair of promoters. 
Output DM 
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2.2.2   Frequency Variant 1 
In the Frequency variant 1 algorithm we calculate the column sum corresponding to 
each band of 50nt which keeps track of the frequency of all motifs in a particular band 
of promoter’s PSMM. This is taken as a frequency feature vector and a dissimilarity 
value between two promoters is calculated by taking the sum of the squared differ-
ences (SSDF) between the two vectors.  

Algorithm: Frequency Variant 1.  
Input PSMMs of promoters. 
Step 1: Calculate column sum of each band of size N. 
Step 2: Calculate SSDF between each unique pair of promoters. 
Output DM 

2.2.3   Frequency Variant 2 
In the frequency variant 2 algorithm we calculate the average of the output values of 
the previous two methods.  

Algorithm: Frequency Variant 2.  
Input PSMMs of promoters. 
Step 1: Calculate average of SSDF of FD Based and Frequency variant 1 methods 
Output DM 

2.2.4   Cumulative Frequency Distribution  
This method is described in detail in [17]. In this algorithm all the steps remain same 
as described in the FD based method. The only difference is that the frequency is 
cumulatively calculated. 

Algorithm: Cumulative Frequency Distribution. 
Input PSMMs of promoters. 
Step 1: Calculate CFD of motifs for each promoter. 
Step 2: Calculate SSDCF between each unique pair of promoter. 
Output DM. 

3 Experimental Analysis 

The description of the data sets used for experiment and the results are discussed in 
this section. 

3.1 Description of the Datasets 

Dataset 1 is the promoter sequences consisting of pyruvate kinase gene of one  
prokaryote and nine eukaryotes (listed in title of Table .1). Dataset 2 comprises of  
 



188 Kouser et al. 

 

promoters of all the 10 enzymes of glycolysis pathway of Homosapiens (human). 
Entire promoter sequence is extracted for each promoter of both datasets from NCBI 
database. The sequences are of varying lengths up to 35,000bps. For analysis we have 
considered 500bps for each of the promoter sequence and then used TFSEARCH tool 
to obtain the motif details and later created the PSMMs from the same. This results in 
matrices of size 73x10 for dataset 1 and 79x10 for dataset 2. The matrix is a record of 
the presence (entry in the cell is 1) or absence (entry in the cell is 0) of a motif in 
various positions 1-50, 51-100,101-150…451-500 (10 bands) of the 500bps consi-
dered. For dataset 3, among 176 genes listed in the supplementary notes of [19], we 
found that only 124 are known functional genes and extracted promoter sequences for 
these genes using UCSC chromosomal sequences, BioMart annotations and a PERL 
program. Similarly, two background sets of promoters of genes, which are not diffe-
rentially expressed, are also obtained. Using CLOVER tool, JASPAR matrices were 
scanned to obtain the motif information of the promoter as shown in Fig. 2. 

3.2 Results and Discussion 

The results from all the 4 methods discussed reveal higher similarity in organisms 
belonging to the same family in dataset 1 as shown in Tables 1 and 2. However there 
are some results that go against our expectation and these are highlighted in the 
Tables 1 and 2. You may observe that promoters of a few closely related organisms 
(Human, Monkey; Monkey, Chimpanzee) show high dissimilarity and also some 
distantly related organisms (Fruit fly, Dog; Cat, Rat) show high similarity. Similarly 
few unexpected results are highlighted in Table 2. However using frequency variant 2 
such problems are comparatively minimized (Refer Table.3).Dissimilarity in Fig.6 are 
high. This is not unusual as frequencies are cumulated and dissimilarity calculated. 
Generally the differences are better seen in this method. In dataset 2, we observe 
some underlying similarity existing between all the 10 enzymes involved in the glyco-
lysis pathway of the human promoters which paves way for more analysis of promo-
ters of organisms in different metabolic pathways. All our methods behave almost the 
same as seen in Figures 3, 4, 5 and 6. In Figure.7 we have separately plotted the val-
ues of 1 enzyme (HK1 hexokinase 1) with rest of the 9 enzymes of the glycolysis 
pathway. The analysis results on dataset 3 are presented in Tables 4, 5, 6, and 7. 
These results are obtained by performing T-test between dissimilarity matrices of two 
sets of promoters and p-value less than 0.05 signifies the success of the methods in 
differentiating the gene promoters between the two sets. The complexity of the dis-
cussed methods is linear when compared to the nonlinear complexity of alignment 
based methods. The implementation is done using MATLAB and it takes roughly 
180seconds for analysis of 100 promoter sequences on a processor speed less than 
2GHz and RAM memory of 4GB. 
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Fig. 3. Frequency method on dataset 2 

(Enzymes : 1.HK1 hexokinase 1, 2.GPI glucose-6-phosphate isomerase , 
3.PFKMphosphofructokinase, 4. ALDOA aldolase A, fructose-bisphosphate, 5.TPI1 triose-
phosphate isomerase 1, 6.GAPDH glyceraldehyde-3-phosphate dehydrogenase, 7.PGK1 phos-
phoglycerate kinase 1 , 8.PGAM2 phosphoglycerate mutase 2 (muscle) ,9.ENO1 enolase 1, 
(alpha) and 10.PKM pyruvate kinase (muscle) ) 

 

Fig. 4. Frequency variant 1 method on dataset 2 

 

Fig. 5. Frequency variant 2 method on dataset 2 
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Fig. 6. Cumulative Frequency method on dataset 2 

 

Fig. 7. Frequency variant 2 method on dataset 2 (Dissimilarity of enzyme 1 with the rest) 

Table 1. Dissimilarity matrix of frequency variant 1 on dataset 1 (Organisms: 1. Homo sapien 
(human) , 2. Gorilla gorilla (gorilla) , 3.Macaca mulatta (rhesus monkey), 4. Bos taurus (cattle), 
5.Felis catus (cat), 6.Pan troglodytes (chimpanzee) 7.  Canis lupus (dog), 8.Rattus norvegicus 
(rat), 9.Drosophila melanogaster (fruit fly) and 10. Pseudomonas aeruginosa (bacterium)) 

  1 2 3 4 5 6 7 8 9 10 

1 0 299 1629 903 1411 1378 1439 451 1531 1346 

2 299 0 890 256 568 581 604 266 796 587 

3 1629 890 0 400 500 283 488 1608 306 629 

4 903 256 400 0 300 213 256 820 256 369 

5 1411 568 500 300 0 267 198 1302 480 125 

6 1378 581 283 213 267 0 169 1263 101 298 

7 1439 604 488 256 198 169 0 1310 262 173 

8 451 266 1608 820 1302 1263 1310 0 1606 1275 

9 1531 796 306 256 480 101 262 1606 0 497 

10 1346 587 629 369 125 298 173 1275 497 0 
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Table 2. Dissimilarity matrix frequency based method on dataset 1 

  1 2 3 4 5 6 7 8 9 10 

1 0 311 331 721 1177 1154 1043 139 1003 950 

2 311 0 274 218 558 599 452 96 798 371 

3 331 274 0 306 462 435 410 158 634 325 

4 721 218 306 0 382 369 404 362 852 259 

5 1177 558 462 382 0 65 112 572 560 109 

6 1154 599 435 369 65 0 185 577 555 164 

7 1043 452 410 404 112 185 0 484 628 81 

8 139 96 158 362 572 577 484 0 604 417 

9 1003 798 634 852 560 555 628 604 0 607 

10 950 371 325 259 109 164 81 417 607 0 

Table 3. Dissimilarity matrix of frequency variant 2 method on dataset 2 ( Enzymes : 1.HK1 
hexokinase 1, 2.GPI glucose-6-phosphate isomerase , 3.PFKM phosphofructokinase, 4. 
ALDOA aldolase A, fructose-bisphosphate, 5.TPI1 triosephosphate isomerase 1, 6.GAPDH 
glyceraldehyde-3-phosphate dehydrogenase, 7.PGK1 phosphoglycerate kinase 1 , 8.PGAM2 
phosphoglycerate mutase 2 (muscle) ,9.ENO1 enolase 1, (alpha) and 10.PKM pyruvate kinase 
(muscle) ) 

  1 2 3 4 5 6 7 8 9 10 

1 0 449 256 328 499 363 381 420 217 303 

2 449 0 470 261 564 495 222 212 315 218 

3 256 470 0 344 474 343 348 314 151 307 

4 328 261 344 0 196 223 108 138 266 111 

5 499 564 474 196 0 340 394 214 446 290 

6 363 495 343 223 340 0 323 339 414 316 

7 381 222 348 108 394 323 0 128 242 86 

8 420 212 314 138 214 339 128 0 196 109 

9 217 315 151 266 446 414 242 196 0 174 

10 303 218 307 111 290 316 86 109 174 0 

Table 4. FD Based Analysis on Dataset 3 

  Background1 Background2 

Test 0.1946 0.1572 

Background1 0.8298 

Background2   
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Table 5. CDF Based Analysis on Dataset 3 

  Background1 Background2 

Test 0.0156 0.0075 

Background1 0.1980 

Background2   

Table 6. Frequency Variant 1 Based Analysis on Dataset 3 

  Background1 Background2 

Test 0.2843 0.0458 

Background 1 0.0425 

Background 2     

Table 7. Frequency Variant 2 Based Analysis on Dataset 3 

  Background1 Background2 

Test 0.2671 0.0549 

Background1 0.0425 

Background2     

4 Conclusion 

It is shown that the structural similarity between the genomic sequences correspond to 
their underlying functional similarity. The need for good similarity measures has 
gained importance since the possibility of sequencing of whole genome has grown, 
giving rise to the question of discovering common features between these biological 
sequences belonging to different species reflecting common functionality and evolu-
tionary process. The methods discussed are successful in identifying the structural 
similarity of the promoters based on its motif information and hence aid biologists to 
make inferences about the functionality of the promoter sequences. We need to make 
a note that not all co-regulated gene promoters share a common motif, because some 
of the identified genes in a given cluster might be secondary response genes. Also, the 
combinatorial nature of TFs result in same motif being found in promoter regions of 
genes that are not co-regulated[1]. Though the methods discussed are all fast or linear 
time complex, the results suggest that the alignment free methods need better testing 
for scalability and robustness. 
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INESC-ID, Instituto Superior Técnico, Universidade de Lisboa, Portugal
{miguel.tairum,pedro.tomas,nuno.roma}@inesc-id.pt

Abstract. Typical approaches to solve Dynamic Programming algo-
rithms explore data level parallelism by relying on specialized vector
instructions. However, the fully-parallelizable scheme is often not com-
pliant with the memory organization of general purpose processors, lead-
ing to a less optimal parallelism exploitation, with worse performance.
The proposed processor architecture overcomes this issue by relying on a
data stream loader and a set of especially designed instructions. Further-
more, to make it compliant with the strict power and energy limitations
of embedded systems, it maximizes resource utilization by exploiting
both data and instruction level parallelism, by statically scheduling a
bundle of instructions to several vector execution units. To evaluate the
proposed architecture, we compare it with two embedded processors,
an ARM Cortex-A9 and an application-specific processor with SIMD
extensions, using two benchmarks from the sequence alignment domain,
namely Smith-Waterman and Viterbi. The obtained results show that the
proposed architecture achieves up to 5.16x and 2.19x better performance-
energy efficiency and up to 5.44x and 1.25x better energy efficiency than
the ARM Cortex-A9 and the dedicated processor, respectively.

Keywords: Low-Power Architecture, DLP, ILP, VLIW, Dynamic Pro-
gramming, Sequence Alignment.

1 Introduction

Sequence alignment applications frequently make use of Dynamic Programming
(DP) algorithms to extract information from large databases [1]. As an example,
the Smith-Waterman (SW)algorithm [2] iswidely adopted for local sequence align-
ment, computing the alignment score by filling up a scoringmatrix, where each cell
presents a vertical, horizontal and diagonal dependency with its neighbors. Simi-
larly, the Viterbi algorithm [3], used to find the most probable state sequence in a
HiddenMarkovModel (HMM), can also be represented in a matrix form, resulting
in similar computations steps and dependencies as the SWalgorithm.Accordingly,
Data Level Parallelism(DLP) can be naturally exploited in these algorithmsby us-
ing Single InstructionMultipleData (SIMD) extensions (often present inmost pro-
cessors), as long as the computation is performed along the matrix anti-diagonal.
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Due to the gradual adoption of embedded systems in these type of appli-
cations (e.g. portable biochips [4]), efficient solutions are highly required, not
only to guarantee the performance results required by these applications, but
also to comply with strict power and energy consumption constraints. Typical
processing solutions rely on General Purpose Processors (GPPs) [5,6] and ded-
icated hardware [7], that make use of SIMD extensions to exploit the DLP. On
the other hand, the amount of memory that is required to accommodate the
dependencies between states on DP algorithms is often very large, requiring the
implementation of techniques to cache and reuse results from previous state com-
putations, in order to quickly retrieve them without redundant computations.
Furthermore, the previously referred anti-diagonal parallelism usually requires
non-adjacent memory accesses, leading to a large performance impact in GPP
implementations. To overcome this issue, GPP implementations often adopt a
different processing pattern that better complies with a traditional GPP memory
organization, such as vertical or horizontal simultaneous processing pattern, re-
sulting in a better performance at the cost of introducing additional lazy loops to
the algorithm computations. Dedicated implementations can approach this prob-
lem with special memory organization or special data management mechanisms,
often resulting in better performance results [7]. However, these implementations
only focus on a particular algorithm, disregarding any support for a broader class
or different types of algorithms, thus limiting the range of application support.

In this paper, a new low-power programmable processor capable of supporting
different DP algorithms is proposed, focusing on the performance extraction
and optimization of sequence alignment algorithms, namely the SW and the
Viterbi algorithms. The objective is not only to provide a high-performance
processor for DP algorithms, but also to provide an energy-efficient solution
suitable for low-power embedded environments. To attain the aimed performance
levels with a low-power consumption, the architecture exploits: i) both DLP and
Instruction Level Parallelism (ILP), supporting concurrent data computation in
several independent and parallel execution units, with the minimal hardware
requirements to accommodate it; and ii) a concurrent memory access mechanism,
supported on a Data Stream Unit (DSU) that accesses the memory in parallel
with the algorithm computations, thus maximizing the performance obtained
with the most parallel processing scheme (e.g. the anti-diagonal parallelism).

This paper is organized as follows. After a brief overview of the studied DP
algorithms and corresponding parallelism, in section 2, the proposed architecture
is detailed in section 3. Section 4 briefly describes the prototyping and scalability
evaluation of the proposed architecture, followed, in section 5, by a performance
and energy efficiency evaluation of the architecture, against different state-of-
the-art architectures. Finally, the conclusions are drawn in section 6.

2 Dynamic Programming Algorithms

DP algorithms are often represented in matrix form, where each cell corresponds
to a sub-problem that depends on the adjacent cells (sub-problem dependencies).
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This results in a final matrix where the value of the last cell can only be de-
termined after all the previous cells have been computed (optimal substructure
property). In a 2D matrix, each cell frequently presents horizontal, vertical and
diagonal dependencies, allowing for DLP extraction along the anti-diagonal of
the matrix. Furthermore, since all sub-problems are similar, they will require
the exact same loop to be computed, allowing for an ILP exploitation by com-
puting different steps of the loop at the same time. Popular sequence alignment
algorithms such as the SW and the Viterbi algorithms, manifest the referred
proprieties of DP algorithms and thus will be considered as two particular and
independent case-studies.

2.1 Smith-Waterman

The SW algorithm computes the optimal local alignment between two sequences
by considering a predefined substitution score matrix and a gap penalty function
[2]. Gotoh [8] subsequently improved such algorithm definition by using an affine
gap penalty model, allowing multiple sized gap penalties.

Given an arbitrary pair composed by a query and a reference sequences, to-
gether with a substitution score matrix and a gap initialization and extension
penalties, the score matrix can be computed by solving three recursive relations,
which correspond to a diagonal, horizontal and vertical dependencies, thus result-
ing in an anti-diagonal processing direction to extract the maximum parallelism.
After the score matrix is filled, a traceback runs over such matrix, returning the
local alignment.

2.2 HMM Viterbi

The Viterbi algorithm [3] is a DP algorithm that finds the most likely sequence
path of hidden states in a HMM for a given sequence of observed outputs. A
HMM consists in a stochastic model, where the future states of a process de-
pend only on the present state and not on the complete sequence of states that
preceded it. Furthemore, some (or all) states are hidden from the observer, with
only the sequence of outputs generated by the model visible to the observer.

HMMs can be used to model alignment profiles, thus permitting the Viterbi
algorithm to solve sequence alignment problems, similarly to the SW algorithm.
These profiles model a family of sequences by highlighting the common features
of them. They are usually generated by an initial multiple alignment, followed
by a probabilistic breakdown of the elements present in each position.

A Profile HMM contains three different main interconnected states: Match
States (M), that represent each column of the profile sequence; Insertion States
(I), that represent the gaps in the alignment, and Deletion States (D), that rep-
resent the portions of the profile not matched by the sequence. Additional special
states are also included, to support multiple local alignments. These states con-
sist of flanking states, which delimit the sub-regions of the local alignment (i.e.,
they separate an aligned region from an unmatched region, in the sequence).
When using Profile HMMs, the Viterbi algorithm becomes very similar to the
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SW algorithm, with diagonal, horizontal and vertical recursions, resulting in the
same anti-diagonal parallel processing pattern.

2.3 Parallelism Exploitation

The anti-diagonal processing pattern that is present in DP algorithms raises two
problems to its exploitation: harder memory organization / access and a large
amount of resource hardware requirements with a reduced utilization. While the
former can be solved by implementing specialized memory access units to gather
cell values in non-adjacent memory positions, the latter requires exploiting a
different type of parallelism, namely ILP. Since the operations over a vector of
elements along the anti-diagonal are independent, different parallel instructions
can simultaneously compute different operations. This not only increases the
potential for additional parallelism, but also reduces the hardware requirements,
specially the number of FUs. The use of ILP is also supported by the common
steps in a DP algorithm. Usually, these steps consist in dependency loads, fol-
lowed by cell computations, and are finalized with the results storing. Hence,
by assigning these different steps of the algorithms to the different elements in
the vector, not only ensures ILP while maintaining data coherence (given the
independence between the elements), but also improves the FUs utilization ratio.

In accordance, the proposed architecture reduces the hardware control by
exploiting static ILP alongside DLP. This is achieved by issuing instructions
in bundles, composed of several different parallel instructions, each operating
over a vector of independent elements (DLP) (see Fig. 1(a)) in different and
independent execution units (ILP). This way, instead of using a single large
vector computing the same instruction as it is typical in vector architectures,
the architecture has several smaller SIMD vectors, each computing their own
instruction, in a similar fashion to a Very Long Instruction Word (VLIW) archi-
tecture. Parallelizing cells of a DP algorithm in different steps of the algorithm
can, however, lead to data races between the cells if two conditions are not met:
all cells currently being processed must be independent; and the cells that are
being processed in advance must never have dependencies to the results of the
other cells simultaneously being executed. The first condition is easily solved in
the presented algorithms by following an anti-diagonal processing pattern. The
impact caused by the irregular memory accesses referred by this parallelization
scheme will be mitigated by an additional unit that performs the memory access
operations concurrently to the main algorithm execution - a DSU. The second
condition requires that the units operating over the down-left cells of the matrix
are in advance regarding the units computing the cells at the top-right section
(see Fig. 1(b)), due to the existing data dependencies.

3 Proposed Architecture

To exploit both DLP and ILP, as proposed in the previous section, the proposed
architecture (see Fig. 2(a)) is composed of a bundle of vector execution units
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Fig. 1. Anti-diagonal DLP (left) and the adopted ILP based on an advancing units
scheme (right). Both figures illustrate an example of two execution units with 2-cell
vectors. 3 instructions (1 clock cycle each) are required to compute each cell: i0, i1 and
i2. The dependencies are represented by the arrows.

(each with an independent register bank) and a DSU (to allow autonomous data-
transfers from the main shared memory). The architecture’s instruction word
thus consists in a bundle of several smaller SIMD instructions packed in a VLIW
macro word: one for each execution units and one for the DSU. The architecture
is also characterized by a pipeline structure (see Fig. 2(b)) with 4 pipeline stages,
namely FETCH, DECODE, EXECUTE and WRITE-BACK stages, with data forwarding
mechanisms to minimize the number of stalls due to data dependencies.

The architecture includes support for both scalar and vector functional units,
a large main shared memory and a smaller local fast memory. All these blocks
can be accessed by all the execution units, provided that no structural hazards
occur. The DSU can only communicate with the main memory. If conflicts arise
when accessing registers or FUs, a stall mechanism is implemented in a priority
list manner, where the processor is stalled until all conflicts have been resolved
(taking the instructions more clock cycles to compute).

The execution units, registers, memories and FUs share the same maximum
vector width, with support for different word widths. This design paradigm al-
lows for different accuracy compromises, improving algorithm performance if
higher accuracy is not required (using more but smaller SIMD words), while
still supporting problems that require a higher level of precision (using fewer
but larger SIMD words).

The architecture can also be easily scaled in two distinct ways: by increasing
the length of each execution unit and thus increasing the vector length (DLP);
and by increasing the number of execution units, and thus increasing the number
of parallel instructions (ILP).
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Fig. 2. Proposed architecture scheme and respective pipeline structure

3.1 Architectural Units

As referred before, the architecture presents two distinct memories (in addition
to the instructions memory): a main shared RAM memory and a local fast
memory. The former can be accessed by the DSU and the execution units to
store and read values, while the latter is a small memory that can only be read
by the execution units, storing constant values required by DP algorithms. The
existence of two memories minimizes the delay that is introduced by concurrent
memory accesses and also promotes a better data organization, by separating the
constant data values of the algorithms from the changing intermediary results.
These memories present an access latency of 2 clock cycles: one cycle to index
the correct address, and another cycle to load the value in the previous indexed
address. In fact, there are two instructions to compute these two steps of a
memory load, enabling a parallel usage of a memory load instruction between
two units: one indexing an address, and the other effectively loading a data
word. This allows achieving a throughput of 1 clock cycle with a latency of 2
clock cycles, when loading a value from memory.

The FUs in the architecture are shared by all the execution units. However,
since the number of available FUs is limited, the execution units should not issue
more operations of a given FU type than those available on the architecture, in
order to maximize the processing performance. The FUs implemented in the
architecture consist of SIMD Sum, Maximum, Shift, Logic (AND, OR, XOR)
and Comparison units, with support for easily adding new FUs.

Each execution unit in the architecture has its own private register bank and
a separate small set of 4 shared memory registers, allowing data sharing between
units without memory accesses. Thesememory registers can eliminate the redun-
dant memory loads introduced by some DP algorithms, whenever several cells
(and therefore, execution units) share the same dependencies. Furthermore, these
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Fig. 3. Register Window mechanism: a value is loaded from memory to a register while
the previous register value is shifted between adjacent units

registers will also be used by the DSU to communicate with the main memory
(hence the memory name tag), storing and loading values from it in parallel to
the algorithm computations, thus reducing the memory access latency impact.
To further reduce the impact of memory accesses, the memory registers can
also be used in a register window mechanism. This mechanism allows a memory
load operation to fetch a data value to a memory register in one of the units
on the periphery, while shifting the previous stored value on that register to
the adjacent units (at the same time), as depicted in figure 3. This will update
the selected memory registers in all units, enabling the pre-load of data values
required by future iterations of the algorithms, such as sequence elements that
are computed sequentially in all units.

Additionally, there is also a small subset of registers in the execution units’
register banks, where a sniffing mechanism is implemented. This mechanism
mirrors the sniffed registers to the register bank of the adjacent unit, effectively
storing the register value in the adjacent unit. It is thus possible to share data
values between adjacent units (which are very common in DP algorithms) with-
out resorting to the main shared memory, at the same time that the memory
registers are busy reading or storing values.

3.2 Instruction Set

While the DSU only performs memory access and shift operations over the mem-
ory registers (enabling the use of the referred register window mechanism), the
execution units compute common arithmetic, logic, memory and control instruc-
tions. Additionally, optimized instructions for the targeted algorithms are also
present, such as the MAXMOV instruction (useful for the SW algorithm), that
not only does a maximum operation, but also adjusts some registers in the
background to support the affine gap model without requiring additional clock
cycles. The instruction set also presents modifiers to the implemented instruc-
tions. These modifiers can change the operand source of an instruction (e.g. use
of immediate values) or add background operations to the instruction, enabling
some algorithmic optimization. An example of the latter consists in a broadcast
sum operation, where up to 3 parallel sums are performed in only 1 clock cycle,
enabling the computation of multiple dependencies in DP algorithms.
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3.3 Interface

In order to allow an efficient interconnection of the proposed architecture with
different processing platforms, it was incorporated an interfacing structure aim-
ing FPGA-based implementations. Such interfacing structure is based on the
Advanced Microcontroller Bus Architecture (AMBA), structured according to
its Advanced eXtensible Interface (AXI), allowing an easy interconnection be-
tween a GPP and the proposed architecture, which acts as an accelerator core.

The only communication requirement between the GPP element and the pro-
posed architecture consists in a writing access directly to the three memories
present in the proposed architecture, namely: i) the instructions memory; ii) the
local fast memory; iii) and the RAM memory. Regarding the instructions mem-
ory, a control unit, outside the proposed architecture, controls the instructions
flow from memory, with the instructions bundles being transferred in parallel
to the architecture core. This control unit is further simplified when accounting
that DP algorithms usually consist in one main loop that is repeated several
times.

The two remaining memories require writing access from inside the proposed
architecture, in addition to write access from the GPP. This way, there will be
multiplexers at the entrance of the writing ports in these memories, where a
control unit (external to the proposed architecture) decides which source will
write to the memories. Therefore, the proposed architecture must stay idle when
large sequences of data are being transferred to the memories (specially to the
main memory). For the targeted sequence alignment algorithms, the idle time
can be minimized by aligning a reference sequence to multiple query sequences,
reducing the transfer times only to the query sequence transfers.

4 Prototyping

The proposed architecture was prototyped in a Zynq SoC 7100 FPGA [9]. The
implemented configuration of the proposed architecture is composed of 1 DSU
and 4 32-bits execution units, each using vectorial instructions to process multi-
ple cells in parallel, resulting in a 128-bit wide VLIW. The word width was de-
fined at 8 bits for the SW algorithm implementation and 16 bits for the Viterbi
algorithm (due to higher precision requirements), resulting in 16 cells and 8 cells
being computed in parallel, respectively. The register banks and memories share
the same word widths.

The resources occupied in the FPGA (post place-&-route) can be seen in
figure 4, accompanied by the operating frequency, power and scalability results.

4.1 Scalability

The impact on the hardware resources, frequency and power, introduced by
both DLP and ILP scalability, is depicted in figure 4. The DLP scalability was
evaluated by increasing the vector length from 32 bits to 40 bits, while the ILP



202 M.T. Cruz, P. Tomás, and N. Roma

Slice
Registers

Slice LUTs BRAMs
Frequency

[MHz]
Power [W]

4x 32-bit units (baseline architecture) 7390 31011 7 111 0,86

4x 40-bit units 9033 37098 7 112 0,97

5x 32-bit units 9089 37635 7 98 0,89

FPGA Total 554800 277400 755

0,1

1

10

100

1000

10000

100000

1000000

Fig. 4. Hardware, frequency and power scalability for the proposed architecture by
increasing the DLP (40-bit vectors) and by increasing the ILP (5 execution units)

scalability was achieved by increasing the number of execution units to 5. In
both cases, the number of slice registers and LUTs increased approximately by
18% and 16%, respectively. The number of BRAMs remained the same, since
it only changes with a greater variation in the vector width. Regarding the
operating frequency and power consumption, the DLP scalability test resulted in
approximately the same frequency as the baseline architecture, with an increase
of 12% in the power consumption. The ILP scalability achieved a frequency
decrease of 12%, with a power consumption increase of 4%.

5 Evaluation

To evaluate the proposed architecture, different metrics were used to measure
both the performance and energy efficiency. The performance evaluation was
measured in Cell Updates per Second (CUPS) and the energy efficiency was
measured in Cell Updates per Joule (CUPJ). Additionally, the architecture was
also evaluated regarding its performance-energy efficiency, measured in Cell Up-
dates per Joule-Second (CUPJS).

5.1 Reference State-of-the-Art Architectures

To better assess the proposed architecture, it was compared with two state-
of-the-art architectures representing distinct low-power domains: i) a mobile
low-power GPP (ARM Cortex-A9) operating at 533MHz; and ii) a dedicated
programmable ASIP (Bioblaze [7]) operating at 158MHz and implemented in
the same Zynq FPGA (for a fair comparison). Additionally, the proposed ar-
chitecture was also compared with an intel i7 3820 GPP, operating at 3.6GHz,
for a high-performance reference evaluation (although this processor does not
comply with the typical power constraints of embedded biochips). All these ar-
chitectures make use of 128-bit SIMD extensions (ARM’s NEON, Intel’s SSE,
and Bioblaze ISA), ensuring a fair comparison against the proposed architec-
ture. The Bioblaze was used to evaluate only the SW algorithm, since it was
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developed with the objective of accelerating such particular algorithm (although
being programmable), while the remaining architectures were evaluated with
both algorithms.

5.2 Algorithm Implementations

Both the SW and Viterbi algorithm implementations follow the anti-diagonal
processing pattern, which is particularly efficiently exploited in the proposed
architecture. The ILP is explored by having the left-most computing instructions
in advance to the right-most cells. Hence, the SW main loop is composed of
5 instructions per execution unit (namely comparisons, sums and maximum
operations), to process a complete vector of cells. The Viterbi algorithm requires
a total of 23 instructions for an execution unit to compute the cells in its vector.
These instructions mainly consist in simple sum and maximum operations, with
additional loads and stores in the outer loop to account for the special states.

In the proposed architecture, the main memory is pre-loaded with the refer-
ence and query sequence, while both memories (main and local fast memories)
are pre-loaded with all the necessary constants and cost/score values required by
the evaluated algorithms. Therefore, only the algorithm steps are accounted for
in the performed evaluations. Accurate clock cycle measurements of the required
time to execute each biological sequence analysis in the proposed platform were
obtained using Xilinx ISim.

For the remaining evaluated architectures, the algorithms follow the state-
of-art implementations of Farrar [5] and HMMER [6], for the SW and Viterbi
algorithms, respectively. In these implementations, it is used a processing flow
along the query sequence (vertical), leading to the existence of additional lazy
loops in the computations.

In the Bioblaze, the clock cycle measurements were achieved by using Mod-
elsim SE 10.0b [7]. In the ARM Cortex-A9 and Intel Core i7, the system timing
functions were used to determine the total execution time of the DNA sequence
alignment. To improve the measurement accuracy, several repetitions of the same
alignment were done and the obtained values were subsequently divided by the
number of repetitions and the processor clock frequency.

5.3 Smith-Waterman Evaluation

To benchmark the SW algorithm, a DNA dataset composed of several reference
sequences (ranging from 128 to 16384 elements) and a set of query sequences with
length ranging from 20 to 2276 elements was used. The reference sequences corre-
spond to twenty indexed regions of the Homo sapiens breast cancer susceptibility
gene 1 (BRCA1gene) (NC 000017.11). The query sequences were obtained from a
set of 22 biomarkers for diagnosing breast cancer (DI183511.1 to DI183532.1)
and a fragment, with 68 base pairs, of the BRCA1 gene with a mutation related
to the presence of a Serous Papillary Adenocarcinoma (S78558.1).

The evaluation results for the SW algorithm can be observed in Fig. 5, together
with the scalability results introduced in section 4.1.
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MCUPS MCUPJ PCUPJS Power
ARM Cortex-A9 124 131 128 0,98
BioBlaze 63 332 176 0,30
Intel Core i7 3820 2274 60 369 38

Baseline Proposed Architecture (4x 32-bit units) 356 416 385 0,58
Proposed Architecture (5x 32-bit units) 393 441 416 0,50
Proposed Architecture (4x 40-bit units) 448 460 454 0,56
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Fig. 5. SW algorithm performance and energy-efficiency results for all evaluated ar-
chitectures

When comparing with the low power architectures, namely the ARM Cortex-
A9 and the Bioblaze, the proposed architecture achieves a speedup of 2.86x and
5.65x, respectively. Although the frequency of the ARM processor is 4.8x higher
than the frequency of the proposed architecture, the fact that the algorithm
implementation does not present lazy loops in the proposed architecture results
in a better throughput and therefore in a better performance. Regarding the
energy efficiency, the proposed architecture achieved a better efficiency than the
ARM Cortex-A9 (3.18x) and the Bioblaze (1.25x), with the latter having a lower
power consumption, thus demonstrating that the proposed architecture enables
a more efficient implementation. Finally, the obtained performance-energy effi-
ciency results show that the proposed architecture offers a significant gain over
the ARM (3.02x) and the Bioblaze (2.19x).

As it was expected, in the high-performance domain the proposed architecture
achieved a lower performance (0.16x) and a higher energy efficiency (6.95x) than
the Intel i7, due the disparity in operating frequencies and power consumptions.
Regarding the performance-energy efficiency, the proposed architecture managed
to achieve better results, than the Intel i7, proving again that by efficiently
exploiting the available parallelism it is possible to compensate for the difference
in operating frequency.

Regarding the scalability results, the DLP scalability achieved superior per-
formance and energy efficiency results when compared to the ILP scalability. In
fact, the DLP scalability achieves a speedup of 1.26x and gains of 1.11x and
1.18x (for the performance, energy efficiency and performance-energy efficiency
metrics, respectively) in comparison to the baseline architecture. As it was pre-
viously seen in section 4.1, on top of that, the DLP scalability also resulted
in slightly less hardware resources and a higher operating frequency than the
ILP scalability (only losing to the power consumption), proving to be the best
scalability option given the amount of cell parallelism added.
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MCUPS MCUPJ PCUPJS Power [W]
ARM Cortex-A9 7,9 8,3 8,1 0,95
Intel Core i7 3820 308,9 8,1 50,1 38
Proposed Architecture (4x 32-bit units) 38,6 45,2 41,8 0,584
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Fig. 6. Viterbi algorithm performance and energy-efficiency results for all evaluated
architectures

5.4 Viterbi Evaluation

To evaluate Viterbi’s algorithm implementation, a sample of 28 HMMs from
the Dfam database of Homo Sapiens DNA [10] was used. The adopted model
lengths vary from 60 to 3000, increasing by a step of roughly 100 model states,
and were created by the HMMER3.1b1 tool [6]. Query sequences (generated by
the HMMER tool [6]) ranging from 20 to 10000 symbols were used to evaluate
the alignment against all the above reference sequences.

The results for the performance and energy efficiency metrics for the Viterbi
algorithm can be observed in Fig. 6. Similarly to the SW results, the proposed
architecture achieved a better performance (4.89x), energy efficiency (5.44x) and
performance-energy efficiency (5.16x) than the ARM Cortex-A9. When compar-
ing to Intel i7, the results for the performance and energy-efficiency were also
similar to those obtained for the SW algorithm, with the proposed architecture
achieving a lower performance (0.13x) and a higher energy efficiency (5.56x).
Regarding the performance-energy efficiency, and contrary to the SW evalua-
tion, the proposed architecture achieved a worse result than the Intel i7 (0.83x).
This result shows that the higher energy efficiency of the proposed architecture,
together with the optimized algorithm implementation, are not enough to sur-
pass the higher performance of the Intel i7, even with a less efficient algorithm
implementation. However, due to its higher power consumption, the Intel i7 ar-
chitecture cannot be seen as a viable option to the targeted low-power embedded
systems domain.

6 Conclusion

The proposed architecture exploits DLP and ILP to provide a high performance
platform to DP algorithms, offering low-power consumption and high energy
efficiency, to comply to the strict requisites of embedded systems (e.g. biochips).

Furthermore, the proposed architecture is scalable in two distinct fronts: at
a DLP level, by increasing the vector lengths, and at an ILP level, by increas-
ing the number of execution units. In both cases, it was shown speedup and
energy efficiency gains against the baseline architecture, which demonstrates its
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potential scalability. The architecture also provides an extended algorithmic sup-
port when compared with traditional dedicated processors, by implementing a
instruction set with optimized instructions and modifiers. Furthermore, the pro-
posed architecture template permits the addition of new instructions and FUs,
allowing further algorithmic optimization or support.

In face of the conducted evaluations, the proposed architecture can target low
power systems without showing any significant loss against commonly used GPP
alternatives and dedicated architectures. According to the obtained results, it
presents better performance and energy efficiency than all the low-power archi-
tectures. In terms of performance-energy efficiency, the proposed architecture
achieved gains of up to 5.16x against the ARM Cortex-A9 and 2.19x against the
dedicated Bioblaze. For a high-performance reference, the proposed architecture
also managed to obtain a better performance-energy efficiency than the Intel i7
3820 processor.
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Abstract. This study introduces a method to address the problem of
building a draft de novo assembly of complex genomes when a collection
of well-assembled long-insert pools is available. Sequencing and assem-
bling a collection of such pools reduces the complexity of the assembly
and has been proven to be a viable strategy in order to carry out down-
stream analyses in recent sequencing projects. In this work we depict a
framework to tackle this problem: we propose a novel fingerprinting tech-
nique to speed up overlap detection and we describe a merging technique
based on the well established string graph structure in order to carry out
the reconciliation step. Finally, we show some preliminary results on sim-
ulated data sets based on the human chromosome 14 obtained with an
early implementation of a tool we called Hierarchical Assemblies Merger.

Keywords: assembly reconciliation, hierarchical assembly, pool sequenc-
ing, next-generation-sequencing.

1 Introduction

In the last decade sequencing costs have been continuously dropping down with
the advent of the so called Next Generation Sequencing (NGS).

Nevertheless, these cost-effective technologies – based on a high coverage of
very short reads – created new challenges for the de novo assembly problem,
especially for large and complex genomes [1]. Indeed, resolving repeats longer
than read length is often unfeasible, particularly in repeat-abundant data sets.
Several algorithms have been proposed to increase assembly’s contiguity and
correctness, though, the quality of the reconstructed sequences is often unsatis-
factory for downstream analyses.

A recent approach, seeking for a trade-off between sequencing costs and as-
sembly’s quality, consists in sequencing long-insert DNA fragments (e.g., fosmids
and BAC clones) in pools using NGS technologies. In this way, since a pool rep-
resents just a small subset of the entire genome, the complexity of assembly
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highly decreases. In particular, compared to the canonical whole genome shot-
gun (WGS) sequencing, a higher quality is expected for an assembled pool in
terms of sampling, repeats resolution, and allele reconstruction [1]. Also, pools
introduces helpful constraints that can be exploited during reconciliation.

To the best of our knowledge, when facing either a large or a complex genome,
where pool sequencing proved to be a viable and promising approach [2,3], a
standard methodology which systematically handles these kinds of data sets has
not been proposed yet. Available assembly reconciliation tools such as GAA [4],
GAM-NGS [5], and Mix [6], in fact, have not been designed for this kind of task.
In particular, the first two are based on a master-slave approach and they are
able to reconcile just two WGS assemblies at a time. The third one, instead,
while being able to accept multiple assemblies as input, had been specifically
thought for small bacterial genomes. Moreover, its negligence in dealing with
mis-joins makes it unsuitable for the job.

For these reasons we propose a hierarchical scheme, along with a first imple-
mentation, whose goal is to build a draft assembly from multiple sets of inde-
pendently assembled pools. Our idea relies on the effectiveness of the methods
used to tackle two main sub-problems: overlap detection and merging of input
sequences. For the first one, we depict a fingerprinting-based solution which let
us to quickly carry out the task. We describe then a possible data structure
and heuristics in order to deal with the second one. Some preliminary results
are reported, obtained using a prototype tool we named Hierarchical Assemblies
Merger (HAM). We want also to remark that this work could also be easily
adapted to take advantage of new sequencing technologies, which produce long
reads and are affected by high error rates.

2 Methods

Let P = {P1, . . . ,Pm} be a collection of assembled pools (in the following the
adjective “assembled” may be omitted). Each Pi is the result of the de novo
assembly of multiple long-insert fragments and it is supposed to be obtained by
a state-of-the-art de novo assembler, using a high-coverage set Ri of short reads.

In order to guide the reconciliation, we are going to make use of two assump-
tions about pools. First, a pool covers a small percentage of the genome. Thus,
two contigs C1, C2 ∈ Pi most likely do not belong to the same genomic locus
(or at least we expect this would occur rarely), unless they represent the same
insert that could not be entirely assembled. Second, a contig cannot be longer
than the maximum size of the sequenced fragments (say, approximately, 40 Kbp
for a fosmid and 100 Kbp for a BAC clone).

Our hierarchical assembly scheme can be naturally depicted as a binary tree T
which recursively decompose the problem. T has m leaves and minimum height
(i.e., O(logm)). More precisely, the i-th leaf is labeled Pi, while an internal
node corresponds to the result of the reconciliation of two or more pools and
it is labeled L1 ⊕ L2, where L1 and L2 identify the “partial” assemblies of its
children and ⊕ is the merging operation. The root, thus, consists in the final
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assembly of the collection P . T is also partitioned “vertically” with respect to
the depth of its vertices. More precisely, we propose to consider three major
classes of nodes, namely Ah, Am, and Al, where different strategies could be
applied (see Fig. 1).
Ah comprises nodes with highest depth. They correspond to the reconciliation

of assemblies which still cover a quite small part of the genome. Thus, in this
scenario we can afford to use a less sophisticated (even quadratic) algorithm
for the overlap detection and a simple merging algorithm based on minimum
length and identity. However, the more a node is closer to the root the more an
unsophisticated/greedy method would be computationally expensive and error-
prone.

For this reason we introduce Am and Al, whose reconciliations are thought
to be done with more efficient techniques. In the following sections we define an
original method for Am (valid also for Al) based on the construction of smaller
objects – fingerprints – to be used in place of the entire contigs for overlap
detection. We then formulate an open problem whose solution could improve
the performances for Al. Finally, we present an algorithm based on the String
Graph [7] used to carry out the actual merge.

In conclusion, we can summarize our hierarchical assembly approach in:

1. a pool pre-processing step;
2. several reconciliation steps consisting in a depth-based strategy for overlap

detection and merging (see Fig. 1).

⊕
P

P1 P2 P3 P4 P5 Pm· · ·

P1 ⊕ P2 P3 ⊕ P4

Al

Am

Ah

Fig. 1. Hierarchical assembly of pools guided by a binary tree T with reconciliation
strategies depending on node depth (i.e., regions Ah, Am, Al)

2.1 Pool Pre-processing

This phase is thought to be performed on leaves of T . The goal is to filter poorly
assembled pools, exploiting features (e.g., paired reads mapping, k-mer analyses)
which may spot errors in input contigs. However, we do not want to discard these
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sequences completely but we can try to integrate them in a later stage (as soon
as a reliable draft assembly has been achieved).

An intuitive pre-processing procedure to find putative mis-assemblies consists
in using a mapping of Ri against Pi in order to break contigs in regions showing
a low physical coverage (i.e., uncovered by paired-read inserts). This idea has
already been exploited in tools like REAPR [8] and FRCbam [9] – which also
take advantage of other “bad-mapping” evidences – for correction and evaluation
purposes, respectively.

Finally, a length threshold can be applied to keep only long-enough contigs.
Since we expect good quality assemblies for most of the pools, for instance, we
can set it to a fairly high value (e.g., 5 Kbp).

2.2 Overlap Detection

For this task we use that pools are unlikely to contain overlapping fragments.
We can formulate the constraint that any pair of contigs from the same pool are
distinct.

A simple approach to solve the problem could be performing an all-against-all
alignment among the pools to be merged. We then keep overlaps above user-
defined length and identity thresholds. Indeed, using this approach could be
computationally demanding for large numbers of sequences and could be afford-
able only for merges in Ah.

In order to perform the task in Am and Al one may think to use overlap
detection algorithms of state-of-the-art assemblers. However, to the best of our
knowledge, the presence of significant indels is not kept into account by them.
More precisely, NGS assemblers usually expect short good-quality reads as input
and not long pre-assembled contigs. Sanger-read assemblers, instead, were not
designed to work agilely on very large data sets. For this particular task, we
want to find an effective method to detect overlaps while still being able to
handle errors. The idea we are currently exploring consists in replacing each
contig C with a k-mer-based fingerprint F(C) when seeking for sequences C′

that are likely to overlap with C. This idea should help in quickly finding putative
approximate overlaps between contigs.

Non-deterministic Fingerprints for Overlap Detection. Let S be an as-
sembled sequence, |S| be its length, and let ki be the k-mer starting at po-
sition i in S, where i ∈ [1, |S| − k). More precisely, ki is the sub-sequence
S[i, i + k − 1]. We want to compute a significantly smaller structure F(S) to
be used in place of S which shall allow us to find overlaps with high probabil-
ity. In particular, the idea is to build a collection F(P) = {F(P1), . . . ,F(Pm)},
where F(Pi) = {F(S) | S ∈ Pi}, and exploit it to speed up the overlap de-
tection. Fingerprint is built by wisely picking an ordered list of its k-mers. We
also assume the global frequency f(t) to be available for every k-mer t in the
data set. The fingerprint computation problem is defined as follows.
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Problem. Let S be a sequence, Tfreq be a k-mer frequency threshold, and Tgap

be a maximum distance threshold. We define nHF as the number of k-mers
ki ∈ S for which f(ki) > Tfreq and nLF as the number of k-mers ki ∈ S
for which f(ki) ≤ Tfreq. The problem is to seek for an ordered list of k-mers
F(S) = 〈ki1 , . . . , kiz 〉 where ij ∈ {1, . . . , |S| − k + 1}, i1 < i2 < . . . < iz, and
such that the following constraints are fulfilled:

– ij+1− ij ≤ Tgap for j = 1, . . . , z− 1 (i.e., two consecutive k-mers are not too
far apart in S);

– nHF is minimum;
– nLF is minimum among those lists which minimize nHF .

In other words, the problem is building a fingerprint which fulfills the gap con-
straint and minimizes the pair (nHF , nLF ) in the lexicographic order.

The rationale behind this approach is to take as many low-frequency k-mers
as possible while assuring that long sub-sequences are not left “uncovered”. Keep
in mind that these k-mers will be aligned and minimizing the number of highly
frequent k-mers improves the performance.

Fingerprint Construction. An approximate solution can be found linearly with
two scans of the ordered list of S’s k-mers. In the first one, we just pick those
which are boundaries of low-frequency regions (i.e., maximal sub-sequences com-
prising exclusively k-mers t such that f(t) ≤ Tfreq). In the second one, whenever
two subsequent k-mers in F(S) violate the gap constraint, a minimal list of k-
mers is added between them in order to fulfill the gap threshold. This solution,
while not being optimal, has the advantage of providing the minimum number of
high-frequency k-mers. It is also pretty straightforward and does not take much
computational effort (see Figure 2).

≤ Tgap > Tgap

ki1 ki2 ki3 ki3 kiz

Fig. 2. Example of fingerprint construction. Low-frequency regions are filled with a
darker tint. First, marked k-mers are added to F(C). Second, remaining k-mers are
chosen in order to fulfill the gap constraints (i.e., ij+1 − ij < Tgap). The output
fingerprint is then F(C) = 〈ki1 , . . . , kiz 〉.

Fingerprint-based Overlaps Detection. After the fingerprints are built, we map
each k-mer in F(S) against the set of sequences S′ for which we want to detect
overlaps. Taking into account the distances between the mapped k-mers and their
mapping order allows us to reduce the number of false positives (i.e., sequences
which do not overlap). S′ can be indexed either using a db-Hash [10] or an
FM-index. The purpose of this mapping, however, is just to identify putative
overlaps while reducing at the same time the number of exhaustive alignment
computations (i.e., performed using a banded Smith-Waterman algorithm).
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First, we introduce a parameter cmin, which is the minimum number of shared
k-mers required to check whether two contigs overlap. This parameter should
be chosen in order to guarantee we are able to find true overlaps with high
probability and a low false positive rate.

Second, we take into account the distances and the order of the mapped k-
mer. Let A be a contig sharing at least cmin k-mers with F(C) and let MA be
a list of pairs (kij , w), also referred as hits, such that kij ∈ F(C) and w is the
position where kij occurs in A. After sortingMA according to j (i.e., the index
of kij in F(C)), we seek for a long enough interval I of hits with the following
constraints:

1. the k-mers of two consecutive hits reflect the order in F(C);
2. the actual number of k-mers in MA between two uniquely mapped k-mers

differs at most by 3 from the expected number (i.e., the one in F(C));
3. all k-mers should be mapped with the same orientation.

Since I corresponds to a region in both A and C, we can think of it as an ap-
proximate overlap and we want to choose the one which minimizes the sum of
the left and right tips of A and C (these tips are accounted with respect to I).
An interval fulfilling these constraints is then extended from both ends consid-
ering also non-uniquely mapped k-mers (see Figure 3). This putative overlap is
then assessed using Smith-Waterman algorithm and retained only if its length
is greater than TL and the identity exceed idmin, where TL and idmin are two
user-defined thresholds.

This approach might be seen as a speed up of GAM-NGS’s blocks construc-
tion [5]. In GAM-NGS’s work a set of reads had to be mapped on every assembly
and the idea had not been generalized to efficiently handle more than two assem-
bly. In this work, instead, we just consider a subset of k-mers to quickly build
an approximate layout of pools’ sequences.

ki1 ki2 ki3 ki4 ki5 ki6 ki7 ki8

ki1 ki3ki3 ki4 ki5 ki6 ki7 ki8ki8 ki5ki5

MA = 〈(ki1 , w5), (ki3 , w4), (ki3 , w6), (ki4 , w7), (ki5 , w2), (ki5 , w3), (ki5 , w8), (ki6 , w9), (ki7 , w10), (ki8 , w1), (ki8 , w11)〉

Fig. 3. Example of overlap detection. Colored k-mers are those found in the target
sequence: crossed ones identify unique hits (underlined in MA), while the others are
mapped in multiple position. Blank k-mers, instead, are absent in the sequence. The
first interval computed is [ki1 , ki7 ], which is then extended with ki8 . The approximate
overlap reported consists of the sequences C[i1, i8 + k − 1] and A[w5, w11 + k − 1].
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Deterministic Fingerprints for Overlap Detection. When dealing with
the reconciliation of large assemblies, both in terms of number and length of
the contigs, a computationally efficient overlap detection strategy is extremely
important. In our hierarchical framework, if we were able to build fingerprints
in a deterministic way we could further improve overlap detection in the most
critical part of T (i.e. Al), leading us to a fingerprint-against-fingerprint com-
parison. This construction, however, is not trivially achievable and, for the time
being, we define it as the following open problem.

Problem. Given a set of sequences, is it possible to build a small k-mer based fin-
gerprint such that, whenever two sequences C1 and C2 overlap, their fingerprint
also “overlap”, that is, they share most of the same k-mers in the overlapping
region?

2.3 A Merging Strategy

A reasonable structure to reconcile assemblies would certainly be a “variant” of
the String Graph (SG) introduced by Myers in [7]. This small variant consists in
considering approximate overlaps and will be referred in the following as Overlap
Graph (OG). Moreover, the SG can be seen as a bidirected graph, which is a graph
where a directed head is attached to both ends of an edge. There are four kinds
of edges and they correspond to the different types of overlaps [7]. Thus, we
can define the in-degree of a vertex as the number of incident heads that point
inwards and the out-degree as the number of incident heads that point outwards
with respect to the vertex.

The SG construction is done as follows: a vertex is put for each contigs, while
edges link overlapping pairs; transitive edges are removed; simple paths are col-
lapsed in unitigs. The main idea of the SG is to represent sequences as vertices
and prefix-suffix overlaps as edges. We expect that input sequences (i.e., as-
sembled pools) might contain different kind of errors: simple mismatches, inser-
tions/deletions and misjoins. Thus, before connecting two vertices (contigs), we
check whether their approximate overlap exceeds a user-defined identity thresh-
old. The alignment is then retained only if the “overhangs” introduced by the
overlap’s intervals are short enough (e.g., less than 100 bp). Moreover, fully in-
cluded contigs are discarded and not represented as vertices. However, they will
be used to compute the sequence coverage of the graph node in which they are
included.

Graph Simplification. The OG is simplified removing transitive edges using My-
ers’s algorithm [7] and unambiguous paths (i.e., non-branching paths) can be
collapsed into single nodes. At this point, we can take care of some graph topolo-
gies which may arise due to putative misjoins and small indels: bubbles and cut
vertices adjacent to bifurcations.

Bubbles are characterized by two (or more) paths starting and ending at the
same nodes. They are usually caused by small errors (e.g., insertions/deletions)
or biological variants. We can simply rely on algorithms used by state-of-the-art
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assemblers to take care of these structures. For instance, we may perform a linear
visit of the graph (e.g., depth-first) and when a bubble is found, if the identity
of the branches is above a certain threshold, we retain only the path which is
better covered and remove the other ones. Otherwise, if branches diverge too
much, we do not remove any of them.

When an input sequence contains a mis-join such as a relocation (i.e., regions
far apart within the same chromosome are spliced together) or a translocation
(i.e., regions belonging to different chromosomes are joined) we can witness long
almost-unambiguous paths which are connected by a single vertex (the contig
containing the mis-join) which causes a bifurcation in each path. These vertices
can bee seen as cut vertices (i.e., their removal increases by one the number
of connected components of the graph) with in and out degrees equal to 1 and
adjacent to nodes characterized by a bifurcation.

Finally, an additional constraint could be exploited to identify consistent (or
inconsistent) paths: giving the assumption that pool inserts have been sampled
uniformly and independently, we expect contigs belonging to the same pool to
be found far apart in a path and close enough contigs (i.e., below the insert-size)
are likely to represent the assembly of a single insert.

Consensus Sequence. Due to the use of approximate alignments to compute
overlaps, we decided to output the sequence for each remaining vertex as follows.
Each vertex corresponds to a simple unambiguous path in the former OG. Thus,
we simply start from the first contigs in the path and we extend with the following
one (see Figure 4). A better approach might be weighting the edges (possibly
considering also transitive ones) and providing the best path according to a
certain function.

B

A

C1 C2 C3 C4

D

E

A

B

C1

C2

C3

C4

D

E

Fig. 4. Example of OG. A possible consensus sequence is colored with a darker tint
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3 Results

Two simulated data sets on the 88 Mbp-long Human chromosome 14 have been
taken into account. All the results are based on an early implementation of a tool
we named Hierarchical Assemblies Merger (HAM) which performs the overlap
detection and the merge strategies in a single step. The first one is carried out
with the non-deterministic fingerprint-against-sequence alignment depicted in
Section 2.2, while the second one takes advantage of the OG and the heuristics
presented in Section 2.3. All the experiments were run on the same machine using
8 threads and setting the following HAM’s parameters: Tfreq = 20, Tgap = 50bp,
cmin = 8, TL = 1Kbp, idmin = 0.95.

The first data set (ExactHG14 ) has been built sampling a 4X coverage of
40Kbp-long inserts randomly assigned to 123 pools. In this way, each pool cov-
ers roughly the 3% of the reference genome. Then, inserts in pools have been
randomly sheared to generate, on average, 19Kbp-long exact contigs.

The time required by BLAST to produce an all-against-all alignment took
approximately 1 hour and 14 minutes. HAM’s overlap detection, instead, took
18 minutes distributed as in Table 1.

Table 1. Time required to compute overlaps

sub-step time

indexing 8m 22s
k-mer freq. computation 3m 24s
fingerprint construction 34s
fingerprint alignment + SW 5m 40s

whole procedure 18m 0s

Consider also that, if the data set is fixed, the index can be built once and quickly
loaded from the secondary memory in successive experiments. The indexing and
the alignments were performed with BWA’s implementation of the FM-index
and the Smith-Waterman algorithm, while the k-mer frequencies computation
was carried out with an efficient hash table implementation.

Since we are considering an exact data set, we set the minimum identity of
100% for BLAST to find all the overlaps grater than 1 Kbp. The same threshold
for sequence identity has been chosen for HAM as well. We were able to obtain a
very high sensitivity while keeping a low number of false positives (see Table 2).

The second data set (SimHG14 ), consists of a 8X coverage of 40Kbp-long
inserts randomly assigned to 353 pools (each one containing approximately 50
elements and representing the 2.27% of the reference genome). We chose the
insert size to follow a normal distribution with mean 40Kbp and standard devi-
ation 5Kbp.

For each pool, we simulated a 42X-coverage PE-read library of Illumina frag-
ments with (500 ± 25) bp-long insert-size and 100 bp-long reads. For this task
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Table 2. BLAST overlaps, HAM overlaps, True Positives (TP), False negatives (FN),
False Negatives (FN), and Sensitivity in HAM’s overlap detection

BLAST HAM TP FP FN Sensitivity

69,950 69,506 69,252 254 698 99%

we chose the tool pIRS [11]. Then, in order to obtain good-quality assemblies,
pools have been independently assembled using two state-of-the-art de novo as-
semblers: ABySS (version 1.5.2) and MaSuRCA (version 2.3.1). These assembled
pools will allow us to test HAM on a more realistic (yet still small) data set with
respect to ExactHG14.

In a real scenario, a reference genome is usually not available. We decided,
however, to validate the input assemblies using GAGE’s validation script [12]
against the available references for each pool. In this way, we can better assess the
performances of our tool, especially when mis-joins are concerned. The choice of
the assembler has been pretty clear. ABySS returned very contiguous assemblies
with good quality metrics, while MaSuRCA returned results with also good
quality metrics but they were more fragmented and presented on average a
higher percentage of missing reference sequence.

ABySS has been first executed with mostly default parameters using a k-mer
size of 71bp (k = 71), a higher maximum bubble length (b = 1, 000, 000), and a
higher threshold for the unitig size required to build contigs (s = 500). A sec-
ond run has been carried out with two additional parameters: a lower minimum
alignment length of a read (l = 1 instead l = k) and a higher minimum sequence
identity for a bubble (p = 0.95 instead of p = 0.9). Both executions achieved
similar results as inversions and relocations are concerned. The second one, how-
ever, led to a significantly higher number of translocations (i.e., rearrangements
moving sequences between different inserts). Therefore, the first one has been
selected.

We then run HAM with the previously mentioned parameters. The overlap
detection performance is shown in Table 3. Using GAGE’s validation script we
finally computed assembly correctness and contiguity statistics. As shown in
Table 4, HAM was able to reconstruct most of the genome with a low number
of mis-joins and with good contiguity statistics.

Table 3. BLAST overlaps, HAM overlaps, True Positives (TP), False negatives (FN),
False Negatives (FN), and Sensitivity in HAM’s overlap detection on SimHG14

BLAST HAM TP FP FN Sensitivity

143,591 145,404 140,876 4,528 2,715 98.11%
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Table 4. GAGE statistics on human chromosome 14. For each assembler we report the
number of contigs (Ctg), the NG50, assembly’s size, the length of reference’s regions
which cannot be found in the assembly, the length of assembly’s regions that cannot
be found in the reference, the percentage of duplicated and compressed regions in the
assembly, the number of SNPs, indels shorter than 5 bp and indels greater (or equal)
than 5 bp. Finally, the number of mis-joins is the sum of inversions (parts of contigs
reversed with respect to the reference genome) and relocations. Percentages refers to
the ungapped reference genome size.

Ctg NG50 Assembly Unaligned Unaligned Duplication Compression
num (kb) size (%) reference (%) assembly (%) (%) (%)

453 293 96.59 2.85 0.03 0.03 1.18

SNPs Indels < 5 bp Indels ≥ 5 bp Mis-joins Invertions Relocations

4339 542 230 20 2 18

4 Conclusions and Future Work

This study introduces a novel approach in order to build a draft de novo assembly
of complex genomes when a collection of well-assembled long-insert pools is
available. Moreover, sequencing and assembling a collection of such pools has
been proven to be a viable strategy for improving downstream analyses in several
sequencing projects (e.g., the Norway spruce and the Pacific oyster genomes).
The main advantage is that pool assemblies are less likely hindered by repeats
and allelic differences.

In order to exploit these kinds of data sets properly, we designed a strategy
to perform reconciliation in a hierarchical manner. In particular, we proposed a
method based on fingerprints to carry out the overlap detection, while we relied
on the String Graph to merge assemblies.

We showed that in practice the fingerprint-against-sequence comparison allows
us to retain most of the significant overlaps, while producing a low number of
false positives. While still being a proof of concept, we were able to obtain
promising preliminary results on two relatively small data sets based on the
human chromosome 14.

In the future, while improving HAM’s implementation to reflect precisely the
scheme depicted in this work, our intent is to devise additional heuristics based
on the particular input data set. Finally, we want to improve the fingerprint
construction for the overlap detection, making it deterministic (i.e., if two se-
quence overlap, then their fingerprints should contain the same k-mers in the
overlapping region).
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Abstract. A Structured Motif refers to a sequence of simple motifs with distance
constraints. We present SimpLiSMS, a simple, lightweight and fast algorithm
for searching structured motifs. SimpLiSMS does not use any sophisticated data
structure, which makes it simple and lightweight. Our experiments show excel-
lent performance of SimpLiSMS. Furthermore, we introduce a parallel version of
SimpLiSMS which runs even faster.

1 Introduction

A Structured Motif (alternatively, a structured pattern) is defined by a list of simple (as
opposed to structured) sub-patterns (or seeds) separated by variable length gaps defined
by a list of intervals [7,13]. In other words, a structured motif imposes a sort of variable
constraint on the relative distances among its sub-patterns: between two consecutive
sub-patterns, a structured motif allows any gap within the minimum and maximum limit
provided as part of the definition. It is also referred to as “compound patterns” in [7,13].

Structured motifs find interesting and useful applications in computational biology
and bioinformatics. For example, the PROSITE database [10, 18] supports searching
for structured motifs. Different application scenarios for structured motif pop up dur-
ing different biological experiments. This is especially useful in the identification of
conserved features in a set of DNA or protein sequences. Readers are kindly referred
to [13–15] for further motivations.

The problem of structured motif search has received significant attention in the liter-
ature. The simplest approach is to solve this problem using a regular expression match-
ing (REM) algorithm. But as has been argued by [4], such approach cannot be efficient
unless some special care is taken in the translation of the problem to REM. Among
theoretically efficient algorithms for this problem using REM, the recent work by [5]
is notable. [14,15] presented a very fast and practical implementation of an REM algo-
rithm to solve the problem exploiting bit parallelism. However, there algorithm becomes
less efficient as gaps get longer [4]. Also, bit operations are more costly when they have
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to be performed on several computer words instead of one. An alternative approach,
suggested independently by [13] and [17], is to design algorithms in two phases. In the
first phase, the occurrences of the seeds of the structured motif are computed and in the
second, the intervals are considered to identify the occurrences of the complete struc-
tured motif. In what follows, the algorithms handling this problem using the 2-phase
approach will be referred to as 2-φ -algorithms. Additionally, [13] performed extensive
experiments to examine the usefulness of this approach. In the implementation of the
algorithm of [13], suffix trees were used in the first phase to compute the occurrences
of the seeds. One of the problem of this approach is the huge space requirement due to
the summation of the number of occurrences of all the seeds, many of which ultimately
may turn out to be useless in the context of the actual occurrences of the complete
structured motif. Apart from the above we are aware of two more works namely, SMO-
TIF [19] and a follow up work on SMOTIF in [9] as a conference paper. Notably the
work of [9] almost resembles the 2-φ -algorithms mentioned above and it uses suffix
tree as the index and hence suffers the same problem suffered by [13] as mentioned
above. Unfortunately most of the prior works including [13, 17] were not cited in [9].

In this article, we present SimpLiSMS (pronounced “Simply SMS”), a simple,
lightweight and fast algorithm for searching structured motifs. SimpLiSMS exploits
an idea of a search context (to be defined, shortly) and combines the two phases of
2-φ -algorithms into one. It identifies the occurrences of the seeds, mostly through a
character by character matching, rather than a seed by seed matching and thereby re-
frains from using a heavy-weight data structure like a suffix tree. As a result, not only
that SimpLiSMS is lightweight, as it turns out, it is also extremely fast in practice.
Moreover, SimLiSMS lends itself easily to a parallel implementation which makes the
searching even faster.

2 Preliminaries

A string or sequence is a succession of zero or more symbols from an alphabet Σ of car-
dinality σ . The empty string is the empty sequence (i.e., of zero length) and is denoted
by ε . The set of all strings over the alphabet Σ including ε , is denoted by Σ∗. The set of
all non-empty strings over the alphabet Σ is denoted by Σ+. So, Σ∗ = Σ+∪ ε . A string
or sequence x of length n is represented by x[1 . .n]. The i-th symbol of x is denoted by
x[i]. The length of a string x is denoted by |x|. A string w is a factor of x if x = uwv for
u,v ∈ Σ∗. It is a prefix of x if u is empty and a suffix of x if v is empty. We denote by
x[i.. j] the factor of x that starts at position i and ends at position j.

In this work, unless otherwise specified, the underlying alphabet is assumed to be the
DNA alphabet, i.e., Σ = {A,C,G,T}.

Definition 1. A structured motif can be defined as a pair (S,G), where S= (s1, . . ,sk)
is a sequence of seeds (i.e., patterns) and G = ([a1,b1], . . , [ak−1,bk−1]), with ai,bi ∈ Z

and ai ≤ bi for 1 ≤ i < k is a sequence of closed intervals characterizing the gaps
between the consecutive seeds. So, in an occurrence of a structured motif, the distance
between two consecutive seeds sk−1 and sk must be within the close interval [ak−1,bk−1].
A structured motif M is usually expressed in the following form:

M= s1 [a1,b1] s2 [a2,b2] . . . sk−1 [ak−1,bk−1] sk. (1)
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Problem 1. (Structured Motif Search)
We are given a sequence x and a structured motif M = (S,G). We need to find the
occurrences of M in x.

We exploit the idea of a search context which is defined as follows.

Definition 2. (Search Context). Given a sequence x, a search context is the smallest
factor of x that starts with an occurrence of the first seed s1 and has the maximum
length equal to ∑k−1

i=1 (|si|+ bi)+ |sk|.

We use the following notations, with respect to a search context. We use Lmin(Lmax)
to denote the minimum (maximum) possible length of a search context. More formally,
we have the following:

Lmin =
k=i−1

∑
k=1

|si|+ ai+ |sk|

Lmax =
k=i−1

∑
k=1

|si|+ bi+ |sk|.

We maintain a data structure called Map which is defined as follows.

Definition 3. (Map). Given a structured motif M, assume that y = s1s2 . .sk and let
|y| = �. Then Map[1 . .�] is an array of length � where Map[i],1 ≤ i ≤ � is the pair
(A,B) as defined below:

Map[i].A =

⎧⎪⎨
⎪⎩

i; if i = 0

Map[i− 1].A+ ak′+ 1; if i = ∑k′
j=1 |s j|, for some k′ < k.

Map[i− 1].A+ 1; otherwise

Map[i].B =

⎧⎪⎨
⎪⎩

i; if i = 0

Map[i− 1].B+ bk′+ 1; if i = ∑k′
j=1 |s j|, for some k′ < k.

Map[i− 1].B+ 1; otherwise

In other words, given a position i, the range [Map[i].A,Map[i].B] gives us the valid
positions for M[i]. Example 1 computes the Map for M=CATA[1,3]TACA[0,2]GGG.

Example 1. Given the pattern (structured motif) M=CATA[1,3]TACA[0,2]GGG, our algorithm
will construct the Map as follows:

M=CATA[1,3]TACA[0,2]GGG

i 0 1 2 3 4 5 6 7 8 9 10

y C A T A T A C A G G G
Map [0,0] [1,1] [2,2] [3,3] [5,7] [6,8] [7,9] [8,10] [9,13] [10,14] [11,15]
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3 Methods

As has been mentioned by [17], there could be an explosive number of occurrences of a
structured motif especially because different occurrences of it can exist having exactly
the same start and end positions. This happens because of the so called ‘elasticity’ of the
gaps, i.e., variable length gaps. To avoid reporting such explosive number of occurrences
we exploit the concept of a search context. Given a sequence x, a search context is the
smallest factor of x that starts with an occurrence of the first seed s1 and has length equal
to ∑k−1

i=1 (|si|+ bi)+ |sk|. In other words, the longest possible pattern corresponding to
the structured motif can (barely) fit in the search context. SimpLiSMS takes a simple
approach. It identifies all possible search contexts in x and consider each of those one
after another. In each search context it checks whether there is indeed an occurrence
of the structured motif in it and if yes, it identifies and report the start position of that
structured motif. Notably, the start position of the search context is the start position of
the structured motif that exists in it. Then it moves to the next search context and so on.
Since a search context is defined by the occurrence of the first seed, SimpLiSMS uses an
exact pattern matching algorithm (e.g., the famous KMP algorithm for exact matching
[12]) to identify all the occurrences of the first seed and thereby identify all the search
contexts. To facilitate the search process within a search context, it makes use of a data
structure called Map that keeps track of the valid positions for a particular character
in the structured motif with respect to its preceding character. Map is constructed as a
preprocessing step before the actual search in a search context can begin.

A parallel version of the SimpLiSMS, referred to as SimpLiSMS-P, is also imple-
mented as follows. The sequence x is first divided into f overlapping subsequences
{x1,x2, ...,x f } of length � each, except possibly for the last one, x f , which may have a
lesser length. The overlapping is done so that no search context is missed due to the cut-
ting of the sequence into subsequences. Each subsequence xi,1≤ i≤ f is then handled
as a separate thread or process in a multi-processor/multi-threaded machine.

4 SimpLiSMS Algorithm outline

Recall that the input of our problem is a sequence x and a structured motif M. An
outline of the SimpLiSMS algorithm is as follows.

1. PREPROCESSING PHASE

Step 1. [Preprocessing the sequence x]: SimpLiSMS segments the sequence x
into overlapping factors of length �, called �-factors, where � >Lmax, such that
each consecutive �-factors overlap with each other by Lmax. The overlap is to
cover all possible search contexts in x.

Step 2. [Preprocessing the patternM]: In this step, SimpLiSMS constructsMap
for the structured motif M.

Step 3. [Preprocessing for exact string matching]: SimpLiSMS uses an exact
string matching algorithm, e.g., the KMP algorithm, to identify the start po-
sitions of the first seed s1. For the KMP algorithm, it needs to compute the
so called failure function table π for the first seed s1 of the structured motif
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M. We have also implemented SimpLiSMS with Boyer-Moore (BM) algo-
rithm [6]. For BM algorithm, it needs to build the bad character shift array
and good suffix shift array. Such preprocessing is done during this step.

2. PATTERN MATCHING PHASE

Step 1. The algorithm searches the �-factors obtained in Step 1.1. For each �-factor
the algorithm finds α , the list of starting positions of all occurrences of the first
seed s1 of the structured motif M within the given �-factor.

Step 2. For each match of s1 we calculate the boundaries of the search context
(Lmin and Lmax) relative to the position of s1 in the sequence x.

Step 3. Now SimpLiSMS determines whether there exist at least one occurrence
of the structured motif M in the current search context. The algorithm per-
forms a guided search for M in the current search context SC with the help
of Map computed during the pre-processing. Suppose the start position of the
current search context is p. Recall that, y = s1s2 . . sk and the occurrence of s1

coincides with the start of the search context. So, SimpLiSMS starts checking
for a valid match from y[|s1|+ 1]. Now, suppose we have valid matches up to
x[i1] = y[ j], j > |s1|. Now we are going to check y[ j + 1]. Suppose we have
x[i2] = y[ j + 1]. Then, SimpLiSMS only needs to check whether i2− p+ 1 ∈
[Map[i2].A,Map[i2].B]. If yes, then we continue to check y[ j+1]. Otherwise,
we need to start re-checking from y[|s1|+ 1] all over again.

Step 4. If M is found in the current searching context, then SimpLiSMS reports
the start position of the search context and proceed to the next search context.

5 Handling Degenerate Strings

A degenerate string (also referred to as the indeterminate string in the literature) is a
sequence x = x[1 . .n], where x[i] ⊆ Σ for all i. A position of a degenerate string may
match more than one elements from the alphabet Σ ; such a position is said to have
a non-solid symbol (also called a character class). If in a position we have only one
element of Σ , then we refer to this position as solid. The length of a degenerate string
is defined in the same way as it is for a regular string: a degenerate string x has length
n, when x has n positions, where each position can be either solid or non-solid. We
represent non-solid positions using [..] and solid positions omitting [..].

For degenerate strings the definition of a matching relation is extended as follows. A
degenerate character (or character class) s1 is said to match another degenerate character
s2, if and only if s1

⋂
s2 � ε .

Problem 2. (Degenerate Structured Motif Search)
Given a degenerate sequence x and a structured motif M, compute all starting positions
of M in x.

Note that there could be 2σ − 1 possible subsets of Σ and hence there are in total
as many degenerate characters including the σ solid characters. For example, for DNA
alphabet there are 4 letters, namely A,C,G and T . Hence there could be 15 degener-
ate characters including the 4 solid characters. In order to efficiently match degenerate
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characters, we represent each degenerate character as a sequence of |Σ | bits. We main-
tain an array of bit masks U of length 2σ − 1 in a way such that the bit mask of any
given degenerate symbol (solid or non-solid) can be accessed in constant time. For each
character of the DNA alphabet, i.e., {A,C,G,T} the conversion to the corresponding 4
bit mask is done as follows: U(A) = 0001;U(C) = 0010;U(G) = 0100;U(T ) = 1000.
Then, the bit mask of each non-solid symbol s can be computed as follows. Suppose s
contains the characters ai1 ,ai2 , ...,aik where k ≤ 4 and ai j ∈ Σ ,1 ≤ j ≤ k. Then the bit
mask of s, namely, U(s) =U(ai1) OR U(ai2) OR . . . OR U(a1k ). Clearly, given two
degenerate characters s1 and s2, now we can say that s1 and s2 (degenerate) match if
and only if U(s1) AND U(s2)> 0.

Degenerate characters or character classes can be found in biological sequences and
are ubiquitous in PROSITE database [10,18]. This is why, search in PROSITE database
supports the use of character classes. Now, SimpLiSMS can be extended for degen-
erate structured motif searching by simply plugging in an appropriate function called
isEquivelent for checking the degenerate matching as described above.

6 Results

We have evaluated the performance of SimpLiSMS through extensive experiments. We
have used 4 sequences, namely, a sequence taken from the Homo sapiens genome (size:
256,053,182 bytes), the Arabidopsis thaliana DNA sequence (size: 321,118,972 bytes),
the Oryza sativa DNA sequence (size: 634,849,961 bytes) and finally a randomly gener-
ated sequence (size: 104,8576,000 bytes). We have followed the experimental strategy
of [13]. A set of 1000 structured motifs were randomly generated by randomly choos-
ing, for each one, the number k ∈ [3,8] of simple motifs, the length � ∈ [5,10] of each
motif and k− 1 intervals of [0,100] as variable length gaps. The experiments were run
on a Windows Server 2008 R2 64-bit Operating System, with Intel(R) Core(TM) i7
2600 processor @ 3.40GHz having an installed memory (RAM) of 8.00 GB. We have
implemented SimpLiSMS in C# language using Visual Studio 2010. To compare the
performance we have also implemented the 2-φ -algorithm of [17] and [13] using the
Aho-Corasick pattern matching machine of [1] to implement the first phase (i.e., search
phase). Due to the huge space requirement of suffix tree we did not use the suffix tree
in the search phase of the 2-φ -algorithm. We also slightly modify Phase 1 of the 2-
φ -algorithm to incorporate the concept of a search context to ensure a level-playing
ground with SimpLiSMS.

We do not compare SimpLiSMS with the work of [14, 15] because the length of
the structured motif we use in our experiments are larger than computer words, for
which their algorithm is reported to be quite slow. This is why their algorithm was not
considered in the experimentation of [13] as well.

Although originally we devised SimpLiSMS using KMP algorithm, we also imple-
mented a variant where KMP algorithm was replaced by the famous Boyer-Moore
algorithm [6]. Our motivation for this comes from the fact that despite much better
theoretical running time, the Boyer-Moore algorithm outperforms KMP algorithm in
practice. And indeed as will be reported shortly, the performance of SimpLiSMS with
Boyer-Moore algorithm performs better in most cases. Table 1 describes the different



A Simple, Lightweight and Fast Approach for Structured Motifs Searching 225

Table 1. Different Variants/Implementations of SimpLiSMS

Name Searching Algorithm (for S1) Sequential/Parallel

SimpLiSMS-KMP-S KMP Sequential

SimpLiSMS-KMP-P KMP Parallel

SimpLiSMS-BM-S Boyer-Moore Sequential

SimpLiSMS-BM-P Boyer-Moore Parallel

implementations of our algorithm. The results are illustrated in Figures 1 through 10.
These figures basically present two different types of comparisons. Since the size of the
structured motif largely depends on the gap length, in Figures 1, 3, 5 and 9 the time
required to compute the occurrences of the set of structured motifs are reported against
the gap lengths in those. On the other hand, the number of occurrences also affect the
search time significantly. Hence, in Figures 2, 4, 6 and 10, the time vs. number of occur-
rences are plotted. In particular, in Figures 1 and 2, we present the comparison among
the 2-φ -algorithm, SimpLiSMS-KMP-S and SimpLiSMS-KMP-P. On the other hand,
in Figures 3 and 4, we present the comparison among the 2-φ -algorithm, SimpLiSMS-
BM-S and SimpLiSMS-BM-P. Finally, in Figures 5 and 6 we put SimpLiSMS-KMP-S
and SimpLiSMS-BM-S against each other. From the figures, performance superiority of
SimpLiSMS over the 2-φ algorithm is clearly evident. It is also clear that SimpLiSMS-
P runs even faster as expected. Also, in most cases, SimpLiSMS-BM outperforms
SimpLiSMS-KMP.

At this point a brief discussion on SimpLiSMS-P is in order. We note that SimPliSMS-
P can be configured depending of the length of the input sequence and the machine
resources (RAM size). For example to run a search on a sequence of length 600MB,
we configure SimpLiSMS to segment the sequence into 75 smaller segments each of
length 8MB. So the queue contains 75 threads and we set the concurrent thread limit
to 25 (the number of threads running at anytime).
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We have also made an attempt to compare SimpLiSMS with SMOTIF [19]. However
the implementation available for SMOTIF turned out to be a bit problematic and was
crashing for long motifs. As a result we could not run the experiments for longer gap
length. However, as is evident from Figures 7 and 8, the run-time of SMOTIF remains
almost invariant with regards to the changing gap length or the number of occurrences.
And clearly, the performance of SimpLiSMS is better than SMOTIF.

We also have considered degenerate motifs. As a second experiment, we compared
the performances of SimpLiSMS-BM, SimpLiSMS-KPM and the 2-φ algorithm by
processing the same data-set used in the first experiment to search for a set of 1,000 de-
generate structured motifs over the IUPAC alphabet, randomly generated by randomly
choosing, for each model, the length � ∈ [5,10] of each motif and k− 1 intervals of
[0,100] as variable length gaps. The results, averaged over 10 trials, are illustrated in
Figures 9 and 10. As expected, the performance superiority of SimpLiSMS over 2-φ
algorithm is clearly evident from the figures.
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7 Conclusion

In this article we have presented SimpLiSMS, a simple and lightweight algorithm for
structured motif searching that runs extremely fast in practice. We have also imple-
mented SimpLiSMS-P, a parallel version of SimpLiSMS that runs even faster. We aug-
mented our algorithm with the capability to enable search for degenerate motifs.
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Abstract. The appropriate evaluation of molecular interactions is still an impor-
tant challenge in molecular modeling field. The difficulties for scoring those in-
teractions become clear when the performance of the so-called ‘ligand-based’ 
methods is compared with the ‘structure-based’ methods. Although more in-
formation is provided for the latter, the former very often performs better in re-
covering actual binders from a set of ligands and decoys. Here, we compare 
some results of different scoring functions as implemented and tested in our hy-
brid-docking algorithm named LiBELa. The results show that the parameters 
devised from force fields such as AMBER provide a very good estimate of the 
polar and van der Waals contribution for binding. When properly set up, soft-
docking, i.e., a smooth potential, can, at best, reproduce the results obtained 
with force fields, but hardly outperforms the former. Finally, the results ob-
tained in our group and from other groups clearly indicate that an adequate po-
tential for modeling the solvent effect is still a goal to be achieved. At best, the 
current empirical solvation models used in docking algorithms can lead to  
improvement of enrichment in ROC curves for a fraction (50% or less) of the 
current and gold-standard test sets. In conclusion, the scoring of molecular inte-
ractions at an atomic level is a promising field with many important advances 
achieved but also with a number of open issues. 

1 Introduction 

The evaluation of molecular interaction is central to the ‘structure-based’ approach in 
drug design. Its relevance to the field emerged early in the seventies when Beddell 
and coworkers designed three compounds based on the crystal structure of haemoglo-
bin, the first protein structure solved by Max Perutz and coworkers [1]. During the 
time of this writing, roughly 80% of the protein structures deposited in the PDB [2] 
contain a ligand,  revealing that a large set of structural models are now available to 
improve the current interaction models and for the proposal of new models. 

Despite this large volume of structural data, the evaluation of interaction models 
based on the structural data is still challenging [3]. The situation is even harder when 
a rapid evaluation of the binding (potential) energy is ought to be used as the criteria 
for selecting compounds during screening trials, which is the typical scenario in  
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docking campaigns. In this context, many simplifications are made, including the 
approximation of a rigid receptor, the usage of empirical solvation models and limited 
ligand flexibility, in order to achieve the computational efficiency necessary for a 
virtual screening. 

In recent years, many ‘ligand-based’ methodologies were proposed where ligand 
similarities were used for the discovery of new binders [4-7] and, curiously, most of 
these methods outperform the ‘structure-based’ methods such as docking in their abil-
ity to recover true binders among decoy molecules that preserve similar physicochem-
ical properties when compared to the true binders set. This apparent paradox reveal 
that, although more relevant information is provided in ‘structure-based’ methods, the 
ability to correctly score ligand interactions and the ruggedness of the binding energy 
landscape [8, 9] impose important limitations to the structure-based methods in drug 
design. 

Here, we evaluated a combination of ligand-based approach in a structure-based 
modeling tool called LiBELa. The results obtained show a hybrid approach is effi-
cient in distinguishing actual binders from decoy molecules and was found to be more 
effective than the well-established structure-based tool DOCK6. 

2 Methods 

2.1 Interaction Model 

In LiBELa, the docking procedure is divided in two stages. In the first stage, a set of 
ligand conformers is generate by the genetic algorithm, as implemented in the Open-
Babel API [10]. Each ligand conformer is then overlaid in a reference ligand (already 
posed in the protein active site) using the matching in volume and charge distribution 
as parameters. This ligand-based superposition is carried out using our previously 
validated tool MolShaCS [7]. The best-scored conformers (based on degree of overlap 
or on the initial interacting energy) are selected for the second stage, where an optimi-
zation in the Cartesian space is done using the ligand-receptor interaction energy as 
the objective function. The interaction energy is evaluated as: 

     1  

 
where i and j account for ligand and receptor atoms, respectively, q is the atomic 
charge, dij is the interatomic distance, D is the dielectric constant, A and B are Len-

nard-Jones parameters defined in AMBER force field as  and 2 , where ε is the well depth and r0=ri+rj is the typical distance. 

Assuming, for instance, that  and , the van der Waals 
terms can be pre-computed in grids equally spaced in a cube encompassing the active 
site [11, 12].  
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We used an empirical solvation function in LiBELa that is a linear function of the 
square of its atomic charge ( ). This linear function is then multiplied bu 
the volume of solvent displaced by the interacting agent with a Gaussian envelope 

function ( / . The volume fj is computed using AMBER force field 
radii and σ is a constant (σ=3.5Å). This solvation model has two main advantages in 
the context of molecular docking. First, it is a very simple model, although retaining 
some phenomenological rationale [13], and, second, it can also be used in a decom-
posable way, allowing pre-computation of receptor terms in grids [11]. Unless other-
wise stated, the parameters used in this work were α=0.4 kcal/(mol.e2) and β=-0.005 
kcal/mol. 

We also tested a smooth version of the binding energy given by: 
 

 2  

In equation (2), energies are computed in a way similar to the original force field 
energy given in equation (1), except for the smoothing term δ in the denominator of 
VDW and electrostatic terms. 

The parameters for van der Waals terms were taken from AMBER force field 
(FF99SB and GAFF). The atomic charges for receptors were also taken from 
AMBER FF while ligand atomic charges were used as provided or computed using 
AM1-BCC method as implemented in ANTECHAMBER [14]. 

The optimization of molecular overlay and binding energy are accomplished by the 
Augmented Lagrangian and Dividing Rectangles algorithms, respectively [15, 16]. 
The latter has the advantage of the larger radius of search, being classified as a global 
optimization algorithm. These optimization algorithms were used as implemented in 
the NLOPT library [17]. 

2.2 Ligand Pose Analysis 

The ability of LiBELa to recover experimental (crystallographic) ligand poses was 
evaluated with the test set SB2012 [18]. In this case, ligands were docked on their 
own receptors and the root mean square deviation of the ligand atoms after binding 
energy optimization were evaluated using the crystallographic pose as the reference. 
The protein binding mode test set [19], containing 144 experimental complexes and 
available in UCSF DOCK website was used for binding pose prediction analysis. In 
this stage, the RMSD computed for all atoms (hydrogen atoms included) was used as 
a measure of accuracy. 

2.3 Enrichment Analysis 

The benchmark sets DUD [20] and a subset DUD-E [21] including the targets CP2C9, 
CXCR4, GRIK1, MK10, XIAP, MCR, THB, HIVINT, KITH, PUR2, LKHA4, 
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PPARD and DYR were used in order to test LiBELa’s ability to recover actual bind-
ers among decoy molecules. In all cases, ligand and decoys were docked against their 
own receptor and the enrichment was evaluated in semi-log ROC curves using the 
adjusted logAUC parameter [22]. The targets were prepared using UCSF Chimera 
DockPrep tool [23]. 

3 Results and Discussion 

First of all the hybrid approach implemented in LiBELa was evaluated on over 1,000 
crystallographic complexes as available in the dataset SB2012, provided by Rizzo’s 
group. After ligand superposition, the initial conformation was energy-optimized in 
the Cartesian space in a global optimizer. The search radius was limited to a maximal 
translation of 12.0Å in each direction and full rotation around Euler’s angles. For this 
test, the binding energies were computed directly, i.e., with no pre-computation in 
grids. An analysis of the RMSD of achieved ligand against experimental poses re-
vealed an average RMSD of 1.79Å with median in 0.52Å and standard deviation in 
3.14Å (N=1030). For the sake of comparison, a pure FF docking was also performed, 
i.e., neglecting any desolvation term, and resulted in an average RMSD of 1.05Å with 
median in 0.51Å and standard deviation of 1.8Å, indicating that these models are 
effective in reproducing experimental binding conformations. 

For the smoothed potential, an average RMSD of 0.87Å with median in 0.52Å and 
standard deviation of 1.27Å was found, slightly lower than the values observed for 
force field energy evaluation. In the absence of a solvation term, the smoothed poten-
tial resulted in an average RMSD of 2.52Å with median in 0.62Å and standard devia-
tion of 4.35Å. In this analysis the parameters δVDW and δele were set to 1.5Å and 1.0Å, 
respectively, according to the results of preliminary tests. These results suggest that a 
smoothed potential partially account for ‘receptor flexibility’ allowing some accom-
modation upon ligand binding, what would explain the slightly better RMSD values 
observed. On the other hand, the Stouten-Verkhivker (SV) solvation model seems to 
be very well parametrized to be used together with smoothed potentials, as originally 
proposed [9], given the reasonable increase in the RMSD values observed when the 
smoothed potential was used without the solvation model. 

Since the hybrid docking starts with a ligand-based superposition, it was expected 
that a low average RMSD would be found. This test shows, however, that the energy 
evaluation and its implementation using AMBER force field parameters are good 
enough to reproduce experimental binding poses even with an increased search radius 
as available in the global optimization process. 

We also set out a more stringent test where LiBELa’s ability to reproduce binding 
poses in cross-docking experiments was evaluated. For this purpose, we took the pro-
tein binding mode test set [19], as available in UCSF DOCK website e filtered for 
targets with more than one binder. The final set consisted of 14 complexes different 
(non-native) complexes. An average RMSD of 3.8Å (median 2.0Å) was achieved for 
this non-native set. 
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We then evaluated the enrichment in ROC curves when using our hybrid model on 
validated benchmarks such as DUD, or DUD-E. For the original DUD, using a typical 
AMBER force field energetic analysis coupled with the empirical solvation term, an 
logAUC of 15.2 was observed (median 14.9 and standard deviation 14.2) after aver-
aging over 37 different targets. Curiously, the same evaluation for a pure FF energy 
model, i.e., without a solvation term, resulted in an increase in the observed enrich-
ment to 20.0. The same behavior is observed when the AUC rather than the adjusted 
logAUC is taken as a parameter (64.6% and 70.2% in the presence and absence of 
solvation term, respectively). The best sets of smoothing parameters resulted in 
enrichments similar to those observed in non-smoothed potential. An average lo-
gAUC of 15.5 (median 15.1) was observed in the presence of a solvation term while 
in the absence of a solvation term an average logAUC of 13.7 (median in 14.3) was 
observed (Table 1). 

For DUDE, the AMBER force field energy model resulted in average logAUC of 
7.2 and 8.1 in the presence and absence of the solvation term, respectively (median 
5.4 and 5.5). The smooth energy model resulted in average logAUC of 7.0 and 8.5 
(median 6.1 and 5.6, respectively). 

Table 1. Enrichment values (logAUC) observed for DUD and DUDE for AMBER FF energy 
model and smooth AMBER FF model in the presence and absence of a solvation term 

 DUD DUDE 
AMBER FF + Solvation 15.2 (14.9) 7.2 (5.5) 

AMBER FF 20.0 (20.1) 8.1 (5.4) 
Smooth AMBER FF + Solvation 15.5 (15.1) 7.0 (6.1) 

Smooth AMBER FF 20.7 (20.5) 8.5 (5.6) 

 
A number of interesting conclusions can be devised from the results observed with 

LiBELa. First, the hybrid docking seems to be an effective way to direct structure-
based methods. This can be observed by the reasonably good binding poses, even in 
cross docking experiments, and by the good overall enrichment values in retrospec-
tive docking. The same sets were used in ‘classical’ structure-based tools, such as 
DOCK6 and the results observed in LiBELa were significantly better than those ob-
served with DOCK. It is interesting to point out that DOCK also uses AMBER FF 
energy model in its grid score. 

Second, smoothed potentials, in principle, could be effective as interaction model 
since they somewhat implicitly account for some receptor flexibility by allowing local 
bad contacts. In addition, these models in principle could reduce the ruggedness and 
increase the convergence towards the global minimum. Despite the theoretical advan-
tages, the implementation of smooth potential in LiBELa, at best could reproduce the 
results found with AMBER FF model. Therefore, our results suggest that there is no 
general advantage in using such potentials.  

Third, the effectiveness of the SV empirical solvation model is intriguing. Looking 
at the enrichment observed in AMBER FF energy model, the solvation model seems 
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to worse the overall enrichment in about 25%, suggesting that the model is ineffec-
tive. In the other hand, for a couple of specific targets, the solvation model was shown 
to be effective (COX1 and PDGFRB in DUD, KITH and PUR2 in DUDE, for exam-
ple). Since the model was conceived for a smooth potential, it is highly probable that 
the parameters used are not directly applicable here. This hypothesis is supported by 
the observation that the solvation term increased the enrichment in the smooth 
AMBER potential. The results from our best energy model (FF) however do advocate 
against the model as proposed (SV) as an efficient model for docking purposes. 

In conclusion, our experience with LiBELa show that simple energy models such 
as molecular mechanics force field-based models can be very effective when coupled 
to global optimization methods. Additionally, the ligand-based sampling of initial 
conformations seem to be a rapid and efficient way of driving the docking to correct 
conformations. The analysis of our empirical solvation model suggests that better fast 
and efficient solvation models are still necessary to bring interaction models closer to 
actual binding free energies. LiBELa can be considered a minimalistic docking tool, 
in the sense that very simple concepts are put together on its algorithm. The results 
provided here indicate that it might be possible to take good findings out of simple 
ideas. But not simpler.  
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Abstract. Docking is a structure-based computational tool that can be
used to predict the strength with which a small ligand molecule binds
to a macromolecular target. Such binding affinity prediction is crucial
to design molecules that bind more tightly to a target and thus are
more likely to provide the most efficacious modulation of the target’s
biochemical function. Despite intense research over the years, improving
this type of predictive accuracy has proven to be a very challenging task
for any class of method.
New scoring functions based on non-parametric machine-learning

regression models, which are able to exploit effectively much larger vol-
umes of experimental data and circumvent the need for a predeter-
mined functional form, have become the most accurate to predict binding
affinity of diverse protein-ligand complexes. In this focused review, we
describe the inception and further development of RF-Score, the first
machine-learning scoring function to achieve a substantial improvement
over classical scoring functions at binding affinity prediction. RF-Score
employs Random Forest (RF) regression to relate a structural descrip-
tion of the complex with its binding affinity. This overview will cover
adequate benchmarking practices, studies exploring optimal intermolec-
ular features, further improvements and RF-Score software availability
including a user-friendly docking webserver and a standalone software for
rescoring docked poses. Some work has also been made on the application
of RF-Score to the related problem of virtual screening. Comprehensive
retrospective virtual screening studies of RF-based scoring functions con-
stitute now one of the next research steps.

Keywords: Molecular docking, scoring functions, random forest, chem-
ical informatics, structural bioinformatics.

1 Introduction

Molecular docking is a key computational method in structure-based drug design,
which has several important applications. First, given a X-ray crystal structure of
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a protein-ligand complex (e.g. Figure 1), docking can identify 3D conformations
of a known ligand that are conformationally close to the co-crystallised confor-
mation (native pose identification). Second, docking can discriminate between
known binders and non-binders with the goal of finding previously unknown
binders in large databases of candidate molecules (virtual screening). Third,
docking can predict the binding strength of known binders and their derivatives
in order to identify more potent binders against the target (increasing potency)
or less potent binders against an off-target (increasing selectivity).

Operationally, docking predicts the position, orientation and conformation of
a molecule when docked to the target’s binding site (pose generation), as well
as how tightly the docked pose of such putative ligand binds to the target (scor-
ing). State-of-the-art docking software such as AutoDock Vina [19] and its faster
implementation idock [13] perform reasonably well in pose generation, achiev-
ing a redocking success rate of more than 50% [11] on native pose identification
benchmarks. However, the single most critical limitation of docking is the low
accuracy of the scoring functions that estimate the binding strength of a ligand.
This binding affinity can thereafter be used to prioritize the molecules predicted
to bind strongly for subsequent biological assays.

Fig. 1. Example of the X-ray crystal structure of a protein-ligand complex (PDB ID:
3NUX). The molecular surface of the protein is colored by secondary structure with 0.9
opacity to indicate the underlying secondary structure. The ligand molecule is pictured
in stick representation colored by atom type. This figure was created by iview [12], an
interactive WebGL visualizer freely available at http://istar.cse.cuhk.edu.hk/iview/.
iview does not require Java plugins, yet supports macromolecular surface construction
and virtual reality effects.

Classical scoring functions [9] assume a functional form relating a description
of the crystal protein-ligand complex to its binding affinity, usually through Mul-
tiple Linear Regression (MLR). Non-parametric machine-learning scoring func-
tions, on the other hand, circumvent the need of modelling assumptions implicit
in functional forms, and have recently been demonstrated [3,4] to introduce a
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substantial increase in the accuracy of scoring functions for binding affinity pre-
diction.

In this focused review, we describe the inception and further development of
RF-Score [3], the first machine-learning scoring function to achieve a large im-
provement over classical scoring functions [9] at binding affinity prediction. The
next sections cover adequate benchmarking practices, studies exploring optimal
intermolecular features, further improvements and RF-Score software availabil-
ity including a user-friendly docking webserver and a standalone executable for
rescoring docked poses. Much less work has been done so far on the application
of RF-Score to the related problem of virtual screening, as it will be explained
in the last section.

2 Random Forest (RF) Scoring Functions

RF-Score [3], the first scoring function using Random Forest (RF) [8] as the re-
gression model, was found to outperform a range of widely-used classical scoring
functions by a large margin. RF-Score employs Random Forest (RF) regres-
sion [8] to relate a structural description of the complex at atomic level with its
binding affinity. RF-Score features are elemental occurrence counts of a set of
protein-ligand atom pairs in a complex. To calculate these features, atom types
were selected so as to generate features that are as dense as possible, while con-
sidering all the heavy atoms commonly observed in PDB complexes (C, N, O, F,
P, S, Cl, Br, I). As the number of protein-ligand contacts is constant for a par-
ticular complex, the more atom types are considered, the sparser the resulting
features will be. Therefore, a minimal set of atom types is selected by considering
atomic number only. Furthermore, a smaller set of interaction features has the
additional advantage of leading to computationally faster scoring functions.

RF-Score features are defined as the occurrence count of intermolecular con-
tacts between elemental atom types i and j, as shown in equations 1 and 2,
where dkl is the Euclidean distance between the kth protein atom of type j and
the lth ligand atom of type i calculated from a structure; Kj is the total number
of protein atoms of type j (#{j} = 9) and Li is the total number of ligand atoms
of type i (#{i} = 4) in the considered complex; H is the Heaviside step function
that counts contacts within a dcutoff neighbourhood. For example, x7,8 is the
number of occurrences of protein oxygen atoms hypothetically interacting with
ligand nitrogen atoms within a chosen neighbourhood. This representation led
to a total of 36 features. Therefore, each complex was characterized by a vector
with 36 integer-valued features. Full details on RF-Score features are available
at [3,1].

xij =

Kj∑
k=1

Li∑
l=1

H(dcutoff − dkl) (1)

x = {xij} ∈ N36 (2)
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A second version of RF-Score, RF-Score-2 [5] , arised from a study intended
to investigate the impact of the chemical description of the protein-ligand com-
plex on the predictive power of the resulting scoring function. Strikingly, it was
found that a more precise description did not generally lead to a more accurate
prediction of binding affinity. However, RF-Score-2 was built on 123 features and
the software implementing it was not sufficiently user-friendly. To address these
issues, a recent paper [15] introduced RF-Score-3, which uses a more compact fea-
ture vector without sacrificing performance. That is, a total of 42 features: the 36
RF-Score features [3] in addition to the 6 AutoDock Vina features [19]. Further-
more, an easy-to-use executable implementing this re-scoring function has been
recently released and it is now available online (http://istar.cse.cuhk.edu.hk/rf-
score-3.tgz and http://crcm.marseille.inserm.fr/fileadmin/rf-score-3.tgz).

3 Experimental Setup

The PDBbind benchmarks [9,17] are arguably the most widely used for predic-
tion of binding affinity of diverse complexes. Using a third-party and well-defined
benchmark, where many scoring functions had been tested previously, has the
advantage of minimizing the risk of using a benchmark complementary to a par-
ticular scoring function. This risk is further minimized by using two different,
pre-established benchmarks. This section describes the benchmarks that have
been used so far to validate RF-Score.

3.1 The PDBbind v2007 Benchmark

Based on the 2007 version of the PDBbind database, it contains a particu-
larly diverse collection of protein-ligand complexes from a systematic mining
of the entire Protein Data Bank [7,6]. This procedure led to a refined set of
1300 protein-ligand complexes along with their binding affinities. The PDBbind
benchmark essentially consists of testing the predictions of scoring functions on
the 2007 core set, which comprises 195 diverse complexes with measured bind-
ing affinities spanning more than 12 orders of magnitude, while training on the
remaining 1105 complexes in the refined set. In this way, a set of protein-ligand
complexes with measured binding affinity can be processed to give two non-
overlapping data sets, where each complex is represented by its feature vector
xi and its binding affinity yi, which includes both pKd and pKi measurements,
henceforth referred to as just pKd for simplicity:

Dtrain = {yi,xi}1105i=1 (3)

Dtest = {yi,xi}1300i=1106 (4)

y = pKd = − log10 Kd (5)
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3.2 The 2013 Blind Benchmark

A new benchmark mimicking a blind test has been recently proposed [15] to pro-
vide a more realistic performance estimation than that provided by the PDBbind
benchmark, where higher performance is to be expected due to the protocol that
generates this benchmark [4]. The new test set comprises all the structures in
the 2013 release of the PDBbind refined set that were not already in the 2012
release, i.e. the new protein-ligand complexes added in 2013, whereas the 2012
refined set is used for training. This is hence conducted as a blind test in that
only data available until 2012 is used to build the scoring function that predicts
the binding affinities of 2013 complexes as if these had not been measured yet.
Therefore, the 2897 complexes in the PDBbind v2012 refined set were used as
a training set, whereas the 382 new complexes included in the PDBbind v2013
refined set were used as the non-overlapping test set.

3.3 Performance Measures

Predictive performance is quantified through commonly-used metrics [9], includ-
ing standard deviation SD in linear correlation, Pearson correlation coefficient
Rp and Spearman correlation coefficient Rs between the measured and predicted
binding affinities of the test set. The SD metric is essentially the residual stan-
dard error (RSE) metric used in some other studies [16]. In some applications,
the ultimate goal of a scoring function is to predict an absolute value of binding
affinity as close to the measured value as possible. Hence the root mean square
error RMSE between measured and predicted binding affinities without coupling
a linear correlation constitutes a more realistic metric. In all cases, lower val-
ues in RMSE and SD and higher values in Rp and Rs denote better predictive
performance.

Equations 6, 7, 8 and 9 describe the mathematical expressions of the four
metrics. Given a scoring function f and the features xi characterizing the ith
complex out of n complexes in the test set, pi = f(xi) is the predicted binding
affinity, {p̂i}ni=1 are the fitted values from the linear model between {yi}ni=1 and
{pi}ni=1 on the test set, whereas {yri }ni=1 and {pri }ni=1 are the rankings of {yi}ni=1

and {pi}ni=1, respectively.

RMSE =

√√√√ 1

n

n∑
i=1

(pi − yi)2 (6)

SD =

√√√√ 1

n− 2

n∑
i=1

(p̂i − yi)2 (7)

Rp =
n
∑n

i=1 piyi −
∑n

i=1 pi
∑n

i=1 yi√
(n
∑n

i=1(pi)
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∑n
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2)(n
∑n
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2 − (

∑n
i=1 yi)
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4 Results and Discussion

4.1 Comparing the Performance of Scoring Functions

Table 1 compares the performance of 23 scoring functions on the same test set. It
is worth noting that the top 4 are all RF-based scoring functions. These machine-
learning scoring functions outperform a range of widely-used classical scoring
functions (in the table, those below SVR-Score) by a large margin. An area for
further work is investigating the performance of RF-Score on complexes whose
proteins belong to the same family (i.e. on different protein families) and more
broadly to design family-specific RF-based scoring functions. However, because
the test set contains different protein families, the larger the improvement of RF-
Score over a given classical scoring function on this diverse test set, the more
protein families in the test set will be also better predicted by RF-Score.

Table 1. Predictive performance of 23 scoring functions evaluated on PDBbind v2007
benchmark

Scoring function Rp Rs SD

RF-Score-3 0.803 0.798 1.42
RF-Score-2 0.803 0.797 1.54
SFCscoreRF 0.779 0.788 1.56
RF-Score 0.774 0.762 1.59
ID-Score 0.753 0.779 1.63
SVR-Score 0.726 0.739 1.70
Cyscore 0.660 0.687 1.79
X-Score::HMScore 0.644 0.705 1.83
DrugScoreCSD 0.569 0.627 1.96
SYBYL::ChemScore 0.555 0.585 1.98
DS::PLP1 0.545 0.588 2.00
GOLD::ASP 0.534 0.577 2.02
SYBYL::G-Score 0.492 0.536 2.08
DS::LUDI3 0.487 0.478 2.09
DS::LigScore2 0.464 0.507 2.12
GlideScore-XP 0.457 0.435 2.14
DS::PMF 0.445 0.448 2.14
GOLD::ChemScore 0.441 0.452 2.15
SYBYL::D-Score 0.392 0.447 2.19
DS::Jain 0.316 0.346 2.24
GOLD::GoldScore 0.295 0.322 2.29
SYBYL::PMF-Score 0.268 0.273 2.29
SYBYL::F-Score 0.216 0.243 2.35

4.2 Comparing RF-Score-3 with Vina

As seen in Table 1, RF-Score-3 constitutes a remarkable improvement over classi-
cal scoring functions at binding affinity prediction. Figure 2 shows a head-to-head



244 H. Li et al.

comparison on this problem with the widely-used Vina software, which is one
of the top performers among classical scoring functions (compare the upper left
plot of this figure with performances in Table 1). An emerging trend is that one
can take any classical scoring function, substitute its regression model by RF
and achieve a more accurate machine-learning scoring function. This has been
already demonstrated in the case of Vina [15] and Cyscore [14].
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Fig. 2. Predictive performance of AutoDock Vina (left) and RF-Score-3 (right) on the
PDBbind v2007 benchmark (top) and the PDBbind v2013 blind benchmark (bottom)

4.3 Performance Improvement with Training Set Size

In a recent study [15], the blind benchmark was employed to analyse how test
set performance increases with training set size. In the case of a classical scoring
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function, its linear regression model could not assimilate data effectively beyond
a few hundred training complexes and thus its test set performance remained flat
regardless of training with more data. In contrast, performance of RF models on
the same test continued to increase even after having assimilated 3, 000 training
complexes. The latter was observed in those RF models that used exactly the
same set of features as Vina. This is an important result because it shows that,
without this machine learning approach, more data would go wasted without
producing any further improvement. The interested reader can find the full set
of experiments in [15].

4.4 RF for Virtual Screening

Previous sections have given an overview of the use of RF for binding affin-
ity prediction. This machine learning approach can also be taken to address
the related problem of virtual screening. The first version of RF-Score [3] has
already been used [2] to discover a large number of innovative binders of an-
tibacterial targets in a prospective study. Furthermore, it has now been incor-
porated [11] into a large-scale docking tool for prospective virtual screening
(http://istar.cse.cuhk.edu.hk/idock/). Despite this preliminary work, the per-
formance of RF-based scoring functions on virtual screening is yet to be bench-
marked across a range of protein targets. However, RF classifiers [18], which
are not scoring functions because they cannot be applied to predict binding
affinity, have already been found to outperform classical scoring functions on
retrospective virtual screening benchmarks. Moreover, scoring functions based
on Support Vector Machines [10] have also demonstrated substantial improve-
ments over classical scoring functions on these benchmarks. Therefore, future
research on a RF-based scoring function tailored to this related problem is very
promising.

4.5 Conclusions and Future Prospects

RF-Score has been rigorously demonstrated to be on averagemuch more accurate
than classical scoring functions at predicting binding affinity of protein-ligand
complexes. Furthermore, we have seen that this performance gap will broaden
as more structural and interaction data are made available, as RF exploits data
more effectively than MLR. There are now a number of very promising exten-
sions of this initial work on RF-based scoring functions. Firstly, RF-Score has so
far focused on re-scoring generic protein-ligand complexes. The next step would
be to study how well complexes from a particular protein family are predicted by
current RF-Score versions as well as the best way to generate family-specific ver-
sions of RF-Score which may be more accurate than those trained on complexes
of any type. Secondly, the design of RF-based scoring functions for the related
problems of virtual screening and pose generation is yet to be investigated, while
being very promising. Lastly, pose generation error is generally believed to have
a major negative impact on binding affinity prediction. So far, prediction has
been made on co-crystallised ligands, i.e. with no pose generation error at all.
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Therefore, studies intended to evaluate the impact that pose generation error
really has on binding affinity predition as well as machine-learning strategies to
compensate for any of these errors are needed.
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Abstract. The distribution of triplets alongside a genome is studied. We
explored the distribution to the nearest neighbour, that is the pattern
where two triplets are fixed, and the distance is determined from the
former to the latter so that the second triplet takes place nowhere inside
the observed gap surrounded with the couple of the given triplets. The
distribution differs strongly, for different organisms. Yeast and bacteria
seem to have rather smooth pattern, while mammalia and other higher
eukaryotes exhibit very complex patterns with long-range correlations in
the triplet distribution.

Keywords: Order, periodicity, inhomogeneity, track, longest gap.

1 Introduction

Finite symbol sequence (from a finite alphabet) is a typical mathematical object.
Eventually, it presents naturally in genetic matter of any living being; namely, as
DNA sequence. Further we shall consider the finite symbol sequences of (various)
length N (here N is the number of symbols in a sequence), from four-letter
alphabet ℵ = {A,C,G,T}. We stipulate the occurrence of neither other symbols,
nor blank spaces in a sequence.

An identification and search of structures in DNA sequence is the core issue
of bioinformatics, biophysics and related scientific fields, including programming
and information theory. Structures observed within a sequence define an or-
der and provide easier understanding of functional roles of a sequence or its
fragments. Reciprocally, a new function (or a connection between function and
structure, or taxonomy) might be discovered through a search for new patterns
in symbol sequences corresponding to DNA moluculae. There are issues of an
order mentioned above: the former is a structuredness revealed within a sequence
that yields further (and deeper) understanding of the functions and other related
properties of a sequence itself, the latter is a kind of classification observed over
a set of sequences (say, population genomics, etc.).

A number of structure has been found in DNA sequences; a lot would be found
more. Basically, a structure to be found in a sequence could be reduced to the
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study of the probability density function of an occurrence of some strings within
the sequence (i. e. frequency dictionary). Another issue is a structure determined
by the mutual interlocation of those (short) strings to be found in a sequence.
Among all such patterns, there is one looking very simple; meanwhile, it is still
heavily understudied. This is the mutual distribution of triplets alongside a DNA
sequence. Surprisingly, being very easy in terms of technical implementation, this
study does not draw any attention of researchers. Surprisingly, very few attention
has been paid to the study of such long range structuredness in DNA sequences.
A model of l-tipple distribution to be expected at DNA sequence was proposed in
[1]; giving a promising approach to study a long-range correlations, the authors of
this paper nonetheless kept themselves within a study of a structure a frequency
dictionary. Also, a short range correlations in DNA sequences were studied in a
numerous papers, here we mention very few of them (see, e. g., [2,3]). Paper [2]
provides an abundant experimental data accompanied with a relevant theoretical
analysis of the correlations to be found in DNA sequences, while again no long-
range correlations are taken into consideration. Finally, the paper [4] should be
mentioned as a good basis for theoretical analysis of the problem. Everywhere
below we shall concentrate on the distribution of the words of the length q = 3
(so called triplets, in biology); the method provided at this paper is (formally)
feasible for a set of the string of any length, while a study of the distribution
functions for arbitrary stings falls beyond the scope of this paper.

2 Distribution to the Nearest Neighbour

Yet, the distribution of triplets alongside a sequence may bring a lot new issues to
biologists; same is true for the mutual distribution of the triplets. To begin with,
we should fix the patterns of correlations to be studied within symbol sequences.
Here two types of a structure could be expected: the former is related to a “static”
distribution, and the latter to a “dynamic” one. Let fix two triplets, ω1 = ν1ν2ν3
and ω2 = μ1μ2μ3. The key question of the paper is what is a character of
the mutual interlocation of the triplets. Here two different structures could be
defined.

The first one consists in a study of the frequency distribution function

f〈ω1,ω2〉(l)

of the mutual interlocation of these two triplets at the fixed distance l; this
approach is pretty close to a Fourier analysis of a symbol sequence. Indeed,
seeking for an increased (or, vice versa, decreased) frequency of the occurrence
of some specific couple of triplets at the given distance each other, one can surely
say the “hidden” periodicity takes place, or at least a structure resembling very
much a periodical occurrence of two triplets.

Another approach is to seek for the “gaps” in a sequence; these are the
(rather long) series of symbols met in a sequence under consideration, remarkable
for some specific feature. A subsequence observed within the given symbol se-
quence that does not contain some specific word ω is called gap. Two given
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triplets ω1 = ν1ν2ν3 and ω2 = μ1μ2μ3 surrounding a gap that does not embed
ω2 = μ1μ2μ3 make bridge. Consider a fragment of sequence

. . .AAAAAAAAAACCCCCCCCCCCCCCGGGGGGGGTTTTTACACACACAGG . . .

Then the string

. . .AAA CCCCCCCCCCCCCCGGGGGGGGTTTTTACACACA CAG . . .

is the bridge determined by the triplets AAA and CAG, respectively, while the
string

AAC CCCCCCCCCCCCCGGGGGGGGTTTTTA CAC

is the similar bridge determined by the triplets AAC and CAC, respectively. The
very beginning results for the bridge search in some genetic entities are present
in paper [5].

Figure 1 illustrates the distribution to the nearest neighbour observed over

22nd chromosome of P. troglodytes. The figure just demonstrates possible com-
plexity and unexpectedness of a pattern that might be observed over a sequence.
Surely, a figure like that one shown in Fig. 1 depends on the sequence under
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Fig. 1. (left) The distribution for AAA ⇔ CGA couple of triplets; take a look over the
scale. (right) Short-range pattern of the distribution of the couples CCC ⇔ GGG and
GGG ⇔ CCC.

consideration, and the specific couple of triplets. We shall not discuss this point
further here; the most intriguing point in such distributions is that it decays
extremely slowly, in comparison to any Markov model of the sequence [6], thus
yielding a kind of “heavy tails” distributions.

2.1 The Longest Bridges

The main purpose of this paper is the introduction of the structure that is a
limit case of the nearest neighbour distribution described above. That latter is
the study of the longest gaps observed within a sequence. Few words should be
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said towards the terminology of the study. We calculated the longest gap length
l∗(ω1, ω2) for all 4096 couples of triplets ω1 and ω2. The bridges (that are the
longest gaps enclosed within two given triplets). Both the length l∗(ω1, ω2) of
the bridge, and the location n∗

ω1
of the starting triplet ω1 were determined; the

observed data have been written in text file. The location mentioned above is the
number of nucleotide giving the start to the bridge. Some of the bridges (while
very rare) occurred in two copies; all these copies we also kept in the file.

Thus, any sequence was ascribed with 4096 lines corresponding to a triplet
couple each. Definitely, the specific pattern of the list depends rather heavily
both on the length of a sequence under consideration, and the taxonomy of the
bearer of a sequence. Actually, we tried to figure out some general differences
in the patterns of the bridges distribution over a sequence, in dependence on
the taxonomy of the sequence bearer. In such capacity, one has to figure out the
way to eliminate the impact of the length difference of the different sequences;
in other words, one needs a normalization to avoid the impact of the sequence
length difference.
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Fig. 2. Histograms of the figures (2) distribution for Bacteria (left) and Callithrix
jacchus (right). The number of intervals was 256.

To implement the normalization, one has to introduce some adequate model
of a sequence; unfortunately, one hardly could expect to figure out some model
[6]. Nonetheless, for random non-correlated sequence, the expected length of a
bridge goes down exponentially; thus, we used the following normalization

r∗(ω1, ω2) =
l∗(ω1, ω2)

lnN
, (1)

where N is the length of a sequence.

3 Results

To begin with, let consider the behaviour of the figure l∗(ω1, ω2), for some exam-
ples. Fig. 2 shows the histograms of the distribution of all 4096 couples of triplets
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over the normalized figures of l∗(ω1, ω2). To do that, the figures l∗(ω1, ω2) have
been changed for

l̃(ω1, ω2) =
l∗(ω1, ω2)

max
Ω	(ω1,ω2)

{l∗(ω1, ω2)}
, (2)

where maximum is sought over the set of couples (ω1, ω2), for each sequence,
independently. Thus, for each sequence the figures (2) lie at the interval [0, 1] �
l̃(ω1, ω2). This normalization provides an adequate visualization of the data
of l∗(ω1, ω2), for various species and/or chromosomes. Fig. 2 shows the pat-
terns of (2) for three bacterial species (left part of the figure), and for three
chromosomes of monkey Callithrix jacchus (right part of the figure).

Another important question is whether those gaps and bridges are located
alongside a sequence rather homogeneously, or they tend to concentrate in some
specific regions of DNA. Figure 3 addresses this question, to some extent. The
figure shows the histogram of the embedments alongside a sequence: namely,
each embedment was determined through the relevant number of a start9ing
nucleotide. Then the distances (expressed in nucleotide numbers) were normal-
ized to 1, by dividing the numbers on the sequence length. Thus, we obtained
the relative figures independent on the sequence length; here any embedment
is indexed with the real number s ∈ [0, 1]. Let us remind that there are (at
least) 4096 entries of the gaps, in a sequence.

Then the data massive has been divided into 256 fragments of equal length.
We have chosen this number of fragments just because 4096 and 256 are the
powers of 2. Then the number of embedments met in the given fragment has
been calculated, and the result is shown in Fig. 3. The same procedure has been
implemented to get Fig. 2.

4 Discussion

A new type of structuredness is determined by the mutual distribution of triplets
alongside a sequence. Surprisingly, very few attention has been paid to this
structure, while it is easily detected. The pattern of distribution of a specific
couple of triplet definitely depends on the couple: even within the same sequence
the patterns for different couples may vary significantly. Besides, the taxonomy of
a sequence bearer impact heavily the patterns. Apparently, higher clades exhibit
simpler patterns of those distributions (see Figs. 2 and 3 for illustration).

The paper presents a novel approach to identify a structuredness in DNA
sequences, for the specific constraint: we studied the limit case of the distribu-
tion shown in Fig. 1. Namely, we explored the longest gaps ever observed in a
sequence. Usually, the longest gap presents in a single copy; several copies may
take place, while the probability seems to decay significantly with the growth of
the sequence; yet, we have no any evident proof for this statement. Nonetheless,
the observations allow to say that the distribution of the longest gaps is very for
from any physically based one: it exhibits so called “heavy tails”. More strictly,
the expected probability to meet a gap of the length l is several orders less in
comparison to the observed one.
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Fig. 3. Embedment density distribution alongside a sequence

We’ve examined ∼ 2×102 genomes of the organisms ranking from bacteria to
primates. General observation is that bacterial genomes exhibit rather diverse
and complicated pattern of the longest gaps distribution, in comparison to higher
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ranked organisms. Another fact is that all the genomes have the stretches inside
the DNA sequences that are free from some specific triplets, and the length of
such stretches is unexpectedly great. Apparently, bacterial genomes have much
more diverse ensemble of the gaps, in comparison to eukaryotic organisms, as
expressed in the terms of length of the gaps. Indeed, the histograms shown
in Fig. 2 evident diversity of the gaps in terms of their lengths, for bacterial
genomes, while that one observed for monkey genome seems to have the sited
within a genome containing highly concentrated starting points of the longest
gaps. Table 1 illustrates this feature.

Table 1. Some statistical characters of the gaps of bacterial genomes vs. monkey
genome. N is the genome length; l∗(max) is the longest gap; l∗(min) is the shortest
one; l∗ σ are average length, and the standard deviation, respectively; sum is the total
length of all the gaps; ratio is the ratio of the total length to the genome length.

species N l∗(max) l∗(min) l∗ σ sum ratio

S. aureus 2902619 7822 260 1662.45 1273.28 6809390 2.35

M. capsulatus 3304561 9727 289 1650.25 1922.16 6759444 2.05

P. acnes 2560265 6734 335 1238.97 1026.13 5074824 1.98

chr.17 74750902 26887 11039 18710.08 1924.00 76636489 1.03

chr.13 117903854 1002671 10192 513823.00 491258.50 2104618996 17.85

chr.19 49578535 21163 9295 17482.41 2605.94 71607967 1.44

The couples yielding the results shown in Table 1 are the following (the first
one corresponds to the longest one¡ and the second one corresponds to the
shortest one): S. aureus — GGG − GGG, CCC− AAT; P. acnes — TAC− CTA,
TAA− CGA; and M. capsulatus — TTA− TAA, ATC− GCC. Similar couples
for monkey are the following: chr.17 — GCG− GCG, CGT − TGG; chr.13 —
ACG− ACG, CGG− CAG; and chr.19 — GCG− CGG, CGC− TGG.

5 Conclusion

The proposed approach to the analysis of nucleotide sequences identifies a new
structuredness in these latter. The structure is determined by the mutual loca-
tion of triplets considered with respect to the “nearest neighbour” location. This
latter is the distribution of triplets so that for a given couple of triplets there is
no other triplet coinciding to the second one somewhere inside the site bounded
by these two given triplets. Surprisingly, the distribution of such longest gaps, for
each couple, shows a heavy tail distribution, not particular for natural systems.
Extremely non-random character of a distribution of the gaps over a sequence
allows to assume that this pattern is related to some biologically charged issues
encoded in sequences.
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Abstract. Sub-cellular localization prediction is an important step for inferring
protein functions. Several strategies have been developed in the recent years to
solve this problem, from alignment-based solutions to feature-based solutions.
However, under some identity thesholds, these kind of approaches fail to detect
homologous sequences, achieving predictions with low specificity and sensitivity.
Here, a novel methodology is proposed for classifying proteins with low identity
levels. This approach implements a simple, yet powerful assumption that employs
hierarchical clustering and hidden Markov models, obtaining high performance
on the prediction of four different sub-cellular localizations.

1 Introduction

The information derived from sequenced genomes has grown with an exponential be-
haviour, and the number of protein sequences with missing annotation increases rapidly.
Therefore, the functional annotation of proteins has become a theme of great impor-
tance in molecular biology. Nonetheless, this task posses a big challenge due to the
huge amount of available data.

The localization of a given protein can indicate how and what kind of cellular en-
vironments the proteins interact, and thus, it can help to elucidate its function [1]. A
commonly used experimental method for determining the localization of a given pro-
tein is to fuse the sequence encoding a green fluorescent protein (GFP) to one end of the
gene sequence for the query protein, and then use its intrinsic fluorescence to monitor
where the protein is in the cell [2]. However, as this approach must be focused on spe-
cific proteins, it turns very expensive and time consuming, especially when considering
the current size of unannotated protein sequences [3].

Several computational predictors of protein sub-cellular localizations have been pro-
posed in the past few years. The most common methods among biologists are the
alignment-based methods, which consist on searching query proteins against public
databases of annotated proteins by using local alignment search tools such as BLAST
or PSI-BLAST [4]. These methods, however, tend to attain low sensitivity for databases
of proteins with low identity levels, due to the inability of the method for identifying
homologous proteins at significant E-values [5].

A second category of methods are based on machine learning strategies. In this kind
of methods, a set of numerical features from protein sequences is computed and a clas-
sifier is trained to label query protein sequences according to one of the classes from the

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part II, LNCS 9044, pp. 256–263, 2015.
c© Springer International Publishing Switzerland 2015



Predicting Sub-cellular Location of Proteins 257

training dataset. Among the classifiers used in this kind of methods are support vector
machines [6–8, 3], neural networks [9], or ensembles of multiple specialized classifiers
[10–13].

A more biologically driven alternative are the subsequence-based methods, which
explore the fact that the functionality of proteins is mainly due to functional domains
that may reside in different portions of the proteins. These methods employ stochastic
models for describing protein families. Large collections of protein families and do-
mains can be found in public databases [14] and methods based on Hidden Markov
Models (HMM) can efficiently represent family profiles [15]. However, both machine
learning based methods and subsequece-based methods have shown low sensitivities
for categories with high diversity among its samples, as it is the case for several sub-
cellular localizations. Since these methods try to represent the whole category by a
single trained model, potentially useful information is necessarily discarded and a big
amount of false-negatives appear.

Considering those precedents, this work proposes a subsequence-based methodol-
ogy, that aims to improve the prediction of sub-cellular localizations with low identity
levels, by using HMM models. The proposed methodology assumes that there is not a
single cluster of samples belonging to a given category and that each cluster may have
its own distinctive profiles. The proposed methodology is compared with two other
subsequence-based methods in the literature PfamFeat [15] and Plant-mPloc [16] for
the prediction of four sub-cellular localizations in a set of Embryophyta proteins. The
results show that implementing this simple, yet powerful assumption, the classification
model is enhaced and the sensitivity of the system rises, thus increasing the overall
performance of the system.

2 Background

The proposed methodology involves two software packages that have been extensively
used in the literature. First sequences are clustered together with the CD-HIT software
package [17] and then, each cluster is modelled into an HMM profile using the HMMer
software [18]. These packages will be described in the present section.

Hierarchical Clustering of Protein Sequences Using CD-HIT: CD-HIT [17] uses a
method based on greedy incremental clustering for detecting clusters of similar se-
quences in the data. Briefly, sequences are first sorted in order of decreasing length and
the longest one becomes the representative of the first cluster. Then, each remaining
sequence is compared to the representatives of existing clusters. If the similarity with
any representative is above a given threshold, it is grouped into that cluster. Otherwise,
a new cluster is defined with that sequence as the representative. The process continues
until all sequences have been assigned to a cluster.

This algorithm has been extensively used for a large variety of applications ranging
from non-redundant dataset creation [19], protein family classifications [20], metage-
nomics annotation [21], among others.

HMM-Based Modelling of Sequence Clusters Using HMMER: HMMs are stochastic
model, which assume the system can be modelled as a Markov process, with unknown
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parameters. In discrete cases, these parameters are represented by a set of Q states
θ∈IRQ that has to be computed by an underlying optimization process. Each state is
associated to one of K possible observation values. The model is then composed by
three parameters: an initial state probability π with elements {π(θi)∈R[0, 1]}, that de-
scribes the distribution over the initial state set; a transition matrix A∈IRQ×Q where
each aij∈IR+, i, j∈[1, Q] represents the transition probability from state i to state j;
and an observation matrix B∈IRQ×K with the elements {bi,k ∈ [0, 1]} representing
the probability of each observed symbol k∈[1,K], given that the system remains at
state i [22].

The HMMER software package [18] uses the (MSV) score for target sequence x. it
is a log likelihood ratio score of singles optimal (maximally likely) alignment: the ratio
of the probability of the optimal alignment Ω for x given the MSV model M and the
probability of the sequence given a null hypothesis model R:

SMSV (x) = log2
Prob(x,Ω|M)

Prob(x|R)
(1)

For a query of length m positions, the MSV Profile has Km match emission pa-
rameters (where K is the alphabet size, 4 nucleotide of 20 amino acids), plus m + 8
additional state transition parameters involving the flanking and N , B, E, C and J
states that account for non-homologous residues. Other state transitions in the original
profile are ignored, which means implicitly in the original profile are ignored, which
means implicitly treating match-match transitions as 1.0.

The null model R is assumed to be an HMM with a single state R emitting residues a
with background frequencies f(a) (i.e. a standard i.i.d null model: independent, identi-
cally distributed residues), with a geometric length distribution specified by a transition
parameter tRR.

The mK positions-specific match scores σk(a) are precomputed as log-odss ratios
for a residues a emitted from match state Mk with emission probability ek(a), com-
pared to the null model background frequencies fa:

σk(a) = log2 = ek(a)/fa (2)

These match scores (as well as the emission probabilities and background frequen-
cies) are the same as in the original profile. The only state transition parameters in the
MSV model are those that control target sequences length modelling, the uniform local
alignment fragment length distribution, and the number of hits to the core homology
model per target sequence [23]. These too are identical to the parametrization of the
original profile.

3 Experimental Set-Up

The workflow of the experimental set-up has five main components: the input database
that is labeled with the corresponding sub-cellular localizations; the preprocessing stage,
where sequences are grouped into clusters with the CD-HIT software; the alignment
stage, where a sequence alignment is obtained from the sequences in each cluster using
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the Clustal Omega software package [24]; and the HMM construction stage, where the
HMMER software package is used to generate profiles from each alignment. Finally
a statistical validation is performed in order to test the performance of the designed
predictor and obtain performance measures. Figure 1 shows the experimental set-up
workflow.

Fig. 1. Scheme of the baseline classifiers

3.1 Database

The dataset used in this work is a subset of the database published in [19]. It is con-
formed from all the available Embryophyta proteins at UniProtKB/Swiss-Prot database
([25] file version: 10/01/2013), with at least one annotation in the Cellular Component
Ontology according to Gene Ontology Annotation (GOA) project ([26], file version:
7/01/2013). Proteins with unknown evidence of existence or resulting from computa-
tional predictions were discarded.

This dataset is composed by 2643 proteins, associated to four Gene Ontology terms,
as shown in Table Table 1.

Table 1. Number of protein sequences associated to each sub-cellular localization

Localization GO ID Samples

Cytoplasm GO 0005737 572
Cell Wall GO 0005618 412

Extreacellular Region GO 000556 374
Membrane GO 0016020 1285

Preprocessing: In order to identify clusters of sequences with similar primary struc-
tures, the CD-HIT software package is used. The software searches for sequences with
identities under a predefined cut-off. This identity cut-off was set at 30% in order to test
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the accuracy of the proposed methodology at a low identity level. CD-HIT performs a
hierarchical clustering and retrieves the clustered proteins sequences. Then, a multiple
sequence alignment is performed with the Clustal Omega software package in order to
obtain an alignment model for being used as input of HMMER.

HMM Training: With the aligned protein sequences grouped into clusters, the HMMs
can be generated from the alignments. The obtained profiles are associated with the GO
terms which in turn are associated with the sequences from which the models came, in
order to to find the relationship between them, and probability of the dataset belonging
to any model.

Validation: Three performance measures are used to analyse the generalization capabil-
ity of the predictor: sensitivity (sn) describes the capacity of the algorithm to recognize
as positives the sequences that are indeed associated to a given sub-cellular component;
specificiy (sp) describes how the algorithm is able to reject sequences that are not as-
sociated to the sub-cellular component; and the geometric mean (gm) between those
measures as a global performance measure.

sn =
nTP

nTP + nFN
sp =

nTN

nTN + nFP

gm =

√
nTPnTN

(nTP + nFN ) (nTN + nFP )

where nTP , nTN , nFP and nFN are true positive, true negative, false positive, and
false negative, respectively.

4 Results and Discussion

Figure 2 show the results obtained for the four sub-cellular components. It is important
to note how Cytoplasm and Membrane, which are subcellular localizations containing
protein sequences with a high variety, reached very high performance results. In con-
trast, Extracellular region and Cell Wall, which are more specific categiories, attained
high specificities but remained with poor sensitivities.

In order to compare the results of the proposed methodology against other proposed
strategies, Table 2 contrasts the results with the ones reported by the PfamFeat algorithm
[15]. Also, since the database used for the experiments contains only Embryophyta (land
plants) proteins, the Plant-mPloc [16] server was also tested for comparison purposes.

As can be observed on Table 2, the proposed methodology outperforms the results
of PfamFeat on three out of four sub-cellular localizations, and the results from Plant-
mPloc in all cases. The most important result relies on the fact that the specificity of the
system was significantively improved for all the subcellular localizations, while keeping
an acceptable sensitivity. Although Plamnt-mPloc obtained the highest values of sen-
sitivity for three localizations, it also obtained the lowest specificities, thus achieving
poor global performances.
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Fig. 2. Main results obtained for each sub-cellular localization

Table 2. Comparison of methods

Class HMM Pfam Plant-mPloc

sp% sn% gm% sp% sn% gm% sp% sn% gm%

Cytoplasm 96.15 65.75 79.51 72.5 37.7 52.28 1.43 41.70 7.74
Cell Wall 93.47 32.43 55.06 88.01 19.7 41.63 2.32 88.08 14.31

Extcell. Region 91.30 18.46 41.05 78.5 40.7 56.52 1.25 77.73 9.88
Membrane 81.33 75.03 78.10 72.2 37.1 51.75 0.00 77.30 0.00

This results demonstrate that the inclusion of the hierarchical clustering stage, in
conjunction with the HMM profile representations, provides a methodology that effi-
ciently describes diversity of protein sequences associated to each localization, even
when sequences have low identity levels among them.

5 Conclusions and Future Work

This paper presented a novel methodology for the prediction of sub-cellular localization
of proteins. It proved to have better overall performances than other similar methods re-
cently proposed in the literature, enhacing the sensitivity of the predictor for categories
with high diversity. As a future work, it is important to test the methodology with the
other GO ontologies (Molecular Function and Biological Process). Also it would be
interesting to test several other clustering algorithms and semi-supervised strategies in
order to improve even further the classification performances.
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Abstract. Genome wide association studies (GWAS) are typically designed as 
case-control studies, collecting thousands of sick and healthy individuals, geno-
typing hundreds of thousands of SNPs, and documenting the SNPs which are 
more abundant in one group or the other. Direct-to-consumer genetic testing has 
opened the possibility for a regular person to receive data about his/her geno-
type, but the validity of risk assessment procedures and the final genetic risk es-
timate have been questioned. Many authors have discussed the advantage of use 
of the asymptotic Bayes factor (ABF) to measure the strength of SNP/trait asso-
ciations, over the use of p-values. We propose a ABF based heuristic to filter-
our and select SNP/trait associations to be used in multigenic risk assessment. 

A raw genotype result from the 23andMe web service was merged with the 
GWAS catalog, and SNP/trait associations were filtered and selected using the 
R programming language together with free and publicly available databases. 

From the initial 3195 SNP/trait associations, only 425 remained after the ini-
tial filters on descent, replicated findings, qualitative trait and availability of the 
number of cases and controls in the study. Selecting only one SNP/trait associa-
tion from repeated studies and studies done with proxy SNPs left us with 377 
SNP/trait associations available for multigenic risk assessment. After excluding 
the associations with unsatisfying ABF, only 300 SNP/trait associations remain 
for the multigenic risk assessment. 

Whatever the link between SNP/trait associations and final DTC multigenic 
risk assessment for a given trait is, the final value of a risk score is heavily in-
fluenced by the number, as well as strength of evidence for individual SNP/trait 
pairs that are used for calculation. The ABF provides an unambiguous and sim-
ple criterion for ranking and including SNP/trait associations in multigenic risk 
assessment. 

Keywords: GWAS, multigenic risk assessment, Bayes factor, SNP selection, 
direct to consumer. 

1 Introduction 

Genome wide association studies (GWAS) test for association between a disease or a 
quantitative trait and multiple genetic markers. These associations fall under the 
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“common disease – common variant” hypothesis. The hypothesis suggests that the 
occurrence of common complex diseases is influenced by a moderate number of (inte-
racting) disease alleles, called “casual variants”. The most common type of markers 
are single nucleotide polymorphisms (SNPs). Nowadays, the SNP array technology 
offers the possibility to determine the state of even more than one million SNPs in one 
experiment. A typical GWAS is designed as a case-control study, collecting thou-
sands of sick and healthy individuals, genotyping hundred thousand SNPs, and docu-
menting the SNP-genotypes which are more abundant in one group or the other. They 
have been increasingly popular since almost a decade ago, but have been criticized, 
among other things, for lack of reproducibility or unclear utility for clinicians [1]. 
Nevertheless, GWAS have successfully identified many genetic variants contributing 
to the susceptibility for complex diseases. 

To this day thousands of SNPs have been flagged as associated with hundreds of 
diseases, but the ability to predict one’s disease status based solely on SNPs fails short 
of what would be expected, having in mind the high heritability of these diseases. One 
explanation could be that many phenotypes might be defined by a large group of 
SNPs with tiny effects, and present day GWAS are underpowered to detect them. For 
instance, an author estimated the overall number of SNPs which affect height to be 
93,000 [2]. The naïve idea that it is enough to use the SNPs flagged as significantly 
associated with diseases or traits in GWAS has lead to low predictive value of risk 
assessments done in this way, as a large number of SNPs remain outside that scope. 

Direct-to-consumer (DTC) genetic testing applies to the situations where genetic 
tests are marketed directly to the consumer via television, print advertisements or the 
Internet, as opposed to being ordered through healthcare providers such as physicians 
or genetic counselors. The upside of DTC genetic testing is that its growing market 
might promote awareness of genetic diseases and even more importantly allow  
patients/consumers to have a more proactive role in their health care, change their 
lifestyle, and organize their life better. There are, however, significant risks, as con-
sumers might be misled by the results of invalid tests, or take important decisions 
regarding their health based on incomplete or misunderstood information [1]. 

Risk assessment is often defined as the determination of quantitative or qualitative 
value of risk related to a concrete situation and a recognized threat, and is also an 
essential part of genetic testing and counseling. It must be calculated as accurately as 
possible to enable the clinician and the patient to make sound health-related decisions. 
The calculation of genetic risk should incorporate all available information at a par-
ticular point in time. It should be considered an ongoing process of analysis of esti-
mates [3]. As for DTC risk assessment, two trends dominate the industry [4]. First, 
practiced for instance by the web services Promethease, Interpretome, or LiveWello 
limits itself to listing SNP-wise (allele or genotype) based risk, as extracted from 
dbSNP database [5]. This information might be enriched with ClinVar entry provid-
ing the basis for dividing those SNP-wise risks into “good news” and “bad news”  
[6], with unquestionable scientific background, but yet not coherent enough to direct 
potential health related intervention. Higher level of DTC risk assessment implies 
combining SNP-wise evaluated risks into some form of multigenic risk score for a 
given trait. This has proven to be tricky, because we are far from knowing how these 



266 S. Bojić and S. Mandić-Rajčević 

 

SNPs interact shaping the influence on any phenotype. The three leading companies 
(23andMe, deCODE, Navigenics) use both absolute lifetime risk and relative risk 
compared to the general population, as obtained from odds ratios for individual SNPs 
under multiplicative effect assumption. Both approaches require high level of transpa-
rency regarding the exact method used, since there are numerous sources of potential 
bias (starting with inappropriate specification of disease prevalence in the control 
population, to unclear assumptions about prior odds), not to mention the high variabil-
ity of the risk estimates even when well defined workflow is strictly followed [7].  
These sources of compromised validity have been recognized by the Federal Drug 
and Administration agency, which  resulted in the (in)famous ban of the 23andMe 
health reports [8]. 

In the frequentist inference, an association of a marker with a disease is evaluated 
based on whether or not the p-value of an association test is less than a significance 
level. The markers that have significant p-values are tested for replication in subse-
quent studies. A typical significance level for GWA studies is determined by Bonfer-
roni procedure, and it lies somewhere around  5x10-7, although other levels have 
emerged and have been evaluated in the literature [9, 10]. However, this significance 
level is used in practice independently of the sample size of studies, the effect size of 
associated markers, and the power to detect association [10]. For many common dis-
eases, the effect size in studies is small, having an odds ratio in the range of 1.1-1.5. 
Therefore, markers with true associations can have p-values greater than the signific-
ance level, or even be ranked far away from the top, if based solely on p-values [11]. 

In Bayesian hypothesis testing, Bayes factor (BF) is often used and reported to 
measure the strength of association. The BF is a ratio of the probabilities of the  
observed data under the alternative H1 and the null H0 hypotheses, in which all the 
parameters are treated as random and averaged out with respect to their prior distribu-
tions [12, 13]. Many authors have discussed the advantage of BF over p-values for 
genetic association studies [14-16]. It measures the strength of association by integrat-
ing the significance of association with the power to detect it, while the p-value only 
measures the significance of association [15, 16]. When the sample size is large 
enough (thousands of cases and thousands of controls), large BF values (log10BF > 5) 
strongly support observed small p-values and therefore the association. On the other 
hand, small BF values (log10BF < 0) can be used to exclude the markers with small p-
values as false positives with high confidence [15]. In addition, to compare results 
across studies, the BF is a better measure that the p-value, since it integrates both the 
significance of association and the power (sample size and effect size), as demonstrat-
ed by simulating different studies with different sample sizes and genetic effects, 
showing that different studies had different BFs, while the p-values remained the 
same [15]. The more widespread use of the Bayes factor has been hampered by  
the need for prior distributions to be specified for all of the unknown parameters in 
the model, and the need to evaluate multidimensional integrals, a complex computa-
tional task. Still, Wakefield [14, 17] has proposed the asymptotic Bayes factor (ABF) 
which avoids each of these requirements. 

Whatever is the link between SNP/trait associations and final DTC multigenic risk 
assessment for a given trait, the final value of any multigenic risk score is heavily 
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influenced by the number, as well as strength of evidence for individual SNP/trait 
pairs that are used for calculation. This is where ABF based inference can provide 
unambiguous and simple criterion for the ranking of SNP/trait associations, which 
embeds all the relevant information at the same time. In the present work we demon-
strate the usefulness of ABF values in selecting SNP/trait associations for DTC multi-
genic risk assessment. 

2 Methodology 

Our subject was a European 30-year old Caucasian man, from the Balkan peninsula. 
He had received his raw genotype data from the 23andMe web service [18] and ex-
pressed interest in gaining knowledge regarding his own genetic risks. 

2.1 Importing Data and Associating SNPs with GWAS 

Raw data were a tab delimited text file, downloaded from the 23andMe website, with 
four columns: rsid (SNP marker ID), chromosome, genomic position and (unphased) 
genotype. 

The data.frame with raw genotypes was merged with data from the National Hu-
man Genome Research Institute (NHGRI) GWAS catalog [19] using the gwascat R 
package [20]. This way we had several additional columns, describing all the GWAS 
that have implied some kind of trait association with our SNPs. 

The rows with the “strongest risk allele” entry from a GWAS study matching any 
of the genotyped alleles for a particular SNP were retained for the future analysis, 
representing the body of evidence for this subject’s genotype/trait risk estimation. 

2.2 Filtering SNP-Trait Associations 

After reducing our data.frame to only the SNPs with “risk” alleles, we applied several 
filters to account for the subject’s origin and to rule out studies which had insufficient 
information by our criteria. Filters were created using regular expressions, defined as 
sequences of characters which form a search pattern, implemented through the stringr 
R package [21]. 

First we filtered out studies which were not done on European population, then 
studies which were not replicated. Finally we excluded  studies which had no odds 
ratios (OR) and/or confidence intervals (CI). 
Before calculating the ABF, number of cases and controls in each study were ex-
tracted using regular expressions. 

2.3 Asymptotic Bayes Factor Calculation 

Prior probability of H1 was set to be equal for all the SNPs, dependent only on the num-
ber of SNPs investigated in the particular study. The logic behind such approach was 
that, for given trait, only about 100-1000 SNPs are truly expected to be associated, so 



268 S. Bojić and S. Mandić-Rajčević 

 

the probability that a given SNP (on a given platform) is one of them approximates to 
500/number of SNPs printed on the platform. That gave us prior probabilities in the 
range of 10-4 to 10-5, which was in accordance with previous studies [22]. 

Asymptotic Bayes factor was calculated for each SNP/trait association, according 
to the formula: 

                                (1) 

where V is the estimated variance of the parameter θ, W is the variance of the prior 
probability of null hypothesis,  z θ /V is the usual Wald statistic, and exp θ  is 
estimated odds ratio [14]. Subscript “0” is there for this form of ABF summarizes the 
evidence for/against null hypothesis, whilst its reciprocal value 1 ABF⁄  then sup-
ports the working hypothesis - the evidence for the association. The crucial property 
of the relationship between the power of the study (represented with V of the esti-
mated parameter θ) and evidence pro H1 is that, providing all other elements, except 
V, of the equation (1) are fixed, the evidence for H1 would grow as the power de-
creases, but only until it reaches its maximum at V W z 1⁄ . After that, ABF 
for H1 would decline, since the power is not sufficient to provide strong evidence. 
This contrasts strongly with the behavior of the p-values, where very small departures 
from H0 would produce small p-values when the power is high [14].  

Parameters of prior variances were set as advised by Kraft and Evangelou [23, 24]. 
The usage of ABF guaranteed comparability of the “amount of evidence” for each 
SNP/trait association across studies, and allowed for the filtering procedures that fol-
lowed [16]. We assumed autosomal-dominant model of inheritance at this point for 
the sake of simplicity. 

2.4 Redundancy Check 

SNP/trait associations were checked for redundancy, and repeated SNP/trait associa-
tions, as well as the trait association with SNPs that are in LD (defined as R2>0.8) 
and/or physically closer than 500bp were discarded, keeping only the SNP/trait pairs 
with the highest ABF within their “redundancy cluster”. We used SNAP web based 
tool [25] for identification of those “proxy” SNPs, and the search was conducted over 
SNPs in 1000GenomesPilot1 data. 

Overall, the data analysis was done using R language and environment [26], with 
additional packages from the Comprehensive R Archive Network (CRAN) and Bio-
conductor [27]. 

3 Results 

3.1 Filtering the SNPs for Multigenic Risk Assessment 

The initial raw genotype file consisted of approximately 700,000 SNPs. Of that num-
ber, around 600,000 passed the genotype quality control. Merging with the NHGRI 
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Fig. 2. Manhattan plot of log10(ABF) values 

offering no firm evidence for those associations. Still, for illustration purposes these 
“unsupported” SNP/trait associations were not excluded from further analysis. 

3.3 Removing Redundant SNP/Trait Association Based on the ABF 

It is a common practice to explore indicated SNP/trait associations in several inde-
pendent GWA studies, as to pursue verification through replication. However, when 
constructing the multigenic risk assessment profile only one estimation of OR and  
CI per SNP should be used in the calculation. A criteria should be defined to consis-
tently select the “correct” OR and CI. Table 1 reports 23 SNP/trait associations, each 
targeted by 2 studies, as well as the estimated odds ratios. The OR from the SNP/trait 
association with highest ABF from every pair was kept for the future analysis  
and bolded in the table. In this step  the initial data.frame was reduced by another  
23 rows. 

Some studies explore the SNP/trait association using a proxy SNP instead of the 
original. A proxy SNP is usually defined as a SNP in LD with the original SNP (R2 > 
0.8). Table 2 reports original SNPs and their proxies for the same trait, along with the 
their respective odds ratios and confidence intervals. The OR and CI of the SNP/trait 
association selected using the ABF to remain in the analysis is bolded in the table. 

Based on the previous steps, we have reduced the initial data.frame from 408 to 
378 SNP/trait associations using the ABF. Having in mind that another 21% of 
SNP/trait association would not pass the strength of evidence criteria considering their 
ABF, our final data.frame would consist of only around 300 rows. These SNP/trait 
associations should pose a high enough reliability to be used downstream in any es-
tablished form of multigenic risk assessment. 
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Table 1. Selected ORs and CI based on the ABF from pairs of studies targeting the same 
SNP/trait association 

rsID Trait OR[CI] - 1 OR [CI] - 2 

rs10737680 
Age-related macular degenera-

tion 
3.11[2.76-3.51] 2.43[2.39-2.47] 

rs2075650 
Age-related macular degenera-

tion 
1.37[1.22-1.54] 1.23[1.13-1.34] 

rs429608 
Age-related macular degenera-

tion 
2.16[1.84-2.53] 1.74[1.68-1.79] 

rs9621532 
Age-related macular degenera-

tion 1.61[1.37-1.89] 1.41[1.27-1.57] 

rs2294008 Bladder cancer 1.15[1.10-1.20] 1.13[1.09-1.17] 

rs4973768 Breast cancer 1.14[1.09-1.19] 1.10[1.08-1.12] 

rs6651252 Crohn's disease 1.23[1.17-1.30] 1.19[1.13-1.25] 

rs7702331 Crohn's disease 1.12[1.07-1.17] 1.09[1.05-1.13] 

rs12700667 Endometriosis 1.20[1.13-1.27] 1.18[1.11-1.25] 

rs6457327 Follicular lymphoma 1.69[1.43-2.00] 1.47[1.27-1.72] 

rs9298506 Intracranial aneurysm 1.35[1.22-1.49] 1.28[1.20-1.38] 

rs6719884 Myasthenia gravis 1.35[1.19-1.53] 1.35[1.19-1.52] 

rs7078160 Orofacial clefts 1.38[1.21-1.58] 1.36[1.21-1.53] 

rs7590268 Orofacial clefts 1.42[1.23-1.64] 1.42[1.26-1.59] 

rs8001641 Orofacial clefts 1.35[1.14-1.61] 1.31[1.13-1.51] 

rs11782652 Ovarian cancer 1.24[1.16-1.33] 1.19[1.12-1.26] 

rs3018362 Paget's disease 1.52[1.36-1.70] 1.45[1.34-1.56] 

rs11672691 Prostate cancer 1.11[1.02-1.20] 1.08[1.04-1.12] 

rs10488631 Systemic sclerosis 1.50[1.35-1.67] 1.35[1.20-1.51] 

rs7583877 Type 1 diabetes nephropathy 1.29[1.18-1.40] 1.29[1.17-1.42] 

rs11739663 Ulcerative colitis 1.15[1.09-1.21] 1.07[1.03-1.12] 

rs4728142 Ulcerative colitis 1.10[1.07-1.14] 1.07[1.03-1.11] 

rs6017342 Ulcerative colitis 1.23[1.19-1.27] 1.20[1.15-1.26] 

 
 
Based on the previous steps, we have reduced the initial data.frame from 408 to 

378 SNP/trait associations using the ABF. Having in mind that another 21% of 
SNP/trait association would not pass the strength of evidence criteria considering their 
ABF, our final data.frame would consist of only around 300 rows. These SNP/trait 
associations should pose a high enough reliability to be used downstream in any  
established form of multigenic risk assessment. 
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Table 2. Selected ORs and CIs based on the ABF from paris of studies targeting the SNP/trait 
associations in LD 

SNP-proxy 
pairs 

R2 Trait OR[CI] - 1 OR[CI] - 2 

rs6666258 
rs13376333 

1 Atrial fibrillation 1.18[1.13-1.23] 1.52[1.40-1.64] 

rs646776 
rs599839 

0.90 
Coronary heart 

disease 
1.14[1.09-1.19] 1.11[1.08-1.15] 

rs10490924 
rs3793917 

0.95 
Age-related macu-

lar degeneration 3.67[3.33-4.05] 3.4[2.94-3.94] 

rs10801555 
rs1061147 

1 
Age-related macu-

lar degeneration 2.33[2.08-2.63] 1.4[1.32-1.48] 

rs1329424 
rs1061147 

0.93 
Age-related macu-

lar degeneration 1.88[1.68-2.10] 1.4[1.32-1.48] 

rs1219648 
rs2981579 

0.97 Breast cancer 1.32[1.22-1.42] 1.27[1.24-1.29] 

rs10801555 
rs1329424 

0.93 
Age-related macu-

lar degeneration 
2.33[2.08-2.63] 1.88[1.68-2.10] 

rs4474514 
rs995030 

0.86 Testicular cancer 3.07[2.29-4.13] 2.26[1.95-2.61] 

 

4 Discussion 

Our work focuses on the possibility of performing multigenic risk assessment using 
the raw genotype data from a DTC genomic service, in this case the 23andMe web 
service [18], and utilizing only the publicly and freely available databases and data 
analysis tools. We present an overview of the advantages of using the ABF over p-
values for the selection of “significant” SNP/trait associations, and we illustrate its 
multipurposeness in developing the heuristic for including only the meaningful 
SNP/trait associations in multigenic risk assessment. 

The flow-chart (see Figure 1) depicts how the number of useful SNP/trait associa-
tions rapidly reduces when using just the basic filters on descent, insist on replicated 
findings, and select only SNP/trait associations for qualitative traits (reporting ORs 
and CIs), even before checking for redundancies. 

It is necessary to have in mind that all the SNP/trait associations reported in 
GWAS had been selected based on p-values only, and had passed stringent p-value 
criteria. Nevertheless, the use of p-values only has been characterized as problematic 
by many authors [14, 15], and an alternative has been offered: using log10(ABF) and 
two cut-off criteria for the strength of evidence: log10(ABF) > 5 and log10(ABF) > 0 
[15]. In Figure 2 we demonstrate how the SNP/trait associations would rank under 
the ABF criteria, showing that more than 20% of SNP/trait associations would not 
satisfy the minimum criteria of log10(ABF) > 0, even though their p-values were 
significant enough for reporting in GWAS. It could be claimed that these SNP/trait 
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associations cannot be trusted enough to enter a multigenic risk score. Indeed, all the 
studies that had log10(ABF ) < 0 were seriously overpowered, and the use of evidence 
from them in downstream analysis would be misleading, since, as argued above, such 
conclusion would not account for the adverse effect the high power has on the 
strength of evidence for the true association [14].  

In the following step we examined the common situation where the same SNP/trait 
association is examined in different studies, each of these studies proposing different 
OR estimate. As shown in Table 1, when selecting which study to take into account 
for multigenic risk assessment, the answer is often not the one with larger OR. That is 
paradoxal, but only at first glance, since we should remember that ABF is influenced 
more by the precision of the estimate of OR, not as much by OR itself [17]. The situa-
tion is similar when selecting between studies where the original and a proxy 
SNP/trait association has been explored, as shown in Table 2. An important benefit in 
the method we use is the prevention of an overestimation of the “true” odds ratio. 

The filtering and selection procedure (see Figure 1) has “approved” only around 
300 SNP/trait association for the further downstream use in multigenic risk assess-
ment. We must take into consideration the fact that, at this point, only SNPs with 
sufficiently low p-values are indexed in the NHGRI database. The threshold p-value 
has been decided by each study’s investigators, meaning the SNP/trait associations 
available to us had already been pre-filtered. Since a standard procedure for the selec-
tion of a threshold value might not be well defined [9, 10], there is an immense loss  
of information, and this might prove critical for the downstream procedures that  
are relying on the large initial set of SNPs to work on, such as building predictive 
models [28].  

Furthermore, the Authors are aware that the decision to work only with GWAS 
studies which had the string “European” in the population description field is ques-
tionable. Our subject was from the Balkans, and as pointed out [29], that might imply 
quite different referent minor allele frequencies, LD patterns as well as disease preva-
lence and corrupt validity of risk assessment. Still, facing the scarcity of studies from 
the Balkan peninsula, we compromised on this. 

Another issue was that is that the only output readily available to us, in terms of ef-
fect sizes, was the allelic odds ratio. Since risk ratios are considered more intuitive 
and precise [30], and can be approximated with odds ratios only under the “rare dis-
ease” assumption, we would suggest the NHGRI database report also the risk ratios, 
as well as the number of cases and controls with a specific risk allele, which would 
reduce the potential error due to data mining. Until it becomes common practice, we 
propose the use of an available R package orsk [31] for RR estimation from incom-
plete GWAS based data, with perhaps additional MAF based constraints when choos-
ing the optimal solution for RR. 

Even with a well established method for the filtering and selection of SNP/trait as-
sociations supported by enough evidence to be included into a multigenic risk score, a 
question remains on how a trait is defined, as different GWAS can explore the associ-
ation of SNPs with a “general” trait, or just a characteristic (a “subtrait”) falling under 
the general trait in question. A prospective direction of improvement in conveying the 
risk information might be MeSH term enrichment analysis of the genotype profile as a 
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whole, and some tools have already been developed for this aim [32, 33]. In this sce-
nario, the proper selection of SNPs for which we are positive there is an association 
with a trait plays and even more crucial role. 

In conclusion, the price of DTC genomic services has gone from several thousand 
down to several hundreds of dollars in the last 10 years, dropping even bellow 100$ in 
the past few years [1, 18], and it is easy to see the use of having a genetic report of a 
patient at your doctor’s disposal. We have demonstrated the utility of the ABF in 
developing the criteria for selecting SNP/trait associations supported by strong 
enough evidence for the downstream multigenic risk assessment. Future steps to im-
prove this process include the update of the information reported in the NHGRI data-
base, using risk ratios instead of odds ratios, and MeSH term enrichment. An accurate 
genetic report is crucial to correctly interpret genetic information, but also to influ-
ence a range of health-promoting behaviors. 
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Abstract. Parameter inference in mathematical models of biological
pathways, expressed as coupled ordinary differential equations (ODEs),
is a challenging problem. The computational costs associated with re-
peatedly solving the ODEs are often high. Aimed at reducing this cost,
new concepts using gradient matching have been proposed. This paper
combines current adaptive gradient matching approaches, using Gaussian
processes, with a parallel tempering scheme, and conducts a comparative
evaluation with current methods used for parameter inference in ODEs.

Keywords: Parameter Inference, Ordinary Differential Equations, Gra-
dient Matching, Parallel Tempering, Gaussian Processes.

1 Introduction

Ordinary differential equations (ODEs) have many applications in systems biol-
ogy. Conventional inference methods involve numerically integrating the system
of ODEs, to calculate the likelihood as part of an iterative optimisation or sam-
pling procedure. However, the computational costs involved with numerically
solving the ODEs are large. To reduce the computational complexity, several
authors have adopted an approach based on gradient matching (e.g. [1] and
[15]). The idea is based on the following two-step procedure. In a first, prelimi-
nary smoothing step, the time series data are interpolated; in a second step, the
kinetic parameters θ of the ODEs are optimised so as to minimise some metric
measuring the difference between the slopes of the tangents to the interpolants,
and the θ-dependent time derivative from the ODEs. In this way, the ODEs never
have to be solved explicitly, and the typically unknown initial conditions are ef-
fectively profiled over. A disadvantage of this two-step scheme is that the results
of parameter inference critically hinge on the quality of the initial interpolant.
A better approach, first suggested in [13], is to regularise the interpolants by the
ODEs themselves. Dondelinger et al. [4] applied this idea to the nonparametric
Bayesian approach of [1], using Gaussian Processes (GPs), and demonstrated
that it substantially improves the accuracy of parameter inference and robust-
ness with respect to noise. As opposed to [13], all smoothness hyperparameters
are consistently inferred in the framework of nonparametric Bayesian statistics,
dispensing with the need to adopt heuristics and approximations.
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We extend the work of [4] in two respects. Firstly, we combine adaptive gra-
dient matching using GPs with a parallel tempering scheme for the gradient
mismatch parameter. This is conceptually different from the inference paradigm
of the mismatch parameter that [4] employs. If the ODEs provide the correct
mathematical description of the system, ideally there should be no difference be-
tween the interpolant gradients and those predicted from the ODEs. In practise,
however, forcing the gradients to be equal is likely to cause parameter inference
techniques to converge to a local optimum of the likelihood. A parallel temper-
ing scheme is the natural way to deal with such local optima, as opposed to
inferring the degree of mismatch, since different tempering levels correspond to
different strengths of penalising the mismatch between the gradients. Since our
modelling process is created using a products of experts approach (see section
2), parallel tempering should work well on penalising the mismatch. A parallel
tempering scheme was explored by Campbell & Steele [3], however, their ap-
proach uses a different methodological paradigm, and thus the results are not
directly comparable to the GP approach in [4]. In this paper, we present for the
first time, a comparative evaluation of parallel tempering versus inference in the
context of gradient matching for the same modelling framework, i.e. without any
confounding influence from the model choice. Secondly, we compare the method
of Bayesian inference with Gaussian Processes with a variety of other method-
ological paradigms, within the specific context of adaptive gradient matching,
which is highly relevant to current computational systems biology.

2 Methodology

Consider a set of T arbitrary time points t1 < ... < tT , and a set of noisy ob-
servations Y = (y(t1), ...,y(tT )), where y(t) = x(t) + ε(t) + μ, N = dim(x(t)),
X = (x(t1), ...,x(tT )). The signals of the system are described by ordinary dif-
ferential equations (ODEs), of the form

x′ =
dx(t)

dt
= f(x(t) + μ, θ, t); x(t1) = x1 (1)

where θ is a parameter vector of length r, μ is a vector of integration constants,
for simplicity set as the sample mean, and ε is multivariate Gaussian noise,
ε ∼ N(0, σ2

nI). Then,

p(Y|X,σ) =
∏
n

∏
t

N(yn(t)|xn(t) + μn, σn) (2)

and the matrices X and Y are of dimension N by T. Now let xn and yn be
T-dimensional column vectors containing the nth row of X and Y. Following [1],
we place a Gaussian process (GP) prior on xn,

p(xn|φ) = N(xn|0,Cφn) (3)

whereCφn is a positive definite matrix of covariance functions with hyperparam-
eters φn. Assuming additive Gaussian noise, with state-specific error variance σ2

n,
we get p(yn|xn, σn) = N(yn|xn, σ

2
nI), and
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p(yn|φn, σn) =

∫
p(yn|xn, σn)p(xn|φn)dxn = N(yn|0,Cφn + σ2

nI) (4)

The conditional distribution for the state derivatives is then

p(xn
′|xn,φn) = N(mn,Kn) (5)

as the derivative of a GP is itself a GP, provided the kernel is differentiable [16],
[1]. For closed form solutions to mn and Kn, see Rasmussen & Williams [10].
Assuming additive Gaussian noise with a state-specific error variance γn, from
(1) we get

p(x′
n|X, θ, γn) = N(fn(X+ μ, θ), γnI) (6)

Dondelinger et al. [4] link the interpolant in (5) with the ODE model in (6) using
a products of experts approach, obtaining a joint distribution

p(X′,X, θ,φ,γ) = p(θ)p(φ)p(γ)
∏
n

p(x′
n|X, θ,φ, γn)p(xn|φn) (7)

They show that you can marginalise over the derivatives to get a closed form
solution to

p(X, θ,φ,γ) =

∫
p(X′,X, θ,φ,γ)dX′ (8)

Using (2) and (8), our full joint distribution becomes

p(Y,X, θ,φ,γ,σ) = p(Y|X,σ)p(X|θ,φ,γ)p(θ)p(φ)p(γ)p(σ) (9)

where Dondelinger et al. [4] show

p(X|θ,φ,γ) =
1∏

n |2π(Kn + γnI)|
1
2

exp[−1

2

∑
n

(xT
nCφnxn + (fn −mn)

T (Kn + γnI)
−1(fn −mn))]

(10)

p(Y|X,σ) is described in equation (2) and p(θ), p(φ), p(γ), p(σ) are the priors
over the respective parameters. We use the same MCMC sampling scheme as
[4], which uses the whitening approach of [20], to efficiently sample in the joint
space of GP hyperparameters φ and latent variables X.

Parallel Tempering: The gradient matching approach is based on the intrinsic
slack parameter γ (see equation (6)), which theoretically should be γ = 0, since
this corresponds to no mismatch between the gradients. In practise, it is allowed
to take on larger values, γ > 0, to prevent the inference scheme from getting stuck
in sub-optimal states. However, rather than inferring γ like a model parameter,
as carried out in [4], γ should be gradually set to γ → 0. To this end we combine
our gradient matching with Gaussian processes with the tempering approach
in [3] (for details on tempering: [17], [18]) and temper this parameter to zero.
Consider a series of “temperatures”, 0 = β1 < ... < βM = 1 and a power
posterior distribution of our ODE parameters [14]

pβi(θi|y) ∝ p(θi)p(y|θi)
βi (11)
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(11) reduces to the prior for βi = 0, and becomes the posterior when βi = 1,
with 0 < βi < 1 creating a distribution between our prior and posterior. The M
approximations are used as the target densities of M parallel MCMC chains [3].
At each MCMC step, each chain independently performs a Metropolis-Hastings
step to update θi. Also at each MCMC step, two chains are randomly selected,
and a proposal to exchange parameters is made, with acceptance probability:

pswap = min(1,
pβj

(θi|y)pβi
(θj |y)

pβi
(θi|y)pβj

(θj |y)). We now choose values of γ and fix them in

place, associated with each βi, for different chains, such that chains closer to the
prior allow the gradients from the interpolant to have more freedom to deviate
from those predicted by the ODEs, chains closer to the posterior to more closely
match the gradients, and for βM , we wish that the mismatch is approximately
zero. Since γ corresponds to the variance of our state-specific error variance (see
(6)), as γ → 0, we have less mismatch between the gradients, and as γ gets
larger, the gradients have more freedom to deviate from one another. Hence, we
temper γ towards zero. Then each chain has a βi for tempering of the power
posterior and a γi for the gradient mismatch. For schedules, see table 3.

3 Alternative Methods for Comparison

We have carried out a comparative evaluation of the proposed schemewith various
state-of-the-art gradientmatching methods. These methods are based on different
statistical modelling and inference paradigms: non-parametric Bayesian statistics
with Gaussian processes without tempering, penalised regression splines, splines-
based smooth functional tempering, andpenalised likelihoodbased on reproducing
kernel Hilbert spaces. Since many methods and settings are used in this paper for
comparison purposes, for ease of reading, abbreviations are used. Table 1 is a ref-
erence for those methods and an overview of the methods is given below.

Table 1. Abbreviations of the methods used throughout this paper

Abbreviation Method Reference

C&S Tempered mismatch parameter using splines-based Campbell & Steele [3]
smooth functional tempering (SFT)

GON Reproducing kernel Hilbert space and penalised likelihood González et al. [11]
INF Inference of the gradient mismatch parameter using GPs Dondelinger et al. [4]
LB2 Tempered mismatch parameter using GPs in Log Base Our method

2 increments
LB10 Tempered mismatch parameter using GPs in Log Base Our method

10 increments

RAM Penalised splines & 2nd derivative penalty Ramsay et al. [13]

INF [4]:Thismethodconducts parameter inferenceusing adaptive gradientmatch-
ing and Gaussian processes. The penalty mismatch parameter γ is inferred rather
than tempered. GON [11]: Parameter inference is conducted in a non-Bayesian
fashion, implementing a reproducing kernel Hilbert space (RKHS) and penalised
likelihood approach. Comparisons between RKHS and GPs have been previously
explored (for example, see [10], [19]) conceptually, and in this paper we analyse
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Table 2. Particular settings of Campbell & Steele’s [3] method

Abbreviation Definition Details

10C 10 Chains When comparing our methods, it was of interest to see how
the performance depended on the number or parallel MCMC
chains, as originally the authors used 4 chains.

Obs20 20 Observations Originally, the authors use 401 observations. We reduced
this to a dataset size more usual with these types of
experiments to observe the dependency of the methods on
the amount of data.

15K 15 Knots The method in C&S uses B-splines interpolation. We
changed the original tuning parameters from the author’s
paper to observe the sensitivity of the parameter estimation
by these tuning parameters.

P3 Polynomial order 3 The original polynomial order is 5 and again, we wanted to
(Cubic Spline) observe the sensitivity of the parameter estimation by

these tuning parameters.

Table 3. Ranges of the penalty parameter γ for LB2 and LB10

Method Chains Range of Penalty γ Method Chains Range of Penalty γ

LB2 4 [1 , 0.125] LB10 4 [1 , 0.001]

LB2 10 [1 , 0.00195] LB10 10 [1 , 1e−9]

this empirically in the specific context of gradient matching. The RKHS gradient
matching method in [11] involves linearising the ODEs and obtaining a gradient
using a differencing operator.RAM [13]: This method uses a non-Bayesian opti-
misation process for parameter inference. They use 2 penalties: the 2nd derivative
of the interpolant (penalising by the curvature of the interpolant to avoid overfit-
ting) and the difference between the gradients (using penalised splines).C&S [3]:
Parameter inference is carried out using adaptive gradientmatching and tempering
of the mismatch parameter. The choice of interpolation scheme is B-splines. Table
2 outlines particular settings with some of the methods in table 1. The ranges of
the penalty parameter for γ, for LB2 and LB10 methods are given in table 3. The
increments are equidistant on the log scale. TheM βis from 0 to 1 are set, by taking
a series of equidistant M values and raising them to the power 5 [14].

4 Data

Fitz-HughNagumo ([5], [8]):These equationsmodel the voltage potential across
the cell membrane of the axon of giant squid neurons. There are two “species”:
Voltage (V) and Recovery variable (R), and 3 parameters;α, β and ψ. Species in [ ]
denote the time-dependent concentration for that species:

V̇ = ψ([V ]− [V ]3

3
+ [R]); Ṙ = − 1

ψ
([V ]− α+ β ∗ [R]) (12)

Protein Signalling Transduction Pathway [12] : These equations model pro-
tein signalling transduction pathways [12] in a signal transduction cascade, where
the free parameters are kinetic parameters governing how quickly the proteins
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(“species”) convert to one another. There are 5 “species” (S, dS,R,RS,Rpp) and 6
parameters (k1, k2, k3, k4, V,Km). The system describes the phosphorylation of a
protein,R → Rpp (equation (17)), catalysed by an enzyme S, via an active protein
complex (RS, equation (16)),where the enzyme is subject to degradation (S → dS,
equation (14)). The chemical kinetics are described by a combination of mass ac-
tion kinetics (equations (13), (14) and (16)) andMichaelis-Menten kinetics (equa-
tions (15) and (17)). Species in [ ] denote the time-dependent concentration for that
species:

Ṡ = −k1 ∗ [S]− k2 ∗ [S] ∗ [R] + k3 ∗ [RS] (13)

˙dS = k1 ∗ [S] (14)

Ṙ = −k2 ∗ [S] ∗ [R] + k3 ∗ [RS] +
V ∗ [Rpp]

Km + [Rpp]
(15)

ṘS = −k2 ∗ [S] ∗ [R]− k3 ∗ [RS]− k4 ∗ [RS] (16)

˙Rpp = k4 ∗ [RS]− V ∗ [Rpp]

Km + [Rpp]
(17)

5 Simulation

We have compared the proposedGP tempering scheme with the alternative meth-
ods summarised in Section 3. For those methods for which we were unable to ob-
tain the software from the authors ([11] and [13]), we compared our results directly
with the results from the original publications. To this end, we generated test data
in the same way as described by the authors and used them for the evaluation of
our method. For methods for which we did receive the authors’ software ([3] and
[4]), we repeated the evaluation twice, first on data equivalent to those used in the
original publications, and again on new data generated with different (more real-
istic) parameter settings. For comparisons with other Bayesian methods, we used
the authors’ specifications for the priors on the ODE parameters. For comparisons
with non-Bayesianmethods, we applied ourmethod with the parameter prior from
[3], since the ODE model was the same. Our software is available upon request.

Reproducing Kernel Hilbert Space Method [11]: They tested their method
on the Fitz-Hugh Nagumo data (see section 4) with the following parameters: α =
0.2;β = 0.2 andψ = 3.Starting from initial values of (−1,−1) for the two“species”,
the authors generated 50 timepoints over the time course [0, 20], producing 2 peri-
ods, with iid Gaussian noise (sd = 0.1) added. 50 independent data sets were gen-
erated in this way.

Penalised Splines & 2nd Derivative Penalty Method [13]: This method was
included in the study by [11], and we have used the results from their paper. For
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comparison, our method was applied in the same way as for the comparison
with [11].

Tempered Mismatch Parameter Using Splines-Based Smooth
Functional Tempering [3]: They tested their method on the Fitz-HughNagumo
systemwith the following parameter settings:α = 0.2, β = 0.2 andψ = 3, starting
from initial values of (−1, 1) for the two “species”. 401 observationswere simulated
over the time course [0, 20] (producing 2 periods) and Gaussian noise was added
with sd {0.5, 0.4} to each respective “species”. In inferring the ODE parameters
with their model, the authors chose the following settings: splines of polynomial
order 5with 301 knots; four parallel tempering chains associatedwith gradientmis-
matchparameters{10,100,1000,10000}; parameter priordistributions for theODE
parameters: α ∼ N(0, 0.42), β ∼ N(0, 0.42) and ψ ∼ χ2

2.
In addition to comparing our method with the results the authors had obtained

with their settings, we made the following modifications to test the robustness of
their procedure with respect to these (rather arbitrary) choices. We reduced the
number of observations from 401 to 20 over the time course [0, 10] (producing 1
period) to reflect more closely the amount of data typically available from current
systems biology projects. For these smaller data sets, we reduced the number of
knots for the splines to 15 (keeping the same proportionality of knots to data points
as before), and we tried a different polynomial order: 3 instead of 5. Due to the
high computational costs of their method (roughly 1 1

2 weeks for a run), we could
only repeat the MCMC simulations on 3 independent data sets. The respective
posterior samples were combined, to approximatelymarginalise over data sets and
thereby remove their potential particularities. For a fair comparison, we mimicked
the authors’ tempering scheme and only applied our method with 4 rather than 10
chains.

Inference of the Gradient Mismatch Parameter Using GPs and
Adaptive Gradient Matching [4]: We applied the method in the same way as
described in [4], using the authors’ software and selecting the same kernels and pa-
rameter/hyperparameter priors as for the method proposed in the present paper.
Data were generated from the protein signal transduction pathway described in
Section 4. We applied our methods to data simulated from the same system, with
the same settings as in [4]; ODE parameters: (k1 = 0.07, k2 = 0.6, k3 = 0.05, k4 =
0.3, V = 0.017,Km = 0.3); initial values of the species: (S = 1, dS = 0, R =
1, RS = 0, Rpp = 0); 15 time points covering one period, {0, 1, 2, 4, 5, 7, 10, 15, 20,
30, 40, 50, 60, 80, 100}. Following [4], we added multiplicative iid Gaussian noise of
standard deviation {0.1} to all observations. For Bayesian inference, we chose the
same gamma prior on the ODE parameters as used in [4], namelyΓ (4, 0.5). For the
GP, we used the same kernel; see below for details. In addition to this ODE system,
we also applied this method to the set-ups previously described for the Fitz-Hugh
Nagumo model.

Choice of Kernel: For the GP, we need to choose a suitable kernel, which defines
a prior distribution in function space. Two kernels were considered in our study (to
match the authors’ set-ups in [4]), the radial basis function (RBF) kernel
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k(ti, tj) = σ2
RBF exp(− (ti − tj)

2

2l2
) (18)

with hyperparameters σ2
RBF and l2, and the sigmoid variance kernel

k(ti, tj) = σ2
sigarcsin

a+ (btitj)√
(a+ (btiti) + 1)(a+ (btjtj) + 1)

(19)

with hyperparameters σ2
sig , a and b [10].

To choose initial values for the hyperparameters,we fit a standardGP regression
model (i.e. without the ODE part) usingmaximum likelihood.We then inspect the
interpolant to decidewhether it adequately represents our prior knowledge. For the
data generated from the Fitz-Hugh Nagumomodel, we found that the RBF kernel
provides a good fit to the data. For the protein signalling transduction pathway,
we found that the non-stationary nature of the data is not represented properly
with the RBF kernel, which is stationary [10], in confirmation of the findings in [4].
Following [4], we tried the sigmoid variance kernel, which is non-stationary [10] and
we found this provided a considerably improved fit to the data. Other settings:
Finally, the values for our variance mismatch parameter of the gradients, γ, needs
to be configured. Log2 and Log10 increments were used (with an initial start at 1),
since studies that indicate reasonable values for our technique are limited (see [1],
[14]). All parameters were initialisedwith a randomdraw from the respective priors
(apart fromGON, which did not use priors. For details of their technique, see [11]).

6 Results

Reproducing Kernel Hilbert Space [11] and Penalised Splines & 2nd

Derivative Penalty Methods [13]: For this configuration, to judge the perfor-
mance of ourmethods, we used the same concept as inGONto examine our results.
For each parameter, the absolute value of the difference between an estimator and
the true parameter (|θ̂i−θi|)was computed and the distribution across the datasets
were examined. For the LB2, LB10 and INF methods, the median of the sampled
parameters was used as an estimator, since it is a robust estimator. Looking at fig-
ure 1 left, the LB2, LB10 and INF methods, do as well as the GON method, for 2
parameters (INF doing slightly worse for ψ) and outperform it for 1 parameter. All
methods outperform the RAM method.

Tempered Mismatch Parameter Using Splines-Based Smooth
Functional Tempering [3]: The C&S method shows good performance over all
parameters in the one case where the number of observations is 401, the number of
knots is 301 and the polynomial order is 3 (cubic spline), since the bulk of the distri-
butions of the sampled parameters surround the true parameters in figures 1 right
and 2 right and are close to the true parameter in figure 2 left. However, these set-
tings require a great deal of “hand-tuning” or time expensive cross-validation and
would be very difficult to set when using real data. The sensitivity of the splines
based method can be seen in the other settings, where the results deteriorate. It
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Fig. 1. Left:Boxplots of absolute differences to the true parameter over 50 datasets. The
three sections from left to right represent the parameters α, β and ψ from equations (12).
Within each section, the boxplots from left to right are: LB2 method, INFmethod, LB10
method, GON’s method (boxplot reconstructed from [11]) and RAM’s method (boxplot
reconstructed from [11]). Right: Distributions of sampled Alphas from equation (12)
over 3 datasets. From left to right: LB2, INF, LB10, LB2 10C, INF 10C, LB10 10C, C&S,
C&S P3, C&S 15K, C&S 15K P3, C&S Obs20, C&S Obs20 P3, LB2 Obs20, INF Obs20,
LB10 Obs20, LB2 Obs20 10C, INFObs20 10C and LB10 Obs20 10C. The solid line is the
true parameter. For definitions, see tables 1 and 2.

Fig. 2. Left: Distributions of sampled Betas from equation (12) over 3 datasets. From
Left to right: LB2, INF, LB10, LB2 10C, INF 10C, LB10 10C, C&S, C&S P3, C&S 15K,
C&S 15K P3, C&S Obs20, C&S Obs20 P3, LB2 Obs20, INF Obs20, LB10 Obs20, LB2
Obs20 10C, INF Obs20 10C and LB10 Obs20 10C. The solid line is the true parameter.
Right: Distributions of sampled Psis from equations (12) over 3 datasets. From Left to
right: LB2, INF, LB10, LB2 10C, INF 10C, LB10 10C, C&S, C&S P3, C&S 15K, C&S
15K P3, C&S Obs20, C&S Obs20 P3, LB2 Obs20, INF Obs20, LB10 Obs20, LB2 Obs20
10C, INF Obs20 10C and LB10 Obs20 10C. The solid line is the true parameter. For
definitions, see tables 1 and 2.

is also important to note that when the dataset size was reduced, the cubic spline
performed very badly. This inconsistencymakes thesemethods very difficult to ap-
ply in practise. The LB2, LB10 and INFmethods consistently outperform the C&S
method with distributions overlapping or being closer to the true parameters. On
the set-up with 20 observations, for 4 chains and 10 chains, the INF method pro-
duced largely different estimates over the datasets, as depictedby thewide boxplots
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and long tails. The long tails in all these distributions are due to the combination
of estimates from different datasets.

Inference of the Gradient Mismatch Parameter Using GPs, Adaptive
Method [4]: In order to see how our tempering method performs in comparison
to the INF method, we can examine the results from the protein signalling trans-
duction pathway (see section 4), as well as comparing how each method did in the
previous set-ups. The distributions of parameter estimates minus the true values
for the protein signalling transduction pathway are shown in figure 3 left. The au-
thor’s code was unable to converge properly for some of the datasets, so in order to
present a clear indication of the methods’ performance, we show the distributions
across the dataset that showed the median parameter estimation, as determined
by root mean square of the parameter samples.

Fig. 3. Left: Average performance of the parameter inference for the INF, LB2 and
LB10 methods. The distributions are of the sampled parameters from equations (13)-
(17) minus the true value. The horizontal line shows zero difference. Right: ECDFs of
the absolute errors of the parameter estimation. Top left - ECDFs for LB10 and INF, Top
right - ECDFs for LB2 and INF and Bottom left - ECDFs for LB10 and LB2. Included are
the p-values for 2-sample, 1-sided Kolmogorov-Smirnov tests. For definitions, see tables
1 and 2.

By examining figure 3 left, we can see that for each parameter, the distributions
are close to the true values and so the methods are performing reasonably. Overall,
there does not appear to be a significant difference between the INF, LB2 andLB10
methods for this model.

For the set-up in [11] and [13]:Figure 3 right shows theExpectedCumulativeDis-
tribution Functions (ECDFs) of the absolute errors of the parameter samples for
the tempering and inference schemes. P-values for 2-sample, 1-sided Kolmogorov-
Smirnov tests. If a distribution’s ECDF is significantly higher than anothers, this
constitutes better parameter estimation, since the distributions are of the average
error. A higher curve means that more values are located in the lower range of ab-
solute error.

Figure 3 right shows that both the LB2 and LB10 methods outperform the INF
method, shownbyp-values of less than the standard significance level of 0.05.There-
fore we conclude that the CDFs for LB2 and LB10 are significantly higher than
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those for INF. Since we are dealing with absolute error, this means that the param-
eter estimates from the LB2 and LB10 methods are closer to the true parameters
than the INF method. The LB2 and LB10 method show no significant difference
to each other.

For the set-up in [3]: The LB2 and LB10 methods do well over all the parame-
ters and dataset sizes, with most of the mass of the distributions surrounding or
being situated close to the true parameters. The LB2 does better than the LB10
for 4 parallel chains (distributions overlapping the true parameter for all three pa-
rameters) and the LB10 outperforms the LB2 for 10 parallel chains (distribution
overlapping true parameter in figure 1 right, being closer to the true parameter in
figure 2 left and narrower and more symmetric around the true parameter in fig-
ure 2 right). The INFmethod’s bulk of parameter sample distributions are located
close to the true parameters for all dataset sizes.However, themethodproduces less
uncertainty at the expense of bias. When reducing the dataset to 20 observations,
for 4 and 10 chains, the inference deteriorates and is outperformed by the LB2 and
LB10 methods. This could be due to the parallel tempering scheme constraining
the mismatch between the gradients in chains closer to the posterior, allowing for
better estimates of the parameters.

7 Discussion

We have proposed a modification of a recently proposed gradient matching ap-
proach for systems biology (INF), and we have carried out a comparative evalu-
ation of various state-of-the-art gradient matching methods. These methods are
based on different statistical modelling and inference paradigms: non-parametric
Bayesian statistics with Gaussian processes (INF, LB2, LB10), penalised regres-
sion splines (RAM), splines-based smooth functional tempering (C&S), and pe-
nalised likelihood based on reproducing kernelHilbert spaces (GON).We have also
compared the antagonistic paradigms of Bayesian inference (INF) versus paral-
lel tempering (LB2, LB10) of slack parameters in the specific context of adaptive
gradient matching. The GON method produces estimates that are close the true
parameters in terms of absolute uncertainty. This however, was for the case with
small observational noise (Gaussian iid noise sd = 0.1) and it would be interesting
to see how the parameter estimation accuracy is affected by the increase of noise.
The C&Smethod does well only in the one case, where the number of observations
are very high (higher than what would be expected in these types of experiments)
and the tuning parameters are finely adjusted (which in practise is very difficult
and time-consuming). When the number of observations was reduced, all settings
for this method deteriorated significantly. It is important also to note that the set-
tings that we found to be optimal were slightly different than in the original paper,
which highlights the sensitivity and unreliability in the splines based method. The
INF method shows a reasonable performance in terms of consistently producing
results close to the true parameters, across all the set-ups we have examined. How-
ever, this technique’s decrease in uncertainty is at the expense of bias. The LB2
and LB10 methods show the best performance across the set-ups. The parameter
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accuracy is unbiased across the different ODEmodels and the different settings of
those models. The parallel tempering seems to be quite robust, performing simi-
larly across the various set-ups. We have explored four different schedules for the
parallel tempering scheme (as shown in table 3). Overall, the performance of par-
allel tempering has been found to be reasonably robust with respect to a variation
of the schedule.
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Abstract. In biometrical and biomedical pattern classification tasks one faces 
high dimensional data. Feature selection or feature extraction is necessary. Ac-
curacy of both procedures depends on the data size. An increase in classifica-
tion error caused by employment of sample based K-class linear discriminant 
analysis for dimensionality reduction was considered both analytically and by 
simulations. We derived analytical expression for expected classification error 
by applying statistical analysis. It was shown theoretically that with an increase 
in the sample size, classification error of (K-1)-dimensional data decreases at 
first, however, later it starts increasing. The maximum is reached when the size 
of K class training sets, n, approaches dimensionality, p. When n > p, classifica-
tion error decreases permanently. The peaking effect for real world biomedical 
and biometric data sets is demonstrated. We show that regularisation of the 
within-class scattering can reduce or even extinguish the peaking effect.  

Keywords: dimensionality reduction, complexity, sample size, biometrics,  
linear discriminant analysis.  

1 Introduction 

One nasty problem pretty often encountered in biometrics and bioinformatics data 
mining is the overabundance of features or attributes.  Over and over again the num-
ber of features, p, is much larger than a training set size, N1, N2, …, NK (K denotes the 
number of pattern classes). Few examples of this type of problem are: genomics, mi-
croarray, and hyper-spectral biomedical images analysis, speech and face recognition. 
In such situations one needs either to select the most important features or to perform 
feature extraction or to use very simple classification rules.  

Among the first methods employed in pattern classification the linear discriminant 
analysis (LDA) [1] remains the most popular one. While seeking the best linear map-
ping of p-D (dimensional) vectors into the (K-1)-D space, this method tries to maxim-
ize a scattering between K sample mean vectors of the classes. At the same time, the 
algorithm fixes a within-class scattering of training vectors and keeps it constant (see 
Fig. 1a; for details see Section 2). Fig. 1a shows three class 30-D (dimensional) chro-
mosome data (to be discussed latter) mapped into a 2-D space by this method. We see 
three clusters (diverse chromosomes, the pattern classes) tinted in diverse colors. 
Radial lines between mean vectors (marked as squares) and vectors of each solitary 
class portray scattering of training vectors within one class. Fig. 1a shows perfect 
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separation of the classes. In this example we had N=17 training vectors within one 
pattern class and p=30 geometrical features of the chromosomes. Small size of the 
training data explains reasons of apparent good separation of the classes.  Thus, if 
parameters of LDA data mapping rule are estimated from the training set, accuracy of 
feature extraction declines. Fig. 1b shows much worse 2-D separation of the 
483+483+483 test vectors when for LDA training we used 17 vectors from each class. 
If all, 500+500+500, vectors available in our research were used for developing the 
rule to map the data from 30-D space into the 2-D space, reliability of the LDA rule 
would be much higher (Fig. 1c). Thus, Fig. 1a demonstrates too optimistic result 
which is not confirmed by the test.  

                   a                                        b                                            c 

                    

Fig. 1. Mapping of 30-dimensional chromosome data into two dimensional space 

Generally, the LDA performs well when data is Gaussian, the classes share com-
mon covariance matrix (CM) Σ, the pattern classes are well separated, and parameters 
of the feature distribution are known. Any decline from these assumptions worsens 
the LDA. For practitioners it is important to know a cost we have to pay when the 
data is transformed into the low dimensional space inexactly. In the finite sample size 
situation we obtain a decline in data mapping accuracy (Fig.1b). 

Small sample issues in feature extractions algorithms remain non-investigated up 
to now.  For that reason, a number of improvements have been considered while  
developing multitude of novel approaches (see [2-12] and references therein). 

Analysis of the data mapping papers mentioned advocates that new dimensionality 
reduction methods outperform existing ones in the experiments reported in the papers. 
Unfortunately, only minority of researchers paid attention to the sample 
size/dimensionality issues while reporting their results. Development of the new 
methods is helpful. For a better understanding of small samples problems one needs 
to analyze feature extraction accuracy analytically. It is the main objective of the  
present paper.  

The quality of the feature extraction methods can be evaluated by the increase in 
classification error rate evaluated after dimensionality reduction. We will follow this 
idea.  

In pattern recognition, relationships between the classifiers’ complexity, dimensio-
nality, training sample size and classification error were considered for a number of 
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classifiers [13, 14, 15]. It was demonstrated that in two class pattern classification 
tasks an increase in classification error depends on the dimensionality sample size 
ratio, p/N, if only mean vectors of the classes are used to make classification rule. 
Additional estimation of the p variances, σ1, σ2, …, σp, does not affect classification 
error asymptotically, if p → ∞, N → ∞, p/N → constant if it is supposed the σ1, σ2, 
…, σp, are the same for all pattern classes. If we refuse from latter assumption, then 
an increase in classification error depends on the ratio 2p/N. In addition, when we 
estimate common for both classes CM, we have a supplementary term, 2N/(2N-p), 
that affects an increase in the classification error [13]. In mean square regression we 
have a term N/(N-p) that affects an increase in prediction error.  In financial invest-
ments portfolio management, we have two terms to analyze. One of them, ratio p/N, is 
responsible for the decline of sample based portfolio profit due to the inaccurate esti-
mation of p-dimensional vector of returns. Another term, N/(N-p), is responsible for 
inaccurate estimation of p×p - D (dimensional) matrix of correlations between p com-
ponents of the portfolio. Asymptotically, when (p → ∞, N → ∞, p/N → constant, 
estimation of p variances does not worsen the portfolio profit [16].  

In feature selection analysis it was shown both theoretically and experimentally 
that while ranking the features according to sample based hold-out classification error 
estimates, the best feature (or the feature subset) is not the first one in the ranking 
row. On average, the best features can be the 10-th, the 100-th or even the 1000-th in 
the row. To use this theoretical result for finding the interval of the best features in the 
row one needs to know the distribution function of true classification errors of the 
features or feature subsets [17]. Nevertheless, knowledge of this fact can be useful for 
practitioners. 

Unfortunately, we do not have similar results for feature extraction algorithms used 
in pattern recognition tasks. Present paper analyzes sample size influence on accuracy 
of standard LDA used in multi-category situations. Accuracy is measured in terms of 
an increase in classification error due to imperfect feature extraction.  

2 LDA, a Case When Sample Size Exceeds Dimensionality 

In multi-category case, standard LDA maximizes a scattering between K sample mean 
vectors, iX  (i = 1, 2, … , K) of  K pattern classes. At the same time, the algorithm 

fixes a within-class scattering and keeps it constant. Actually, one maximizes ratio [1] 

 W = ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
WSWWSW

W wb
maxarg / /

/ ,                                             (1) 

where W stands for p×(K-1) - D (dimensional) transformation matrix. Here from the 
p-D original feature vector-column X, one obtains (K-1) – dimensional vector 
Y = X′W, 
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matrix”, X  stands for a mean vector of K class training data, iX  stands for the i-th 

class sample estimate of the mean vector,  
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stands for the within-classes scatter (covariance) matrix, Xij represents j-th training 
vector-column of i-th pattern class, and sign “ I  ” denotes transposition.  

The p×(K-1)-D transformation weight matrix W is composed of (K-1) eigenvectors 
(columns) of matrix T = Sw

-1 Sb, corresponding to (K-1)  largest eigen-values of ma-
trix T. Instead of matrix inversion often one uses an alternative calculation of matrix 
T, the matrix division of Sw into Sb. After the dimensionality reduction, Y = X′W, the 
(K-1)-dimensional vectors can be classified by means of any linear or non-linear clas-
sification rule. To investigate the finite data size effects for estimation of data trans-
formation matrix W (matrices Sw and  Sb, actually) we will consider Gaussian data 
model, where all classes share the same covariance matrix, Σ. For the simplicity sake, 
we assume that sample sizes of all classes are the same, i.e. N1 =  N2 = … , NK  = N . 
Therefore, a number of training vectors used to estimate matrix Sw,  nK = KN, depends 
on the number of classes. The number nK is important since in small sample situa-
tions, where n = nK – K < p, this matrix becomes singular and we cannot invert it. 
Singular matrix case will be considered in Section 3. In Section 2 we consider an 
increase in classification errors, when n>p. 

In multi-class LDA, actually we perform classification by means of K discriminant 
functions, gi(X), where we calculate  

  gi(X) = (X -  ½ iX )′Sw
-1

iX    (3) 

and select solution with maximal gi(X). If we consider two pattern classes then we 
perform classification according to a sign of the discriminant function (DF) 

 
 gij(X) = gi(X) – gj(X) = X′Sw

-1( iX - jX ) -  ½( iX + jX )′Sw
-1( iX - jX ).   (4) 

It is the sample based standard Fisher linear discriminant function (DF) [1]. With 
an increase in dimensionality, distribution function of DF (4) approaches Gaussian. In 
such case, one can calculate its expected classification error 

 
EPn = ½Prob(gij(X)>0| X∈ πi)+ ½Prob(gij(X)≤0| X∈ πj)= 

 ½Φ(Egij(X)/std(gij(X) 0| X∈ πi)) + ½Φ(-Egij(X)/std(gij(X)| X∈ πj)),  (5) 

where E and std stands as mean and standard deviation respectively. Following the 
previous postulation, N2=N1=N, we assumed that prior probabilities of the classes are 
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equal as well. After employment the methods of multivariate analysis and rather tedi-
ous algebra, very simple asymptotic equation was derived [18, 19]. 

⎟
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In Equation (6), δij stands for Mahalanobis distance between classes, πi and πj. This 
distance determines asymptotic probability of misclassification when p = constant, 
and sample size N → ∞:  P∞ = Φ(- ½ δij). In Eq. (6), Φ(.) stands for standard Gaussian 
(zero mean and unity variance) cumulative distribution function. While deriving Eq. 
(6) it was postulated n > p. Therefore, our assumption that p is large requires that 
sample size, 2N, must be large as well. Subsequent simulation study showed that ac-
curacy of Eq. (6) was high. It outperformed six other simple asymptotic formula  
derived to evaluate the expected classification error [20]. 

 In analysis of K class LDA, we use nK = KN vectors to evaluate the within-class 
scatter matrix, Sw. Therefore, asymptotic Eq. (6) converts into 
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Serious difficulties arise in analytical investigation of the classification error rates 
in multi-class pattern recognition tasks. A simplified equation  

 PK  =∑ ∑
≠

K

=i

K

ij=j
ijiPq

1, 1

, (8) 

is expressed by K prior probabilities, q1, … , qK,  of K classes and K×(K-1) pair-wise 
conditional classification error rates, .K

ijEP  This expression is correct if the i-th class 

can be confused only with one solitary “non-self“ class. To obtain exact equation one 
needs integrating in (K-1)-dimensional space. A practical solution can be suggested: 
a) to consider several the most overlapping pairs of the classes, b) to use Eq. (7) for 
calculating K

ijEP and a relative increase in the classification error rate  afterwards.
 
 

3 LDA, a Case When Dimensionality Exceeds Sample Size 

In situations, where rank n = nK    K of  p×p - D matrix Sw becomes singular, we can-
not use standard LDA for feature extraction directly. A popular approach is substitute 
matrix  Sw

-1 by Moore-Penrose inverse matrix Sw
+ or apply matrix division of Sw into 

Sb. The pseudo-inverse is easier to use in analysis. It can be explained easily by utiliz-
ing singular value decomposition  

Sw= TDT′,                                                                  (9) 
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where rows, t1, t1, …, tp,  of p×p dimensional matrix T are orthogonal, i.e. titj
′ = 1 if 

j = i, and  titj
′ = 0 otherwise (when  j≠i).  Diagonal matrix D is composed of eigen-

values of the learning sample based matrix Sw. Then  T′SwT = D. Let us rank the  
diagonal elements of matrix D. Consequently, we can assume: d1 ≥  d2 = … ≥ dp. 

If n < p, the last p    nK + K eigen-values are equal to zero, i.e. ⎟
⎠
⎞

⎜
⎝
⎛=

00

01D
D , 

where D1 is n×n dimensional diagonal matrix with elements d1 ,  d2 , …, dn. Then  

 Sw
+ = T1 ⎟

⎠
⎞

⎜
⎝
⎛ −

00

01
1D

T1
′,  (10) 

where T1 is n×p dimensional upper part of matrix T = ]',[ '
2

'
1 TT . 

Use of pseudo-inverse of the CM in the two category case was already discussed in 
the pattern recognition literature [21-25]. It was noticed that reconstruction of the 
sample based covariance matrix by its inverse is worst when n→ p [25]. Similar  
results are obtained by simulation of training and testing processes of the Fisher linear 
DF [21, 25]. Attempts were made to derive asymptotic analytical formula for genera-
lization error if the pseudo-inverse Sw

+  is used [26-28]. Below we will use double 
asymptotic approach (p→∞, and N→∞) to analyze generalization error. 

To simplify understanding of the behavior of the generalization error, with a small 
loss in generality, the analytical expressions will be derived for the two class case, 
when Σ = Ip (p×p - dimensional identity matrix) and use the previous assumptions: 
prior probabilities of the classes qi=qj=  ½,  Nj = Ni,=N.  

We will denote the p-D mean vectors of two classes μi and μj, μi - μj, = μ. Under 
Gaussian assumptions mentioned, vectors X - ½ )( ji XX + = ½μ +Z, and ji XX − = μ 

+U are independent [29]. Their distributions are: U ∼ N(0, Ι×2/N) and Z ∼ N(0, 
Ιn×(1+1/(2N)).  

Above, we assumed the CM is common for both pattern classes. For that reason, 
we evaluate only the classification error P1/2 where vector X belongs to the first (i-th) 
class. The calculation of P2/1 is similar. Moreover, vectors Z, U and matrix S are  
independent as well. Thus, discriminant function (DF) (4) can be rewritten as 

)( 1

2

1
U+(μS)'+=g ijijij

−Zμ
   

[ ][ ] [ ][ ] )+()( 2121
1

2121
2

1
UZ ijij ''T'T'T'TS''T'T'T'T'+= μμ − .      (11) 

We analyze situation where p> n, and instead of inverse S-1 one uses pseudo-
inverse, S+ defined in Eq. (10).  Consequently, DF (11) can be rewritten as  
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D1 was defined in Eq. (10), and upper indexes, n, remind that dimensionality of 

vectors (marked by n and printed in bold) is n.  
The n×p-dimensional matrix D1 is orthogonal and independent of Z and U [29] Ac-

cording to our assumption that Σ = Ip, if dimensionality, p, is constant and sample size 
N→∞, then D1→Ιp. In finite sample case, especially when p>n, the diagonal compo-
nents of D1 are random variables. Denote, mean value of random variable 1/ds is Ed 
and variance is Vd. Ranking of randomly distributed elements d1 ,  d2 , … , dn  shows 

very small absolute values of  components of vector ( )n
ijijij

n
ij μμμ=  , ... , ,

21μ . Therefore, 

we make an assumption that components 
s
ijμ (s = 1, 2, … , n) are zero mean Gaussian 

variables with variance  
2

.pij /δ In such case, expected squared Mahalanobis distance 

for n components would be  
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To obtain an equation to calculate expected generalization error we will follow me-
thodology of multidimensional analysis discussed in Section 2 (see Eq. (5)), where 
both, p and N are large and simultaneously tend to infinity with keeping ratio p/N and 
Mahalanobis distance invariable. In such a case, distribution of discriminant function, 

),,((
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SX,XX, jiijg approaches Gaussian distribution with following mean and 

variance  
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Expectations of random variables    , and ,
s
ij

s
ij

s
ij yzμ are zero. Therefore 
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To avoid extinction of  the peaking when n→∞, p →∞, while derivation of Eq. 
(17) we did not reject small terms that tend to zero when only n, or p are approaching 
the infinity. In Fig. 2a we display expected probability of misclassification calculated 
according to Eq. (17), for 50-D Gaussian data model with δij= 4.65. Term Vd/Ed

2 con-
cerning eigen-values of the sample CM is necessary for calculations. It cannot be 
expressed explicitly. Thus, for N = 4, 5, … , 48, it was evaluated numerically. For 
larger sample sizes n=2N-2>p, Eq. (7) was used. 

                                  a                                                                  b    

   

Fig. 2. Generalization error of LDA based data mapping into (K-1)-D space versus sample size: 
a – theoretical calculation (curve c1 – with K=2; curve c2 – with K=5),  b – simulations with 
three class 30-D chromosome data: 1 – without regularization, 2 – with regularization. 

Curve c1 in Fig. 2a is calculated for a single pair of the pattern classes. It shows 
peaking effect very clearly. Calculations performed for variety of Gaussian model 
parameters showed that for situations n < p, the smallest generalization error can be 
obtained when n ≈ p/2. This fact hints that all pairs of the classes exhibit similar 
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peaking behaviour. Thus, one can hope that the peaking effect will be observed in 
multiple class situations. Curve c2 in Fig.2a demonstrates situation where we have 
multiple classes. In this case, for estimation of the mean vectors we used N vectors of 
each pattern class. For estimation of the CM we used K×N vectors. The rank of sam-
ple estimate of the covariance matrix is n=K×(N-1) in such situation. Therefore, for 
K=5 we observe peaking effect much earlier, N≈p/K=10. For sample sizes n<p, the 
minimal generalization error we obtain at N≈p/(2K)=5. 

4 Simulation Experiments  

We cannot obtain exact analytical formula for calculation of K class classification 
error. To verify peaking behavior that follow from theory, we performed experiments 
with multi-class real world biomedicine and biometrics pattern recognition tasks in 
multi-category case. In Fig. 2b we have analogous to the Fig. 2a graphs, however, 
here we display experimentally evaluated classification error obtained while classify-
ing K=3 class 30-D chromosome data. This biomedicine data set was chosen due to a 
fact that here we had 500 vectors in each pattern classes. Thus, we had enough data to 
estimate classification error in the mapped, (K-1) = 2-D, space. 

In series of our experimental evaluations, we used randomly selected N = 4, 5, 6, 
…, 60, 80, or 100 vectors to train LDA based feature extraction rules. After dimen-
sionality reduction, we obtained 500 2D vectors from each of three pattern classes. To 
evaluate the performance of dimensionality reduction we used two fold cross-
validation method to estimate the asymptotic classification error rates in the 2-D space 
[1]. Here 250 randomly selected vectors, A250, were used for training the classifier (3). 
Remaining, B250, vectors were used for testing. Afterwards, the data sets, A250, and 
B250, were interchanged. In parallel, for the both sets, A250, and B250, we preformed 
resubstitution error rate estimations [1]. For training and testing we use the same data 
in the resubstitution method. Average of four error estimates approximately characte-
rizes asymptotic classification error (see Section 6.3.1.3 in [30]). To increase the 
accuracy of empirical evaluations, the experiments were repeated 1000 times.  

Curve 1 in Fig. 2b confirms conclusions obtained in theoretical calculations and 
reported in the considerations associated with Fig. 2a. In situations where K×N<p, one 
possible ways to increase feature reduction accuracy is to use only N = p/(2K) training 
vectors per class. Much better alternative is the regularization of the “within-class 
covariance matrix”, Sw. Regularization of the CM is a popular mean to soften small 
sample problems in data mining procedures, including LDA [10, 30]. Curve 2 in Fig. 
2b confirms usefulness of regularization. 

To analyze value of regularization in high-dimensional tasks we performed expe-
riments with two data sets used in the biometrics (face recognition). To obtain  
sufficient amount of data for training and for validation of the feature extraction algo-
rithms, we calculated K mean vectors of the classes and covariance matrices in  
p-dimensional original space. To avoid zero eigenvalues we increased the smallest 
eigen-values of the covariance matrix. Finally we used these parameters to generate 
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10,000 700-D vectors per class. This synthetic data was used in experiments  
performed similarly as these reported above. 

In Fig. 3 we present results obtained with K=15, p=700-D Yale data 
(http://cvc.yale.edu/projects/yalefaces/yalefaces.html), 1000 repetitions of the expe-
riments. In Fig. 3a we display generalization errors versus sample size, N, for four 
different levels, λ, of regularization Swregularixed  = Sw × (1-λ) + diagonal(Sw) ×λ. Fig. 3b 
demonstrates: the peaking effect is observed for diverse separation of the pattern 
classes. To obtain the graphs we increased/decreased proportionally the distances 
between the mean vectors of the classes, however, we kept CM, Swregular fixed. 

 
                                  a                                                                         b 

  

Fig. 3. Averages of generalization error of LDA based 700-D Gaussian  data mapping into 14-
D space versus sample size, N ; a – an influence of regularization, λ, of matrix Sw: curve 1 – no 
regularization  (λ=0), 2 - λ=0.001 , 3 -  λ=0.01, 4  λ=0.1,  2);  b- no regularization, however, 
asymptotic classification errors we modeled were different: 1 - P∞= 0.1 (curve 1),  0.01 (c2),  
0.001 (c3),  0.0001 (c4). 

If n<p, we obtained minimum of generalization error rate when N ≈ ½ p/K. Con-
clusions concerning peaking in dimensionality reduction are valid for variety of bio-
medical image analysis tasks where original dimensionality of images is very high. 
Correctly selected regularization parameter, λ, allows avoiding the negative peaking 
effect. Means of finding of the most suitable value of parameter λ constitute topics for 
future research. 

5 Conclusions 

In many multi-class real world biomedicine and bioinformatics data analysis tasks we 
deal with high-dimensional data and comparative small number of training vectors. 
Traditional way to avoid small sample size problems is dimensionality reduction prior 
to employment of pattern classification algorithms. We considered an increase in 
classification error that was caused by employment of sample based K- class linear 
discriminant analysis for dimensionality reduction. For this purpose we derived ana-
lytical expression for expected classification error by applying techniques of the  
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multivariate statistical analysis and double asymptotic approach. Theoretical analysis 
shows that with an increase in sample size, the classification error in the mapped,  
(K-1)-dimensional data decreases at first, however, after N≈p/(2K) it starts increasing. 
If n<p, we have the maximum when the size of K class training sets, K×N, approaches 
dimensionality, p. Further increase in the number of training vectors diminishes  
classification error permanently.  

We demonstrated the peaking effect for real world biomedical and biometric data 
sets and confirmed that regularisation of within-class scatter, Sw, can reduce or even 
extinguish this effect. Analytical calculations show that the increase in classification 
error rate is notable for many multi-class data analysis tasks we deal with in typical 
real world biomedicine and bioinformatics problems. Therefore, the small sample 
effects that arise in dimensionality reduction should be taken into account. 
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Abstract. Biomarker discovery becomes the bottle-neck of personalized medi-
cine and has gained increasing interest from various research fields recently. 
Nevertheless, producing robust and accurate signatures is a crucial problem in 
biomarker discovery and relies heavily on the used feature selection algorithms. 
Feature selection is a preprocessing step which plays a crucial role in omics data 
analysis to improve learning. The accumulating evidence suggests that ensemble 
methods and swarm intelligence are two growing solutions for improving feature 
selection algorithms. In this paper, we propose a two stages approach to identify 
a predefined number of biomarkers from gene expression data. It is designed as a 
wrapper-based ensemble method; each part of the ensemble is performed 
through cooperative parallel meta-heuristics and a filter-based mechanism. Expe-
riments from twelve DNA microarray datasets have shown that our approach 
competes with and even outperforms recent state-of-the-art methods in terms of 
accuracy and robustness. Also, biological interpretation shows that our approach 
selects highly informative genes for cancer diagnosis. 

Keywords: Personalized medicine, Biomarker identification, Cancer classifica-
tion, Gene expression analysis, Data mining, Ensemble feature selection.  

1 Introduction 

In less than 3 decades, discoveries in genomics are irrevocably changing the face of 
biomedicine impacting diagnosis, disease activity monitoring and response to therapy 
prediction [1]. This revolution is the result of the development and the use of high 
throughput technologies for the treatment of genetic diseases, particularly Cancer 
which is the first cause of mortality worldwide. Expanded understanding of the ge-
nome has led to personalized medicine which can through genetic consultations 
achieve an individualized therapy for each patient. One of the most productive areas 
in personalized medicine is biomarker signature discovery [2]. It represents the key 
mechanism in current biomedical research and, more slowly, clinical medicine [3].  

DNA microarrays technologies have made the monitoring of the expression pattern 
of thousands of genes simultaneously easier, as a result a huge amount of gene expres-
sion data has been produced during last decade. Gene expression data are primarily 
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characterized by high dimensionality and relatively small sample sizes [4]. Harnessing 
the full potential of omics data to understand diseases and improve health requires the 
use of machine learning techniques. The direct application of these methods on high-
dimensional data is usually ineffective. In addition, the data sets contain a large number 
of irrelevant, redundant and noisy genes [5]. Therefore, a smaller set of genes contains 
useful biological interpretations that helps achieving a high accuracy for cancer diagno-
sis. Moreover, dealing with a large amount of features affects not only the performance 
of prediction, but also the computational time of classifiers [6]. 

The identification of the most informative genes as well as eliminating the redun-
dant and irrelevant ones is an NP-hard problem, where researchers try to identify the 
smallest subset of genes that can still achieve good prediction [7]. As a consequence, 
gene selection is often performed with machine learning and dimension reduction 
methods. Accordingly, biomarker discovery may be considered as a feature selection 
problem and cancer diagnosis as a supervised classification problem where each class 
is the phenotype of a specific cancer [8]. 

There has been a number of feature selection methodologies developed for bio-
marker discovery. Depending on how they combine search of selected subset with the 
building of a classification model, we can broadly group them into six categories [9, 7 
and 10]: filter methods [11], wrapper methods [12], embedded methods, ensemble 
methods [13], hybrid methods [14] and unsupervised methods [15]. 

Filter methods are simple and fast, and they are independent of any classification 
model. A common drawback of filter methods is that they ignore the interaction with 
the classifier and take no notice of feature dependencies [9]. In contrast, wrapper me-
thods tend to obtain better performance. They are very computationally intensive and 
have the risk of over-fitting due to high dimensionality of data. Advantages of wrap-
per approaches include the interaction between feature subset search and classifica-
tion model, and the ability to take into account feature dependencies [14]. Therefore, 
filter methods are usually the best choice to obtain simply a reduced set of features, 
when the number of features is very large, and wrapper methods are the best option to 
achieve better classification performance [16]. 

In this work, we focus on ensemble methods, which have been widely applied in 
bioinformatics to improve the robustness of feature selection techniques [17]. The 
main improvement offered by ensemble methods is their ability in dealing with the 
curse-of-dimensionality in gene expression data. In most reviewed studies, ensemble 
methods proposed to handle feature selection for biomarker discovery are generally 
filter-based ensembles. To the best of our knowledge, there is no work which has 
proposed a wrapper-based ensemble method in this field, except, Ghorai Santanu, et 
al. [18] proposed a genetic algorithm-based simultaneous feature selection scheme to 
train a number of nonparallel plane proximal classifier (NPPC) in multiple subspaces.  

The current study presents a novel wrapper-based ensemble feature selection me-
thod called ECPM-FS, to identify a predefined number of biomarkers from gene ex-
pression data. As ensemble systems use a two-step procedure to make decisions, the 
proposed approach is designed as an ensemble of cooperative parallel metaheuristics 
(ECPM-FS) performed in two levels. In order to do that, we first adapt the genera-
lized islands model (GIM) to feature selection problem. GIM is a recently developed 
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framework for cooperative parallel population-based metaheuristics in the field of 
optimization [19]. The generation of the different part of the ensemble is based on  
the cooperative parallel metaheuristics framework, which is a hybrid wrapper/filter 
feature selection algorithm proposed in our previous work [20]. At this stage, we re-
placed random initialization in traditional metaheuristics by a filter-based initializa-
tion mechanism. Furthermore, in order to repair individuals which have irregular 
number of selected genes, we propose an enhanced filter-based repair mechanism 
which can also improve the selection of the most informative genes. After a prede-
fined number of iterations and migrations, each GIM selects a subset of best features. 

The next step is the aggregation of all selected subsets. It is performed through one 
GIM using as input a reduced set of features (genes). The latter represents the union 
of all selected features within the different parts of the ensemble, in the previous step. 
Thereby, the ECPM-FS allows selecting more robust and accurate subset of features, 
especially when using wrapper method to aggregate different subsets of the ensemble. 

The rest of this paper is organized as follows. Section 2 describes the proposed 
ECPM-FS method for biomarker discovery. Experimental results are discussed in 
Section 3 and finally conclusions and future work are drawn in Section 4. 

2 Proposed Approach  ECPM-FS 

2.1 General Framework of the Proposed Approach  

In this section, we provide a detailed description of the proposed approach for bio-
marker discovery from gene expression data. The proposed ECPM-FS approach is 
designed as an ensemble method which performs feature selection in two steps.  
 
 

 

Fig. 1. Flowchart describing the general framework of ECPM-FS 

As shown in Fig. 1, we first construct the different parts of the ensemble {subset1, 
subset2 … subsetm} followed by a consensus step to select the final subset of best 
features. As the construction of the ensemble’s subsets is the most important step, we 
use a hybrid filter/wrapper mechanism to perform selection [20]. The latter allows 
taking into account the power of each gene separately through using filter within the 
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selection process. Also, it considers the relationship between genes (strength of 
group) by studying the different combinations of genes through the exploration of the 
solution space by wrapper method. Furthermore, the diversity within the ensemble’s 
parts is guaranteed, since they are based on stochastic and random methods. 

To ensure a better exploration of the solution space, the selection within each part 
of the ensemble is based on cooperative parallel optimization (CPO). The cooperation 
of several nature inspired metaheuristics represents an effective solution to avoid 
premature convergence while speeding up the search process [21]. Hence, we employ 
different population based metaheuristics such as Particle Swarm Optimization 
(PSO), Ant Colony Optimization (ACO) and Genetic algorithm (GA) which are dep-
loyed in parallel with solution migration mechanism [12]. 

Izzo et al proposed the Generalized Island Model (GIM) which is a new framework 
to implement CPO [19]. The latter employs different optimization algorithms on dif-
ferent islands with the introduction of a migration operator. According to Izzo et al, 
the GIM can speed up computation time significantly and further increase the accura-
cy of prediction with respect to homogeneous case in several optimization problems. 
Recently, Boucheham et al. was adapted the GIM framework into a hybrid wrap-
per/filter method to perform feature selection with a predefined number of selected 
features [20]. It constitutes each part of the proposed ensemble with a specific confi-
guration. 

Once the construction of all parts of the ensemble is attained, the first step is com-
pleted by the selection of the best subset of features over all islands from each GIM-
FS. These subsets are aggregated in the second step through a wrapper-based consen-
sus function, as shown in Fig. 1. 

2.2 Generation Step 

We describe in this section the parallel model of cooperative metaheuristics for fea-
ture selection which constitutes each part of the ECPM-FS method. It is based on the 
generalized island model along with an adjustment of its parameters to the context of 
feature selection [19]. To reach the goal of functional diversity we use inside one 
GIM-FS different configuration of population-based metaheuristics (see Fig. 2) [20]. 
The selection process is started by the initialization of populations being the initial 
solutions in each island. 

A. L. Gutiérrez et al have shown that the initialization strategies used inside the 
metaheuristics perform differently in different kinds of problems with high dimen-
sional search spaces [22]. Thus, the initial positions of the populations determine the 
convergence of metaheuristics. Accordingly, we propose a new initialization tech-
nique which is based on an ensemble of filters [13]. All selected subsets (S1, S2… SN) 
through filters (F1, F2… FN) within the ensemble represent the initial population of 
each island as shown in Fig. 2. Therefore, to construct the different sets of the ensem-
ble of filters based on sub-samples already generated. We choose one of the most 
popular and successful filters which is Information Gain (IG), since it is simple, fast 
and meaningful for an appropriate ensemble method [23]. In order to ensure the data 
diversity among different populations, we have used data partitioning with overlap 
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which allows creating many reduced datasets for all selectors within the ensemble of 
filters. Dataset perturbation involves generating sub-samples by removing instances 
from the original datasets randomly [13]. 

 

 
Fig. 2. Parallel model of each GIM-FS (CPM-FS) 

Moreover, the migration of solutions is done in different intervals with an asyn-
chronous communication between islands according to fully connected topology and 
an elitist policy. The appropriate choice of the migration mechanism prevents optimi-
zation algorithms for getting stuck into local optima. As a consequence, we can 
achieve good results and reduce the number of iterations and the size of populations at 
the same time. On the other hand, the objective function used to guide search is only 
the accuracy value given by the SVM classifier using 5-cross-validation procedure, 
since the number of selected features is predefined. Once a termination criterion is 
met in all islands, we select the subset with the best fitness over all GIM-FS. 

Repair Process. In order to apply the different metaheuristics (PSO, GA, ACO…) for 
feature selection with a predefined number of selected features n, certain adjustments 
should be performed when updating solutions of all metaheuristics. Noting that Solu-
tions are represented as a binary vector of length D (D is the total number of features). 
The value of the ith gene is set to 1 or 0 to indicate whether the ith feature is selected or 
not respectively. The application of the update operators of each metaheuristics on 
solutions leads to the overflowing of the number of selected features in individuals, it 
can be less or greater than the desired value [20]. 

GIMi 

Parallel feature selection 

process through the GIM 

architecture including: 

- Repair process.  
- Migration policy. 

Select the best individual 

over all Islands.  

Data sampling Data sampling Data sampling

F1 F2 FN F1 FNF2F1F2 FN

S1 S2 SN S1 S2 SN S1 S2 SN 

PSO GA ACO 

Best features PSO Best features GA Best features ACO

Best features GIMi

|||| 

Island1 Island2 Islandk. . .  

Parallel cooperation of metaheuristics 

. . .  . . .  . . .  

Population initialization 

by ensemble of filters 

(InfoGain) for each 

meta-heuristics.   



306 A. Boucheham, M. Batouche, and S. Meshoul 

 

To overcome this problem, we propose integrating a repair process that will be in-
troduced for each new solution that does not satisfy this requirement. The proposed 
repair process is based on information given by the filter Information Gain (IG). 
Therefore, two cases will appear. The first one is when the number of selected fea-
tures in each individual is greater than n. In this case, some selected features must be 
removed. For this purpose, we use the IG filter to rank all selected features and elimi-
nate the least ranked ones. The second case is when the number of selected features is 
less than n.  In this case, we add to the subset the best ranked features from the whole 
set excluding the already selected ones. Unlike to our previous work where we have 
add randomly selected features in this case [20]. 

2.3  Consensus Step 

In analogy with ensemble methods, the aggregation of the generated subsets in the 
previous step is a key part in our ECPM-FS method. The main objective consists of 
aggregating M subsets of features to obtain one final subset containing the most rep-
resentative features (genes). The use of consensus functions which are based on the 
study of each gene separately as counting the most frequent features is not efficient in 
our case. Alternatively, the best consensus function in the issue of biomarker discov-
ery must be based on the strength of the group of genes which work together to attain 
a common objective. 
 

 

Fig. 3. Consensus process  

In order to achieve this goal, we propose a wrapper-based consensus function to 
aggregate the different subsets of the ensemble which represents the novelty of our 
work. The aggregation is done by performing a GIM-FS starting from a reduced set of 
features. The latter represents the union of features inside all selected subsets in the 
previous step, as shown in Fig. 3. The same framework of the aforementioned GIM-
FS is used to establish the consensus among the ensembleÊs parts, and selects subset 
of best features. 

Finally, the selected biomarkers are employed to construct a classification model 
that helps taking appropriate decisions regarding treatments. This can provide patients 
with better treatment or response to therapy, especially when the disease has been 
identified at its early time. 
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3 Experiments and Discussions 

In this section, we present the empirical study conducted in order to assess the per-
formance of the proposed approach and compare it against other state of the art me-
thods from the literature. Our study focuses on supervised feature selection, since 
several DNA microarray datasets have class values which are useful for prediction.  

We have implemented our method using MATLAB®’s Parallel Computing Tool-
box (PCT). To test the effectiveness of the proposed ECPM-FS, twelve DNA micro-
array datasets are used [12]. Table 1 summarizes the details of these datasets. 

Table 1. Characteristics of the microarray datasets used in this study 

Dataset #Features #Classes #Samples 
9_tumors 5726 9 60 
11_Tumors 12,533 11 174 
Prostate_Tumor 10,509 2 102 
Colon 2,000 2 62 
Leukemia 7129 2 72 
Ovarian 15,154  2 253 
Leukemia1 5327 3 72 
Leukemia2 11,225  3 72 
DLBCL 5469 2 77 
SRBCT 2308 4 83 
Brain_Tumor1 5920 5 90 
Brain_Tumor2 10,367 4 50 

3.1 Experimental Setting 

The proposed EPCM-FS consists of an ensemble of four GIM-FS each of which is 
composed of three islands. Each island performs selection through a modified popula-
tion-based metaheuristic as mentioned in section 2. To this aim, we have used three 
well known metaheuristics namely PSO [24], GA [24] and ACO [25]. Experimental 
settings of the different GIM-FS parameters are given in Table 2. 

Table 2. Approach Calibration 

Selection policy Elitism strategy 
Recombination policy Replacing worst solutions 
Topology Bidirectional Fully connected 
Communication Asynchronous initiated by the source 
Maximum number of iterations 250 
Migration interval 50 
Fitness function SVM classifier with 5-fold cross validation 
Swarm/Population size 30 
c1 , c2 of PSO 2 
Probability of crossover 0.8 
Probability of mutation 0.05  



308 A. Boucheham, M. B

 

3.2 Results and Discuss

To assess the contribution 
of metaheuristics, we first c
curacy of the proposed appr

Fig. 4.a shows the avera
to the subset size over the C
that ECPM-FS can achiev
regardless to the subset siz
runs on 9_tumors dataset. 

(a)    

Fig. 4. Performance compariso
size on Colon dataset, (b) Box 

Since the other studies m
formation and configuratio
done. Thus, we conduct a c
studies in the literature. T
methods and six other appr
number of selected biomark

Table 3. Comparison result
biomarkers (#) 

 Our approaches

 CPM-FS 
[20] 

ECPM

9_tumors 0.804 (25) 0.8757
11_Tumors 0.85 (25) 0.874 

Prtate_Tumor 0.986 (25) 0.992 
Colon 0.961 (25) 0.975 

Leukemia 1(25) 1(25
Ovarian 1(25) 1(25

Leukemia1 1(25) 1(25
Leukemia2 1(25) 1(25

Brain_Tumor1 0.964   (25) 0.976 
Brain_Tumor2 0.974(25) 1(25

DLBCL 1(25) 1(25
SRBCT 1(25) 1(25

Batouche, and S. Meshoul 

sions  

of using ensemble of GIM-FS along with the cooperat
compare the predictive ability in term of classification 
roach with the single method: CPM-FS [20]. 

age accuracy measure values of the two methods accord
Colon dataset. From this figure, it can be clearly obser
e higher classification accuracy than the single CPM
e. Furthermore, Fig. 4.b shows boxplot results through

  
        (b)  

on: (a) comparison of ECPM-FS and CPM-FS through the su
plots of ECPM-FS and CPM-FS methods on 9-tumors datase

mentioned in Table 3 were not endowed with sufficient
ons of their methods, a complete comparison cannot
comparison based on the mentioned results in some rec

Table 3 summarizes the results obtained by the propo
roaches [12, 26, 21, and 13] in terms of accuracy and 
kers. 

ts based on classification accuracy and number of selec

s Other approaches from literature 

M-FS IBPSO  
[12] 

cuPSO 
 [12] 

CBBBOFS 
[26] 

CIBBOFS 
[26] 

PMSO 
[21] 

EF
[13

7 (25) 0.783(1280) 0.85(149) 76.5(25) 0.7156 (25) / /
(25) 0.931(2948) 0.936(535) 0.8879 (25) 0.8549 (25) / /
(25) 0.921(1294) 0.99(4) 0.993 (25) 0.9718 (25) / /
(25) / / / / 0.942(20) 0.87(
5) / / / / 0.981(20) 0.98(
5) / / / /  0.97(
5) 1(1034) 1(5) / / / /
5) 1(1292) 1(5) 1(25) 0.995 (25) / /
(25) 0.944 (754) 0.977 (12) / / / /
5) 0.94(1197) 0.88 (161) / / / /
5) 1(1042) 1(3) / / / /
5) 1(431) 1(5) / / / /

tion 
ac-

ding 
rved 
-FS 

h 40 

 

ubset 
t  

t in-
t be 
cent 
osed 

the 

cted 

FS 
3] 
/ 
/ 
/ 
(20) 
(71) 
151) 
/ 
/ 
/ 
/ 
/ 
/ 



 An Ensemble of Cooperative Parallel Metaheuristics for Gene Selection 309 

 

In order to draw statistically meaningful conclusions, 30 independent runs have been 
performed for each dataset. The obtained mean values are recorded in Table 3. It can 
be seen from Table 3 that the ECPM-FS achieved significant improvement over the 
single CPM-FS and outperforms other approaches in almost all datasets. 

Moreover, in order to analyze the robustness of signatures selected through ECPM-
FS, we assessed the similarity between outputs of different independent runs of our 
method. The overall stability (    is defined as the average over all pairwise simi-
larity comparisons between the different resulting subsets of feature as follows [13]: 

    2 ∑ ∑      ,   1  

Where    represents the outcome of the ECM-FS applied to subsamplei (1 ≤ i ≤ 

k=20), and S    ,  represents a similarity measure between    and . For feature 

subsets selection (as in our case), we use two well-known metrics: the Kuncheva in-
dex [27] and the Jaccard index [13], which are calculated as follows: 

- Jaccard index= 
|  ||  | 

- Kuncheva index= |  |   S   

where    and  are feature subsets of size S, obtained from a dataset of dimensio-

nality N. 
Accordingly, Fig. 5 represents the average robustness results of the ECPM-FS over 

eleven DNA microarray datasets, by means of two similarity measures. 
 

 

Fig. 5. Average similarities by means of Jaccard and Kuncheva indexes 

From the above results, it can be clearly seen that the ECPM-FS competes with and 
even outperforms recent state-of-the-art methods in term of accuracy. Even though 
wrapper methods are not robust due to their stochastic behavior, especially in DNA-
microarrays data which comprise redundant genes in high dimensional spaces. The 
Average similarities shown in Fig. 5 indicate that the proposed ECPM-FS is relatively 
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and the repair process incorporated in our method minimize the degree of uncertainty in 
the search space procedure and avoid redundant genes. On the other side, the ensemble 
part allows to establish a consensus among several selections leading to a more robust 
and accurate selection. Therefore, the ECPM-FS allows primarily settling a tradeoff 
between the robustness and high performance of prediction. 

Table 4. Top fifteen selected gene (gene index (Indx) and their frequency (Freq)) from the 
twelve datasets across 40 runs 

Prostate 
Tumor 

Indx 4823 8220 7652 6105 7451 7515 9949 10130 5815 9138 10125 7529 8765 120 181 
Freq 40 40 39 35 35 35 35 35 34 32 31 29 29 28 28 

11_Tumors Indx 542 581 7093 8037 9706 2768 4787 6139 7651 7735 7789 8168 11764 1808 2962 
Freq 40 40 40 40 40 38 38 38 38 38 38 38 38 36 36 

9_tumors Indx 80 1755 5032 5183 1361 1777 3372 4138 5147 15 1916 4604 3283 4996 1354 
Freq 40 40 40 40 39 39 38 38 38 37 37 37 36 36 35 

Brain Indx 3586 5361 1183 4688 2610 2642 1497 1595 1965 5453 2532 5391 2478 244 505 
Tumor1 Freq 40 40 39 39 39 39 37 34 34 34 33 32 31 30 30 
Brain Indx 276 423 687 915 1245 210 703 2313 5847 1696 10337 2846 4863 9568 9801 
Tumor2 Freq 40 40 40 40 40 39 39 39 39 38 38 37 37 37 37 
Colon Indx 1635 138 1060 1110 493 377 897 1263 1365 241 249 267 1549 1960 365 

Freq 40 39 39 39 38 37 37 37 37 36 36 36 35 35 34 
DLBCL Indx 1259 3257 3942 2164 226 409 1600 717 1670 773 856 3127 874 1122 5250 

Freq 40 40 40 39 34 33 31 30 28 27 27 27 26 26 26 
Leukemia Indx 4951 2354 4366 1834 4328 6855 1144 5501 1882 1902 2121 2642 6041 758 1685 

Freq 40 36 35 33 32 32 30 30 29 29 29 28 28 27 27 
Leukemia1 Indx 1999 5142 618 1770 4009 1271 2350 3549 1611 3076 728 1426 4307 4688 3518 

Freq 40 39 38 37 37 35 34 34 33 33 32 32 32 32 31 
Leukemia2 Indx 225 4992 7050 6746 7545 10355 832 4915 10174 1108 2079 5657 6118 4845 6720 

Freq 40 39 39 35 35 35 34 34 34 33 33 33 33 32 32 
SRBCT Indx 174 1389 1 1073 477 1613 368 1932 338 819 1315 107 108 1263 1700 

Freq 40 39 38 38 37 37 37 37 36 36 35 33 33 33 33 
Ovarian Indx 2313 1599 1679 1684 1688 2237 2240 181 1682 2238 2191 2193 1675 1689 1735 
 Freq 40 39 39 39 39 39 39 38 38 38 37 37 36 36 36 

Finally, we show the selected signatures using the ECPM-FS over 40 independent 
runs, as seen in Table 4. The genes belonging to the fifteen top selected genes were 
selected with high level frequency which confirms the ability of our method to select 
robust and significant genes. We also provide to biologists and clinician experts the 
biological interpretation of the selected signature from the SRBCT dataset, as shown 
in Table 5. 

Table 5. Top fifteen selected genes from SRBCT dataset  

Gene 
index 

Gene ID Hugo name  Gene description 

174 4771 NF2 neurofibromin 2 (bilateral acoustic neuroma) 
1389 2217 FCGRT Fc fragment of IgG, receptor, transporter, alpha  
1 1495 CTNNA1 catenin (cadherin-associated protein), alpha 1, 102kDa 
1073 5045 FURIN furin (paired basic amino acid cleaving enzyme) 
477 1942 EFNA1 ephrin-A1 
1613 8991 SELENBP1 selenium binding protein 1 
368 7088 TLE1 transducin-like enhancer of split 2, homolog of Drosophi-

la E(sp1) 
1932 3159 HMGA1 high mobility group AT-hook 1 
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Table 5. (Continued) 

338 2737 GLI3 GLI family zinc finger 3 

819 4330 MN1 meningioma (disrupted in balanced translocation) 1 
1315 6258 RXRG retinoid X receptor, gamma 
107 2619 GAS1 growth arrest-specific 1 
108 7295 TXN thioredoxin 
1263 3316 HSPB2 heat shock 27kD protein 2 
1700 2275 FHL3 ESTs, Moderately similar to skeletal muscle LIM-

protein FHL3 [H.sapiens] 

4 Conclusion and Future Work 

This paper tackles the problem of selecting meaningful biomarkers from high-
dimensional gene expression data in genomics. We propose a two-stage procedure 
based on an ensemble of cooperative parallel metaheuristics (ECPM-FS) for the dis-
covery of a pre-specified number of useful markers. The best genes subsets are aggre-
gated across the islands and are once again processed by a GIM-FS. Selected genes 
can then be used for further analysis, like cancer types classification. Experimental 
results from twelve DNA microarray datasets have shown that our approach performs 
better than other existing methods in the recent literature. Moreover, the proposed 
approach can be easily extended to any feature selection problem and it is suitable for 
large datasets. 

The ongoing work concerns the collaboration with cancer biologists who can mea-
ningfully interpret and test our results. As future work, we expect scaling up the pro-
posed approach to cope with big data in genomics. 
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Abstract. Data from high-throughput RNA sequencing require the de-
velopment of more sophisticate bioinformatics tools to perform optimal
gene expression analysis. Several R libraries are well considered for differ-
ential expression analyses but according to recent comparative studies,
there is still an overall disagreement about which one is the most appro-
priate for each experiment. The applicable R libraries mainly depend on
the presence or not of a reference genome and the number of replicates
per condition. Here it is presented DEgenes Hunter, a RNA-seq analysis
workflow for the detection of differentially expressed genes (DEGs) in
organisms without genomic reference. The first advantage of DEgenes
Hunter over other available solutions is that it is able to decide the most
suitable algorithms to be employed according to the number of biological
replicates provided in the sample. The different workflow branches allow
its automatic self-customisation depending on the input data, when used
by users without advanced statistical and programming skills. All appli-
cable libraries served to obtain their respective DEGs and, as another
advantage, genes marked as DEGs by all R packages employed are consid-
ered ‘common DEGs’, showing the lowest false discovery rate compared
to the ‘complete DEGs’ group. A third advantage of DEgenes Hunter is
that it comes with an integrated quality control module to discard or
disregard low quality data before and after preprocessing. The ‘common
DEGs’ are finally submitted to a functional gene set enrichment analysis
(GSEA) and clustering. All results are provided as a PDF report.

Keywords: RNA-seq, R, pipeline, workflow, differential expression,
bioinformatic tool, functional analysis.

1 Introduction

Nowadays, high-throughput technologies are well considered for genetic stud-
ies. For the analysis of gene expression profiles, data are obtained from RNA
sequencing (RNA-seq) experiments. RNA-seq provides precise measurements of
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transcript levels at a wide dynamic range. The high amount of information gen-
erated by RNA-seq has to be studied by statistical approaches but, although
there has been put much effort in this matter, there is still an overall disagree-
ment about which statistical algorithm is the most appropriated to get the most
reliable results [1].

The read counting variability is an issue, since it can lead to statistical mis-
interpretation of data [2]. Therefore, user should always be acquainted about
the quality of the data. Furthermore, the result reliability is seriously affected
by the experimental design: the number of replicates is crucial and has to be
especially considered to study gene expression, even though some algorithms
can work with few replicates. Hence, no algorithm is well suited for whatever
experimental design.

Normalization is an essential step to study gene expression levels, but it
is a fact that it can impact the downstream analysis. Several normalisation
methods have been compared up to date, showing that the Trimmed Mean of
M-values (TMM), among other normalisation approaches, shows a reasonable
false-positive rate without any loss of power [3]. Therefore, all R-packages in
DEgenes Hunter performs count data normalisation with TMM.

The gene expression bias is another aspect to consider since the proportion of
up- and down-regulated genes among the differentially expressed genes (DEGs)
can be highly variable. Notwithstanding, statistical inference packages often re-
quire the ratio of up- and down-regulated genes close to one for normalisation
purposes. TMM normalisation works with the premise that most of the genes
in a sample are not differentially expressed and, moreover, works with the as-
sumption that DEGs up- and down-regulation ratio should be similar [3]. Not
considering this premise could drive to misinterpretation of DEGs.

From the previous paragraphs, it can be deduced that data variability, nor-
malisation, biases and experimental design are issues to be taken into account
when performing accurate gene expression analyses. The workflow of DEgenes
Hunter was intended to automate and simplify the RNA-seq analyses for skilled
and non-skilled users. DEgenes Hunter detects the number of replicates provided
in an experiment and creates the design matrix without any need of instructions.
The software is also able to apply the most appropriate R libraries for the ex-
perimental design provided to study gene expression without user intervention.
Since all R libraries employed are based on quite different rationales, common
DEGs in all analyses seem to be highly reliable based on their low false discovery
rate (FDR). The high reliability of the common DEGs group was confirmed by
testing DEgenes Hunter with a real-world dataset from a non-model organism.
To check DEgenes Hunter performance, the pipeline has been run with synthetic
data, showing that it is able to overcome problems arising when disequilibrium
between up- or down regulation is present. At the end, a pdf report with all
results and additional information is provided.
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Fig. 1. DEgenes Hunter main workflow

2 Methods

2.1 Data Import

DEgenes Hunter requires as input data the matrix count. Raw counts of se-
quencing reads can be imported in a tab-delimited file in the form of a matrix
of integer values, but a BAM file would be used in a near future. For the GSEA
analysis, an annotation file as well as a file containing the mapping that asso-
ciates gene ontology (GO) terms for each gene are required as tab-delimited files.
Gene name or COG rows can also be present for more complete GSEA analyses.
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2.2 Experimental Data

Triplicate real data of Solea senegalensis were obtained from SRX655595 and
SRX655596 [4], where previous analyses indicated that 20% of genes were DEGs
(Bautista et al, in preparation). Synthetic data were designed with a 20% of genes
being DEGs with three unbalanced up- and down-regulation distributions (100/0
[all up-regulated], 50/50 [balanced] and 0/100 [all down-regulated]) to test the
workflow robustness when data are extremely unbalanced. Real and synthetic
data were used as source of one, two and three replicates per condition.

2.3 Normalisation and Data Filtering

Transcripts with less than two read mapped were discarded, as previously de-
scribed [2]. Count data normalisation has been performed with TMM [5]. Nor-
malised read counts are provided to the end user.

2.4 R Packages and DEG Analyses

R packages dedicated to DEG detection, based on different algorithms, are:
DESeq2 [6], edgeR, [7], limma [8] and NOISeq [9]. Packages included for graphic
representations of common genes are VennDiagram [10] and ggplot2 [11]. A data
check is performed using compcodeR [12]. GSEA functional analyses, clustering
and heatmaps were implemented using topGO [13] and cluster [14].

Any DEG should have an adjusted P < 0.05 and a FDR < 0.01; in the
case of NOISeq, DEGs should have q > 0.95 (q = 1 − P ). The minimum value
of the logarithm of fold change (logFC) was set to 0.6. These parameters are
customisable.

3 Results

3.1 Workflow Details

The workflow of DEgenes Hunter is shown on Fig. 1. After loading files, genes
having less than two reads mapped are discarded. Then, the number of replicates
determine the branch to be used: only DESeq2 when there is no replicate, edgeR
and DESeq2 when there are two replicates, and DESeq2, edgeR, limma and
NOISeq when three or more replicates are present. Since every package is based
on different statistic principles, genes detected as differentially expressed by all
R packages used in each case are considered as highly reliable, conforming the
‘common DEGs’ gene set, while all DEGs appeared in any analysis conforms
the ‘complete DEGs’ group. The workflow has been provided with functions
that allow the further analysis of ‘common DEGs’, for example with GSEA
functional analyses (Fig. 2A), heatmaps (Fig 2B) and clustering (Fig. 2C).
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Fig. 2. Example analyses that can be performed with DEgenes Hunter on the ‘common
DEGs’ group. A: A GSEA analysis performed with topGO, where rectangle colour
represents the relative significance, ranging from dark red (most significant) to bright
yellow (least significant). B: A typical heatmap that can also be used as a quality
control to verify that control samples (C1, C2 and C3) and treatment samples (T1, T2
and T3) are grouped together. C: Expression clustering performed using cluster where
the genes have similar expression levels among control samples, and a clearly higher
value in treatment samples.

3.2 Performance Testing

Utility of ‘common DEGs’ group was confirmed comparing their FDR values.
Figure 3 shows that the FDR for ‘common DEGs’ is considerably lower than
for ‘complete DEGs’ and ‘non-common DEGs’ using separately any R package.
Since there is no clear way to set the threshold for qNOISeq [15], it is very high
in all cases.
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Performance tests with synthetic data containing an unbalanced distribution
of DEGs (Fig. 4) showed that the number of DEGs in the balanced (50/50)
dataset was only slightly higher than in the unbalanced cases (ratios 100/0 and
0/100), indicating that the DEgenes Hunter workflow is robust in detecting
DEGs.
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Fig. 3. Plot of FDR values of DEGs detected by packages (DESeq2, edgeR, limma and
NOISeq) with real data in the most suitable conditions (three replicates) of ‘complete
DEGs’ (A), ‘common DEGs’ (B) and ‘non-common DEGs’ (C) groups

3.3 PDF Report

To facilitate the analysis interpretation by the user, DEgenes Hunter creates a
PDF report containing all details from the complete downstream analysis. This
PDF contains DEG heatmaps for quality control and results regarding the ‘com-
mon DEGs’, genes marked as DEGs by only one of the R packages employed
(’non-common DEGs’) and the ‘complete DEGs’ groups. Result tables of all R-
packages performed are included listing supplementary information about the
DEGs. DEgenes Hunter also provides graphic plots for illustration of the ob-
tained results. Normalisation tables are included for user’s information. GSEA
nodes plotted and expression clustering graphics (such as those in Fig 2) are
provided in this PDF as well.
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100/0 50/50 0/100

Fig. 4. Venn diagrams showing the numbers of DEGs found in synthetic data when
different DEG ratios are used. 100/0 corresponds to all over-expressed/none repressed,
50/50 is the balanced ratio, and 100/0 corresponds to none over-expressed/all re-
pressed.
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Fig. 5. Plots of FDR values of ‘common DEGs’ detected by packages (DESeq2, edgeR,
limma and NOISeq) with synthetic data in different expression ratios. 100/0 corre-
sponds to all over-expressed/none repressed, 50/50 is the balanced ratio, and 100/0
corresponds to none over-expressed/all repressed.
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4 Discussion

Issues arising during RNA-seq analyses, such as the intrinsic variability of data,
has to be overcome in order to perform optimal gene expression studies. Previ-
ous comparison studies showed that some R packages show a better performance
when run with a specific experimental design, that is, with a minimum of repli-
cates available [15,16]. Pipelines and workflows created to date follow a specific
invariable scheme and can therefore not be appropriated for all experimental de-
signs. DEgenes Hunter’s workflow is more dynamic and decides the most suitable
algorithms to be employed according to the automated detection of the number
of biological replicates provided in the sample (Fig. 1).

For detecting the replicate numbers, no design matrix has to be supplied. The
pipeline is able to create itself an appropriated design matrix. DEgenes Hunter is
capable to work in a complete automatic manner without any need of advanced
skills by the user. The software makes the most complicate decisions to get the
most reliable DEGs in an experiment. Default values of global parameters are set
considering manuals and previous comparison studies [1,16,15,2]. Nevertheless,
since default values can be changed by the user, any analysis is customised firstly
by the automatic selection of R algorithms according to the number of replicates
provided, and secondly by the manual adjustment of global parameters.

R libraries used to calculate data dispersion in the different branches
(Fig. 1) are based on quite different algorithms [2]. This is why ‘common DEGs’
are highly reliable, as was demonstrated by their FDR compared to the ‘complete
DEGs’ group (Fig. 3 andFig. 5).Whenanalysing real data fromS. senegalensis, the
FDRvalues from the ‘commonDEGs’ foundwere far under the 0.01 threshold (Fig.
3B). The same occurs with synthetic data, in spite of the most extreme over- and
down-regulation ratios (Fig. 5). In comparison, genesmarked as DEGs only by one
of the R algorithms employed show much higher FDR values
(Figs. 3 and 5). Therefore, instead of using just one of the most appropriate algo-
rithm for each particular dataset [1], we demonstrate that the combination of the
most suitable algorithms provides a smaller but more reliable collection of DEGs.

It is well known that the up- and down-regulated gene ratio can affect result
reliability after data normalisation. TMM may show a poor performance when
used with specific data types due to its assumption that most genes are not
differentially expressed. Another premise of this normalisation strategy is that
in the case that genes are differentially expressed, they are equally up- and
down-regulated [3]. The more these statements departs from reality, the poorer
results are obtained. Nevertheless, the present study shows that in the cases of
the most extreme disequilibrium, the number of ‘common DEGs’ found (100/0
and 0/100 in Fig. 4) was only slightly lower than in the ideal case when the ratio
was balanced (50/50 in Fig. 4). Moreover, these ‘common DEGs’ showed, such
as in the case of our real data analysis, very low FDR values (Fig. 5). DEgenes
Hunter is therefore able to detect a high amount of DEGs with a very low FDR
value even under the worst starting conditions.

Finally, the PDF report generated by DEgenes Hunter gather expression re-
sults, tables, and graphics created by the different R packages (such as those of
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Fig. 2), and offers an overview about the data quality: if input data were of poor
quality it will be noticed, which may help to avoid mistakes of committing Type
I errors. As a whole, the PDF serves to explain results to an unskilled scientist.
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Abstract. The use of RNA-Seq has transformed the way sequencing
reads are analyzed, allowing for qualitative and quantitative studies of tran-
scriptomes. These studies always include an important collection (usually
> 40%) of unknown transcripts. In this study, we improve the capability
of Full-LengtherNext, an algorithm developed in our laboratory to anno-
tate, analyze and correct de novo transcriptomes, to detect of potentially
coding sequences. Here we analyze five software implementations of cod-
ing sequence predictors and show that the use of high-quality sequences
at the training stage, proper threshold selection during score interroga-
tion and the algorithm adaptation to its input type have a profound effect
on the accuracy of the prediction. TransDecoder, the best performing al-
gorithm in our tests, was thus added to the Full-LenghterNext pipeline,
significantly improving its coding prediction reliability. Moreover, these
analyses served to make inferences about the quality of the sample and to
extract the subset of species specific (perhaps novel) genes discovered in
the transcriptome assembly. Indirectly, we also demonstrated that Full-
LentherNext sequence classification is appropriate and worth taking into
consideration.

1 Introduction

The advent of NGS entailed a paradigm change in the way sequencing tech-
nologies are applied to transcriptomics. Through RNA-Seq, we have higher exon
mapping resolution and the ability to assemble a full transcriptome, even when
lacking a reference genome to match against [19]. These advantages come at
the cost of having to process very large amounts of sequencing data, requiring
special considerations when performing a de novo assembly, and having to rely
on custom heuristic algorithms and sophisticated stochastic models to analyze
and asses the quality of the sample.

In sequencing projects, from data pre-processing to assembly, error factors
accumulate at every step, translating into a net loss of sample resolution and
annotating power of the analysis tools. Genomic, viral, vector and other ectopic
nucleic acid material can dramatically enlarge the size of the final transcrip-
tome assembly and produce a significant amount of contaminant transcripts

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part II, LNCS 9044, pp. 322–332, 2015.
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during annotation [6]. Sequencing errors can seriously impede research oriented
towards the discovery of single nucleotide polymorphisms (SNPs) [11] and low
frequency variants [21]. There have been reports of obtaining wildly different
results depending on the assembler used and the contiguity of the sample [15].
These problems are aggravated when assembling a de novo transcriptome from
RNA-Seq data, necessitating specialized software for this particular purpose.

Even with the large amount of software available and the dedicated platforms
in which they integrate constantly evolving and adapting to the new challenges,
functional annotation of transcriptome sequence data remains a difficult task. Se-
quence annotation is usually performed on the basis of sequence homology anal-
yses, adding a certain degree of error propagation to functional and structural
studies [12,16]. While the availability of genome and transcriptome sequencing
data for non-model organisms has increased at a very fast pace since the advent
of NGS [5], they are still considerably under-annotated with regards to popular
ones, leaving a significant amount of potentially protein coding sequences in the
unknown limbo.

The pool of unknown transcripts remaining after functional annotation may
be the result of sample contamination, errors during data processing, or novel or
species specific genes. To solve this problem, various computational approaches
have been implemented to find patterns unique to coding or non-coding regions
[8,22,10,17,20,18]. Full-LengtherNext (FLN) is an in-development workflow solu-
tion designed for structural integrity annotation, chimera detection and quality
control of assembled RNA-Seq data. It separates novel or specialized transcripts
from potentially ‘junk’ sequences using a slightly modified version of the Test-
Code statistic [8]. However, with sequencing technologies constantly evolving,
this particular module required a review in the light of recent advancements
published in the field.

2 Materials and Methods

2.1 Prediction Algorithms

In addition to the already implemented version of TestCode [8], four bioinfor-
matics tools were selected for performance evaluation and sample analysis: two
prokaryotic gene finders (GeneMarkHMM [2] and Glimmer [4]), and two mRNA
coding region predictors (TransDecoder and ESTScan [13]). Software tools were
launched accordingly to the developer instructions. ESTScan, Glimmer and Gen-
eMark coding thresholds were dynamically adjusted to minimize false negative
detection (below 0.5%). TransDecoder and the TestCode statistic cut-off scores
were kept at their default values, per developer specification. Algorithm training,
when required, was done with subsets of sequence samples not included in the
experimental or testing groups.

2.2 Gold Standard Dataset

A Gold Standard (GS) was constructed with selected sequences of Arabidopsis
thaliana (thale cress, 8, 265 seqs), Drosophila melanogaster (fruit fly, 8, 380 seqs),

http://transdecoder.sourceforge.net


324 D. Velasco, P. Seoane, and M. Gonzalo Claros

Gallus gallus (chicken, 2, 174 seqs) and Sus scrofa (pig, 2, 575 seqs) from their
NCBI-maintained UniGene transcriptome database. Uniprot sequences of each
organism, verified to be complete, gap-less and having an N-terminal methionine,
were clustered using the CD-HIT software [9] with a 40% identity threshold to
eliminate redundancy, then used to generate a local BLAST database. Translated
UniGene transcripts were matched against this database using BLASTx. From
the resulting hits, those which had a 100% protein identify and at least 10
nucleotides up and downstream of each UTR were selected. For each organism,
using only one UniGene per reference protein, the following experimental groups
of sequences were designed:

– Training, containing 60% of the sequences selected for the particular organ-
ism. It served to train the predictive models, when required.

– Full-Length, consisting of the remainder 40% sequences. It served as a high-
quality coding control.

– Trimmed-Length, a modification of the Full-Length group by removing the
UTR regions plus 100 nucleotides on each end of every sequence. It served
as a low-quality coding control to assess the response of algorithms on struc-
turally incomplete coding sequences.

– UTR, consisting on Full-Length sequences devoid of the coding region. It
served as a native, non-coding control.

– Random, including sequences between 250-5000 nucleotides long of equiprob-
able codon distributions. It served as a random, non-coding control.

2.3 Full-LengtherNext Transcriptome Analysis and Annotation

De novo assembled transcriptomes for Olea europaea (ReprOlive v1.0), Pinus
pinaster [3] (SustainPineDB v3.0) and Solea senegalensis [1] (SoleaDB v4.0)
available in our laboratory were analyzed with a development version of FLN
platform (Seoane et al, in preparation). The assembled transcriptome was se-
quentially probed against user-provided, Swiss-Prot and TrEMBL databases
for matching sequences. During annotation, any potential frame-shift errors,
misalignments and chimeric constructs were evaluated and processed accord-
ingly. Matching sequences were assigned an integrity status (e.g. Complete, N-
Terminal, Internal, C-Terminal) and a quality (Sure, Putative) for such predic-
tion. Any sequence without a match was classified as unknown and passed to a
custom TestCode algorithm for coding prediction.

2.4 Preparation of de novo Transcriptome Samples

For each transcriptome, four experimental groups were constructed from their
FLN annotation output:

– Complete Sure: Sequences classified as complete sure by FLN. These se-
quences have identified translation start and stop codons, usually retain
extensive UTR regions and their CDS either exactly matches the reference

http://www.scbi.uma.es/olivodb/assemblies/
http://www.scbi.uma.es/sustainpinedb/assemblies/
http://www.scbi.uma.es/soleadb/assemblies/
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in the database, or if they have a divergent region it is contained within the
bounds of the reference. Only the longest sequence per matching accession
number was considered (4, 037 for olive, 8, 158 for pine, 10, 909 for sole). This
group served as high-quality training set and positive control.

– Complete Putative: Sequences classified as complete putative by FLN. These
sequences lack translation start or stop codons, have incomplete or missing
UTR regions and may contain extensive divergent regions. Only the longest
sequence per matching accession number was considered (1, 578 for olive,
1, 679 for pine, 2, 617 for sole). This group served as low-quality training set
and positive control.

– Unknown: Sequences without a match in any database (19, 848 for olive,
110, 501 for pine, 490, 555 for sole). This group served as an experimental
set of unknown sequences to query for the presence of potentially novel or
highly divergent transcripts.

– Random, including sequences between 250-5000 nucleotides long of equiprob-
able codon distributions. It served as a random, non-coding control.

3 Results and Discussion

3.1 Software Comparison Using Known Coding Sequences

To asses the response of the prediction algorithms under ideal conditions (i.e.
with a known output), we measured their performance using the Gold Standard
dataset (see Section 2.2) as input. Their performance comparison, displayed in
Figure 1, shows that ESTScan and TransDecoder were able predict coding se-
quences more accurately than any of the other tools across all organism samples.
Our results indicate that training with high-quality coding sequences is enough
to detect > 90% of the complete transcripts (Full-Length group) and > 70%
of the incomplete (Trimmed-Length group), without any significant detection of
false positives.

Interestingly, the Trimmed-Length panel in Figure 1 suggests that coding de-
tection by the untrained TestCode algorithm, might have been less adversely
affected than the other four trained algorithms by the structural changes per-
formed on the Trimmed-Length group. This could be indicative of a dependency
of these algorithms for patterns, such RBS motifs and translation start and stop
sites, that are usually present only in complete, high-quality sequences. These
specific structures, combined with the fortuitous presence of translation start
and stop sites, could also explain the elevated rate of false positives shown in
the UTR group in Figure 1.

A common technique to diagnose the performance and behavior of signal de-
tection algorithms is to evaluate them in terms of sensitivity, specificity, precision
and accuracy [7]. In our tests, the full-length sequences were used as true positive
controls while the random sequences were used as the true negative controls. As
shown in Table 1, ESTScan and TransDecoder denote a superior response, both
showing a high rate of relevant information retrieval (sensitivity and specificity),
exclusion rates (accuracy) and consistency of the results (precision). GeneMark
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Fig. 1. Results of coding sequence prediction by the five predictor algorithms using
the Gold Standard Dataset as a source of different types of known transcripts

very successfully excluded the true negative sequences from the sample (speci-
ficity), but fell short on the positive detection (sensitivity), which reflected poorly
on its accuracy results. The TestCode results, albeit with a notably higher false
positive detection ratio, showed a very similar performance to the GeneMark
algorithm. In the case of Glimmer, due to its low coding detection rates, other
than its sensitivity, the parametric values were not very informative (it is not
surprising that overall low detection leads to low or no false negative detection).

3.2 Software Comparison Using de novo Transcriptomes

To analyze the performance of the prediction software in a more realistic sce-
nario, we analyzed the de novo assembled transcriptomes of olive, pine and sole.
These transcriptome samples differ from each other in the number of transcripts
and the presence of contaminant sequences. Quantitatively, the sole transcrip-
tome is significantly larger (622, 699 transcripts) than the ones of pine and olive
(208, 105 and 73, 226, respectively). In addition, the sole transcriptome has a
comparatively large amount of unknown sequences (490, 555) with respect to
the other two (19, 848 and 110, 501 in olive and pine, respectively). Qualita-
tively, the group of unknown sequences in sole has been demonstrated to contain
substantial genomic contamination (> 95%; [1]).

Our results corroborate that both ESTScan and TransDecoder can make ac-
curate predictions in de novo transcriptome samples, provided that adequately
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Table 1. Algorithm performance comparison for the five coding sequence predictors
based on positive and negative detection rates. Input: Total number of input se-
quences. TP: True Positives. FN: False Negatives. TN: True Negatives. FP: False
Positives. Sensitivity: measures the proportion of actual positives correctly identified,
as TP/(TP +FN). Specificity: measures the proportion of actual negatives correctly
identified, as TN/(TN+FP ). Precision: evaluates the degree to which repeated mea-
surements under unchanged conditions show the same results (i.e. reproducibility of
the measurement), as TP/(TP +FP ).Accuracy: indicates proximity of measurement
to the true value, as (TP +TN)/(TP +FN +TN +FP ). Relative Error Quotient
(REQ): assesses the prediction methods as (FN × W + FP )/TP1(1 +W ), where a
low value represents a low proportion of errors and higher value represents a higher
proportion [14].

Organism Algorithm Input TP FN TN FP Sensitivity Specificity Precision Accuracy REQ

Thale Cress ESTScan 5812 2648 258 2904 2 0.91122 0.99931 0.99925 0.95526 0.04909
Glimmer 5812 27 2879 2906 0 0.00929 1.00000 1.00000 0.50465 53.31481
GeneMark 5812 1900 1006 2898 8 0.65382 0.99725 0.99581 0.82553 0.26684
TestCode 5812 1145 1761 2737 169 0.39401 0.94184 0.87139 0.66793 0.84279
TransDecoder 5812 2640 266 2899 7 0.90847 0.99759 0.99736 0.95303 0.05170

Fruit Fly ESTScan 6704 2927 425 3331 21 0.87321 0.99374 0.99288 0.93347 0.07619
Glimmer 6704 68 3284 3352 0 0.02029 1.00000 1.00000 0.51014 24.14706
GeneMark 6704 1891 1461 3349 3 0.56414 0.99911 0.99842 0.78162 0.38710
TestCode 6704 2262 1090 3153 199 0.67482 0.94063 0.91914 0.80773 0.28492
TransDecoder 6704 2734 618 3348 4 0.81563 0.99881 0.99854 0.90722 0.11375

Chicken ESTScan 1740 828 42 869 1 0.95172 0.99885 0.99879 0.97529 0.02597
Glimmer 1740 71 799 870 0 0.08161 1.00000 1.00000 0.54080 5.62676
GeneMark 1740 611 259 867 3 0.70230 0.99655 0.99511 0.84943 0.21440
TestCode 1740 490 380 822 48 0.56322 0.94483 0.91078 0.75402 0.43673
TransDecoder 1740 839 31 870 0 0.96437 1.00000 1.00000 0.98218 0.01847

Pig ESTScan 2060 975 55 1029 1 0.94660 0.99903 0.99898 0.97282 0.02872
Glimmer 2060 123 907 1030 0 0.11942 1.00000 1.00000 0.55971 3.68699
GeneMark 2060 545 485 1028 2 0.52913 0.99806 0.99634 0.76359 0.44679
TestCode 2060 665 365 976 54 0.64563 0.94757 0.92490 0.79660 0.31504
TransDecoder 2060 996 34 1030 0 0.96699 1.00000 1.00000 0.98350 0.01707

Summary ESTScan 16316 7378 780 8133 25 0.90439 0.99694 0.99662 0.95066 0.05455
Glimmer 16316 289 7869 8158 0 0.03543 1.00000 1.00000 0.51771 13.61419
GeneMark 16316 4947 3211 8142 16 0.60640 0.99804 0.99678 0.80222 0.32616
TestCode 16316 4562 3596 7688 470 0.55921 0.94239 0.90660 0.75080 0.44564
TransDecoder 16316 7209 949 8147 11 0.88367 0.99865 0.99848 0.94116 0.06658

sized and optimal training sets are available to generate their predictive mod-
els (Figure 2, Left). However, ESTScan performance under suboptimal training
conditions (Figure 2, Right) indicates its algorithms may be highly dependent
on training set quality. Interestingly, ESTScan was able to regain its previous
detection sensitivity in the larger sole sample, suggesting that the combination
of training sample size and sequence quality is determinant of its accuracy in de-
tection. In contrast, TransDecoder showed a higher resilience to training quality
fluctuations and was able to make accurate predictions in all organism samples
under both optimal and suboptimal training. These results imply that TransDe-
coder is the preferable choice of the two.
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GeneMark average detection of complete sure sequences, under complete sure
training conditions (Figure 2, Left), was significantly superior to its Full-Length
results for the GS sequence tests, and almost comparable to the rates displayed
by ESTScan and Transdecoder. However, complete putative coding detection
was low and in the same range as the untrained TestCode algorithm. Under
complete putative training conditions (Figure 2, Right), complete sure coding
detection was greatly compromised, whereas low-quality sequence detection in-
creased considerably. Together, these results might indicate an overly aggressive
specialization of its learning algorithms towards the particular sequence type it
was trained with, something undesirable when analyzing unknown sequences in
de novo assembled transcriptomes, where sample heterogeneity is dominant.

Glimmer results for both high and low quality sequences, under optimal
and suboptimal training conditions, barely reported any coding detection. This
clearly shows the unsuitability of the software for transcript coding prediction.
Nevertheless, it was interesting to see its consistently elevated detection for se-
quences in the unknown control (Unknown panels in Figure 2). While it is not
possible to state with certainty, this increased response might suggest the pres-
ence of particular sequences types which Glimmer is more optimized to detect,
such as sequences of genomic origin.

Finally, the TestCode results showed a remarkable consistency of this algo-
rithm across all organism and control samples (Figure 2). This behaviour would
support the existence of a period-3 pattern characteristic of coding sequences.
Unfortunately, this detection method does not seem sufficient to correctly clas-
sify most sequences in a given sample and it incurs in severe false positive de-
tection. While the trend is certainly there, the lack of a trained model impairs
the algorithm detection capabilities in comparison to optimized, trained models,
consigning this particular implementation of the TestCode to a more generalist
role. However, it is our belief that the FLN implementation could be improved
by dynamically recalculating the TestCode probability matrices accordingly to
the input it receives. That is, by giving it a training step.

3.3 Validation of FLN Sure and Putative Quality Assessment

The fact that tool performance, particularly ESTscan, is sensitive to training
with Complete Sure and Complete Putative sequences (Figure 2) indirectly sug-
gests that a qualitative difference does indeed exist between the qualifiers ‘sure’
and ‘putative’ provided by FLN. GeneMark results in this regard were perhaps
less clear about which group yielded a better performance, but its prediction out-
comes under different training conditions support the existence of a qualitative
difference among the two groups.

TransDecoder has an additional module that relays information about the
integrity of the predicted sequence. In particular, it can determine which se-
quences can be considered structurally complete (i.e. when the predicted gene
has in-frame start and stop codons). When comparing the amount sequences
detected by TransDecoder as ‘complete’ with its total detection ratio in the
FLN Complete groups (Figure 3), we observed that a majority of Complete Sure
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sequences were corroborated as being complete by TransDecoder, while in the
Complete Putative group there was a significant reduction in all samples. Results
that further support the quality assessment of the FLN algorithm.

3.4 Detection of Species-Specific Transcripts

The unknown or unannotated set of transcripts after a de novo assembly may be
the consequence of genomic contamination, sequencing and assembly artifacts,
or new and species-specific sequences. Because the reliability of TransDecoder in
detecting coding sequences has been proved (Figure 1 and Figure 2), it follows
that the number unknown of sequences predicted as coding by TransDecoder

Fig. 3. Distribution of TransDecoder ‘coding’ and ‘complete’ qualifiers, when trained
with Complete Sure transcripts, with respect to Sure and Putative qualifiers of FLN.
‘Coding sequences’ refers to the whole set of coding sequences predicted by TransDe-
coder. ‘Complete ORF’ refers to the subset of coding sequences that may contain a
complete ORF.
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(8, 928 in olive, 26, 675 in pine and 19, 898 in sole) could indeed be truly novel
genes, or species-specific transcripts. This seemed corroborated in the case of
the transcriptome of sole, where most of the unknown transcripts (> 95%), later
confirmed as of genomic origin [1], were ignored.

Furthermore, filtering TransDecoder results to retain only ‘complete’ sequences
can help to further sieve the sample for the most likely coding transcripts. Com-
plete transcript ratios in the Unknown group (Unknown in Figure 3) fall dra-
matically when compared to the total detection (olea = 1, 836, pine = 3, 715 and
sole = 6, 700), suggesting that only a small fraction of these sequences are truly
complete genes. Indeed, TransDecoder-detected complete sequences are tempting
candidates for further analyses, and their relatively reduced numbers facilitate
this task. Further steps to study these transcripts might include sequence clus-
tering to eliminate redundancy, less stringent homology tests to capture loosely
related sequences, and structural or functional characterization.
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zekri, H., Cañas, R.A., Guevara, M.A., Rodrigues, A., Seoane, P., Teyssier, C.,
Morel, A., Ehrenmann, F., Le Provost, G., Lalanne, C., Noirot, C., Klopp, C.,
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Abstract. The rapid advances in genome sequencing leads to the generation of 
huge amount of data in a single sequencing experiment. Several genome assem-
blers with different objectives were developed to process these genomic data. 
Obviously, the output assemblies produced by these assemblers have different 
qualities due to their diverse nature. Recent research efforts concluded that com-
bining the assemblies from different assemblers would enhance the quality of the 
output assembly. Based on this, our study combines the five best assemblies of 
three fungal genomes and evaluates the quality of the output assembly as com-
pared to that produced by individual assemblers. The results conclude that the 
output assembly quality is influenced by the increase of the number of gaps in 
the input assemblies more than the increase in N50 size. Based on this conclu-
sion, we propose a set of guidelines to get better output assemblies. 

1 Introduction 

Recent advances in Next-Generation Sequencing (NGS) have empowered high-
throughput extraction of massive amount of genetic information with lower cost. 
These headways in genome sequencing technologies, for example, Illumina and 
Roche 454, lead to the generation of unprecedented amounts of biological data against 
its traditional counterpart of Sanger sequencing [1]. Furthermore, NGS technologies 
produce massive amounts of short DNA sequences called reads. Recently, numerous 
genome assembly tools [2, 3, 4, 5, 6, 7, 8, 9, 10] have been developed to handle NGS 
data. The genome assembly tools (i.e., assemblers) are dissent in their benefits and 
downsides in terms of quality of the output assemblies.  

In recent efforts, many evaluation and comparative studies [11, 12, 13, 14, 15, 16] 
have been conducted to compare different assemblers. These efforts [12, 14, 16] con-
cluded that the quality of assemblies can be further enhanced by combining  the as-
semblies from different assemblers or the same assembler with different k-mer values. 
With this objective, several tools that combine assemblies have been developed and 
presented in the literature. Examples include  GAM [17], minimus2 [18], MAIA 
[19], Reconciliator [20], Zoro [21], GAM-NGS [22],  Metassembler [23], Mix [24], 
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GAA [25], GARM [26]  and e-RGA [27]. The combining tools MAIA [19] and e-
RGA [27] improved the assembly quality by using a closely related reference se-
quence. Reconciliator [20] and Zoro [21] targeted the reduction of errors in assem-
blies to improve their quality, The main objective of Mix [24] is to reduce contig 
fragmentation and maximize the cumulative contig length. The pipelines of GARM 
[26] and minimus2 [18]  use NUCmer [28] to compute overlaps between contigs. 
GAM [17] and GAM-NGS [22] combine the assemblies from Sanger and NGS as-
semblers, respectively, and avoid the global alignment step. The GAA [25] is based 
on constructing an accordance graph for extracting the mapping information between 
the two input assemblies (one as a target and the other as a query). Metassembler [23] 
uses the mate-pair information and whole-genome alignments to combine the input 
assemblies to produce a better-quality output assembly. The output assembly merges 
the best locally superior assemblies on the genome.   

The efficiency of each combining assembly tool is quantified by applying it on a 
set of assemblers against some datasets. The GAGE-B [14] evaluates the performance 
of two different combining tools minimus2 [18] and GAA [25]  by applying them on 
a group of assemblies from different assemblers against a set of bacterial genomes. 
Similarly in [12], the combining tools GAM [17] and Metassembler [23] are eva-
luated by experimenting them on a group of assemblies from different assemblers 
against three eukaryotic genomes. In [14], the authors demonstrated that combining 
assemblies from the combining tools other than GAA do not produce improvements 
over input assemblies. The study presented in [12], demonstrate that the GAM tool 
produces poorly scoring resulting assembly for most metrics, whereas the Metassemb-
ler tool produces an assembly with marginal improvement in quality over the two 
source assemblies. 

In [16], an evaluation study for five fungal draft genomes against seven NGS as-
semblers is presented. In this study, the assemblers are ranked based on their quality 
metrics of three groups. Furthermore, the work hints that the quality of assemblies 
may be enhanced further by the utilization of combining assembly tools. 

In this work, we examine whether combining the assemblies leads to better assem-
bly quality than that of individual assemblies. For that, we combine the five best as-
semblies at contigs level (as established in [16]) for three datasets using a Metassemb-
ler tool [23] and evaluate the performance of the combined assembly against individ-
ual assemblies based on some quality metrics. 

2 Method  

2.1 Data 

For evaluating the Metassembler tool, we chose three fungal pathogens (Table 1) [29, 
30, 31]. The three selected datasets have different sizes; two of them fall in the range 
of 90% of fungal genome sizes which is less than 60 Mb [32].  

2.2 Assemblies 

In [16], we have evaluated the performance of fungal genome assemblies from the 
following assemblers ABySS, IDBA-UD, Minia, SOAP, SPAdes, Sparse, and Velvet  
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Table 1. List of fungal genomes studied in the experiments 

Species Estimated Size 
(Mbp) 

Estimated GC  
content % 

Botryotinia fuckeliana (BcDW1) [29] 42.13 42 
Eutypa lata (UCREL1) [30] 54.01 46.6 

Puccinia striiformis f. sp. tritici 
(PST21) [31] 

73.05 44.4 

 
besides the draft genomes of these species that are submitted on the WGS project 
page in NCBI (http://www.ncbi.nlm.nih.gov/bioproject/webcite). Further, we have 
ranked the assemblies of these datasets based on different metrics. In this work, we 
have applied the Metassembler tool [23], using the default parameters, on the best five 
assemblies from each dataset in Table 1 at the contigs level. The assemblies are avail-
able at http://confluence.qu.edu.qa/display/download/bioinf. 

2.3 Metrics 

The quality metrics for evaluating draft genomes can be divided into three groups: 
goodness, problems and conservation [16]. In this work, we select three metrics: 

• Total length: the total number of bases in contigs 
• N50: The length of the smallest contig x, which makes the ratio of cumulative 

length of contigs from this length x to the longest contig in the assembly covers at 
least 50% of the bases of the assembly. An assembler with high N50 size value is 
obviously considered to be a high-quality assembler.  The N50 size is a metric 
representing the goodness metrics group[16].  

• No of N's: The total number of uncalled bases or gaps (N’s) in the assembly bases. 
Mis-assemblies and gaps usually result from repeats as well as secondary struc-
tures, either in unrepresented GC-rich regions or in un-sequenced regions due to a 
low depth sequence coverage [33]. The higher the number of N’s the lower the 
quality of the assembly. The No of N's is a metric representing the problems me-
trics group[16]. 

These metrics for the best five assemblies of each dataset are presented in Table 2. 
The assemblies in Table 2 are arranged in their descending order of the N50 metric. 
QUAST assessment tool [34] is used to measure these three metrics after removing 
any chaff contig, a single contig with a length less than 200 bp [13] from the output 
assembly. The high percentage of chaff contigs length leads to problems in further 
genomic analysis [13]. 
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Table 2. The quality metrics of the best five assemblies from [16] for the studied datasets   

Dataset Assembly Total length 
(Mbp) 

N50 (Kbp) No of N's 
(Kbp) 

 
 

BcDw 1  

ABySS 42.4 317.51 13.65 

SPAdes 42.35 175.15 0 

IDBA-UD 42.3 105.35 0 

df_1 42.07 95.64 0.25 

Velvet 42.13 57.74 0 

 
 

UCREL 1 
 

ABySS 53.76 119.67 116.72 

SPAdes 54.74 117.92 0 

IDBA-UD 55.07 79.3 0 

df_1 53.9 51.8 0.44 

Velvet 53.58 19.98 0 

 
 

PST-21 

df_1 73.05 3.96 0.23 
IDBA-UD 78.75 3.61 0 

ABySS 64.34 2.47 14.37 
Velvet 64.22 2.45 0 
Sparse 60.7 1.27 0 

3 Results 

In this study, we focus on evaluating the Metassembler tool [23] on fungal ge-
nomes. The Metassembler tool takes two assemblies as input(one being the target 
and the other being the query), and tries to enhance the output assembly. In our 
study, for a given dataset, we apply Metassembler tool on all combinations of the 
five assemblies such that each assembly plays one time as a target, whereas the 
other time as a query with the other assemblies. We refer to any combined assem-
bly in the format target/query assembly. Tables 3, 4 and 5 show the application of 
Metassembler tool on the datasets BcDw 1, UCREL 1 and PST-21 respectively. In 
these tables, each cell represents the data of the combined assembly such that the 
column header represents the target assembly and the row header represents the 
query assembly. A bold item in Tables 3-5 refer to a metric of the combined as-
sembly that is better than the corresponding metric for both input assemblies; 
target and query. The percentage of change in the output assembly with respect to 
the target assembly for a specific metric can be calculated by the equation 

 .  For the case of N50, a positive change represents an 

improvement, while in the case of No. of N's, an improvement will be represented 
by a negative change. 
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Table 3. Combined assembly quality metrics for BcDW1 

Metric Assembly ABySS SPAdes IDBA-UD df_1 Velvet 
 
 

Total 
length 
(Mbp)  

ABySS  42.45 42.22 42.17 42.17 

SPAdes 42.34  42.24 42.14 42.17 

IDBA-UD 42.37 42.3  42.14 42.17 

df_1 42.35 42.27 42.24  42.17 

Velvet 42.37 42.28 42.23 42.15  

 
 

N50 
(Kbp) 

 

ABySS  287.74 252.44 216.41 204.65 

SPAdes 227.26  171.16 171.72 142.56 

IDBA-UD 213.09 223.42  144.4 146.4 
df_1 209.04 210.6 145.39  142.67 

Velvet 204.5 210.78 136.33 144.36  

 
 

No of N's 
(Kbp) 

ABySS  0.2 1.04 0.62 1.93 
SPAdes 2.22  0 0.25 0 

IDBA-UD 2.24 0  0.25 0 
df_1 2.25 0.01 0.03  0.1 

Velvet 2.25 0 0 0.24  
 

The metrics collected from the combined assemblies of the BcDw1 dataset is given 
in Table.3. We can observe the following from Table 3: 

• The difference between the total length of the largest and smallest assemblies is 
very low and never exceeds 0.4 Mbp.  

• In all combinations, the N50 size of the combined assembly is better than the N50 
size of the target assembly except when ABySS assembly is the target. 

• If the target assembly has a better N50 (except for ABySS assembly) than the 
query, the N50 of the combined output assembly is better than the N50 of the target 
assembly with a percentage of improvement ranging from 20% to 50% (Figure 1).  

• If the target assembly has a worse N50 than the query, then the N50 size of the 
combined assembly is better than the N50 of the target, but not better than the 
query with the following exceptions: the combined assembly of df_1/IDBA-UD, 
Velvet/IDBA-UD and Velvet/df_1 has N50 that is better than the target as well as 
query assemblies. 

• For all combinations, the No. of N's of the combined assembly is better than (less 
than) or equal to the No. of N's of the target, except when ABySS or df_1 assem-
blies are used as the query.  

• If ABySS assembly is used as a target or a query, the combined assembly notably 
enhances (decreases) the No. of N's of the ABySS at the cost of decreasing the N50 
size of ABySS. 

• The combined assembly of ABySS as a query will always have better N50 size and 
No. of N's than using it as a target. 

• The SPAdes/ABySS combination produces the best combined assembly with the 
high N50 size of 287.74Kbp and a small No. of N's equal to 0.2 Kbp. 
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Fig. 1. The percentage of improvement in N50 with respect to the target assembly for BcDw 1, 
for the cases when the target assembly has better N50 than the query assembly   

The metrics collected from the combined assemblies of UCREL 1 dataset is given 
in Table.4. We can observe the following from Table.4: 

• The difference between the largest and smallest assembly is low and approximately 
equals to 2 Mbp.  

• For all combinations, the N50 size of the combined assembly is better than the N50 
size of the target assembly except in ABySS as a target. When ABySS is used as a 
target, the combined assemblies ABySS/SPAdes and ABySS/IDBA-UD have N50 
size less than the N50 of both the target and query assemblies.  

• If the target assembly has a better N50 (except for ABySS assembly), the N50 size 
of the combined assembly shows a small improvement of less than 1 % (Figure 2). 

• The change in N50 and No. of N's of the combined assemblies mainly depends on 
the N50 and No. of N's of the target assembly.  For example, when the target as-
sembly is ABySS, SPAdes, IDBA-UD, df_1 and Velvet, the average of N50 sizes 
for different query assemblies are 56.77, 118.83, 79.72, 52.03 and  20.14; with a 
standard variation of 0.02, 0.05, 0.14, 0.12 and 0.05  respectively. Moreover, 
when the target assembly is ABySS, SPAdes, IDBA-UD, df_1 and Velvet, the av-
erage No. of N's is 7.41, 0, 0, 0.43 and 0 with standard variation 0.05, 0, 0, 0.01 
and 0 respectively. 

• If the target assembly has the worse N50, the N50 size of the combined assembly is 
better than the N50 of the target but not better than the query’s. 

• For all combinations, the No. of N's of the combined assembly is better than (less 
than) or equal to the No. of N's of the target.  
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• When ABySS is used as a target or query, the combined assembly notably en-
hances (decreases) the No. of N's of ABySS at cost of decreasing its N50 size. 

• The SPAdes as a target produces a best combined assembly with the N50 size of 
118Kbp and the smallest No. of N's equal to 0 Kbp. 

Table 4. Combined assembly quality metrics for UCREL 1 

Metric Assembly ABySS SPAdes IDBA-UD df_1 Velvet 
 
 

Total 
length 
(Mbp)  

ABySS  54.08 54.36 53.55 53.01 

SPAdes 53.39  54.69 53.73 53.2 

IDBA-UD 53.41 54.37  53.82 53.3 

df_1 53.33 54.16 54.58  53.14 

Velvet 53.32 54.12 54.54 53.62  

 
 

N50 
(Kbp) 

 

ABySS  118.86 79.92 52.09 20.2 

SPAdes 56.76  79.62 52.08 20.11 

IDBA-UD 56.76 118.76  51.84 20.09 

df_1 56.76 118.86 79.62  20.15 

Velvet 56.81 118.86 79.71 52.09  

 
 

No of N's 
(Kbp) 

ABySS  0 0 0.42 0 
SPAdes 7.43  0 0.43 0 

IDBA-UD 7.47 0  0.43 0 
df_1 7.39 0 0  0 

Velvet 7.36 0 0 0.42  

 
Fig. 2. The percentage of improvement in N50 with respect to the target assembly for UCREL 
1, for the cases when the target assembly has better N50 than the query assembly 
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The metrics collected from the combined assemblies of PST-21 dataset is given in 
Table 5. We can observe the following from Table.5: 

• The difference between the largest and smallest assemblies is very high and equal 
to 24.3 Mbp.  

• For all combinations, the size of the combined assembly is less than the target as 
well as the query assembly. 

• For a fixed target (query) assembly, the total length decreases, while the total 
length of the query (target) assembly decreases.  

• For all combinations, the N50 size and No. of N's of the combined assembly are 
better than the N50 size and No. of N's of the target assembly at the cost of de-
creasing the total length of the target. 

• If a target assembly has the better N50, then the N50 size of the combined assem-
bly improves at cost of decreasing the total length (Figure 3). 

• If the target assembly has worse N50, the N50 size of the combined assembly is 
better than the N50 of the target but not better than the query’s, except for IDBA-
UD/df_1 and Velvet/ABySS, where the combined assembly has N50 better than 
the target as well as query assemblies. 

• For all combinations, the No. of N's of the combined assembly is better than or 
equal to the No. of N's of the target.  

Table 5. Combined assembly quality metrics for PST-21 

Metric Assembly df_1 IDBA-UD ABySS Velvet Sparse 
 
 

Total 
length 
(Mbp)  

df_1  72.62 59.17 58.81 50.6 

IDBA-UD 68.52  60.12 59.96 51.14 

ABySS 65.38 69.52  57.48 50.37 

Velvet 65.4 69.82 56.74  48.32 

Sparse 63.5 66.96 56.27 55.16  

 
 

N50 
(Kbp) 

 

df_1  4.02 2.76 2.78 1.75 

IDBA-UD 4.31  2.73 2.72 1.73 

ABySS 4.55 4.28  2.89 1.78 

Velvet 4.55 4.25 2.95  1.87 

Sparse 4.72 4.46 2.99 3.07  

 
 

No of N's 
(Kbp) 

df_1  0 5.7 0 0 
IDBA-UD 0.11  5.99 0 0 

ABySS 0.09 0  0 0 
Velvet 0.08 0 5.53  0 
Sparse 0.08 0 5.09 0  
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Fig. 3. The percentage of changes in N50 size and Total length with respect to the target  
assembly for PST-21, for the cases when the target assembly has better N50 than the query 
assembly  

4 Discussion and Conclusions 

The observations that are presented in the previous section, support a set of conclu-
sions about the steps to obtain the combined assembly with better performance using 
the Metassembler tool.  

The influence of the N50 and No. of N's metrics in the input assembly on the com-
bined assembly demonstrates that if the No. of N's is high in the input assembly, es-
pecially in the target assembly,  the performance of the combined assembly will be 
low in terms of N50, which can be observed from ABySS assemblies. If the input 
assemblies have low (or zero) No. of N's, the combined assembly is better than the 
two input assemblies in terms of N50. The main reason behind this sensitivity in the 
combined assembly to the No. of N's is that the Metassembler tool depends on an 
alignment step which suffers from the existence of these  N's (gaps). 

 In light of these observations, we can get a better combined assembly using the 
Metassembler tool (Although our experiments use Metassembler as a tool, it is ex-
pected that our results can be extended for any combined assembly tool that depends 
on an alignment step between the input assemblies) using the following guidelines  
for selecting the input assemblies: 

1. Avoid the assemblies that have a large No. of N's. 
2. If the assemblies contain different No. of N's, use as a target the assembly that has 

a lower No. of N's. 
3. If the assemblies contain the same No. of N's, use as a target the assembly that has 

the higher N50 size. 
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The rapidly growing number of sequencing projects can take advantage of our results 
to get better quality assemblies by selecting more appropriate assemblies that can be 
used as the inputs for the Metassembler tool. The full results of this research work are 
freely available for download at http://confluence.qu.edu.qa/display/download/bioinf. 
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Abstract. The cyanobacterial protein PipX, known as the coactivator
of the nitrogen regulator NtcA, regulates multiple operons, many of them
in an NtcA-independent manner. PipX has no DNA-binding activity and
must interact with additional regulators to affect gene expression. Here
we follow different bioinformatic approaches to analyze previous tran-
scriptomic data from 10 different genetic or environmental backgrounds.
Using standardized residuals from 8 mutant/control comparisons a set
of 331 differentially expressed genes were obtained, which were clustered
according to their patterns of expression. The clusters showed significant
internal coherence, supporting inferences on PipX function and provid-
ing evidence of additional complexity for in vivo interactions. The Perl
based program MultiGS, designed to help searches for regulatory mo-
tifs, was used to help finding NtcA motifs within the cluster containing
nitrogen assimilation genes. The results pave the way to the identifi-
cation of the yet unknown transcriptional regulator(s) involved in the
NtcA-independent PipX regulons.

Keywords: PipX, NtcA, cluster analysis, motif elucidation.

1 Introduction

Operons controlled by the same regulatory proteins, that is, regulons, are ex-
pected to respond similarly to environmental conditions and mutations affecting
the regulatory pathways involved. Transcriptomic data obtained by Next Gener-
ation Sequencing (NGS) from appropriate experimental strategies may provide
valuable clues to characterize gene regulators in the context of complex regu-
lons. In this context, the identification from transcriptomic data of groups of
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genes sharing expression profiles can be a key step towards the identification of
the transcriptional regulators involved. For a DNA-binding transcriptional fac-
tor, such as the cyanobacterial global regulator NtcA, the prediction is that the
differentially regulated genes would be preceded by specific sites (NtcA binding
motifs). However, the scenario is more complex if the transcriptional factor is
a promiscuous co-regulator interacting with different DNA-binding proteins ac-
cording to a variety of signals. In these cases mutations affecting the co-regulator
would identify a modulon composed by a rather large and heterogeneous set of
regulons, each one controlled by a different regulatory complex. This is the con-
text for PipX, the PII interacting protein X, best characterized as the coactivator
of the nitrogen regulator NtcA and suspected to bind to additional transcrip-
tional regulators to control transcript levels (data not shown) [1,2].

2-oxoglutarate (2-OG), the signal of nitrogen deficiency, modulates the activ-
ity and/or binding properties of the signal transduction protein PII, the tran-
scriptional activator NtcA, and PipX, the regulatory factor that can interact
with either NtcA or PII [1,3]. The interaction between PipX and NtcA is known
to be relevant under nitrogen limitation for activation of NtcA-dependent genes
[1,2]. Under the physiological range of 2-OG levels, pipX mutations specifically
impairing PipX-PII complexes favor formation of PipX-NtcA complexes. PipX
residues Y32 and E4 are important for interactions with PII and NtcA proteins
and Y32 for interactions with NtcA and these differences affect both NtcA-
dependent and independent genes [3,4] . The participation of PipX in at least 3
NtcA-independent scenarios was proposed.

To extend and refine the previously identified PipX modulon and get addi-
tional insights into the functions of PipX, we present here an extended analysis
based on the raw RNA-Seq data used in [5], incorporating CS3X as a mutant
strain. We describe specific tools to refine motif searches and improve consensus
binding motifs, in a close interaction between in silico analysis and biological
data and interpretation. The biological implications of the new results are also
discussed.

2 Methods

For details on the cyanobacterium S. elongatus strains (including mutant deriva-
tives), growth conditions, RNA preparation and RNAseq analysis see [5].

Gene clustering was based on a mathematical algorithm dealing with com-
parisons (a total of 90) of the expression values (Reads per Kilobase) from the
10 dataset (5 strains in either nitrate or ammonia). A, B or C letters code were
assigned depending on the comparisons values: > 1.5 times (A), < 0.5 times
(B) or [0, 5 − 1.5] times (C). The output was clustered in a dendrogram with
bootstrapping (n = 1000). Genes were grouped into transcriptional units ac-
cording to [6], except for genes belonging to the main ribosomal cluster (ORFs
2232-2221), that were considered as belonging to the same operon. Statistical
analyses were performed using the R software [7] and the packages pvclust and
Ape [8].
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To identify NtcA binding sites, sequences of 75 nucleotides from the transcrip-
tion start site (TSS) as defined by [5], or in its absence the initiation codon were
searched with MEME [9] for palindromic motifs between 6 and 20 bp. Fragment
selection was performed using our in-house Perl based program MultiGS (avail-
able upon request). In addition, we used a background consisting on a fourth-
order Markov model of the entire genome. Expression values from clustered genes
were represented in boxplots (A-I) from mutant/control comparisons.

3 Results and Discussion

3.1 Marker Allele Φ(C.S3-pipX ) Affects Expression of Multiple
Genes in S. elongatus

Strain CS3X, carrying the CS3 marker cassette in a S. elongatus wild type back-
ground, has been routinely used as the control or parental strain for CS3XE4A,
CS3XY32A and other strains carrying point mutations at pipX [4,5]. Since no
detectable phenotype other than a slight reduction of PipX protein levels could
be found with regards to the wild type, the CS3X strain was included in our
previous transcriptome analysis with the double aim to minimize possible local
effects of the CS3 marker on transcript levels and adding robustness to the anal-
yses by providing additional data from two almost identical wild type strains.
However, we noticed unexpected differences between the two control strains at
particular transcripts of interest (data not shown).

To investigate the extent and relevance of the differences between CS3X and
the bona fide wild type strain, we now treated CS3X as an additional mutant
strain, for which we performed CS3X/WT comparisons to detect genes differen-
tially regulated with a restrictive criterion (2.5 fold, see below). The differentially
expressed genes can be observed in four regions of the scatterplot (Fig. 1, open
circles), indicative of examples of up- and down-regulation in CS3X, with some
genes been similarly altered in each of the tested conditions.

3.2 Insights into PipX Functions at Different Regulons Informed
by Clustering of Gene Expression Patterns

The unexpected finding that the Φ(C.S3-pipX ) allele significantly altered gene
expression of given genes (data not shown), prompted us to investigate whether
the corresponding regulatory defects were somehow related to PipX functions
and thus there were coincidence between the transcripts abnormally regulated
by the already characterized pipX null or point mutations and those abnormally
regulated by the Φ(C.S3-pipX ) allele. To investigate this issue, we obtained stan-
dardized residuals from linear regressions of (log-transformed) data from mutant
versus control strains (CS3XE4A or CS3XY32A vs CS3X, PipX-null vs WT, and
CS3X vs WT) cultured with either ammonia or nitrate. Gene transcripts with
residuals lower than 1.5 in any of the 8 mutant/control comparisons were con-
sidered as non-responsive. For subsequent analyses only those transcripts with
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Fig. 1. Effect of Φ(C.S3-pipX ) allele on nitrate and ammonia transcriptomes. The
mutant/control log residuals in nitrate vs. ammonia are represented as a scatter plot.
Genes below or above the cut-off (2.5 fold) are represented as dots and open circles,
respectively.

residuals exceeding a threshold value of 2.5 for at least one out of the eight
variables were considered to be differentially regulated. The resulting 331 dif-
ferentially expressed genes were clustered into 9 main groups (designated A-I)
according to their expression patterns (see methods). Clusters obtained in this
way were subsequently analyzed for their internal coherence. The results are
summarized in Fig. 2.

Operon Criterion. Although several factors, including the presence of anti-
sense RNA account for exceptions, genes belonging to the same operons usually
share a similar expression pattern. In agreement with this, 97 out of the 331
differentially regulated transcripts belonged to the 39 polycistronic transcription
units identified and only 3 genes did not cluster with their operon partners. Thus,
the majority of differentially regulated genes were found either as monocistronic
units or clustering with their operon partners.

Expression Profile Criterion. Genes and operons similarly regulated by a
particular type of PipX-containing regulatory complex would form regulons that
are predicted to be similarly affected by different pipX alleles. In this context, we
know that NtcA-activated transcripts are up-regulated in CS3XE4A (nitrate and
ammonia) and CS3XY32A (nitrate). These effects are only recognizable in Cluster
A (see Fig. 3). Interestingly, the effect of alleles pipX-null and Φ(C.S3-pipX ) are
very similar, indicating that in the cells of CS3X growing in nitrate PipX levels
are limiting for NtcA-PipX complexes and transcriptional activation of A genes.
A similar PipX limitation can be invoked for Cluster G (Fig. 3), containing
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Fig. 2. Dendrogram showing the clusters A to I constructed according to expression
profiles derived from S. elongatus strains grown in two nitrogen conditions

transcripts down-regulated in CS3XE4A and to a lesser extent in CS3XY32A.
These findings and the impact of pipX inactivation on G genes are all consistent
with a negative role for PipX and with NtcA repression. Remarkably, the impact
of alleles pipX -null and Φ(C.S3-pipX ) differed in the remaining groups in at
least one of the Nitrogen regimes, indicating that NtcA is not involved in their
regulation.

Functional Criterion. Genes involved in common biological processes are often
part of regulons controlled by common regulatory factors. To explore this issue in
clustersA-I, gene functionswere assigned according toCOG(cluster of orthologous
genes) (datanot shown).Genes related tonitrogenassimilationwereveryabundant
(47%) in Cluster A, but virtually absent from the other clusters. Photosynthesis
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and/or Energy production genes were well represented in E (55%) and D (13%),
Translation in F (24%) and G (74%), post-transcriptional modification, protein
turnover, and chaperones inC.Finally, genes of unknown functionwere remarkably
abundant in clusters B, H and I (75, 100 and 69%, respectively).

Fig. 3. Gene cluster boxplots of log10 mutant/control expression values with the most
represented function indicated. WT, wild type; PipX, null-mutant; CS3X, Y32A and
E4A, Φ(C.S3-pipX ), Φ(C.S3-pipXY32A) and Φ(C.S3-pipXE4A) strains, respectively.

Therefore, our clustering approach is supported by the biologically relevant
criteria used here. The results emphasize the idea that different PipX regula-
tory complexes control different regulons. Although the molecular mechanism
by which the Φ(C.S3-pipX ) allele would affect expression of PipX regulons re-
main to be elucidated, treatment of CS3X as a mutant in the post-transcriptome
analyses was highly informative. As a consequence, the 9 individual clusters in
which we now subdivide the PipX modulon appear to be coherent. Further work
is needed to test whether the regulatory differences between some of the pairs of
closely related clusters are due to being the targets of different PipX-containing
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complexes or to the action of additional regulatory factors. Whatever the details,
the results provide deeper insights into de PipX modulon and a good starting
point for additional approaches to search for the elusive PipX complexes involved
in NtcA-independent gene expression by in silico methods.

3.3 Development of the Perl-Based Program MultiGS and Searches
for Regulatory Motifs

Our analyses strongly support the view of PipX as a global and promiscuous
co-regulator with no DNA-binding activity involved in interactions with yet un-
known proteins according to 2-OG and ATP/ADP levels, and probably addi-
tional signals. Therefore, the identification of unknown regulatory factors acting
with PipX is a main challenge in cyanobacteria signal transduction. Since these
PipX complexes would regulate the NtcA-independent genes identified by us, it
is important to search for the hypothetical recognition sites of the corresponding
DNA-binding regulator(s).

Incorrect annotation of operon TSSs and/or the use of different promoters in
different environmental conditions and even genetic backgrounds add difficulty
to motif searches. Therefore, it is important to be able to incorporate updates of
TSS information, obtained with more informative experimental approaches, to
the corresponding programs. In this context, we could often identify, in particular
mutant backgrounds, relatively active promoters that were previously unnoticed
and therefore missing in the reference databases. In addition, once the relevant
TSS are taken in to account, decisions are also needed to determine the precise
length and features of fragments to include, a labor-consuming task requiring
automation. To increase the flexibility and efficiency of motif searches, we gener-
ated MultiGS (standing for Multi Genome Searcher) a Perl based program that
reads a txt file with the annotated genome information. The input consists of a
list of genes (gene-ID) with the coordinates of the sequence of interest relative
to either the transcription start site or the first nucleotide of the start codon
and the output is a FASTA file with the resulting DNA sequences. The genome
searcher program can read an adapted GenBank txt genome annotation file, thus
providing a simple and universal tool for preprocessing DNA motif searches.

To test MultiGS as a useful tool to help searching for DNA binding motifs, we
focused in Cluster A because both the expression profile and functional criteria
were consistent with NtcA activation. To this end, we considered the 30 operons
belonging to Cluster A that were located in the main chromosome. MultiGS
was used to extract the 75 nt long sequences upstream the TSS or the start
codon and submitted to MEME [9] as FASTA format ouput. 22 out of 30 of
the chromosomal transcriptional units were found to contain NtcA binding sites
(see table 1) (p-val 10−17). These NtcA boxes were mainly at −40 from the
TSS, the preferred position for NtcA activation (Fig. 4). Therefore, MultiGS is
a flexible tool for motif searches that would be useful for future searches within
the NtcA-independent operons that would provide important breakthroughs.
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Fig. 4. Distribution of the NtcA motifs identified with MultiGS preprocessing and
MEME in cluster A. Sites are positioned relative to the transcription start site.
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Abstract. The Whole Transcriptome Shotgun Sequencing (RNA-seq)
uses the Next Generation Sequencing (NGS) capabilities to analyze RNA
transcript counts and their quantification, with an extraordinary accu-
racy. In order to provide a comprehensive knowledge about the non-
reference model organism Hydra vulgaris water polyp, we developed a
comprehensive database in which the whole functional annotated tran-
scriptome is integrated, and from which it is possible to have access and
download all the information related to 15,522 transcripts. The study
includes different functional annotations coming from 19 repositories,
conveniently grouped by type, such as: i. Pathway: BBID, BioCarta,
KEGG, Panther; ii. Domain: COG-Ontology, Interpro, PIR Superfam-
ily, SMART, PFam; iii. Protein Interaction: BIND, MINT, UCSF-TFBS;
iv. GO: GO-Term Cellular Components, GO-Term Biological Processes,
GO-Term Molecular Functions; v. Miscellaneous: OMIM, EC Number,
SP-PIR Keywords, UP-SEQ features. The easily-accessible nature of
HvDBase makes this resource a valuable tool for rapidly retrieve knowl-
edges at transcript level as well as useful to inspect differential expression
of protein-coding genes in Hydra vulgaris transcriptome in the contex to
the different experimental condition.
Web resource URL: http://www-labgtp.na.icar.cnr.it/HvDBase

Keywords: Hydra vulgaris, Annotations, Transcriptome, Database,
PHP, MySQL.

1 Introduction

In 1744, Hydra regeneration was discovered by Abraham Trembley. From then
onwards, this fresh water cnidarian polyp gained a status of potential model
system for regeneration behaviour. Hydra is a medusozoan that diverged from
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anthozoans at least 540 millions year ago. In the last two centuries, it immensely
attracted the biologist as a model organism to unfold the biological mechanism
involving nature of embryogenesis, neurogenesis, ecosystem-ecotoxicity, sex re-
versal, symbiosis, aging, feeding behavior, light regulation, multipotency of so-
matic stem cells, temperature-induced cell death, neuronal trans-differentiation
etc [2]. In recent years, with the advent of genome and transcriptome sequencing
methodologies [1], researchers generated the draft assembly of Hydra magnipap-
pilata genome using shotgun approach. They observed Hydra genome is (A+T)
-rich with 71 percent A+T, and also includes 57percent of transposable ele-
ments. The CA assembly (1.5gigabases (Gb)) has contig and scaffold N50 values
of 12.8kilobases (kb) and 63.4kb, respectively. The RP assembly (1.0 Gb) has a
contig N50 length of 9.7kb and a scaffold N50 length of 92.5kb. The CA assem-
bly gives an estimated non-redundant genome size of 1.05Gb. The RP assembly
gives an estimated non-redundant genome size of 0.9Gb. They also reported es-
timate that the Hydra genome contains 20,000 bona fide protein-coding genes
(excluding transposable elements), based on expressed sequence tags (ESTs),
homology and ab initio gene prediction [3]. To dissect the genetic cascades sup-
porting the biological behaviour such as regeneration, multipotency of somatic
stem cells, temperature-induced cell death, neuronal transdifferentiation shown
by Hydra species, Yvan Wenger and Brigitte Galliot [4] carried out the tran-
scriptomic analysis of Hydra vulgaris. They implemented a powerful strategy
to combine Illumina and 454 reads and produced, with genome assistance, an
extensive and accurate Hydra transcriptome. Hydra vulgaris is an organism of
great ecological and biotechnological significance. In the absence of well anno-
tated Hydra vulgaris transcriptome, interpreting extremely large transcriptomic
data coming from RNA-Seq experiments in response to different experimental
conditions, into biological knowledge is a problem, since biologist-friendly tools
are lacking. There is only one database, Compagen, maintained by Bosch Labo-
ratory at the University of Kiel [5], which is a comparative genomics platform for
early branching metazoan animals. It stores various raw and processed sequence
datasets along the evolutionary tree from sponges and cnidarians up to the tu-
nicates and lower vertebrates. The Databases at Compagen[5] contains selected
raw genomic and EST sequence datasets available from public domain (NCBI
Trace archive, EST). In addition to the public datasets, Compagen [5] also pro-
vides already processed data like CAP3 assembled ESTs, Unigene collections of
predicted peptides. This database does not provide any functional or gene anno-
tation for Hydra vulgaris transcripts. In our lab, we develop a web application, to
obtain the biological information for the whole transcriptome of Hydra vulgaris,
with the help of an existing computational pipeline [6], the whole transcriptome
of Hydra vulgaris is annotated and stored in HvDBase, which is a comprehensive
web resource driven on a relational database. Here in this manuscript, we are
presenting HvDBase, which contains functional and gene ontology annotations
for around 35% of the total transcripts of Hydra vulgaris.
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2 Material and Methods

2.1 HvDBase Annotation

HvDBase presently accommodates not only the gene ontological information,
but also other available functional annotation about domains, metabolic path-
ways, protein-protein interactions, as well as relevant biological information from
SwissProt and PIR protein databases with respect to each and every Hydra vul-
garis transcript. With the help of HvDBase, end users can obtain a comprehen-
sive biological information for the differentially expressed transcripts ids. Some
biological information incorporated for each transcript within HvDBase regard-
ing: i. Gene Ontology: controlled vocabularies (ontologies) that describe gene
products in terms of their associated biological processes, cellular components
and molecular functions in a species-independent manner; ii. Domain annota-
tion: modular structure of the gene product, and evolutionary and molecular
functional aspects of the transcripts, annotations for COG-Ontology, InterPro,
PFAM and SMART domains are stored; iii. Metabolic Pathway annotation: sev-
eral biological pathway information from KEGG, BBID, BioCarta, Panther; iv.
Protein interaction: to study the interactions partner for the gene products, in-
formation from BIND, MINT, UCSF-TFBS databases; v. Miscellaneous: various
biologically relevant information such as EC number, OMIM report, keywords
and categories used in the UniProt-knowledgebase; sequence features such as
regions or sites of interest in the expressed transcripts and gene products, for
example post-translational modifications; binding sites, enzyme active sites, lo-
cal secondary structure or other characteristics reported in the cited references
with respect to Hydra vulgaris transcripts.

2.2 HvDBase Pipeline

In order to store Hydra vulgaris data and for facilitating the information recov-
ery without browsing the jungle of on-line web repositories, we implemented in
parallel the HvDBase database (DB) and a user-friendly web interface for the
content visualization. It is organized in tables with a relational structure con-
taining all the items handled with proper data type, for a better performance
of the database with respect to speed and deployment. As reported in figure 1
- where the dotted box represents the background pipeline from which Hydra
vulgaris transcriptomic annotation data were retrieved [6] - the box in the lower
left corner shows the designed E/R diagram of the DB, as back-end of the sys-
tem. This latter is closely related to the front-end side, which Graphical User
Interface (GUI) of the Home Page is reported in Fig (1) along with the input and
output of the web-pages. The results were organized in extremely easy-to-read
tables, for helping external users to visualize and download the data in short
span of time. The web interface allows the end-user to access to several sections.
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Fig. 1. HvDBase pipeline

HvDBase, indeed, consist of seven sections schematically shown in the block
diagram (Fig. 2), as well as, in the Sitemap section of HvDBase. The core of the
web portal is represented by the Transcriptome section. In particular, within this
section, user can access to two distinct pages: Transcripts List or Database List.
All the other sections were designed for all those users, who want to understand
the concept of this web application: application content (see Resources sections);
details related to the application development (see Pipeline section); teams mis-
cellaneous information (see About us and Contact sections). Finally, the Search
by Term section was implemented to swiftly recover, within the framework, all
the information, which are beyond the knowledges of the end-user. All the infor-
mation contained in such sections are processed in HvDBase through its easy and
user-friendly web-interface, designed to rapidly retrieve data in a scientifically
rigorous way.
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Fig. 2. HvDBase sitemap

2.3 Database Technology

The HvDBase resource grabs information from the database and inserts that in-
formation into the proper web page each time it is requested. If the information
stored in the database changes, the web page connected to the database will also
dynamically and automatically updates. It is a database-driven web site, more
properly driven on a Relational Database Management System. HvDBase was
developed using web server Apache/2.2.26; MySQL client version 5.3.28 - 10.04.1
(Ubuntu) and the free tool phpMyAdmin version 3.3.2 deb1 Ubuntu 0.2 to han-
dle the administration of MySQL with InnoDB storage engine. The front-end
is implemented using the scripting language PHP/5.2.6-3; the JavaScript tech-
nology for dynamic contents; the markup language HTML5 and style sheet CSS
3.0. The HvDBase code is validated according to the standard web of the inter-
national community W3C (World Wide Web Consortium: http://www.w3.org )
and therefore, although optimized for Safari, it is easily accessible and clearly
visible by all browsers and smartphones.

3 Results

3.1 Database Content

The HvDBase web resource allows to structure the information and to display
it in sorted and filtered tables accompanied by thorough explanations. The data
were collected from the literature and external database, then appropriately han-
dled with ad hoc scripts. Overall, information currently contained in HvDBase
are related to 19 different functional terms of 15,522 transcripts, that is around
35% of the total number of de novo genome based assembly of Hydra from
RNA-seq transcriptomic data (Fig. 2). Currently, Hydra dataset contains 48.909
sequences, 45.269 of which are longer than 200 bp and have been deposited
at the European Nucleotide Archive (ENA) [7] under the accession numbers
HAAC01000001 - HAAC01045269 [4] .
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Fig. 3. HvDBase content at a glance

3.2 A Case Study

To display the performance of the web resource, in this section, we are present-
ing an example case study of the HAAC1000020 transcript and its functional
annotation (Fig. 4) obtained through HvDBase. User, as already shown in the
pipeline (Fig.1), by selecting the annotation categories of interest can retrieve
the related information from the Transcriptome page. Here, we are showing the
result page for the transcript query (HAAC1000020) functional annotation. For
GO Ontology and metabolic pathways within HvDBase suggests the possible
role of the HAAC1000020 in biological process (transportation), the molecular
activity GO term suggest the importance of the transcript or its product in the
formation of molecular machinery of transmembrane and voltage gated channels.
This information is also supported by the Cellular content GO term as this tran-
script is associated with plasma membrane. The metabolic pathway annotation
obtained from HvDBase for this transcript added further information to char-
acterize this transcript in its role in signalling pathway. All these information in
pieces combined to gather to suffieciently describe the biological activity, molec-
ular mechanism and metabolic role of this unknown transcripts with in Hydra
vulgaris . Similarly, all the unknown transcripts, generated through various tran-
scriptomic experiment carried out on Hydra vulgaris can easily be characterized
with the help of HvdBase web application in a very efficient and straight forward
manner.
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Fig. 4. Screenshot of the information related to the HAAC1000020 transcript

4 Conclusion

The creation of dedicated databases for non-reference model organisms is an
important issue and always desirable. HvDBase is a pilot study useful to provide
a comprehensive knowledge about the transcriptome of the non-reference model
organism Hydra vulgaris. Through this web resource, researchers with low skills
in bioinformatics are able to access and retrieve around 35% of the functional
annotations of Hydra vulgaris transcriptome. HvDBase is a very easy-to-use
web resource, freely available and without login requirements. As a modular
and open-source platform, HvDBase can easily be extended and customized to
future demands and developments. Currently, we are in the process of updating
of HvDBase resource to make it much more informative, and, we are going to
provide annotation for all other transcripts.
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Abstract. Aligning short reads produced by high throughput sequenc-
ing equipments onto a reference genome is the fundamental step of
sequence analysis. Since the sequencing machinery generates massive
volumes of data, it is becoming more and more vital to keep those data
compressed also. In this study we present the initial results of an on-going
research project, which aims to combine the alignment and compression
of short reads with a novel preprocessing technique based on shortest
unique substring identifiers. We observe that clustering the short reads
according to the set of unique identifiers they include provide us an op-
portunity to combine compression and alignment. Thus, we propose an
alternative path in high-throughput sequence analysis pipeline, where
instead of applying an immediate whole alignment, a preprocessing that
clusters the reads according to the set of shortest unique substring iden-
tifiers extracted from the reference genome is to be performed first. We
also present an analysis of the short unique substrings identifiers on the
human reference genome and examine how labeling each short read with
those identifiers helps in alignment and compression.

1 Introduction

Mapping short reads onto the reference genome is the fundamental initial step in
the analysis of high-throughput sequencing data, where a large number of align-
ment software packages have been developed in the last decade [7]. In this paper
we observe that clustering the short reads according to a set of unique identifiers
of the reference genome they include provide an opportunity to improve both
alignment and compression of short reads. To the best of our knowledge this is
the first time this approach is used for the analysis of nucleotide sequences.

The general approach to achieve alignment fast in small memory footprint
has appeared to be indexing the reference genome, and then seeking the occur-
rences of short reads one-by-one by using that index. It is not always possible to
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exactly align each read since sequencing errors as well as differences between the
sequenced individual and the reference are unavoidable. Thus, while mapping
the reads, error-tolerant approximate matches should be considered. However,
although there has been many efficient text indexing schemes for searching ex-
act occurrences of the patterns, matching with symbol insertions, deletions, and
mismatches is still an active research area.

Most of the aligners run with some parameters limiting the maximum number
of mismatches/insertions/deletions allowed to occur while mapping a short read,
and thus, especially large insertions or deletions are not easy to detect. With
the ever increasing length of the short reads due to the technological advance of
sequencing platforms, these limitations tend to become more severe. Underlining
this fact, more recent aligners [10,1,12] as well as the new versions of the previous
alignment packages [15,14] prefer to use k–mers of the short reads to roughly
detect the mapping position on the reference genome, and then deploy a Smith-
Waterman [18] style dynamic programming to achieve the task. In other words,
instead of searching the whole read, the occurrences of k–mers extracted from
the short read are scanned on the reference genome. When enough number of
k–mers jointly points to a unique location, the Smith-Waterman algorithm is
applied on the detected short region.

The point that is open for improvement in that approach is the optimization
of the k value. The number of candidate regions increase with the short k values,
and then it becomes difficult to decide on the correct region. Similarly, when k
is set to a large value, sequencing errors or mutations are more likely to effect
the performance, which is contrary to the basic idea behind the approach.

The ever increasing size of the data generated with high-throughput sequenc-
ing technologies requires to develop special methods to tackle with the problems
of the huge genomic data sets [2]. In their compressive genomics definition, Loh
et al. [16] stated “algorithms that compute directly on compressed genomic data
allow analyses to keep pace with data generation”.

In that sense, compressing fastq files has been one of the most active research
topics during the last few years [6], and many solutions have been proposed to
represent those files as small as possible in size [5,8,4,11,3]. However, as stated
in compressive genomics definition, the real challenge in fastq compression is
more than the efficient archival of data, where we need support for operations
to be achieved directly on compressed data such as efficient random access to
any short-read as well as retrieving/extracting the reads mapped to a specific
region of interest on the genome. The recent survey by Giancarlo et al. [9] lists
the capabilities of the compressors in the genomic area in that sense.

The Idea and Our Contribution

A unique substring of the reference genome is a substring which is repeated only
once in the whole sequence. In this paper we start by the observation that if a
unique substring of the reference genome appears in a short read, then this short
read can be mapped directly to the unique location of that substring identifier
on the reference genome. This approach allows us to avoid to investigate any
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other k–mers since the detected substring is unique on the reference, and thus,
points to its location unambiguously.

Moreover we observe that clustering the short reads according to a set of
unique identifiers they include provide us an opportunity to combine compres-
sion and alignment. Thus, conforming to compressive genomics approach, we
present an alternative path in high-throughput sequence analysis pipeline, where
instead of applying an immediate whole alignment, a preprocessing that clusters
the reads according to the set of shortest unique substrings identifiers extracted
from the reference genome is performed first. At the end of this preprocessing
operation each read is assigned to a substring identifier. That binding represents
a rough alignment as we know the position of the unique substring on the refer-
ence, and therefore, the rough position of the read. Once each read is associated
with its unique substring identifier, the user may use this information both for
the alignment and compression, and even combining these two operations.

For the alignment, assume the user has a specific region of the interest on
the genome, and wants to see the reads sequenced from this section. One simply
selects the shortest unique substring identifiers of that region from the previ-
ously prepared dictionary, and retrieves the reads labelled with these substring
identifiers. The labels of the reads tell the rough position of the read, and a
Smith-Waterman type alignment may be called for full alignment information.

For the compression task, the user may create the buckets which represents
regions on the genome. These buckets store the short reads which include the
unique substrings identifiers of the selected region, and can be compressed ef-
ficiently due to their high redundancy originating from the fact that they all
repeat the information from the same region.

A combined approach would be first to create the buckets and keep them
compressed, and then, answer the alignment queries by extracting and generating
the full alignment information of the reads from the related buckets.

Organization of the Paper

The paper is organized as follows. In Section 2 we briefly describe the process
we used for identifying the set of the shortest unique substrings from the human
genome and we analyze and describe in Section 3 the set extracted substrings.
In Section 4 we describe our dictionary matching algorithm for mapping the set
of short reads in their positions in the human genome. Finally we present our
results in Section 5 and draw our conclusions in Section 6.

2 Shortest Unique Substring Identifiers of the Genome

Shortest Unique Substring (sus) finding [17] has received significant attention
very recently, and efficient methods have been developed to solve the problem
[19,13]. Each position on a text has a corresponding sus for sure, where there
might be more than one sus for some positions. Interested readers may refer to
the regarding publications for the proofs and more detailed discussions. Formally
we have the following definition.



366 B. Adaş et al.

Fig. 1. Illustration of the short reads matching with the sus identifier T [a . . . b] assum-
ing a constant read length d

Definition 1 (Shortest Unique Substring). Given a text T [1, n] of length n,
the shortest unique substring covering the specific location i, for any 1 ≤ i ≤ n, is
the shortest string of length �, T [a . . . a+�−1], such that 1 ≤ a ≤ i ≤ a+�−1 ≤ n
and T [a . . . a+ �− 1] �= T [b . . . b+ �− 1], for each 1 ≤ b ≤ n− �+ 1.

The most obvious usage of sus detection appears in displaying the results of
a string search on a target text. Assume we are searching the occurrences of a
keyword that appears more than once in the given text. Thus, while displaying
the results, it is helpful to display a bit of the context including the detected
position of the occurrence. In such a scenario, the length of the to-be-displayed
context may be tuned according to the sus of that position, which uniquely
informs about the position of appearance.

In this study, we introduce a novel preprocessing based on the sus signatures
extracted from the reference genome that would help in sensitive read mapping
and compression. With that purpose we extract the sus identifiers from the
reference genome, and build a sus dictionary, where each substring is stored with
the position of its occurrence on the reference. Notice that this is an operation
that needs to be done on a target reference just once.

Fig.1 illustrates how sus identifiers can be used in the alignment process.
Assume that T [a . . . b] is such a sus and d represents the short read length. The
reads that include T [a . . . b] are shown in the figure. If we do not let any insertions
or deletion during the mapping, the leftmost appropriate read including this sus
should map to T [b−d+1 . . . b], and similarly the rightmost one to T [a . . . a+d−1].

The good thing is that once we caught the sus in the read, we have the
flexibility to allow larger error thresholds, since we know exactly the address of
the short read matching with the sus. Thus, to let insertion and deletions, the
region might be extended a bit further to the right and left, and then, the short
reads may be aligned to that extended region via a cache-oblivious dynamic
programming as performed in [10,12].

Careful readers will quickly realize that in this scenario the length of the sus
identifier should be less than or equal to read length d. In addition to that, we
seek an exact match between the sus and short reads. Surely, we know that
the possibility of a mismatch becomes more significant as the length of the
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Fig. 2. A short read generally includes more than one sus

sus increases. Hence, long sus identifiers are not supposed to help much, and we
neglect in the sus dictionary the ones that are longer than a predefined threshold
λ during the operation. During our experiments in this study on human reference
genome, we set that threshold to be λ = 30, which depends on the empirical
experience that we can expect the sequencers today to be able to read that much
of consecutive bases without any error.

Fortunately, a short read includes generally more than one sus identifier as
shown in Fig.2, where the sample read and the sus candidates are marked bold.
This becomes useful as we may still expect to have appropriate length sus can-
didates, when we exclude the long sus from the dictionary. Having more than
one candidate helps in case of errors also, since an exact match of the short read
at least with one of the sus is enough to map it appropriately. For example in
the Fig.2, the read can be located on the reference once one of the four possible
sus occur in it without an error. Below we give the formal definition of the sus
set of a region.

Definition 2 (Shortest Unique Substring Set of a Region). Assume a
region of interest T [i . . . j] on the reference genome T [1 . . . n] is specified and the
constant length of the short reads is d. The sus set of the specified region is the
list of the sus strings from the sus dictionary, whose beginning positions on the
reference genome are between i− d+ 1 and j + d− 1.

With the concern of aligning all the reads corresponding to an arbitrary region
of interest T [i . . . j], we seek the leftmost and rightmost sus identifiers that are
helpful to construct the region. With the term helpful, we mean there exists a
chance that a short read including this sus may cover at least one base from the
target region. This is depicted in Fig.2 as when the selected leftmost (rightmost)
sus appears leftmost (rightmost) on a short read, that short read may cover the
position ti (tj).

3 SUS Analysis of the Human Reference Genome

In this section we analyze the sus identifiers we extracted from human reference
genome GRCh381. During our analysis we concatenated all chromosomes of the

1 Available at
http://www.ncbi.nlm.nih.gov/projects/genome/assembly/grc/human/.

http://www.ncbi.nlm.nih.gov/projects/genome/assembly/grc/human/.
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genome into a single string and changed everything other than a, c, g, t, n
to n, and replaced consecutive repeating ns with a single n letter. Considering
the dna sequencing technology, where short reads may originate from both the
forward and reverse strands of the dna, we appended the reverse complement of
this string to its end, and thus, the resulting whole human genome is of length
5875280183≈ 5.87 billions bases.

For each position on this string, we have detected the corresponding sus with
the method of [13]. The operation took roughly 75 minutes on a machine with
256 GB memory and Intel Core 2 Quad processor running Linux Centos 6.2.

There may be more than one sus (with the same length) for a position. We
break the tie by choosing the leftmost one in such a case. Moreover one sus may
be shared by consecutive positions on the target string, and thus, we counted
the number of distinct sus in the sus database of the whole genome. We found
that 1924177251 ≈ 1.92 billion of the 5.87 billion items in the sus database are
unique when both the forward and reverse strands are taken into account.

Since long sus identifiers are not useful in our strategy, we excluded the ones
that are longer than the threshold value, which we set as 30 in our study (the
longest sus detected is nearly 1.2 million bases long). In addition, some of the
sus identifiers are either right or left extensions of neighbouring shorter ones.
For instance assume a sus is T [a . . . b], and while searching for the sus covering
position b+1, it might be the case that T [a . . . b+1] may be returned as the sus
of that position by the algorithm. We also get rid of such extension patterns, and
create our final sus dictionary composed of 963836205 ≈ 1 billion sus identifiers.

A sus has the potential to cover a position if it is in vicinity of d bases to that
position. That is because, when that sus appears at the very beginning or end
of a short read, then that short read covers all λ positions to the right or left as
shown in Figure 1. Certainly, it is much better for a position to have the chance
of being covered by large number of distinct sus.

For some positions on the human genome it might not be possible to detect a
sus identifier longer than the selected threshold 30 bases. If such positions does
not have a neighbouring sus in close vicinity, then the reads originating from
this area has the danger of not being caught by any of the sus identifiers from
the dictionary. To measure this problem, we define below the theoretical sus
coverage of an individual position.

Definition 3 (Theoretical sus coverage of a position). The leftmost short
read possible to cover an inspected position i is T [i−d+1 . . . i], and the rightmost
short read including position i is T [i . . . i + d− 1]. Notice that these short reads
may be produced from both the forward and reverse strands by the sequencing
equipment. Any sus identifier T [a . . . b], such that i− d+ 1 ≤ a ≤ b ≤ i+ d− 1,
may appear in those short reads covering the position i. Therefore, we define the
theoretical sus coverage of position i as the total number of such sus identifiers
on both the forward and reverse strands.

Figure 3 shows the theoretical sus coverage of the human reference genome.
The short reads that include the positions, which have 0 sus coverage, have no
chance of being identified by the proposed scheme. We call these reads orphan,
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Fig. 3. The theoretical sus coverage of the human reference genome

and observed that less than 5% of the genome remains orphan. Those orphan
positions are non avoidable due to the repetitive nature of the genome, but they
can be handled efficiently by the regular k–mer approaches.

4 SUS Dictionary Matching

In this section we describe the algorithm we used to match the sus collected
in the dictionary against the set of short reads. Before entering into details we
observe that an important property of the sus dictionary is that none of the
items appear as a substring of another item. This property is formally stated by
the following lemma.

Lemma 1. Let S = {s1, s2, . . . sm} be the sus dictionary, where si is a unique
substring of the reference genome T . There exists no si in S, which appears as
a substring in any other sj, with j �= i.

Proof. Assume si appears in sj , where i �= j. We know that si and sj are unique
on the reference genome by definition of sus. We have also deleted from the set
the right or left extensions of sus identifiers while creating the dictionary, and
thus, sj cannot be a right or left extension of si. Hence, if si occurs in sj , this
means si is not unique, which contradicts the hypothesis. ��

Based on Lemma 1 we devised an algorithm for fast scanning of the short
reads against the sus dictionary. Specifically during the preprocessing phase it
builds a data structure in order to index all the sus in the dictionary. Then This
index is used to speed up the searching process in the subsequent phase, where
the short reads are searched, one by one, for any occurrence of the given sus.

In our algorithm we make use of the longest common prefix of two sequences
as define below.
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Definition 4 (Longest Common Prefix). Given two strings, x and y over
the same alphabet, the longest common prefix array (LCP) between x and y, in
symbol lcp(x, y), is the maximal length � such that x[1 . . . �] = y[1 . . . �], where
� ≤ max(|x|, |y|).

For example, if x = acatac and y = acttagc then lcp(x, y) = 2.
In the following we describe separately the preprocessing and the searching

phase of our algorithm.

The Preprocessing Phase

Let S be the sus dictionary and let R be the set of the short reads as described
above. In this section we give a description of the data structure we use for
matching the sus against the short reads and briefly describe the preprocessing
of the input data.

The set S of the sus contains dna sequences with a length between 12 and
30 bases. We observed on the human reference genome that the shortest sus is
of length 10 bases, where 10 or 11 bases long sus identifiers are very few. Thus,
we decided to consider 12 as the bottom threshold for sus signatures and just
extended the ones with 10 or 11 bases to reach length 12.

We indicate the minimum length of an sus in S with the symbol m = 12. For
each si ∈ S, let pi be the prefix of length m of si, and let ri be the suffix of si
of length |si| −m. It is clear that ri = ε when si = m. In this context we can
write si = pi · ri for each si ∈ S.

When preprocessing the set S we compute a fingerprint f(si) for each si ∈
S. The fingerprint of an sus si is computed by translating its prefix pi in an
integer number as f(si) =

∑m−1
j=0 code(pi[j])×4m−1−j, where code : {a,c,g,t} →

{0, 1, 2, 3} is a function which maps each character in an integer number. It is
trivial to observe that the prefix of a sus in S is uniquely described by a single
fingerprint value. However there are sus which share the same prefix, although
they are different. Since the fingerprint value is computed on the prefix of length
m = 12 of each sus we have that 0 ≤ f(si) < 224 (where 224 = 16.777.216), for
each si ∈ S.

During the preprocessing phase we construct an index table B of 224 locations
which is used to index all the sequences of length m = 12 over an alphabet of 4
elements. Then, for each si in S, we define a bucket, b(si), containing useful in-
formation about the sus and insert it in B according to its fingerprint. Thus each
element B[k] of the table is the set of buckets of all the sus which share the same
fingerprint k. More formally we have B[k] = {b(si) : si ∈ S and f(si) = k}, for
0 ≤ k < 224. The set B[k] is represented by a linked list where the buckets are
lexicographically ordered according to the corresponding sus. In this context we
indicate with prev(si) the sus which precedes si in its linked list.

The bucket of each si in S is a triple b(si) = {i, lcpi, ri}, where

– i is the index of the sus in the dictionary S. Such information is used to
locate the sus and its position in the reference genome.
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– lcpi is the longest common prefix between si and prev(si).
– ri is the suffix of si of length |si| −m.

The Searching Phase

During the searching phase we select each short read from the set R, one by one,
and search it for the occurrence of any sus in the dictionary S.

Let t be a short read in R and let n be the length of t. During the searching
of t we open a substring w of length m over t, initially aligned with the left end
of t so that w = t[1 . . .m]. We call such a substring the window of t. Then the
window is slided to the right character by character until it reaches the right end
of t.

For each alignment of the window w at position i of t (so that w = t[i . . . i+
m − 1]), we check if any sus in S has an occurrence beginning at position i of
t. If no sus occurs in t at position i the next iteration is started with a new
alignment of the window at position i+ 1.

For each iteration, say at position i, the algorithm computes the fingerprint
k of the window w = t[i . . . i+m− 1]. Then it easy to observe that only the sus
in the set B[k] can occur at position i of t, since they share the same prefix as
the window. Thus the algorithm checks the element of the set B[k], one by one,
until an occurrence is found or all possible candidates have been checked. The
elements of the set B[k] are checked by following a lexicographical order of the
correspondent sus.

Let si1 , si2 , . . . , sin be the n sus in the set B[k], in lexicographical order. Since
we already know that the first m characters of si1 are equal to t[i . . . i+m− 1],
the algorithm scans the characters of the read t starting from position i+m and
comparing them with the corresponding characters in si1 , until the whole sus is
scanned or a mismatch is encountered. In the first case an occurrence is reported
and the algorithm stops searching the read t. In the second case the algorithms
discards si1 and continue comparing t with the next sus si2 .

Suppose that the algorithm scanned j characters of si1 , starting from position
i+m, before finding a mismatch. Thus we have si1 [m+ j− 1] = t[i+m+ j− 1]
and si1 [m+ j] �= t[i+m+ j].

We now recall that the value lcpi2 is the maximal length of the shared prefix
between si1 and si2 . Thus if lcpi2 < m + j we know that si2 cannot occur at
position i of t. Moreover, for the same reason, none of the other sus in the set
{si2 , si3 , . . . , sin} can occur at position i of t. Thus in this case the scanning is
stopped and a new iteration is started with a new window.

In the other case, if lcpi2 ≥ m+j the algorithm continues comparing t and si2
starting at position i+m+ j of t until the whole sus is scanned or a mismatch
is encountered.

When a new iteration on the new window w′ = t[i+1 . . . i+m] is started the
algorithm can remember the length of the prefix which has been scanned in the
previous iteration. Suppose j is the length of such a prefix, so that si1 [m+j−1] =
t[i+m+ j − 1] and si1 [m+ j] �= t[i+m+ j] and suppose lcpi2 < m+ j so that
a new iteration is started. Let k′ be the new fingerprint value of the window w′.
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By Lemma 1 we know that any sus in B[k′], with a length less than j − 1, can
occur at position i + 1. Thus the algorithm can discard from B[k′] all the sus
with a length less than j − 1.

This process stops when an occurrence of any sus in S is found in t or when
the starting position i of the window reaches the value |t| −m.

Observe that the computation of the fingerprint of a given window w′ =
t[i + 1 . . . i + m] can be computed in constant time from the fingerprint of the
previous window w = t[i . . . i+m− 1] by the following relation

f(w′) = (f(w) − code(t[i])× 4m−1) + code(t[i +m])

Thus the computation of all windows along a short read of length d can be done
in O(d) time. However each iteration of the searching process requires O(λ−m)
time in the worst case. Thus the worst case time complexity for searching a short
read of length d for any occurrence of the sus in S is O((λ −m)d).

Despite its quadratic worst case time complexity it turns out from our exper-
imental evaluation that the average number of text characters inspection during
the search is linear.

5 Results

We have implemented the SUS pattern matching algorithm and applied on the
short reads of the whole human genome NA18507 which was sequenced with
Illumina HiSeq2500. The machine we have conducted this matching had 32GB
of memory, LinuxMint 17 operating system. We only used a single CPU of the
available four. It took ≈ 10 minutes to pass over the 4 million pair-end short
reads to detect SUS identifiers, and the software used 16GB memory2.

Table 1 summarizes what percent of the short reads could be identified with
how many SUS signatures. 3.74% of the short reads include 1 to 5 distinct SUS
signatures, and ≈ 50 % have at least 30 and at most 50 distinct SUS identifiers.
Remember that maximum SUS length was set to 30 bases, and the read lengths
in this experiment was 101 bases per short read. When one of the two pairs

Table 1. Percentages of the short reads including SUS identifiers on the first 4 million
of the pair-end sequences of the NA18507

% of short-reads identified by X SUS signatures
unidentified 1–5 6–10 11–20 21–30 31–50 71–100

3.19 3.74 3.42 11.16 28.23 49.73 0.53

2 It is noteworthy that although there is a lot to do for space usage reduction and
execution time enhancement, we decided to apply those changes in final release of
the software and did not pay much attention at this point to implement them in this
proof–of–concept study.



Nucleotide Sequence Alignment and Compression 373

in a pair-end tuple is identified with an SUS, we assume we can successfully
align both pairs since we know that they are in a certain distance. Considering
this fact, we have observed that, of the 4 million pair-end reads it is possible
to identify ≈ 96 percent directly. This means those reads uniquely map to the
area pointed by the SUS identifier they include. The remaining short reads in
which no sus could be located, it is necessary to run the regular k–mer approach
to decide where they can map to. These are mostly the reads originating from
highly repetitive areas of the genome or highly erroneous readings.

6 Conclusions and Future Works

We have introduced clustering of the short reads according to the SUS signatures
extracted from the target species’ reference genome. This clustering is supposed
to help in two directions so as to improve the compression and alignment. Re-
ordering the reads in the fastq file so that the ones having neighboring SUS signa-
tures are kept close would keep the related items in the same bucket, and hence,
better compression might be available. For the alignment, once an SUS is de-
tected inside a short read, its position can be uniquely identified on the reference
genome, and thus, more sensitive alignment might be possible with running the
SW algorithm with a gretaer insertion–deletion flexibility. The proposed pipeline
is shown in Figure 6. Within this study we have build the SUS dictionary for the
human reference genome and developed an efficient SUS matching algorithm.

Fig. 4. Proposed sequence analysis pipeline

Next steps of the project will be building the actual alignment and compres-
sion blocks and benchmarking each against the current state–of–the–art solu-
tions. Surely, decreasing the computational resource requirement at each step
will be an important point, while it is not very much considered at this early
proof-of–concept study.
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11. Hach, F., Numanagić, I., Alkan, C., Sahinalp, S.C.: Scalce: Boosting sequence
compression algorithms using locally consistent encoding. Bioinformatics 28(23),
3051–3057 (2012)

12. Hach, F., Sarrafi, I., Hormozdiari, F., Alkan, C., Eichler, E.E., Sahinalp, S.C.:
mrsfast-ultra: a compact, snp-aware mapper for high performance sequencing ap-
plications. Nucleic Acids Research, gku370 (2014)
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Abstract. Novel models for cell differentiation and proliferation in the
urothelium are presented. The models are simulated with the Glazier-
Graner-Hogeweg technique using CompuCell3D. From a variety of tested
models, the contact model is the best candidate to explain cell prolifera-
tion in the healthy urothelium. Based on this model, four variations were
compared to highlight the key variations that best fit real urothelium.
All simulations were quantified by a fitness function designed for the re-
quirements of the urothelium. The findings suggest that adhesion and a
nutrient dependent growth may play a crucial role in the maintenance
of the urothelium. Aberrations in either adhesion or nutrient dependent
growth led to the development of polyp-like formations. This work mim-
ics the regeneration process and the steady state of the urothelium with
a spatial and adhesion dependent approach for the first time.

Keywords: Agent-based, Glazier-Graner-Hogeweg, Monte Carlo, Sim-
ulation, Urothelium.

1 Introduction

Bladder cancer is the sixth most common cancer in men [1]. Although cancer
can spread from neighboring organs to invade and grow in the bladder, the most
common form of bladder cancer originates within the bladder’s epithelial wall,
the urothelium (see figure 7c). The urothelium is the tissue separating the intra-
luminal space, which in this case is filled with urine, and the interstitial fluid and
is made of different layers, starting from a single layer of basal cells (in the sequel
denoted as B and colored orange) and stem cells (S, blue) laying on top of the
basal membrane (BM , red). These cell types are followed by three to five layers
of intermediate cells (I, green). The urothelium ends at the bladder lumen with
a single layer of specialized umbrella cells (U , gray), protecting its progenitors
underneath [2]. This stratified epithelium of the bladder is anchored down on
the lamina propria through the basal membrane, which is more a matrix than a
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membrane and is made up mostly of type-IV collagen, microfibrils and laminin
[3]. The basal membrane also acts as a mechanical barrier, preventing malignant
cells from invading the deeper tissues [4] and it is essential for angiogenesis [5].

Surprisingly, many characteristics of each bladder cell type are still unknown.
For instance various hypotheses of cell lineages (The description of the history
of the types of the cell progeny) of the urothelium have been postulated [6, 7, 8],
but none has yet been proven. Only a few models in silico of the urothelium
have been published, such as [9] in which the matrix metalloproteinase in the
urothelium was analyzed by means of a cellular automaton.

In the course of the literature search, no previous work was found that simu-
lates the urothelium in a healthy state for the purpose of better understanding
of its architecture, lineage and function. Therefore, we extended the cellular au-
tomata approach. The aim for this work was: 1) to simulate the urothelium in
both its normal healthy steady state, as well as 2) to test the stability of the tissue
in a damaged or stressed state with the Glazier-Graner-Hogeweg (GGH) tech-
nique [10]. The GGH approch is a lattice-based Monte-Carlo simulation method
that minimizes an energy function. Objects of the simulation are described and
influenced by this energy function. We utilized the CompuCell3D framework
[11], which is based on the GGH-model. Because of the lack of understanding
of the function of each individual cell, various elementary models were set up
parallel to each other to compare the biological facts with the hypotheses made
in this work. The focus of our work is on tissue simulation and cell arrangements.
Molecular aspects and physical forces, such as the expansion and contraction of
the bladder, were not included yet.

This paper is organized in the following way: section methods explains the
approach of developing models that in turn will compete against each other to
be the model to best fit real anatomical tissue. This comparison will be based
on a fitness value developed during this work and will also be explained in
detail. Section results displays the benchmark of each of the models that will be
discussed in the following sections discussion and conclusion.

2 Methods

The simulated models were run for an equivalent period of up to 2 years. All sim-
ulations start with two stem cells attached on the basal membrane. After about
three to ten days, the urothelium should be regenerated and reaches a steady
state [12]. 1440 Monte-Carlo-Steps (MCS) according to the GGH approach rep-
resents a day. The GGH-lattice has the dimensions x·y ·z equivalent to 150·200·1
representing the total observed volume Vmax = 150 · 200 · 1 = 3 · 104μm3 for all
simulations, with one voxel having the volume 1μm. The shape of a cell can be
controlled in GGH-models by surface- and volume-constraint-parameters. These
parameters were set in all models such that cells keep their target volume with
little variation, but have a flexible surface. Thus, cells are deformable.
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2.1 Biological Processes

Each of the developed representations of the urothelium consist of different com-
ponents, which can be categorized into four biological processes: 1) birth, 2)
death, 3) differentiation, and 4) sorting. These can then be combined – along
with their parameter set – to create new, sophisticated models.

Birth- and Death Process. The diffusion of nutrients in the urothelium
has been included. The growth of the cell can either be infinite (abbreviated
as IN) or nutrient dependent (NU). An infinite growth lets all cells proliferate
according to its cell lineage (see Differentiation Process). In contrast, nutrient
dependent growth lets cells only proliferate if a minimum of nutrients is avail-
able. Nutrients diffuse from the lamina propria through the basal membrane
and are consumed by the adjacent cells. We have set the diffusion parameters
such that nutrients reach into half of the urothelium. When cells grow and have
reached their maximum (target) size they undergo mitosis. This implies a cell
cycle period.

A cell can die, either through apoptosis, or mechanically through the process
of voiding. Apoptosis is, in our simulations, set differently for each cell type to
about 90, 30 and 10 days accordingly for the basal, intermediate and umbrella
cells. Voiding of the bladder occurs every six hours. Here, apical cells that are
in contact with the bladder lumen are randomly removed (washed out) with a
probability of 2%. The stem cell does not undergo apoptosis, but can be washed
away if it reaches the surface.

Differentiation Process. Figures 1, 2 and 3 show possible cell division sce-
narios for each cell type. A cell can either divide, which is expressed by a plain
line, or transform (differentiate), which is expressed by a dashed line. Division
can occur either symmetrically (fig. 1a, 1b, 2a, 2b and 3a) or asymmetrically
(fig. 1c and 2c). Tranformation happens either through contact (fig. 2e and 3c)
or through time (fig. 2d). The special case of fusion has been included (fig.
3b), which is when more than one intermediate cell becomes an umbrella cell.
This phenomenon is discussed in [13, 14]. All these approaches can form various
cell lineages when they are combined. Different models were derived from these
combinations and have been tested, but only four were compared (cf. section 3).

Sort Process. As tissue formation is far from being random, we assume a
sorting process. The tissue can sort itself either randomly (RA) or based on the
differential adhesion hypothesis [15, 16]. In case of a random sort process, all
cells have the same adhesion value of 1 independently of their cell type. When
differential adhesion is applied, cells have a specific adhesion according to their
cell types and contact to one another and other cell types. Table 1 shows the
adhesion energies used. The energies were assigned according to values taken
from the literature for two cell types (e. g. [16]) and adjusted for four cell
types and its environment. The split axis is vertical and parallel to the basal
membrane.
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Fig. 1. Possible cell divisions for stem cells. S: Stem cell, B: Basal cell
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Fig. 2. Possible cell divisions for basal cells. B: Basal cell, I: Intermediate cell, BM:
Basal membrane, Δt = cell cycle time.
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Fig. 3. Possible cell divisions for intermediate cells. I: Intermediate cell, U: Umbrella
cell, M: Medium (urine)

Table 1. Differential adhesion energies used in all DAE-simulations. A small value
represents stickiness, greater values less adhesion. M: Medium (urine), BM: basal mem-
brane, S: stem cell, B: basal cell, I: intermediate cell, U: umbrella cell. Note that the
matrix is symmetrical.

Types M BM S B I U

M 0 14 14 14 14 4

BM 0 1 3 12 12

S 6 4 8 14

B 5 8 12

I 6 4

U 2

2.2 Fitness Function

Finally, we have introduced a method for measuring the fitness of the model.
This model is based on the arrangement and the volume of the simulated tissue
compared with the observed biological data.

The fitness functions (see eq. 1) consist of a weighted fitness function for: 1)
the arrangement of cells and 2) the volume of the cells. The fitness is measured
at specific points in time ti, typically starting from t1 = 20 d (days) to the end
of the simulation. All functions in this paper are dependent on time, such as
f(ti), but for the sake of simplicity it will be referred to as f . Both functions are
described in detail later in this section.

f =
f̄a + fv

2
. (1)
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Thus, f enables us to quantify the results and to process the simulations in
batch-mode, which serves as an input for parameter optimization. The fitness
values were recorded throughout the entire simulation with a rate of a simulated
half-day equaling 720 MCS, making one MCS equivalent to one minute.

Arrangement Fitness Function. The arrangement fitness function fa sur-
veys models to ensure that the cell strata are in the correct order. To ensure
the correct order of the tissue, columnar samples are taken throughout the en-
tire width of the tissue with steps of 20μm. The columnar samples are vertical
extractions of the tissue where fragments of little squares of two by two vox-
els are taken every 7μm. Each of these voxels can be occupied by only one cell.
To avoid duplicates, the most frequently occurring cell will be taken into account
and inserted into a stack only once. This stack then undergoes further analysis
done by a function applying Boolean terms. This analysis reaches an optimum
of 1 if the urothelium reaches a state where the basal and stem cells layer is right
above the basal membrane, followed by the various layers of intermediate cells
and finally with one layer of umbrella cells before the lumen, and finally, the
medium (urine), occupying the intraluminal space. In the worst case scenario, 0,
the simulation does not create any cells at all. The arrangement fitness function
is summarized in equation 2:

fa =

{ 1
(1−LB)+(L−LI)+(1−LU )+1 if LB + L+ LU > 0

0 otherwise .
(2)

Where (1 − LB) + (L − LI) + (1 − LU ) represents the number of cells that
wandered away from their intended layer, described as followed:

– LB = 1 if the first layer is made of cell type basal or stem, otherwise 0.
– LU = 1 if the last layer is made of cell type umbrella, otherwise 0.
– L is the number of strata in between the first and last layer, while LI is the

subset of L counting the layers made of intermediate cells.

The function fa is then calculated column by column on n = 7 different locations
within the tissue. Out of these values, the average is taken as follows:

f̄a =
1

n

n∑
i=1

fa(i) . (3)

Volume Fitness Functions. Since no information was found in the litera-
ture search regarding the volume of each of the urothelial cell types, values
for the tissue height and for volume occupied by each cell type in percent-
age were calculated as an average from a variety of histological pictures of the
urothelium that were found in these sources [17, 18, 19, 20, 21]. The average
height of the urothelium is estimated to be 85μm, which helps to determine
the optimal volume a simulated urothelium should reach Vopt and is equal to
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150μm · 85μm · 1μm = 1.275 · 104μm3. Furthermore, umbrella cells were esti-
mated to occupy 23%, intermediate cells occupy 67% and basal and stem cells
together occupy 10% of the entire tissue volume respectively. With these values,
it is possible to have an idea if the simulation is accurately representing the
urothelium or not, by using SB, SI and SU as the ideal volumes of each cell
types. This is done by using a fitness function for each cell type fB, fI and fU
which are defined in equation 4.

fB =
1

(SB−IB)2

a·Vmax
+ 1

, fI =
1

(SI−II )2

a·Vmax
+ 1

, fU =
1

(SU−IU )2

a·Vmax
+ 1

. (4)

with

– SB = 10% · Vopt, SI = 67% · Vopt and SU = 23% · Vopt are the ideal volumes
of each cell types.

– IB , II and IU are the actual volumes of each cell type.
– Vmax = 3 · 104μm3 is the maximum volume all cell types can occupy.
– a = 3μm3 is a factor that regulates the width of each volume fitness function.

The fitness functions fB, fI and fU could be treated individually as shown
in figure 4, but are merged together into one volume fitness function fv that
describes the entire volume of the tissue as shown in equation 5.

fv =

{
(fB + fI + fU ) /3 if 0 < IB , II or IU < Vmax

0 otherwise .
(5)
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Fig. 4. Volume functions fB (orange, dashed) with peak at 10% of Vopt, fU (solid,
gray) with peak at 23% of Vopt, and fI (green, dotted) with peak at 67% of Vopt and
Vopt as a vertical line (red). The x-axis extends from 0 to Vmax.

3 Results

Among the various hypotheses we have tested, the so called contact model was
very successful (cf. 5) based on the fitness function. Therefore, the contact
model was further analyzed with four variations. We have also simulated many
more models that can be derived from the differentiation process as shown in
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figures 1, 2 and 3. Their fitness was very poor and were consequently rejected
for candidates for the healthy urothelium (data not shown).

The contact model states that stem cells living in the basal layer above the
basal membrane are the main source of proliferation. From there, the different
cell types are formed through transformation triggered by contact change, fol-
lowing a certain cell lineage hierarchy. It should be added that every model also
includes the voiding and apoptosis process (described previously) and is there-
fore not marked as such separately. The variations of the contact model are the
four combinations:

1. NU-RA: Nutrient-dependent growth and random sort process.
2. NU-DAE: Nutrient-dependent growth and differential adhesion sort process.
3. IN-RA: Infinite growth and random sort process.
4. IN-DAE: Infinite growth and differential adhesion sort process.

S B I U
¬BM M

Fig. 5. Cell lineage of the contact model. S: Stem cell, B: Basal cell, BM: Basal mem-
brane, I: Intermediate cell, M: Medium (urine), U: Umbrella cell

These are compared based on their fitness as shown in figure 6. Because the
urothelium has a regeneration time between three and ten days, only fitness
values after 20 days (or 28800 MCS) were taken into account. This ensures
that all the simulations were in steady state. For each simulation run, the mean
fitness of all points in time was calculated and these values were grouped by the
model-variation and summarized as a box-and-whisker plot (see fig. 6).

Clearly, models with a random sort process, i. e. the same adhesion, do not
form an urothelium-like tissue. We often observed simulations (IN-RA, NU-RA)
where a stem cell had drifted to the surface of the urothelium and then washed
out by the voiding process. With the disappearance of the cell source, the tis-
sues disappear shortly after by an average of 60 days. However, the variance is
remarkable. Figure 7a) shows an example of a simulation with no sort process,
where only few basal cells are present and the protective umbrella cells engulf
the urine and transport it inside the tissue jeopardizing the protective function
of the urothelium.

On the other hand, contact models with a sort process based on differential
adhesion show a significantly better behavior. On average over time, they reach
a fitness of about 56% (IN-DAE) and 60% (NU-DAE). Nutrient-based growth
leads to a striking smaller variance and extreme values for the overall fitness.

A representation of the NU-DAE-based urothelium in silico with a fitness of
about 95% at 230 days is shown in figure 7b). The simulated tissue has a great
similarity to the histological image of a healthy human urothelium, as depicted
in figure 7c), in that it has the same number of layers and a corresponding order
and size of cell types.
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IN-DAE

IN-RA

NU-DAE

NU-RA

Fitness

Fig. 6. Comparison of the four contact model variations in a box-and-whisker plot.
Approximately 60% fitness were reached with differential-adhesion-energy-dependent
(DAE) models. The highest results was accomplished by the model with an additional
nutrient-dependent grow on top of the DAE process. Number of simulation runs per
model: IN-RA: = 26, NU-DAE = 14, IN-DAE = 26, NU-RA = 37. The x-axis shows
only part of the fitness which goes from 0 to 1.

a) b)

c) d)

S

B

I

U

Fig. 7. a) Tissue formation without sort process (IN-RA). b) Simulation in steady
state showing a healthy urothelium (NU-DAE). c) Histological image of the urothelium
(Hematoxylin and eosin stain). d) Simulated formation of a polyp (IN-DAE).
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Figure 7d) shows the deformation of the apical surface of an IN-DAE model.
This malformation resembles a polyp, which is often encountered in the bladder
lumen. These polyps are mostly benign, but they do have the potential of pen-
etrating through the deeper tissues and of compromising the bladder and other
organ function. These polyp-like structures are the reason for the bad fitness at
a level as low as 33% observed in the IN-DAE models (cf. 6).

4 Discussion

The contact model was inspired by discoveries from Ho et al. [7] and Yamany et
al. [8]. The suggested cell lineage of Ho et al. is especially similar to our approach.
Both approaches allow progenitor cells to be responsible for the generation of
intermediate cells that can further differentiate into superficial cells. This is
supported by the data presented showing that the NU-DAE model reached about
60% of the fitness function.

It remains to be known how the contact model differs from or shares ideas with
known hypotheses on cell proliferation for other tissues such as small intestine
[22] or epidermis [23]. As the results show in figure 6, it was remarkable that the
models IN-DAE and NU-DAE reached the highest fitness values, proving that
differential adhesion energies are essential to maintain an organized and stable
tissue throughout time. The difference between IN-DAE and NU-DAE can be
noticed in the range of the fitness values. While in IN-DAE models the nutrient
resources are never scarce the NU-DAE model has limited nutrients, permeating
only to about half the ideal urothelium thickness, keeping the randomly escaping
stem cells in check by starving them or eventually driving them back to the basal
membrane. This rearrangement of the stem cell was due to the fact that without
nutrients to divide there was no mitotic pressure to push the stem cell upwards
leaving the stem cell enough time to reorganize accordingly to their differential
adhesion values.

Urothelial carcinoma of the bladder can be divided into high-grade and low-
grade tumors. High-grade tumors are very aggressive and have a risk of mus-
cle invasion, they can present polypoid but can also present as a superficial
carcinoma-in-situ. On the other hand low-grade tumors are usually papillary,
confined to the mucosa and do not invade the detrusor muscle [14]. They may
present as papillary tumors. The formation of polyps in the IN-DAE model
demonstrate the potential benefit of this model for further biological questions
in bladder cancer [24].

The cellular automaton approach from Kashdan and colleagues [9] showed
that carcinogens are important for the development of bladder cancer. In con-
trast, this work shows the key components for maintaining a healthy urothelium
in silico. It is also possible to integrate carcinogens fields in our models, as was
done with the diffusion field of nutrients introduced in this paper.

It should also be mentioned that the contact model, as such, provides a sort
mechanism. It prefers basal cells to be created close to the basal membrane and
umbrella cells to be created at the surface. This is some sort of negative feedback
mechanism for the differentiation process.
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The fitness function we introduced allowed an easy evaluation and visualiza-
tion of individual simulations. An average fitness of about 60% for a simulation
run of NU-DAE models indicates that there could be better models. These sim-
ulations often have an excellent arrangement fitness of more than 90% but a
poor volume fitness with less than 30% (data not shown). On the one hand,
we believe that parameter optimization will improve the fitness. On the other
hand, the narrow width of the volume fitness function’s peak (compare figure
4) may cause a rapid decrease of the fitness when the volume of the cells shifts
only a little away from the optimum. Clearly, a further validation of the in silico
models is required. However, we found that data addressing turn over times and
cell cycles are rare in the literature.

5 Conclusion

In this work we were able to successfully simulate the healthy urothelium in
steady state with the GGH-method. A urothelium-dependent fitness function
was defined, which enables the quantitative evaluation of the simulation’s output.
Models for the urothelium that use flexible cell shapes and non-lattice-based cell
movements were applied for the first time. They showed that a sorting process
and a limited proliferation mechanism appears to be essential. Changes in these
parameters are possible mechanisms for the development of cancer.
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Abstract. Micro RNA (miRNA) plays important roles in a variety of biological 
processes and can act as disease biomarkers.  Thus, establishment of discovery 
methods to detect disease-related miRNAs is warranted.  Human omics data 
including miRNA expression profiles have orders of magnitude with much 
more number of descriptors (p) than that of samples (n), which is so called  
“p >> n problem”.  Since traditional statistical methods mislead to localized  
solutions, application of machine learning (ML) methods that handle sparse  
selection of the variables are expected to solve this problem.  Among many 
ML methods, least absolute shrinkage and selection operator (LASSO) and 
multivariate adaptive regression splines (MARS) give a few variables from the 
result of supervised learning with endpoints such as human disease statuses.  
Here, we performed systematic comparison of LASSO and MARS to discover 
biomarkers, using six miRNA expression data sets of human disease samples, 
which were obtained from NCBI Gene Expression Omnibus (GEO).  We addi-
tionally conducted partial least square method discriminant analysis (PLS-DA), 
as a control traditional method to evaluate baseline performance of discriminant 
methods.  We observed that LASSO and MARS showed relatively higher per-
formance compared to that of PLS-DA, as the number of the samples increases.  
Also, some of the identified miRNA species by ML methods have already been 
reported as candidate disease biomarkers in the previous biological studies.  
These findings should contribute to the extension of our knowledge on ML 
 method performances in empirical utilization of clinical data. 

Keywords: Micro RNA, miRNA, machine learning, least absolute shrinkage 
and selection operator, LASSO, multivariate adaptive regression splines, MARS. 

1.   Introduction 

MicroRNAs (miRNAs) are short endogenous noncoding RNAs (approximately 22 to 
23 nucleotides) that play important roles in regulation of mRNA cleavage, stability, 
                                                           
* Corresponding author. 
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and expression [1-3]. The miRNAs are abundant in multiple species, and currently, 
around 2,000 human miRNAs have been registered (miRBase release 22) [4].   Mi-
cro RNA (miRNA) plays important roles in a variety of biological processes of hu-
man diseases like cancers, autoimmune and infectious diseases [5-7].  Previous stu-
dies have also reported that miRNA can act as disease biomarkers to predict disease 
onset and progression, as well as promising resources of novel therapeutic drug tar-
gets [8,9]. Thus, establishment of discovery methods to systematically detect disease 
biomarker miRNAs has been warranted. 

Human omics data including miRNA expression profiles have orders of magnitude 
with much more number of descriptors (p) than that of samples (n), which is so called 
“p >> n problem” [10,11].  Since traditional statistical methods mislead to localized 
solutions in the presence the of p >> n problem, application of machine learning me-
thods that handle sparse selection of the variables are expected to solve this problem 
[12,13].  Among many machine learning methods, least absolute shrinkage and selec-
tion operator (LASSO) and multivariate adaptive regression splines (MARS) are pop-
ular. LASSO is an alternative regularized version of least square method and given 
sparse solution [12]. MARS performs non-linear regression with hinge function [13].  
The solutions with LASSO are suggested separately for each disease. On the other 
hand, those with MARS are selected commonly for whole disease status. These data 
mining methods are expected to give a few variables from the result of supervised 
learning which can provide informative prediction ability of the endpoints such as 
human disease statuses. However, few studies have been reported on the actual appli-
cations of machine learning methods to miRNA data sets [14-16].  

Aim of this study is to conduct empirical evaluations of the performances of the 
machine leaning methods to detect disease biomarker miRNAs.  We obtained public-
ly available miRNA data sets of human clinical samples, and then applied LASSO 
and MARS to assess their empirical accuracy to predict disease status. 

2.   Methods 

2.1  Human miRNA Expression Data Sets 

We obtained miRNA data sets obtained from human clinical samples from NCBI 
Gene Expression Omnibus (GEO) on November 30th, 2014. We selected miRNA 
data sets based on the following criteria; (i) data were obtained from multiple human 
samples with clinical status (diseases or healthy controls), (ii) each sample had one 
clinical status corresponding to one miRNA data set, (iii) the base studies were not 
longitudinal but single time-point observation, (iv) miRNA expression profiles were 
comprehensively obtained by microarrays, (v) details of the original studies were 
published as journal articles. 

2.2 Machine Leaning Methods 

We selected LASSO and MARS, the two major machine learning methods to provide 
sparse selection of the variables, to empirically evaluate prediction ability of disease 
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statuses in the miRNA data sets. We also conducted partial least square method dis-
criminant analysis (PLS-DA), as a control traditional method to evaluate baseline 
performance of discriminant methods.  All calculation of LASSO, MARS and PLS-
DA were performed using R 3.1.0 software environment for statistical computing 
[17].  We used R packages of glmnet 1.9-8 [18], earth 3.2-7 [19] and caret 6.0-37 
[20], for LASSO, MARS, and PLS-DA, respectively.  

We performed supervised learning of LASSO, MARS and PLS-DA, using the 
normalized miRNA expression profiles of the obtained data sets.  For each of the 
data sets, we adopted clinical phenotypes of the samples as response variables, and 
expression profiles of the miRNAs as explanatory variables.  We evaluated the per-
formance of supervised learning by using leave-one-out cross-validation (LOOCV) 
[21]. Namely, for each iteration step, we divided the data set into one sample and the 
other samples. We conducted supervised learning using miRNA expression profiles of 
the other samples, and then, predicted the clinical status of the one sample. Average 
concordances of predicted clinical status of the subjects were considered as empirical 
prediction accuracy of the methods. 

In the case of LASSO, which requires to penalty parameter to be able to discrimi-
nate disease status enough, we determined it with 10-fold cross validations using 
cv.glmnet function bundled in glmnet package.  Furthermore, a value of ncomp, 
which is the number of components to include in the model and required with PLS-
DA calculation, was determined by using LOOCV train function bundled in caret 
package. The biomarker candidates from supervised learning model were selected 
with coefficients for linear regression equation using coef.glmnet function bundled in 
glmnet package (LASSO), and with variable importance measure for hinge function 
suggested evimp function bundled in earth package (MARS).   

3   Results 

3.1   Selection of the Human miRNA Expression Data Sets 

We obtained six miRNA expression data sets of human disease samples, considering 
a diversity of numbers of samples and descriptor such as numbers of miRNAs.  The 
selected expression data were GSE29190 [22], GSE33857 [23], GSE34608 [24], 
GSE49012 [25], GSE50646 [26], GSE53992 [27]. We provide brief descriptions of 
the data sets as below, as well as the summary shown in Table 1. 

1. GSE29190  
Transcriptome of peripheral blood mononuclear cells with active tuberculosis 
(TB; n = 6), latent TB (n = 6) and healthy controls (n = 3) [22]. MiRNA expres-
sions were measured with Agilent-021827 Human miRNA Microarray (V3) 
(miRBase release 12.0 miRNA ID version). 
 

2. GSE33857 
Peripheral blood of the patients with chronic hepatitis C (CHC; n = 64), chronic 
hepatitis B (CHB; n = 4), non-alcoholic steatohepatitis (NASH; n = 7), normal 
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liver subjects (n = 12), and Huh7 cell line (n = 13) [23]. MiRNA expressions were 
measured with Agilent-029297 Human miRNA Microarray v14 Rev.2 (miRNA 
ID version). We note that Huh7 were not mentioned in the original paper. 
 

3. GSE34608 
Blood miRNAs from TB (n = 8) and sarcoidosis (SARC; n = 8) patients and 
healthy controls (n = 8) [24]. MiRNA expressions were measured with Agilent-
019118 Human miRNA Microarray 2.0 G4470B (Feature Number version).  
 

4. GSE49012 
The miRNA expression profiles of the liver tissues consisting of cirrhotic (n = 22) 
and normal (n = 12) [25]. MiRNA expressions were measured with Thermo 
Scientific Dharmacon microRNA human array.  
 

5. GSE50646 
Peripheral blood of the patients affected with rheumatoid arthritis (RA), that con-
sist of memory regulatory T cell (memory Treg; n = 8), memory T cell (n = 8), 
naïve T regulated cell (naïve Treg; n = 8), and naïve T cell (n = 8) [26]. MiRNA 
expressions were measured with gilent-031181 Unrestricted Human miRNA 
V16.0 Microarray (miRBase release 16.0 miRNA ID version). 
 

6. GSE53992 
The miRNA expressions of the liver tissues consisting of normal (n = 13) and 
cholangiocarcinoma (CCA; n = 33) [27]. CCA samples consist of well differen-
tiated carcinoma (WDC; n = 12), papillary carcinoma (PC; n = 4) and moderately 
differentiated carcinoma (MDC; n = 17). MiRNA expressions were measured 
with Agilent-031181 Unrestricted Human miRNA V16.0 Microarray 030840. 

Table 1. Summary for the six miRNA expressions 

GEO ID Target disease Tissue Clinical Status No.  
Samples 

No.  
miRNAs 

GSE29190 Tuberculosis (TB) Lung Normal, Ac-
tive TB, Latent 
TB 

15 834 

GSE33857 Liver diseases Liver Normal, CHB, 
CHC, NASH, 
[Huh7] 

100 877 

GSE34608 Tuberculosis 
Sarcoidosis (SARC) 

Lung Control, 
SARC, TB, 

34 738 

GSE49012 Cirrhosis Liver Normal, 
Disease, 

34 736 

GSE50646 Rheumatoid arthritis 
(RA) 

Blood Memory Treg, 
Memory T 
cell, Naïve 
Treg, Naïve T 
cell 

32 125 

GSE53992 Cholangiocarcinoma 
(CCA) 

Liver 
 

Normal, WDC, 
PC, MDC 

46 1368 
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3.2   Empirical Prediction Ability of the Machine Learning Methods 

Overall discrimination results of the machine learning methods were indicated in 
Table 2. Calculated confusion matrices of the data sets were indicated in Table 3 (in-
accurate predictions are colored with gray). “Accuracy” indicates the ratio of true 
positive against the entire number of samples. “Variable” indicates the number of 
miRNAs suggested by LASSO and MARS, which were selected as multiple values 
and indicated with ranges in the case of LASSO. Ncomp indicates the number of 
components required by PLS-DA, which was determined with cross validation. The 
miRNA expressions for each data sets were discriminated with 67% over of accuracy, 
except for GSE29190 (the TB study) which showed lower accuracy of 42% in aver-
age. We observed that LASSO and MARS showed relatively higher performance 
compared to that of PLS-DA, as the number of the samples increases.  For example, 
MARS showed the highest performance in GSE53992 (the CCA study, n = 46), and 
LASSO showed the highest performance in GSE33857 (the liver disease study, n = 
100). We note that the machine learning methods did not always demonstrate higher 
performances than the control method of PLS-DA. In several cases, the discrimination 
with MARS preferred than that of PLS-DA. 

Table 2. Discrimination result with machine learning methods for six miRNA data sets 

GEO ID LASSO MARS PLS-DA Category 

size 

No. 

samples 

No. 

miRNAs Accuracy Variable Accuracy Variable Accuracy Ncomp 

GSE29190 0.267 1-3 0.467 4 0.600 2 3 15 834 

GSE33857 0.860 4-11 0.860 20 0.840 19 5 100 877 

GSE34608 0.875 3-8 0.917 4 0.958 5 3 24 719 

GSE49012 1.000 6 0.971 7 1.000 5 2 34 738 

GSE50646 0.906 1-6 0.938 6 0.969 8 4 32 125 

GSE53992 0.674 2-12 0.739 6 0.674 8 4 46 1368 

Table 3. Confusion matrix for six miRNA data sets 

GEO ID : GSE29190 LASSO MARS PLS-DA 
Prediction N A L N A L N A L 
True Normal (N) 0 1 2 2 1 0 0 1 2 

Active TB (A) 0 3 3 1 2 3 0 4 2 

Latent TB (L) 0 5 1 0 3 3 0 1 5 
 

GED ID: GSE33857 LASSO MARS PLS-DA 
Prediction N B C A H N B C A H N B C A H 
True Normal (N) 8 1 2 1 0 8 0 1 3 0 9 0 2 1 0 

CHB (B) 2 1 1 0 0 0 1 2 1 0 0 2 2 0 0 

CHC (C) 0 0 64 0 0 0 0 64 0 0 0 0 64 0 0 
NASH (A) 0 1 2 4 0 0 1 1 5 0 0 0 5 2 0 
Huh7 (H) 1 0 1 2 9 1 1 0 3 8 0 0 6 0 7 
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GEO ID : GSE34608 LASSO MARS PLS-DA 

Prediction N S T N S T N S T 
True Normal (N) 8 0 0 8 0 0 8 0 0 

Sarcoidosis  (S) 0 8 0 0 8 0 0 7 1 
Tuberculosis (T) 0 3 5 0 2 6 0 0 8 

 
GEO ID : GSE49012 LASSO MARS PLS-DA 
Prediction Normal Disease Normal Disease Normal Disease 
True Normal 12 0 11 1 12 0 

Disease 0 22 0 22 0 22 

 
GEO ID : GSE50646 LASSO MARS PLS-DA 
Prediction A B C D A B C D A B C D 
True Memory Treg (A) 8 0 0 0 8 0 0 0 8 0 0 0 

Memory T cell (B) 2 5 0 1 2 6 0 0 1 7 0 0 
Naive Treg (C) 0 0 8 0 0 0 8 0 0 0 8 0 
Naive T cell (D) 0 0 0 8 0 0 0 8 0 0 0 8 

 
GEO ID : 
GSE53992 

LASSO MARS PLS-DA 

Prediction N W P M N W P M N W P M 
True Normal (N) 7 4 0 2 10 2 0 1 8 4 0 1 

WDC (W) 5 6 0 1 5 7 0 0 4 7 0 1 
PC (P) 0 0 2 2 1 0 2 1 0 0 1 3 

MDC (M) 0 0 1 16 1 0 1 15 0 2 0 15 

3.3 Selected Candidate Disease-Related miRNAs 

The candidate miRNA biomarkers were selected by the machine learning methods 
were shown in Table 4. Overall, LASSO selected 92 miRNAs for the six studies, 
and MARS selected 47 miRNAs, of which 19 miRNAs are commonly selected. We 
found that some of the identified miRNA species commonly selected by the ma-
chine learning methods have already been reported as candidate disease biomark-
ers in the previous biological studies. For example, Jopping CL et al. reported that 
miR-122 act as modulation of hepatitis C for chronic hepatitis [28].  Nakasa et al. 
reported that and miR-146a has been reported for highly expressed synovial tissue 
of rheumatoid arthritis [29].  These findings should provide empirical validity of 
our selection results of the miRNA biomarkers, and contribute to the extension of 
our knowledge on the machine learning method performances in utilization of 
clinical data. 
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Table 4. miRNA biomarkers selected by LASSO and MARS  

GEO ID No. miRNAs 
selected by 
LASSO 

No. miRNAs 
selected by 
MARS 

Commonly selected miRNAs 
(No. miRNAs) 

GSE29190 7 4 miR-18, miR-21, miR-520d (3) 
GSE33857 25 20 miR-122, miR-149, miR-1539, miR-2116 (4) 
GSE34608 16 4 miR-409, miR-451, miR-766, miR-942 (4) 
GSE49012 6 7 miR-1234 (1) 
GSE50646 17 6 miR-22, miR-31, miR-146a, miR-150 (4) 
GSE53992 21 6 miR-548f, miR-769-5p, miR-4290 (3) 

4   Discussion 

In this study, we conducted one of the initial empirical evaluations of the machine 
learning method performances to predict disease status of the samples using human 
miRNA expression data sets. The machine learning methods of LASSO and MARS 
demonstrated relatively higher performance in concordance of the predicted and ac-
tual diseases status, compared to that obtained from the control method of PLS-DA, 
as the number of the samples in the data sets increases.  Some of the identified miR-
NA species commonly selected by the two machine learning methods have already 
been reported as candidate disease biomarkers in the previous biological studies, 
which suggested empirical utility of the application of the machine learning methods 
to select biomarker miRNAs that can predict disease onset or prognosis. 

LASSO is an excellent method of regression to discriminate binary category. The 
glmnet package is extended for multiclass discrimination to aggregate each regression 
equation for specific disease status or not so that it gives different solutions to every 
disease status. On the other hand, MARS discriminates whole disease status with 
hinge function, and has common variables with different disease specific coefficient.  
We guess that the partial match between the suggested miRNA was caused by the 
reason above.  

Several studies reported identification of miRNA species as disease biomarkers us-
ing machine learning methods. Søkilde R et al. and Taguchi Y-h et al. demonstrated 
that LASSO is an effective method to find miRNAs as disease biomarkers [14,16].  
In this study, we conducted comparative analysis using both LASSO and MARS. 
Additionally, we discuss to ensemble biomarker selection from miRNA expression 
data sets firstly.  

Which should we use, LASSO or MARS, as the machine learning method in order to 
select biomarker candidates?  While it would be difficult to conclude based on the cur-
rent knowledge, one solution might be to use union sets of biomarker candidates sug-
gested by LASSO and MARS. Considering the overlap of the selected candidates be-
tween the two methods, numbers of the biomarker candidates derived from union sets 
would still be small compared with the whole miRNAs.  As we have previously men-
tioned, biomarker candidates suggested by LASSO could be more specifically selective 
for the binary target disease statuses than MARS. We note that only LASSO suggested 
miR-671-5P in the discrimination between NASH and others in GSE33857, while 
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MARS did not.  This miRNA was reported as one of significant biomarker between 
NASH patients and non-NASH patients [30].  On the other hand, as an advantage of 
MARS, MARS suggests the selected smaller number of the disease biomarkers to dis-
criminate total disease status than those suggested by LASSO as shown in Table 4.  

In this article, we used LASSO and MARS to discriminate and select biomarker 
candidates form miRNA expressions. In recent years, many effective machine learn-
ing method are suggested.  Ensemble methods such as random forests, Bayesian 
approaches and deep learning are expected as effective variable selection methods 
form omics expression data.   We should investigate comprehensive analysis with 
the large number of the miRNA expression data sets using these additional machine 
learning methods, to further discover important roles of miRNAs in a variety of bio-
logical processes and disease biomarkers. 
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Abstract. We undertake an extensive numerical investigation of the
graph spectra of thousands regular graphs, a set of random Erdös-Rényi
graphs, the two most popular types of complex networks and an evolving
genetic network by using novel conceptual and experimental tools. Our
objective in so doing is to contribute to an understanding of the meaning
of the Eigenvalues of a graph relative to its topological and information-
theoretic properties. We introduce a technique for identifying the most
informative Eigenvalues of evolving networks by comparing graph spec-
tra behavior to their algorithmic complexity. We suggest that extending
techniques can be used to further investigate the behavior of evolving
biological networks. In the extended version of this paper we apply these
techniques to seven tissue specific regulatory networks as static example
and network of a näıve pluripotent immune cell in the process of differ-
entiating towards a Th17 cell as evolving example, finding the most and
least informative Eigenvalues at every stage.

Keywords: Network science, graph spectra behavior, algorithmic proba-
bility, information content, algorithmic complexity, Eigenvalues meaning.

1 Background

The analysis of large networks raises in many of research fields, the ubiquity of
large networks makes the analysis of the common properties of these networks
important.In the most simplistic way can be seen or analyzed as a collection of
vertices and edges but there are a very different way of representing the graph,
using the eigenvalues and eigenvectors of matrices associated with the graph
(Graph Spectra) rather than the vertices and edges themselves.In this study
a graph or network G defined by pairs (V (G), E(G)),where V (G) is a set of
vertices (or nodes) and E(G) represent edges(links). Let A be an n × n real
matrix. An eigenvector of A is a vector such that Ax = λx for some real or
complex number λ. λ is called the Eigenvalue of A belonging to Eigenvector v.
The set of graph Eigenvalues of the adjacency matrix is called the spectrum of
the graph. Spectral analysis is a widely used for a range of problems. In general,
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assigning meaning to Eigenvalues is very difficult. They are very context sensitive
(i.e. relative to the graph type) and they are cryptic in the sense that they store
many properties of a graph in a single number that does not lend itself to being
easily used to reconstruct the properties it encodes. However, they are known
to encode algebraic and topological information relating to a graph in various
ways. In this paper we contribute toward the investigation of the interpretability
of Eigenvalues, specifically with a general method to determine the type and the
amount of information about a network that each Eigenvalue carries. We analyse
growing networks ranging from complete graphs to complex random network and
demonstrate the distinct behaviour of the eigenvalue spectra of different topology
class. We will show the unique spectral properties of the major random graph
models, Erdös-Rényi [6,7], small-world [15] and scale free [1].

2 Methodology

All graphs in this paper are undirected, so that the matrices are symmetrical
and the Eigenvalues are real. They also have no loops, so the matrices have a
zero diagonal and hence a zero trace, so that the Eigenvalues add up to zero.
We are interested in investigating the behavior of Spec(G) relative to the Kol-
mogorov complexity K(G). Formally, the Kolmogorov complexity of a string s is
K(s) = min{|p| : U(p) = s}. That is, the length (in bits) of the shortest program
p that when running on a universal Turing machine U outputs s upon halting.
A universal Turing machine U is an abstraction of a general-purpose computer
that can be programmed to reproduce any computable object, such as a string
or a network (e.g. the elements of an adjacency matrix). By the Invariance the-
orem [10], KU only depends on U up to a constant, so as is conventional, the U
subscript can be dropped. Formally, ∃γ such that |KU (s)−KU ′(s)| < γ where γ
is a constant independent of U and U ′. Due to its great power, K comes with a
technical inconvenience (called semi-computability) and it has been proven that
no effective algorithm exists which takes a string s as input and produces the
exact integer K(s) as output [8,3]. Despite the inconvenience K can be effec-
tively approximated by using, for example, compression algorithms. Kolmogorov
complexity can alternatively be understood in terms of uncompressibility. If an
object, such as a biological network, is highly compressible, then K is small and
the object is said to be non-random. However, if the object is uncompressible
then it is considered algorithmically random.

Algorithmic Probability. There is another seminal concept in the theory of
algorithmic information, namely the concept of algorithmic probability [14,9] and
its related Universal distribution, also called Levin’s probability semi-measure [9].
The algorithmic probability of a string s provides the probability that a valid ran-
dom program p written in bits uniformly distributed produces the string s when
run on a universal (prefix-free1) Turing machine U . In equation form this can be

1 The group of valid programs forms a prefix-free set (no element is a prefix of any
other, a property necessary to keep 0 < m(s) < 1.) For details see [4,2].
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rendered as m(s) =
∑

p:U(p)=s 1/2
|p|. That is, the sum over all the programs p

for which U outputs s and halts. The algorithmic Coding Theorem [9] establishes
the connection between m(s) and K(s) as | − log2 m(s)−K(s)| < O(1) (Eq. 1),
where O(1) is an additive value independent of s. The Coding Theorem im-
plies that [4,2] one can estimate the Kolmogorov complexity of a string from its
frequency by rewriting Eq. (1) as Km(s) = − log2 m(s) +O(1) (Eq. 2).

Kolmogorov Complexity of Unlabeled Graphs. As shown in [17], estima-
tions of Kolmogorov complexity may be arrived at by means of the algorith-
mic Coding theorem, using a 2-dimensional lattice as tape for a 2-dimensional
deterministic universal Turing machine. Hence m(G) is the probability that a
random computer program acting on a 2-dimensional grid prints out the ad-
jacency matrix of G. Essentially it uses the fact that the more frequently an
adjacency matrix is produced, the lower its Kolmogorov complexity and vice
versa. We call this the Block Decomposition Method (BDM) as it requires the
partition of the adjacency matrix of a graph into smaller matrices using which
we can numerically calculate its algorithmic probability by running a large set
of small 2-dimensional deterministic Turing machines, and thence, by applying
the algorithmic Coding theorem, its Kolmogorov complexity. Then the overall
complexity of the original adjacency matrix is the sum of the complexity of its
parts, albeit with a logarithmic penalization for repetitions, given that n rep-
etitions of the same object only adds logn to its overall complexity. Formally,
the Kolmogorov complexity of a labeled graph G by means of BDM is defined
as KBDM (G, d) =

∑
(ru,nu)∈A(G)d×d

log2(nu) + Km(ru), where Km(ru) is the
approximation of the Kolmogorov complexity of the subarrays ru by using the
algorithmic Coding theorem (Eq. (2)), and A(G)d×d represents the set with ele-
ments (ru, nu) obtained when decomposing the adjacency matrix of G into non-
overlapping squares of size d by d. In each (ru, nu) pair, ru is one such square and
nu its multiplicity (number of occurrences). From now on KBDM (g, d = 4) will
be denoted only by K(G) but it should be taken as an approximation to K(G)
unless otherwise stated (e.g. when taking the theoretical true K(G) value). More
details of these measures and their application are given in [17]. The Kolmogorov
complexity of a graph G is thus given by:

K ′(G) = min{K(A(GL))|GL ∈ L(G)}

where L(G) is the group of all possible labelings of G and GL a particular label-
ing. In fact K(G) provides a choice for graph canonization, taking the adjacency
matrix of G with lowest Kolmogorov complexity. Unfortunately, there is almost
certainly no simple-to-calculate universal graph invariant, whether based on the
graph spectrum or any other parameters of a graph. In [19], however, we proved
that the calculation of the complexity of any labeled graph is a good approxi-
mation to its unlabeled version.
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Fig. 1. Box distributions of Eigenvalues for growing regular graphs normalized by edge
count. We call these “spectra signatures”. Top left: Spectra signature of a growing com-
plete graph showing that the Eigenvalues normalized by edge count do not carry any
extra information than may be found in a simple Kolmogorov complexity graph. Top
right: Spectra signature of a growing cycle graph showing a wider range of different
Eigenvalues centered around x = 0. The next spectra signatures have an increasing
number of different Eigenvalues but remain relatively simple given the regular struc-
ture of the graphs they represent. The diversity of Eigenvalues can be captured by
classical Shannon entropy, but the non-trivial structure can only be captured by algo-
rithmic complexity. Middle left: Spectra signature of a growing wheel graph. Middle
right: Spectra signature of a growing fan graph. Bottom left: Spectra signature of a
growing lattice graph. Bottom right: Spectra signature of a growing path graph. Ob-
vious similarities between similar graphs can be recognized: cycles and wheels have
similar patterns, grids and paths share some similarities too. However, star and fan
graphs have spectra that show a greater degree of disparity than the spectra of the
others.
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3 Results

3.1 Most Informative Eigenvalues

It is clear that Eigenvalues carry different information and therefore can be
of differential informative value. For example, take a complete graph of size
n. To reconstruct it from its graph spectra it is enough to look at its largest
Eigenvalue λ1, simply because it indicates the size of the complete graph and
therefore contains all the information about it– assuming that we know it is a
complete graph. If we did not know it to be a complete graph then we would
need to take into account the rest of the n Eigenvalues, but none of them on its
own would suffice. That is only if a graph with λ1 �= 0 and λi = −1 with i = 2
to n uniquely determines a complete graph.

In Figs. 2, 3, 4 and 5, a sample of 4913 graphs distributed in 204 classes
dividing (with possible repetition) the networks into bins of shared topological
or algebraic properties, such as being a Moore, Haar, Cayley, tree or acyclic
graph, display various (mostly significant) degrees of negative and positive cor-
relation with one or more Eigenvalues. The number of graphs come from the
graphs available in the Mathematica v.10 software built-in repository function
GraphData[]. The most commonly found case was a negative correlation between
largest Eigenvalues and graph information content. However, positive correla-
tion and non-trivial differences between next largest and smallest Eigenvalues
were found and their behavior is highly graph-topology dependent. This suggests

Fig. 2. Correlation plots of graph complexity vs largest Eigenvalues. On the X-axis are
graphs (blue/darker curve) sorted by their algorithmic complexity (from lower to higher
information content) normalized by graph edge count. On the Y -axis are the largest
Eigenvalues for each graph (yellow/lighter curve). Both complexity and Eigenvalues
are normalized by graph edge count as we are interested in structural information
contained in both measures beyond information about the graph size.
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Fig. 3. Correlation plots of graph complexity vs second largest Eigenvalues. The second
largest Eigenvalue displays a larger variety of correlations among graph classes, and
depicted here is a case where it is found that the second value does not carry any
information about Crown graphs. For Moore graphs the positive correlation is weak,
and for Haar graphs it is null but noisy, unlike for Crowns. Specific statistics are given
in Fig. 5 quantifying the correlations across all graph classes.

Fig. 4. Correlation plots of graph complexity vs smallest Eigenvalues. Smallest Eigen-
values tend to be positively correlated to graph information content. Depicted here is
again a known example of a non-informative Eigenvalue for complete graphs, which is
nonetheless informative in the sense that deleting the effect of size from its information
content retrieves almost no information, hence all Eigenvalues and the complexity of
the graph are basically flat (notice Y -axis scale). In another example, unlike the second
largest Eigenvalue, it can be seen that the smallest Eigenvalue does carry information
about Crown graphs.

that while the largest Eigenvalue encodes important structural information of
the graph, all Eigenvalues may carry some information, with some being more
or less informative than others. The complete graph is a trivial example of no
correlation, where it is clear that the Eigenvalue is not providing any structural
information about the graph other than its size, which is erased when normal-
ized by edge count as it is in these plots, hence discounting by any edge count
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Fig. 5. Statistics (ρ) and p-value plots between graph complexity and largest, second
largest and smallest Eigenvalues of 204 different graph classes including 4913 graphs.
Clearly the graph class complexity correlates in different ways to different Eigenvalues
but in most cases this correlation is strong and there is a clear tendency of the largest
Eigenvalue to be negatively correlated to information content, then a quick transition
at the second largest and finally a clear positive correlation with the smallest.

contribution. The degree and type of correlation can be found in Fig. 5, quanti-
fied by a typical Pearson correlation test.

If the Eigenvalue behavior of a graph G is flat, then its information-content
is low or null, except perhaps because of the multiplicity of the value and the
total number of occurrences of the same value, trivially indicating, for example,
the size of the network, given that the number of Eigenvalues is equal to the
number of vertices of G. This also means that Eigenvalues with flat behavior are
less informative, a fact which enables clear discrimination between interesting
and uninteresting Eigenvalues, beyond a simple consideration of numerical value
(numerical values can be different and still not carry any information about a
graph).
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3.2 Graph Spectra Behavior of Evolving Networks

3.3 Spectra Signatures

We compared the spectra signature of an evolving graph to the Box plots of the
Eigenvalues of the graph over time. Fig. 1, for example, shows the asymptotic
behavior of each Eigenvalue for well known regular graphs and how the plots
characterize them with various regular patterns, including cyclic behavior for a
cycle graph. They also show how the accumulation of Eigenvalues is distributed
differently for different graphs, with their rate of growth depending on the graph
type. A complete graph G of size n = |V (G)|, for example, has graph spectra
(n− 1)1, (−1)n−1 with its values corresponding to the plot in Fig. 1(left). When
the number of different Eigenvalues is small (i.e. their multiplicity is too high)

Fig. 6. Eigenvalues behavior. The largest Eigenvalue in a random E-R graph of size
100 vertices for edge density from 0 to 1 (X-axis) is the only one behaving differently
from the rest. Some properties of the largest Eigenvalue are known, such as being an
indicator of number of bifurcations, so the greater the edge count the greater its value.
However, the next Eigenvalues all manifest a common behavior, reaching a maximum
and describing a concave curve.

Fig. 7. Spectra signature of a random E-R graph of size 100 for edge density 0 to 1.
Clearly for edge density 1, the random graph spectra are simply those of a complete
graph.
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Fig. 8. Spectra signature of a Watts-Strogatz growing into a 100-node network with
rewiring probability 0.05

Fig. 9. Spectra signature of a growing Barabási-Albert network reaching a size of 100
nodes where a new vertex with 4 edges is added at each step

and they converge soon to a fixed normalized Eigenvalue, this is an indication
that the Eigenvalue carries no information or is exhausted after a few evolving
steps (i.e. no more information can be extracted, or the graph can be character-
ized after a few evolving steps) (see spectra signatures in Fig. 1). We undertook
a novel numerical investigation of the Eigenvalues of growing graphs for differ-
ent classes, shedding light on both known and possibly unexplored properties
of Eigenvalues for some specific graph types. To this end we calculated what
we defined as spectra signatures of random and complex networks prior to a
deeper investigation concerning the information content of synthetic graphs and
biological networks.
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4 Conclusions

We have introduced a concept of spectra signatures based upon numerical calcu-
lations of growing networks with different group-theoretic and topological prop-
erties for the study of evolving network behavior. We have then moved toward
the information content of these networks via estimating their Kolmogorov com-
plexity by means of entropy, lossless compression and algorithmic probability
(BDM).

We have introduced an analysis based on correlation comparisons of each
Eigenvalue against the information content of a graph to reveal the most informa-
tive Eigenvalue for different graph classes. We found that the largest Eigenvalues
are negatively correlated to graph complexity even after edge count normaliza-
tion, while the smallest Eigenvalues are in general not correlated or positively
correlated, with only a couple of cases of negative correlation. While most re-
search has focused on a few of the largest Eigenvalues of a graph spectrum,
we have shown that in actual fact the smallest Eigenvalues carry a high infor-
mation content as often as the largest. The techniques introduced here can be
extended to Laplacian matrices, but Laplacian matrices carry only redundant
information about the degree of the vertices because the original graph can be
reconstructed from the adjacency matrix alone. Thus the effect of Spec(G) on
the Laplacian or simple spectra of G with respect to K(G) is negligible. For
Kolmogorov complexity, we have |K(AL(G)) −K(A(G))| < c, where AL(G) is
the Laplacian matrix of G, A(G) is the simple adjacency matrix of G and c is
the algorithm implementing the Laplacian calculation L = D(G)−A(G), where
D(G) is the diagonal degree matrix of G. We believe this is a novel approach to
extracting meaning from and thus contributing to the solution of the problem
of the interpretability of graph spectra, a fundamental step toward applications
of graph spectra theory in network biology, especially in the context of evolving
networks–given that some biological models are represented as Ordinary Differ-
ential Equations for which this approach, when applied to the Jacobian matrices
of the ODEs, is thoroughly relevant. As introduced here, this approach promises
to be able to reveal specifics about the behavior of a biological network over time
through the study of Eigenvalues in relation to their information-content.

One future research direction is the investigation of behavioral differences in
Eigenvalues of networks representing disease as compared to those of healthy
networks, both as profiling techniques and as a tool for understanding the di-
rection in which a healthy network may over time progress towards a disease
state.
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Abstract. Magnetic resonance spectroscopy (MRS) is a popular technique used 
in oncology to identify type of tumor and its progress with respect to its specific 
metabolism different than in normal tissue. In this study a complete pre-
processing pipeline resulting in identification and quantification of chemical 
compounds has been proposed comprising novel method based on Gaussian 
mixture model (GMM). Model parameters were estimated with use of modified 
EM algorithm initialized by a new idea of spectrum segmentation. In order to 
make such solution ready to use in clinical applications an implementation based 
on GPU calculations is introduced. On simulated dataset we analyzed proposed 
methods by computational speed and data transfer time. On phantom data we 
compared our method to the two popular solutions: LC Model and Tarquin. It 
was observed that proposed algorithm outperforms both methods in sense of ac-
curacy and precision of estimated concentration. The most efficient implementa-
tion was based on GPU with single precision calculations giving huge speed-up 
and satisfactory model accuracy comparing to CPU-based algorithm. 

Keywords: Gaussian mixture model, GPU computing, Magnetic Resonance 
Spectroscopy, spectra pre-processing. 

1 Introduction 

Nuclear Magnetic Resonance (NMR) is a widely used technique in modern oncology. 
It allows for precise tumor diagnosis as well as its prognosis during therapy. Accord-
ing to the amount and type of carried information the NMR tests might be divided 
into: simple imaging (MRI), imaging of water molecules diffusion and perfusion, and 
most complex spectroscopy (MRS) [1]. MRS measurement gives a frequency spec-
trum that consists of peaks that represent different chemical compounds, which are 
products of cell metabolism. Peaks are located at different frequencies determined by 
chemical properties such as strong bound between nuclei (e.g. protium-protium) or 
electromagnetic neighborhood (electron clouds). The analysis of area covered by each 
peak leads to acquiring information about metabolite amount in analyzed tissue [1, 2]. 
By identification of metabolic trail it is possible to determine a type and possible 
spread/recurrence of the tumor, even while it is not visible in remaining NMR modali-
ties. The main problem in spectroscopy is a limited size of the voxel. Since obtained 
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signal is very complex, a single measurement point must be big enough to satisfy the 
compromise between the short time of medical examination and satisfactory informa-
tion obtained. This imposes precise analysis of the signal to observe very small 
changes of cell metabolism to identify changes that occur only in a part of voxel vo-
lume (partial volume effect) [1]. 

There exists a number of ready to use software solutions, from which the most 
popular are: jMrui [3], Tarquin [4] and LC Model [5]. jMrui is based on singular val-
ue decomposition of free induction decay signal. The whole analysis is done at the 
time domain and as a result a set of damped harmonic exponents is obtained. The 
transformation to the frequency domain results in a single peak spectrum. Second 
method is based on a Hankel-Lanczos correction for singular value decomposition. 
Both mentioned algorithms do not require any prior knowledge. The third approach 
requires a database of metabolites measured at different experimental conditions 
(echo and relaxation time). The information about metabolite amount is done in a 
process of fitting analyzed signal peaks to the database. 

In this paper a novel approach for modeling and quantification of MRS data is pro-
posed. It was noticed that ideal NMR peaks in frequency spectrum should follow the 
Lorentz function, however due to the hardware approximation they are stored as 
Gaussians [1]. It is then possible to consider a spectrum as a Gaussian Mixture where 
each component stands for a single peak or group of close multiples that due to the 
low resolution are overlapped. Modeling algorithm is iterative and based on simple 
matrix operations, which allows to use fast graphics processor units (GPUs) or multi-
core central processor units (CPUs) to increase computational speed. In this study we 
proposed parallel realizations of modified EM algorithm for estimating GMM para-
meters in spectra modeling. Using phantom data we compared results of signal quan-
tification after using our pre-processing pipeline to two popular methods. We ana-
lyzed proposed implementations by computational speed and data transfer time on 
different platforms. 

2 Methods 

2.1 Data 

To create virtual datasets with known size and number of peaks we used a virtual 
model creating 1D spectra [6]. Composition of compounds in artificial spectra was 
generated as described in [7]. We created 21 datasets with different number of peaks 
(from 100 to 300, 30000 points each) and 10 datasets with different length of the 
spectra (from 5000 to 50000 points, 200 peaks each). 

The phantom dataset consists of 22 NMR spectra collected for a brain phantom at 
Centre of Oncology in Gliwice. The phantom was designed to imitate the chemical 
composition of healthy human brain. It consists of: 12.5 mMol of Naa, 10mMol of 
Creatine, 3 mMol of Choline, 7.5 mMol of Myo-inositol, 5mMol of Lactate and other 
compounds present in a human brain such as Glutamine, but not identified in daily 
clinical routine.  
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  ∑ , ,  (1) 

where K stands for the number of Gaussian components, αk, k=1,2,…K are component 
weights, which sums to 1 and fk is the probability density function of k-th Gaussian 
component: 

 , , √   (2) 

Procedure for fitting the Gaussian mixture model to the spectrum intensity y in-
volves the following iterative expressions for parameters αk, µk and σk: 

 | , ,∑ , ,  (3) 
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In the above formulas i denotes successive iterations of algorithm and p(k|n) is the 
conditional distribution of hidden variables, given data and parameters guess. Expres-
sions (3)-(6) result from modifying original version of EM algorithm [11, 12]. 

To efficiently perform initial condition estimation for modeling of whole spectrum 
it was decided to divide signal into segments consisting of only limited number of 
major peaks. We find local maxima under assumption that peak intensity must be 
higher than a median of whole signal intensity. We define segment borders by finding 
minima between obtained peaks. For each segment a separate GMM decomposition is 
performed. After decomposition of each segment separately the whole spectrum is 
decomposed with use of components parameters’ obtained in segmentation process. 

Model is post-processed to ensure that signal peaks are represented by a single 
component. Simple merging routine is proposed that combines together two compo-
nents if the area of their intersection is more than 90% of area of at least one. To 
quantify the area of the component in this step we take intensities that are closer than 
two standard deviations from the component mean.  

2.4 Metabolite Quantification 

For the analyzed phantom dataset a water signal spectrum was measured together 
with MRS thus it was possible to perform a very precise quantification in a process of 
scaling to water signal [5] according to the following formula: 

 
  55  (7) 
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2.5 EM Algorithm Implementation 

The algorithm is implemented in Matlab R2013b programming environment as a m-
file script named modEM_GPU with parallel computing capabilities. As an input user 
must provide vectors of measured values and their intensities. There is an option for 
providing initial conditions for the model parameters. If they are not set, initial parame-
ters values for α and µ are drawn randomly from uniform distribution. Initial value of σ 
is set to cover distance between consecutive µ. Data are sent to GPU using gpuArray() 
Matlab function. Code is fully vectorized to increase the efficiency of platform used. 
Calculations are done on GPU mostly using arrayfun() and bsxfun() Matlab functions. 
Some basic arithmetic operations are implemented to increase speed. Instead of inner 
loop iterating over model components, we perform all operations using matrices. Algo-
rithm stops when maximum number of iterations is reached or condition based on Euc-
lidean distance between parameter estimates in consequent iterations is smaller than 
defined precision level. Data are sent back to host using gather() Matlab function. The 
outcome of the algorithm includes a set of estimated model parameters, values for log-
likelihood function (logL) and Bayesian information criterion (BIC) [13]. Below we 
present the code for a main loop of modified EM algorithm run on GPU. 

while count < max_iter && change > eps_change  
     
  %variables for calculating precision 
  old_alpha = alpha;  
 old_sig2 = sig2; 
     
  %temporary variables for big matrices operations 
  x_tmp = repmat(x,1,KS); 
  mu_tmp = repmat(mu,N,1); 
  sig_tmp = repmat(sqrt(sig2),N,1); 
     
  %conditional distribution of hidden variables (E-step) 
  f = arrayfun(@norm_pdf,x_tmp,mu_tmp,sig_tmp)';   
 scal = bsxfun(@times,(1./sig2).^(a_sig),... 
 exp(-(dlt_sig./(2*sig2)))); 
  f = bsxfun(@times,scal',f); 
  px = max(alpha * f,5e-324); 
  tmp = bsxfun(@times,alpha',bsxfun(@times,y,f)); 
  pk = bsxfun(@mrdivide,tmp,px); 
     
  %new model parameters (M-step) 
  denom = sum(pk,2)'; 
 alpha = max(denom/TIC,1e-10); 
  mu = (pk*x)'./denom; 
  tmp = arrayfun(@poww2,bsxfun(@minus,mu,x)); 
  sig2 = SW + SW2*sum(arrayfun(@timess,pk',tmp))./denom; 
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  %check convergence 
  change = sum(abs(alpha-old_alpha))+  
 (sum((abs(sig2-old_sig2))./sig2))/KS; 
     
 count = count + 1; 
end 

Full script can be downloaded from: http://cellab.polsl.pl/index.php/software/scripts-
and-console-applications.  

2.6 Hardware 

To compare results of EM algorithm calculations we used two workstations with dif-
ferent CPUs and CUDA-enabled GPUs. Algorithm was tested on Intel i5 budget pro-
cessor (1.7 GHz in normal work, 2.6 GHz in turbo mode) on laptop and a couple of 
two hi-end Intel Xeon processors (3.4 GHz in normal work, 3.6 GHz in turbo mode) on 
desktop server. We also used low-cost GeForce laptop graphic card GeForce 630M (96 
CUDA cores, 800 MHz, 2 GB memory) and Tesla C2075 card (448 CUDA cores, 1.15 
GHz, 6 GB memory) that is created specifically for high-performance GPU computing. 
Tesla is capable of running 1030 GFLOPs per second of single precision processing 
performance, while GeForce only 307 GFLOPs. Tesla card supports ECC and error 
correcting codes that can fix single-bit errors and report double-bit errors, but uses 
about 10% of memory size. Both devices support double precision calculations.  

3 Results 

3.1 Simulated Data 

We tested efficiency of different implementations of EM algorithm for spectra with 
different length and number of peaks. We created simulation replicates by running 
algorithm on the same dataset with different initial conditions selected randomly. For 
each scenario we made 20 replicates on i5 and GeForce platforms and 50 replicates 
on Xeon and Tesla platforms. Since calculated confidence intervals were not distin-
guishable on the plots, we present only average values from the replicates. For each 
version of EM algorithm we ran exactly 200 iterations to provide the same experi-
mental conditions for each version of algorithm. Using these settings there were no 
visual differences between obtained models for different versions of EM algorithm. 

Computational time increases with a complexity of the spectrum defined by num-
ber of the peaks present in the signal. Increasing length of input data vectors also 
leads to increase of elapsed time. For datasets with 100 and 500 peaks we can get 
about 15x and 23x speed boost respectively using Tesla card comparing to budget 
CPU. For datasets with 5000 and 50000 points we can get about 10x and 17x speed 
boost respectively comparing the same configurations (Fig. 2). 
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Fig. 2. Computational time for different realizations of modified EM algorithm. GPU usage 
results are reported for single precision calculations. 

In Fig. 3 we compared computational time of two versions of algorithm with dif-
ferent definition of the most important variables type. On Tesla card applying single 
precision calculations gave about 1.3x speed increase comparing to the algorithm with 
double precision variables, while using GeForce card we got 1.5x speed boost. In-
creasing number of peaks in signal does not influent much on time advantage gain by 
using single precision calculations. Similar characteristic was observed in the scenario 
when length of spectrum was modified. 

 

Fig. 3. Computational time of EM algorithm with different precision calculations on GPU 
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In many GPU computing applications data transfer between host and GPU may be 
a bottleneck in adjusting computational speed. We measured average time for data 
transfer using dataset with 200 peaks and 50000 points (Table 1). On GeForce plat-
form we made 100 simulation replicates and on Tesla platform 200 replicates. Gener-
ally, using built-in Matlab functions it is much faster to write data to GPU than read 
it. In analysis of 1D spectra by our algorithm data transfer time is considerably slower 
than computational time of EM iterations performed only on GPU. 

Table 1. Average time of data transfer between host computer and GPU compared to 
computational time on GPU in seconds. Percentage values are presented in brackets.  

Platform GeForce 630M Tesla C2075 
Host to GPU 0.0018 (0.008 %) 0.001 (0.016 %) 
GPU comp. 23.67 (99.488 %) 6.04 (98.951 %) 
GPU to Host 0.12 (0.504 %) 0.063 (1.032 %) 

3.2 Phantom Dataset 

All 22 spectra from analyzed set were pre-processed with use of proposed analysis 
pipeline. The length of additional zero values signal used to enhance signal resolution 
was set to 6146 points. The addition of wider signal did not improve peak line shape 
but only increased size of the data that could influence the time of GMM decomposi-
tion. Phase correction and eddy current adjustment did not require any external para-
meters adjustment. Savitzky-Golay filter parameters were experimentally adjusted to 
provide minimal damping of the peaks across spectrum giving moving window of 
length equals 25 points in which we approximate signal using polynomial of 5th de-
gree. The exemplary results for one spectrum of applied pre-processing pipeline are 
presented at Fig. 4. 

 

Fig. 4. Results of applied pre-processing. Left side: phase and eddy current correction, right 
side: noise filtering. 

Pre-processed signal was decomposed with use of GMM by modified EM algo-
rithm, initialized with results of spectrum segmentation. The number of segments was  
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equal to 13 in average (varies from 11 to 16 in concurrent spectra) for all spectra, 
found with use of defined threshold. Exemplary division of spectrum into segments is 
presented in the upper panel of Fig. 5. The total number of components found in the 
segmentation process were equal to 61 in average (varies from 55 to 65 in concurrent 
spectra). Estimated components parameters’ were then used as an input values for 
whole spectrum decomposition. In the lower panel of Fig. 5 we present an example of 
GMM-based decomposition. 

 

Fig. 5. Segmentation of the spectrum. Points indicates the signal maximum in the interval, 
dotted line – borders of the interval. 

Signal decomposed into GMM was then quantified with use of described approach. 
Obtained amounts of metabolites were compared to the real values taken from phan-
tom dataset description (NAA – 12.5 mMol, Creatine – 10 mMol, Choline – 3 mMol, 
Lactate – 5 mMol and Inositol – 7.5 mMol). The accuracy and precision of measured 
concentrations for three different methods are considered as mean value and variance 
and their 95% confidence intervals (Table 2). 

New implementation of GMM-based method drastically speed-ups both parts of 
the algorithm comparing to the original one. Due to the small number of estimated 
segments we can get only 4 times faster segmentation algorithm by using parallel 
CPU calculations. Comparing time of full model building after 5000 iterations of EM 
algorithm we can get about 15 times faster method using GPU computing (dominance 
grows with increase of number of iterations). 



 Mixture Model Based Efficient Method 415 

 

Table 2. Accuracy and precision of quantification results measured by mean and variance and 
its 95 % confidence intervals of metabolite amount calculated using different methods on 
phantom dataset 

Metabo-
lite 

Quantification method 
LC model Tarquin GMM based 

Mean 95% CI Mean 95% CI Mean 95% CI 
NAA 12.54 12.36 12.72 12.56 12.14 12.97 12.49 12.44 12.55 
Creatine 10.00 9.89 10.11 9.99 9.78 10.19 9.97 9.92 10.02 
Choline 2.99 2.96 3.03 2.91 2.63 3.19 2.99 2.97 3.01 
Lactate 5.02 4.93 5.11 4.95 4.72 5.18 5.02 4.97 5.07 
Inositol 7.59 7.48 7.70 7.56 7.35 7.77 7.45 7.41 7.50 
 Var 95% CI Var 95% CI Var 95% CI 
NAA 0.42 0.32 0.59 0.94 0.72 1.34 0.13 0.10 0.19 
Creatine 0.25 0.19 0.36 0.46 0.36 0.66 0.12 0.09 0.17 
Choline 0.08 0.06 0.11 0.63 0.49 0.91 0.05 0.04 0.07 
Lactate 0.21 0.16 0.30 0.53 0.41 0.75 0.12 0.09 0.17 
Inositol 0.25 0.19 0.35 0.47 0.37 0.68 0.10 0.08 0.15 

4 Discussion 

Gaussian components fitted to MRS spectrum correctly define locations and intensi-
ties corresponding to compounds present in the analyzed sample. Each Gaussian 
component covers a certain range in the measurement scale so it can better capture 
structural properties of the spectrum than just a height of the peak. By use of a mix-
ture model we can properly estimate area under the peak for overlapping peaks. GPU 
implementation of the EM algorithm significantly increases potential of current bio-
logical experiments and the range of application of the proposed method. The main 
positive aspect of GPU-based approach is the possibility to increase model precision 
without the rapid increase of computational time and to quickly analyze big datasets. 
It is very important since the development of new stronger in vivo scanners results in 
obtaining much complex signals. 

In the analysis of five mainly used metabolites present in phantom dataset GMM 
based method outperforms LC Model and Tarquin algorithms. We can achieve better 
accuracy and precision of estimating metabolite concentration through detailed signal 
pre-processing and proper modeling. In our method applying of zero filling step pro-
vides peak line shapes more similar to Gaussian distribution which cause better repre-
sentation of the signal peak using Gaussian mixture model. The biggest impact on the 
difference in pre-processing stage between results after using three methods was ob-
served in phase correction part that influences peak line shape the most.  

In MRS data obtained intensity values are continuous, so creating one dimensional 
data by treating spectrum as a histogram and using original EM algorithm brings a 
risk of accuracy decrease. Even if we discretize intensity values, we create a data  
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vector of enormous size. Also in our problem we need much more model components 
than in common applications of GMM. Running original EM algorithm on created 
one dimensional MS data results in about 300 times worse computational time with 
comparison to GPU implementation of modified algorithm. Original version of algo-
rithm, which was previously implemented in CUDA environment [14], is not recom-
mended for modeling biological spectra. We intend to write in the near future our 
modified EM algorithm in CUDA C environment, but it needs thorough planning of 
memory management while performing GPU computing, which was not needed in 
Matlab implementation. 

5 Conclusions 

Proposed GMM based method together with pre-processing pipeline gives very good 
accuracy and precision of quantification of metabolite amounts. Comparing GMM 
based method to two popular tools: Tarquin and LC Model, we conclude that pro-
posed methodology achieved comparable accuracy, but much better precision, which 
was achieved by complex and adapted pre-processing pipeline. GPU computing ap-
proach enables efficient and intuitive implementation of modified EM algorithm. 
Vectorization and parallelization of the code drastically speed-ups algorithm in com-
parison to the standard implementation. The most efficient implementation was based 
on GPU with single precision calculations giving satisfactory model accuracy.  
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Abstract. Mass spectrometry (MS) produce terabytes of measurements daily 
around the world. Systemic (instrumental and chemical) and random noise com-
plicate the dataset. Correct interpretation of mass spectrometry (MS) is aected by 
presented noise across all kinds of MS techniques. The noise addition may pro-
duce fake peaks or hide small intensities in the measurements. Thus, MS data are 
crowded and have a uneven baseline. In tandem with chromatography, the sys-
temic noise causes extraneous peaks or rising baseline during gradient elution. 
The interpretation of MS is not trivial mainly because of the vast amount of 
noise especially in complex samples. It is necessary to consider approaches for 
noise subtraction. Common algorithms based on thresholding or wavelet trans-
formation are not resistant to the losses of information from their principle. Thre-
sholding methods, even in the adaptive form, still discard parts under threshold 
level(s) from the whole measurement. The wavelet transformations directly 
change the information content and are sensitive to the window length. There-
fore, some information could not be used for for further analyzing process, in-
cluding peak detection. Omitting the presence of baseline (also called back-
ground, systemic noise or mobile phase) impedes objective analysis. Behavior of 
the baseline content is not constant in time axis. The results may be measured by 
increase of data mining output, both qualitatively and quantitatively.  

Keywords: Mass spectrometry, Mass spectrum, Mass spectra, Chromatogra-
phy, Baseline filtration, Noise filtration, Denoising. 

1 Introduction  

The comprehensive comparison of complex mixtures of similar compounds by  
LC-MS has been a major issue in the 1980s and 1990s (1,2,3) and became again high-
ly interesting with extensions to -omics approaches from genomics to proteomics and 
metabolomics. Thus, procedures for peak detection and segmantation are required for 
any further data analysis. The major problem in peaks detection is complexity of the 
signal and different noise sources (4).  
 Contemporary paradigms of real systems assume that any natural or artificial 
process under study fulfills the general set of nature laws. Those laws are a~priori 
stochastic (probabilistic) descriptions, where a deterministic case is just a special case 
of stochasticity (with the probabilities equal to one). The stochastic behavior is given 
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by our inability to measure (observe) exact values of all system attributes with infinite 
accuracy. All individual objects of interest are ordered to the proper subtraction of 
general laws, usually just by parameterization. It is necessary to mention that any 
thought construction above the object behavior never works with the real object itself, 
only with the abstract object. A comprehensive abstract model is necessary for conse-
quential processing and analysis. The reason of mathematically described data model 
is to encapsulate behavior hypothesis into appropriate mathematical space.  
 However, even the measured data were obtained by measurement device which 
was designed according to some model of physical (chemical, biological, mathemati-
cal) process of the measure and they are always quantized in the value domain. It is 
done by analog-digital converters on the input of (control, storage and processing) 
computers and at many other instances which reflects primarily our inability to meas-
ure with infinitesimal accuracy and precision.  Discretization and quantization are 
sampling processes of mapping of continuous values by a finite set(s). Sampling is the 
reduction of a continuous signal to a discrete signal. In practice, the continuous signal 
is sampled using an analog-to-digital converter (ADC), a non-ideal device with vari-
ous physical limitations. The sampling is just the measuring of the signal with some 
(usually predefined) sampling frequency. Quantization is the process of approximat-
ing (mapping) a continuous range of values by a finite set of discrete values (discrete 
number of levels). Output of the sampling and quantization is a sequence of piecewise 
constant values or rectangular pulses.  

A discrete signal is a series consisting of a sequence of quantities. A digital signal 
is a discrete signal for which also the amplitude is discrete and that takes on only a 
discrete set of value. Discrete-valued signals are always an approximation to the orig-
inal continuous-valued signal. Continuity does not really exist - it is not possible to 
observe or measure continuously. Therefore, all possible datasets are already discrete 
models according to the theory of systems. The domains of definition of each system 
attributes are considered as finite according to our finite knowledge of the real world 
and finite amounts of each measurable range.  
 
 

 
Fig. 1. Illustration of information flux during usual experiment analysis 

Liquid chromatography in tandem with mass spectrometry (LC-MS) produce tera-
bytes of measurements daily around the world. Systemic (instrumental and chemical) 
and random noise complicate the dataset. Correct interpretation of mass spectrometry 
(MS) is affected by presented noise across all kinds of MS techniques. The noise ad-
dition may produce fake peaks or hide small intensities in the measurements.  
This systemic noise causes extraneous peaks or rising baseline during gradient elu-
tion. The interpretation of LC-MS is not trivial mainly because of the vast amount of 
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noise especially in complex samples. It is necessary to consider approaches for de-
noising and baseline subtraction. Common algorithms based on thresholding or wave-
let transformation are not resistant to the losses of information from their principle. 
Thresholding methods, even in the adaptive form, still discard parts under threshold 
level(s) from the whole measurement. The wavelet transformations directly change 
the information content and are sensitive to the window length. Therefore, some in-
formation could not be used for further analyzing process, including peak detection.  

The filtration is necessary processing step to emphasize features which are relevant 
for other steps, especially segmentation of the measurement into individual eluted 
compounds. Noise additions are produced not only by random errors (random noise) 
but also by influence of baseline from the Liquid chromatography. Sum of the noise 
and the signal may produce false interpretation or hide the signal under reasonable 
level. Therefore, baseline in LC-MS negatively affects the measurement analysis and 
represents the systematic noise in nonlinear level on the time axis. Generally, any 
filtration which uses hard fixed threshold values are problematic. Its results are often 
inconsistent between runs, instrumentation and methods because the values from 
nearest threshold neighborhood may be easily misclassified.  

Chemical noise (e.g. sodium adducts) results from mobile phase impurities. It is 
more difficult to remove then random noise, because they have a pattern similar to the 
signal. Chemical noise can reduce mass accuracy by shifting peaks centroids. Noise 
produced by random errors is caused by minor variation of the distribution surface. 
Systemic errors become more noticeable as they create borders effects, that are sys-
tematically over or underestimated.  

2 Approach 

Noise is not considered as the error in value (increase or decrease of the signal), but as 
the presence of signal in the individual values. Therefore, random noise is random in 
the signal position and the intensity value means amount of repetition of its occur-
rence on that position. During the measurement of every single value is the value ob-
tained as integration of signal over short time period of the measurement itself.  
Therefore, there is usually hundreds or thousands of small measurements of individu-
al values. In other words, there is enough repetitions of measurements on the signal 
position for estimation of the probability density function (PDF).  This is the main 
idea, the real signal is just a disturbance in the noise PDF. 

Because presented noises have to correspond to some probabilistic distributions, it 
is possible to approximate the distributions and identify the parameters of the distribu-
tion. Using this parameters helps to describe measurement more accurately. This in-
formation could be used in addition for filtration or for further analysis process. The 
object of interest is such description of the signal which reduce influence of presented 
noises.  Precise contributions of noises are unknown because the stochastic behavior. 
However, the characteristics can be estimated by probabilistic analysis. Afterwards, 
with the knowledge of noise characteristics and measurement data output can be also 
estimated the pure signal mapping. 
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Basically, estimations of exact values of noise contribution may not be accurate 
even if the characteristics of noises could be estimated well. Consequently, quantitative 
error and two kind of qualitative errors could be made. In quantitative case, this is the 
common error of the estimation solutions, the estimated value of intensity differs to 
real but a priori unknown value. The qualitative errors of estimation are the same as in 
another detection tasks or in hypothesis testing. They are known as false reject (false 
negative in some literature) and false alarm (false positive, false accept). False reject 
happens where the signal is present but not recognized. On the other hand, false alarm 
means positive value of signal when the signal is not present. Generally, the quantity is 
not precise because of random noise and none processing of the data causes no false 
reject but remains all of false alarms. To reduce quantitative errors, it is advisable to 
repeat the measurement of the same sample many times. Therefore, it is not the key 
problem of analysis of single one measurement. But the estimation of exact values will 
produce the qualitative errors. It can decrease the false alarms but increase the false 
rejects. The most of filtration methods is designed to decrease the false alarms. The 
optimal rate between false alarms and false rejects is nontrivial question.  

From this point of view, error ratio based directly on given task is more suitable. 
The error ratio produced by filtration algorithms could be tuned via some parameters, 
but the relation between them is generally not evident. Especially when there are sev-
eral steps in the filtration which can be tuned independently. Instead of value estima-
tion of real signal intensity, which is error-full, I propose to evaluate probability factor 
that the measured data output is the real signal value. 

Understanding to the measurement is more straightforward according to the esti-
mated probability, because this information will be available for all values and posi-
tions. Therefore, there is only one parameter which characterizes quality of the mea-
surement data output during interpretation itself. No other parameters like SNR or 
intensity levels in blank measurement need to be evaluated and tuned. In praxis, there 
are basically two principles how to deal with this probability information. The first 
one, a fixed threshold value can be tuned for any step of further output analysis. When 
the higher threshold is set, the total number of credible data points decreases as well 
as number of false alarms but possibility of false rejects occurrence increases. When 
the lower threshold is used the opposite situation happens, naturally.  

The second principle is to use whole probabilistic information in further output 
analysis [5]. This case is more advisable because no part of measurement data output 
and no probabilistic information are discarded. Of course, all analysis steps have to 
support processing of uncertain data characterized by probability values. Unfortunate-
ly, the most of common analysis algorithms assume exact data only although no real 
data are accurate and noise-free.  This approach is focused on proper characterisation 
of presented noise. Noise contribution produced by many sources is characterised 
separately in position of 2D signals. Information about the both of noise characterisa-
tions were integrated into probability factor.  

The intensity y produced by the spectrometer is usually shown as two 2D graphs, 
y1(t) and y2(m), where t is time and m  is the mass to charge ratio. We take a more 
general approach, looking at peeks in 3D,  y(t,m). At each point (t,m) , where t is the  
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Fig. 2. Typical graphical representation of LC-MS measurement. Top plot is Total Ion Current 
chromatogram (TIC) with selected retention time (dash-dotted line). Bottom plot is Mass Spec-
trum (MS) in selected retention time. Individual discrete bars are plotted with different colour 
to distinguish them graphically (optionally). 

retention time and m is mass m/z, the output intensity of the spectrometer is com-
posed of several parts: 
 

 y(t,m) = s(t,m) +  q(t,m) +  r(t,m) 
 ps(t,m) = probablility that y(t,m ) is  useful signal, s(t,m) 
 pq(t,m) = probablility that y(t,m) is not random noise, r(t,m)=0, 
 

where y(t,m) is the useful signal, s(t,m) is the useful signal,   q(t,m) is the systematic 
noise, and r(t,m) is the random noise. 
 
Typical measurement output data from HPLC/MC is set of points in three dimen-
sional space which is defined by axes: retention time, molecular mass and intensity. 
Analytes elute in every retention time point from HPLC column, obviously because 
of delay proportional to some chemical property, and enter the MS ionization 
chamber. Intensity for each detectable mass is measured inside the MS and this val-
ue represented amount of ionized molecules of individual mass in exact retention 
time point. This value may be only the natural number or zero. The retention time 
and molecular mass are the attributes of our system. Let mark those attributes by 
sign ak, k=0,1. Whole set could be described as A = {ak|k = 0, 1}, where ak are 
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names of corresponding attribute. Each attribute ak is acquiring a value. In abstract 
systems the value of k−th attribute ak is represented by k−th variable vk from Vk, k = 
0, 1, where Vk is domain of definition of k−th variable, it is set of all values that 
variable vk can reach.  

Attribute A0 represent reference attribute, supposed to be retention time. For its va-
riable v0 can be used common sign t from T, T = t0, t1, t2, ..., te, where e is natural 
number. On the set T could (but do not have to) be defined a difference which 
represents the time period from time point ti to time point tj . Value of the 2−nd 
attribute a1 is represented by variable v1 and means molecular mass. For its variable v1 
can be used common sign m from M, M=m0,m1,m2, ...,mn, where n is natural number. 
Now, we obtained two sets which describe the values of two axis: retention time and 
molecular mass [6]. Every individual measurement run generates intensity values for 
all possible pairs retention time t and molecular mass m. Therefore, this generation 
process can be symbolically described as mapping:  

y : T ×M → [t from T,m from M | y(t,m) from I, I = 0, 1, ..., imax, 

where I is set of natural numbers with zero and the value of mapping y(t,m) means 
intensity of molecular mass m in retention time t. Exact value of imax is limited by 
saturation level of MS detector. Our abstract system is then defined in domain by or-
dered pair (T,M) [7].  

Every measurements data output has its errors. Two basic principles of error occur-
rence will be discussed. The first one, called systematic noise, is in LC/MS produced 
by presence of mobile phase that carry analytes through the HPLC column into MS. 
The effect of the mobile phase is dependent on measurement device, its setup and 
mobile phase composition. During the analysis of the measurement, it is necessary to 
keep in mind that in measurement data output the systematic noise influence is always 
present. The other one, called random noise, includes all unwanted sources of tran-
sient disturbances and it is always present too. Both of them affect the signal transpa-
rency and can be also described according to the theory of systems. Systematic noise 
can be described as mapping q : T ×M → [t from T, m from M | q(t,m) from I, I = 0, 
1, ..., imax, and random noise can be described formally in the same way marked by 
sign r(t,m). The conditions for noise mappings are equal to conditions for mapping of 
signal generating process. If we were able to define the generating process as map-
ping as well as both noises then we can also define mapping of pure analytes contri-
bution s(t,m). Consequently, the relations between all mappings will be y(t,m) = 
s(t,m) + q(t,m) + r(t,m). Our object of interest is description of s(t,m). Thus we have 
to reduce influence of presented noises, which can produce false peak or hide analytes 
signal under reasonable level. Precise contributions of both noises are unknown due to 
their stochastic character but their characteristics can be estimated by probabilistic 
analysis. Afterwards, with the knowledge of noise characteristics and measurement 
data output can be also estimated the pure analytes mapping:  

s'(t,m) = y(t,m) − q'(t,m) − r'(t,m). 
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Fig. 3. Top 3D plot is raw LC-MS measurement, bottom 3D plot is the same measurement 
filtered via probabilistic approach, showing only signals with probability >75 % 

Instead of value estimation of analyte signal intensity s'(t,m) which contains errors, 
we evaluate probability factor p(t,m) that the measurement data output y(t,m) is ana-
lyte intensity s'(t,m): 

 
p(t,m) = p [y(t,m) = s(t,m) | λq, λr], 

 
where λq and λr are estimated characteristic of mapping q(t,m) and mapping r(t,m) 

respectively. It should be noted here that up to 98% of measured information is noise. 
The probability factor p(t,m) means probability that analyte with molecular mass m in 
retention time t has intensity y(t,m). Probability p(t,m) is multiplication of two inde-
pendent probabilities. The first one is probability pr(t,m) that measurement data out-
put y(t,m) is not produced by random noise r(t,m): 

 

pr(t,m) = p [y(t,m) = s(t,m) + q(t,m) | λr] 
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The second probability is probability pq(t,m) that measurement data output y(t,m) 
is not produced by systematic noise q(t,m): 

pq(t,m) = p [y(t,m) = s(t,m) + r(t,m) | λq] , 
 
and the final probability p(t,m) is p(t,m) = pr(t,m) * pq(t,m). With probability fac-

tor p(t,m) which can be evaluated precisely with well noise characteristics, the error 
ratio can be tuned directly for any task. Subsequent filtration and/or analyzing steps 
can utilise this probability in their outputs via probability theory formulas. 
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Abstract. The amount of data produced by current experiments in systems  
biology is enormous. Some database and software support for biology experi-
ments exist but usually deal just with some part of data and metadata manage-
ment. Primary data are only occasionally analyzed in-depth and shared. Studies 
showed that cost of data sharing is cheaper than experimental work. Experimen-
tal costs are several orders higher than data. Therefore, being up to date is a 
worldwide problem for all users of biology applications. In practice, the prob-
lem extends to general fields such as knowledge mining, experiment quality and 
repeatability, and the philosophical epistemology of biological problems.   

The BioWes project is inspired by several similar projects that try to solve a 
substantial contemporary problem of sharing big amount of experimental data. 
There are several projects that offer the solution for data sharing (for different 
types of data). The problem is that the amount data produced by experimentalists 
is constantly increasing and the speed of internet will always be a step behind. 
The effective and easier way how to share experimental data between researchers 
is to share metadata. Metadata means the overall knowledge about the experiment 
that consist of complex information of experimental procedure and knowledge 
that can be extracted from data automatically or manually by post-processing. The 
data itself is meaningless without any additional knowledge concerning the expe-
riment. There is no project that can offer the whole concept of experimental data 
sharing and data processing based on the sharing of knowledge. 

Keywords: Database, Repository, Metadata, Data management, Protocols,  
Experiment setup, Design of experiment. 

1 Introduction 

The project BioWes is inspired by several similar projects that try to solve a 
substantial contemporary problem of sharing big amount of experimental data. There 
are several projects that offer the solution for data sharing (for different types of data). 
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The problem is that the amount of data produced by experimentalist is constantly 
increasing and the speed of internet will always be a step behind [1]. The effective 
and easier way how to share experimental data between researchers is to share the 
metadata. Metadata means the overall knowledge about the experiment that consist of 
complex information of experimental procedure and knowledge that can be extracted 
from data automatically or manually by post-processing. Data itself is meaningless 
without any additional knowledge concerning the experiment. There is no project that 
can offer the whole concept of experimental data sharing and data processing based 
on the sharing of knowledge (see Fig.1). 
 The main reason of sharing metadata data is to save money and time necessary for 
experimentation and to compare the results between different experimenters. Data 
sharing and especially metadata sharing can be understood as the advertisement of the 
experiments of a particular experimenter. Experimental data sharing and comparison can 
help to improve experimental procedures and defining of standards in this area [1, 2]. 

 

 

Fig. 1. Scheme of the sharing and usage of data and metadata database on the example of Bio-
Wes system 

2 Protocol Generator 

Scheme of the usage of BioWes system are shown on Fig. 1. Software interface, 
which is in the direct contact with a user (experimenter) is called Protocol Generator. 
It is a standalone application that should ensure the repeatability and correctness of 
the biological experiments. The tool is designed to lead the experimenter through the 
particular type of experiment as a supervisor and to help him. Protocol generator has 
two purposes: the first one is to check that the procedure of the experiment has been  
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done precisely and the second one is to produce all important settings that are part of 
the experiment in the form of report on the experiment. The method to ensure precise 
realization of experiment is to check if all the necessary parameters and steps of the 
experiment have been set and done. The list of necessary parameters and steps for the 
particular type of experiment comes up from the analysis of biological experiments 
from  different research institutes. 

The description of the experiment can be created by the user for specific 
experiment. Graphical user interface Protocol designer has been implemented for this 
purpose. The protocol template can be created by any BioWes user who can define all 
the important conditions of the experiment. The user can use 10 basic components for 
definition of the protocol. The protocol of experiment can be shared among the people 
who realize the experiment instead of students to ensure the repeatability of the 
experiment. 

The template can be later modified for new experiment to speed up the process. 
Main advantage of the electronic protocol is that there is a direct link between the 
protocol and experimental data. Both are stored in the central database and can be 
used for obtaining future data. 

Protocol generator supports external plugins for mining information about setting 
of devices from external files. The plugins can read the information about some 
parameters of experiment form files produced by measurement device (magnification 
of microscope) and fill it into the protocol. Plugins are using open interface and 
therefore it can be created by the users for specific devices. 

3 Local Database 

The main purpose of local data management tool is to organize and store the raw 
experimental data directly on the site of the institution (experimenter). The local data 
management tool provide the functionality of data storing, searching, filtration and 
reporting. The tool is connected to the Protocol generator to support the reporting of 
experiments on the higher level of metadata. Local data management is realized as a 
specialized database that will be optimized to the type of experimental data produced 
by particular institution. The database with uniform interface is modified according 
to the needs of the particular experimenter to reach the aims of different experiments. 
The local management tool provide the communication module (interface) to global 
data management tool (web based data sharing). The global data management tool is 
used for metadata sharing between different institutions and the public. The process of 
communication between local and global data management tools will be under full 
control of the institution. Therefore only  metadata can be shared with the rest of 
scientific community or the public. The advantage of this approach is the direct 
control of „what I am sharing with the others“. [3] 
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4 Sharing and Management 

The central data storage is realized as combination of local data storage (located at the 
institution) for raw data and one central data storage selected metadata. The data 
structures in central database will be defined generally to cover all the different 
metadata types and to upgrade the structures in the future. [4] 

The central data storage serve as the first option for searching the experimental da-
ta through metadata and allow the user to find the proper experiments and results. All 
the metadata are available using the XLM data structures exchange.The BioWes ex-
perimental data and metadata management allows:– fast information search – the 
usage of data structures indexing and advanced algorithms of query execution plans 
minimize the time response of data storage – standardized system control – the com-
mercial database ensure the safe and secured operation of the database. 

The central database will be in cooperation with the information system. The in-
formation system provide the parameterization of the central storage, user accounts 
control and policy. Data from central database are presented using the web presenta-
tions to the different kind of the scientific and general audience controlled by the 
access rights. 

The interface is used as an interpreter between central data storage, local data sto-
rage and visualization framework. 

The user friendliness of the central database is supported by the visualization 
framework. The visualization framework will be implemented as several software 
modules and interface for extensions of information system. The visualization frame-
work allow simple and intelligible visualization and comparison of the metadata and 
results of searches. It is based on the mix of existing modules and third party modules. 
The third party modules could be plugged into the central data storage for the user of 
the system. The modules are focused on raw data processing,  data mining and aggre-
gation of the metadata. Standard interface of the central data storage will allow the 
user to upload the extracted information back into the central storage, describe it and 
integrate it into current structures. 

One part of the web solution will be the offer of tools for raw data post-processing. 
These tools are highly specialized  for experimental data processing. They can be 
used by anyone to produce metadata from raw experimental data and share  metadata 
using BioWes web solution. The list of the tools can be extended by any third party 
tool for biological data processing. Several tools we are working on directly under the 
project: 

 

– Cell time lapse image processing and representation 
– LC-MS measurements filtration and analysis 
– Software for behavior analysis of aquatic organisms 
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Abstract. Measurement in biological systems became a subject of con-
cern as a consequence of numerous reports on limited reproducibility
of experimental results. To reveal origins of this inconsistency, we have
examined general features of biological systems as dynamical systems
far from not only their chemical equilibrium, but, in most cases, also of
their Lyapunov stable states. Thus, in biological experiments, we do not
observe states, but distinct trajectories followed by the examined organ-
ism. If one of the possible sequences is selected, a minute sub-section of
the whole problem is obtained – sometimes in a seemingly highly repro-
ducible manner. But the state of the organism is known only if a com-
plete set of possible trajectories is known. And this is often practically
impossible. Therefore, we propose a different framework for reporting
and analysis of biological experiments, reflecting the view of non-linear
mathematics. This view should be used to avoid overoptimistic results,
which have to be consequently retracted or largely complemented. An
increase of specification of experimental procedures is the way for better
understanding of the scope of paths, which the biological system may
be evolving. And it is hidden in the evolution of experimental protocols.
Our system bioWes is a tool for objectivization of this knowledge.

Keywords: Measurement, statistics, self-organisation, biological systems.

1 Introduction

Measurement in biological systems became a subject of concern as a consequence
of numerous reports on limited reproducibility of experimental results [1,2]. By
detailed examination, it was often found that many of the results are not exactly
fake, but represent a selection from actually obtained results. In the same time,
articles are accompanied by statistical analysis, which seemingly confirms the
normal, Gaussian, distribution of results.

To reveal this inconsistency, we have discussed the main features of biological
systems from the mathematical point of view. Biological systems are dynamical
systems maintained far from not only their equilibrium, but in most cases also of
recurrent, Lyapunov stable states [3]. In other words, in biological experiments,
we do not observe states, but distinct trajectories followed by the examined
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organism. These trajectories are characterized by a sequence of distinct spatial
structures of the organism, i.e., a sequence of cell states.

There are two points of view from which this problem must be approached:
(1) the properties of the experimental system itself and (2) technical potential
of the measurement.

2 Technical Limits of the Information Content of the
Measurement

A new system theory was introduced by Pavel Žampa [5]. The main differences
of the Žampa´s systems theory from other system theories are (1) inclusions of
the input and output into the system description, (2) a definition of the system
attribute as a distinct concept from the system variable, and (3) an introduction
of the system time as a time of measurement. From that, the concept of the
complete immediate cause as the list of values of all system attributes at all
time instants, preceding the examined system time necessary for its description,
naturally arises. Here we summarise selected parts of Žampa´s system theory
needed for discussion in this article.

The adequate model of the time, which we call a real time, is a variable t,

t ∈ T, (1)

whose definition set is a non-empty set T of all time events

tk, where k ∈ {0, 1, 2, ..., F}. (2)

If there exist a relation ti < tj for each two time instants ti, tj ∈ T , we say that
the time instant ti precedes the time instant tj .

We shall denominate the studied system attributes (abstract variables) – such
as a coordinate of position, coordinate of speed, position of a switch, verity of a
statement – by symbols ai, where i = 1, 2, ..., n. The set of all abstract variables
will be denominated by symbol A, and thus it holds:

A = {ai | i ∈ I}, (3)

where I is an appropriate nonempty index set. Adequate model of the i-th at-
tribute ai, i ∈ I is an abstract variable of the i-th attribute vi

vi ∈ Vi, for i ∈ I, (4)

whose definition set is a nonempty set Vi, where i ∈ I, with elements, which we
shall call values of the i-th attribute. The introduction of the variable t ∈ T and
the set of variables vi ∈ Vi for i ∈ I, formalised the notion of time and other
attributes of the system. We may now introduce a system variable v defined by
relations

v = (v1, v2, ..., vn), (5)
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v ∈ V, (6)

and

V = V1 × V2 × ...× Vn (7)

Thus, the system variable is an ordered set of n variables of system attributes.
Then, the ordered set

(T, V ) (8)

is the basis of the mathematisation of the problem of the definition of the system
trajectory as a mapping. The trajectory of an abstract system corresponds to
the mapping z

z : T × I →
⋃
i∈I

Vi such that z(t, i) ∈ Vi, i ∈ I (9)

If we denote the set of all system trajectories as Ω, we may write

Ω = {z | z : T × I →
⋃
i∈I

Vi such that z(t, i) ∈ Vi, i ∈ I}. (10)

The system event is marked B and defined as a sub-set of the set Ω of all
system trajectories:

B ⊂ Ω. (11)

We usually demarcate the system event as a set of trajectories z having a certain
property V (z), which we describe as

B = {z | V (z)}. (12)

Then, we may define an abstract deterministic system D as

D = (T, V, z). (13)

For technical as well as internal mechanism reasons, neither of the measur-
able systems is truly deterministic. By introduction of probabilistic instead of
deterministic mapping P (B), which is defined on the potency B of the set Ω of
all trajectories B ∈ B we may define stochastic (abstract) system S as

S = (T, V, P ). (14)

Finally, we shall formalise the problem of causality in a measured system
(Fig. 1). The system is measured at system times, nevertheless, it is also evolving
between them. In the same time, for the definition of the future evolution of the
system, it may not be sufficient to consider one time instant, no matter how
good our system model is.
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Fig. 1. The concept of causal relations and the importance of system model [6]. There
is depicted a set of variables measured at a time instant (represented by circles an ovals)
and causal relation in the behaviour between measuring times. To determine the set of
measured values at time tl we must consider not only limited set of measured values at
times tj < tl but also appropriate causality in intermediate times, not defined by the
set of system time T . A set of variables at the time of measurement Dk,l is then defined
by two indexes k, l, where the first expresses the causality within the measurement time
interval, while the other is the index of the system time from the set I . Then, unity
Ck,l ⊂

⋃
(i,j)<(k,l) Di,j is the complete immediate cause, the set of all variables necessary

for prediction of the set Dk,l. From that, among other conclusions, follows that at least
for technical reasons the system may not be understood without the knowledge of an
appropriate system model.

We generally assume that the system trajectory is defined as mapping z with
a definition set D,

D = T × I, (15)

which is defined in parts by its internal mechanism. We thus define each segment
z | Dk,l of the trajectory z exactly once and that in the dependency on the
segment z | Ck,l, where for Ck,l holds

Ck,l ⊂
⋃

(i,j)<(k,l)

Di,j . (16)

Thus, the cause Ck,l determines the consequence Dk,l and is understood as a
complete immediate cause of the consequence Dk,l.

Thus, we need an appropriate model of the system mainly for two reasons:
to determine (1) system behaviour between the time instants and (2) the time
extent of the complete immediate cause.

3 Phenomenological Variables and Measurement in
Chemistry

The problem of Žampa´s system theory is the definition of a truly appropriate
system model. In most cases the models are rather limited, yet, in mechanics
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or electronics, these limitations may be often overcome. In this discussion we
illustrate the problem of measurement in chemistry, which has clear consequences
for measurement in biological systems.

In each physico-chemical textbook is introduced the idea of the chemical po-
tential μi and the activity ai which are the real measures of the contribution of
each molecule to total Gibbs energy G of the examined system. It is not from
the first sight controversial to write the total Gibbs energy as

G =

n∑
i=0

μi, (17)

where index i determines the individual chemical component of n components
present in the mixture. We should, however, expand μi as

μi = μ0,i + νiRT ln(ai) = μ0,i + νiRT ln(ci ∗ γi) = μ0,i+

νiRT ln(ci) + νiRT ln(f(c1, c2...cn, T, p, V...)),
(18)

where μ0,i is the standard chemical potential of the i-th component of concentra-
tion ci, γi = f(c1, c2...cn, T, p, V...) is its activity coefficient, νi is the respective
stoichiometric coefficient, and R is the universal gas constant. The activity co-
efficient is in principle a function of concentrations ci of all components in the
mixture and all other relevant state variables such as temperature T , pressure
p, volume V , etc. The difference between the ideal course, where the γi = 1, and
a real situation may be demonstrated on such simple examples as distillation of
spirits and the existence of the azeotropic mixture.

From that comes the following moral for the construction of the model of
chemical system: we cannot construct our system using concentrations of com-
ponents as orthogonal variables if we want to obtain a multidimensional plane
G vs. ln(xi). In fact, such a construction is almost never practically possible
and the problem is solved by plotting experimental results, giving a complicated
surface far from the ideal one.

The experimentally determined shape of the real state function gives us indices
which features we should seek, namely in terms of molecular interactions and
their influences on phase behaviour. In the terminology introduced in Chapter
2 we must consider that the definition of system attributes A and the definition
of the appropriate variables V is inseparable from the system model, i.e., from
the mapping z or the set of probability densities P .

In context of our improper and idealised model, our simply measurable con-
centrations are phenomenological variables. However, in the context of a proper
model, describing all molecular interaction and following, e.g., phase changes in
macroscopic behaviour, concentrations will be internal orthogonal variables of
the system. But we completely lose the simple definition of chemical potential μi

through logarithm concentration. The relation between chemical potential and
concentration may be regained only through the logic of statistical mechanics,
specifically through definition of the grand canonic ensemble, and becomes rather
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impractical. The proper and quite unsatisfying conclusion is that even in chem-
istry we have the choice between a rather simplified model of low predictive
value and the phenomenological model arising from interpolation between
experimental variables in the multidimensional space of variables.

4 Properties of the Model of a Biological Experimental
System

Biological systems are permanently out of equilibrium state and, moreover, non-
homogeneous. In Chapter 3 was shown that even in the real world of equilibrium
chemistry, our idealised models bring us only a very limited insight into the
mechanism controlling the system. Nevertheless, they are good communication
tools and have been a good start for following, more specific models. In order to
get a similar common language, we need adequate discussion tools for biological
measurements.

The most important problem is the long coexistence of several different phases
in close distances and its sudden change upon a signal like that for cell division.
Biological patterns have been attributed to the periodically repeating solution
of the reaction-diffusion equation since the pioneering work of Turing [7,8]. Sim-
ilarly, the method of cellular automata has been in parallel developed, i.e. [9]. In
both cases, the final states have been only discussed. These states are not homo-
geneous in the standard chemical sense, but satisfy the conditions of Poincaré
recurrence [10]. Such systems are structured and ergodic, which means that, over
sufficiently long periods of time, all accessible microstates are achieved by the
system. See, i.e., Birkhoff [11] for the exact formulation, but one must be aware
of the fact that there is a vivid discussion of this problem in physics.

Fig. 2. Model of the reaction diffusion system using cellular automata [12]. The calcu-
lation results in an interchanging, dynamic image, which resembles waves, spirals, and
related patterns in the Belousov-Zhabotinsky reaction, Dicyclostelium colony growth,
and other excitable media. The parameters of the models are various rules, threshold
interval, etc. The dynamics is sensitive namely to density and type of initial states.

There is an obvious physico-chemical problem with these simulations: they
ignore many obvious facts, namely coexistence of multiple phases in the living
organism. Also, biological systems are non-ergodic. For example, a living cell
never visits all possible physical and chemical structures in a time between cell
divisions. Quite the contrary – the cell division seems to be well controlled by
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various mechanism of its timing (i.e., [13]). These are two main reasons for in-
sufficiency of contemporary models to provide qualitative basis for methodology
of measurement in biological systems.

One of the most visible analogies to the behaviour of biological systems may
be found in the domain of cellular automata [12,15,16]. The path through the
zone of attraction to various attractor basins may be relatively easily searched
through correct mathematical simulation of discrete states. Some of these find-
ings have been tracted under the name of discrete dynamic networks by Stuart
Kaufmann [17] (Fig. 3). Perhaps a bit unjustly, in the light of incompleteness of
the theory enabling inclusion of the phase transition [14], the discrete dynamic
networks have been criticized for giving a very little insight into the physico-
chemical mechanisms generating living cells. A cellular automaton including
three qualitatively different processes – the Dewndeys hodgepodge model of the
Belousov-Zhabotinsky reaction [18] (Fig. 4) – is an example. The hodgepodge
machine has been much less thoroughly analysed than the Turing pattern, since
it is more considered as a ”mathematical recreation” than a serious model.

Fig. 3. Illustration of basins of attraction in a simple discrete system [12]. The basin of
attraction is a periodically behaving, recurrent, dynamical system, in which structures
periodically change or remain stable. In this example, we obtain just 8 non-equivalent
basins of attraction. From various initial configurations through variant but defined
paths, the system arrives to one of the basins of attraction. In certain cases (in a fixed
point), the image remain still. In other cases, there is a periodic interchange between
configurations. As seen, paths may be quite long, merge, and diverge.

Since 1990, the recognition of patterns has been extensively studied with the
development of machine vision. Each of the recognition methods is based on a
certain assumption about the algorithmic principles of generation of the observed
image. In the least demanding case of some machine learning approaches, there
is an assumption of image statistics. We believe that in this realm we shall seek
inspirations for the definition of the proper model of the observed process.

We have recently contributed to the discussion on general identifiers of ob-
served structures by introduction of a point information gain, point information
gain entropy, and point information gain entropy density [4,20]. This approach is
based on most general assumption of origins of observed structures both through



438 D. Štys et al.

Fig. 4. Sketch of the basin of attraction of hodgepodge machine (calculated as imple-
mented in the Netlogo software [19]). One of the peculiarities of the hodgepodge model
is that for its proper functionality it requires only to select an interval of allowed state
values (threshold range), or, better expressed, a proper relation between the number of
allowed states and the stepwise ”chemical reaction” component of the reaction-diffusion
simulation. Therefore, it is a good example of a semi-discrete behaviour.

self-organising processes in the observed object and its projection into the dataset
by the measuring device.

5 Measurement in Biological Systems

From the reasoning above we may begin to analyse conditions of the design of a
proper measurement of biological systems. The main questions are:
(a) What might be the system attributes – the set A – and what might be
variables – the set V – representing them?
(b) What is the proper model of the system?

We may start with the problem of discreteness. Usage of discrete entities
such as agents or pixels has provided many good analogies to observations in
biological and social systems. Unfortunately, the nature is not exactly discrete
but only partly discrete, i.e., each animal is composed of – distinct – organs,
organs of – distinct – cells etc. And these organs, cells etc. are again existent
in discrete states. The immediate objection to the previous statements is that
organs or cells are not as distinct as elementary pixels in the computer simulation
and their states can not be described with natural numbers. However, to some
extent, the biological experience does that and the biological literature is full of
precise statements on cell, organ, organism, etc. states.

Similarly, as we are unable to measure at the infinite number of the time
instants, we usually measure only a sub-set of possible variables. If only one of
the system trajectories or, even worse, one of the cell states is selected and
reported, a minute sub-section of the whole problem is obviously obtained. This
is neither a new nor surprising problem – in Feymann’s worlds ”you should always
decide to publish it whichever way it comes out” [21]. But in biological systems
the problem is more serious, as it is complicated by the strong non-linearity
which is selecting the basin of attraction by initial conditions. Thus, the scope
of results is limited, sometimes in a highly reproducible manner. The problem of
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irreproducibility of biological results arises from ”not publishing whichever comes
out” further amplified by the fact that a very constrained sub-set of outcomes is
obtained at given time, with given strain and set of chemicals. But that is only
due to a very specific set-up when many conditions are not recorded.

In Chapter 3 we have discussed the problem of chemical activity vs. concentra-
tion with the conclusion that with the usage of an adequate model, concentration
may be a good orthogonal coordinate of the system model. Just, the surface de-
scribing the multidimensional state equation G = f(c1, c2, ...cn, p, V, T, ...) might
be quite complicated. In the case of systems highly sensitive to initial conditions
we might expect an occurrence of highly divergent trajectories originating from
very well determined initial conditions. And these trajectories themselves might
be confined to rather small region of the phase space. In this case, we may define
true phenomenological variables as a set of variables leading to the same state
trajectory. In other words, the set of trajectories determining the system event
B is not arbitrary, but determined by system internal behaviour – which may be
also understood as the best possible model. We propose to name such a distinct
system event as a system phenomenon Φ, where

Φ ⊂ Ω, (19)

and propose that signs of the system phenomena should be defined and exam-
ined. As we explained before, there is a good, theoretically substantiated, reason
that even a quite small subset of the measured system variables will give a good
stochastic model. Based on this good discrimination, we may define a decompo-
sition F of the set Ω into disjunct subsets Φ:

Φ ⊂ F. (20)

The stochastic system S = (T, V, P ) may be replaced by the phenomenolog-
ical stochastic system F = (T, V, Pφ), where Pφ is the probability of transition
between individual phenomena at given combination (T, V ).

In case of knowledge of an appropriate non-linear model, it is enough to know
the resulting trajectory at the given set of conditions. Or, in other words, we
can examine the position of the border between the two zones of attraction
experimentally, instead of common ”constructive” examination of conditions,
i.e., variable values, at which the system works in a desired way.

The state of the organism is known only if a complete phenomenological model
F is known. This is in most cases practically impossible. It may be said with
certain exaggeration that the only statistically relevant biological experiment
is a record of the distribution of stock exchange indexes. Thus, we propose a
different framework for reporting and analysis of biological experiments. The
most precise possible description of each experimental step is a must. Under
any circumstances we must anticipate that the biological object may follow a
wildly different trajectory due to subtle differences in the set-up, which were not
reported. The behaviour of biological systems has to be studied in the framework
of mathematics of non-linear systems outside the Lyapunov stability. And this
is so far almost unstudied problem, namely since it is not understood as such.
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Instead of showing a biological example – which would be difficult to explain
in a sketchy way – we demonstrate our idea using a much simpler example of
chemical self-organisation, the Belousov-Zhabotinsky reaction. In Fig. 5 we show
the performance of this well known experiment using chemicals obtained from
two different providers. Although the ferroin indicator was in both cases declared
to be of p.a. quality, we have obtained two wildly different self-organising struc-
tures. To give an illustrative explanation let us consider following: if the presence
of the contamination in the chemical is guaranteed to be less than 0.1% , there
is still 1019 of undetected molecules in each mole of the chemical. In case of
sensitivity to initial conditions, the difference in the behaviour is not surprising.

Fig. 5. The course of the Belousov-Zhabotinsky reaction as a consequence of different
purity of a reactant. The experiments were performed as described in the commercially
available kit [22] with the difference in a supplier of ferroin. Upper row – supplier Penta
(the time instants indexes i were 25, 50, and 100), lower row – supplier Fluka (i = 5,
15, and 30). Distance between time instants was 10 s.

6 Conclusions

There are two main domains in any experiment – the design of the experiment
and analysis of its results. In this article, we show that the usage of tools for
design of experiment, which have been well established in physical and many
chemical experiments is no guarantee for the proper experiment design in the
biological (and many chemical) experiments.

Proper discussion of this discrepancy should be made in the frame of the
theory of dynamic systems (Chapter 2). The cybernetic systems analysis antic-
ipates that each of the experiments may be performed from the beginning, in
another words that the instant t0 of the experimental time is equal to t = 0 of
the time of the system dynamics – e.g., on/off change of the state of an electri-
cal switch. Or, more exactly, we assume that all time instants included in the
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complete immediate cause Ck,l determining the behaviour of the system at time
of the measurement tk lie within the time extent of the set T . Also, in a stan-
dard experiment, we consider that we are able to determine values of sufficient
number of variables from the set V , which allow us to build good model of the
experiment.

In equilibrium physical chemistry, we rather assume the occurrence of the
system on the manifold of the state equation. This also assumes that for actual
values of state variables any history of the system is irrelevant, i.e., Ck,l = Dk,l.

In biology, we should instead a-priori assume that the complete immediate
cause Ck,l may not only contain all time instants covered by the measurement,
but that it may even include some events which occurred at time instants before
the experiment has started.

The contemporary unspoken common assumption is that biological systemmay
by described as a special chemical system. Since as early as 17th century, some
thinkers have been assuming that biological systemsmaybemodelled as (in present
terminology) cybernetic machines. The possibility that the biological system may
be understood as an equilibrium chemical system is clearly incorrect. But also
the fact that a biological system may be, to some extent, modelled as a cyber-
netic system comes from the biased interpretation of its non-linearity and semi-
discreteness. It is for that reason that we observe only few basins of attraction and
a few paths through the state space which lead to them. Finally, the path, within
which the phenomenological stochastic systemF = (T, V, Pφ) is evolving in time,
may include a much smaller part of the whole phase space than that in which ame-
chanical system with the Gaussian probability density function is evolving. This
may be mistaken with a good reproducibility of the biological experiment when it
is repeated with the same set of chemicals and within a short time interval of repe-
tition. It leads on one hand to relative sloppiness in the definition of experimental
conditions and on the other hand to bad surprises, when the experiment needs to
be reproduced or transferred to production line [1,2].

The proper conclusion is that a biological experiment will never be complete,
simply because we can never reverse the time and we shall not know the true
starting point. One of the possibilities how to proceed in a proper analysis of
the biological experiment is to seek conditions at which the system begins to
follow another trajectory. It is similar to the qualitative analysis of the system
of non-linear differential equations when nullclines are sought [23]. However, we
must be aware of the fact that our system is in-part discrete, which means that
we rather seek trajectories to the basin of attraction in a cellular automaton as
shown by Wuensche [12]. This factor of semi-discretion leads to the positive role
of noise in biology [24], which we may briefly describe as a constant faltering of
the system, which may more frequently occupy trajectory acquiring a broader
part of the phase space.

The biological system is also periodically internally re-started and
re-synchronised. Let us mention the control of the bacterial cell cycle by
MinD/MinE system [13] as an illustrative example. We have recently shown [25]
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that themethod of shaking influences strongly the outcome of the self-organisation
in the Belousov-Zhabotinsky reaction.

An obvious solution to the problem of measurement in biological systems is
to record as many experimental outcomes as possible and publish them. This
does not satisfy the human desire of understanding the system, i.e., making a
model for the given observation. Yet, we may gradually come close to the suitable
phenomenological description of the relatively narrow distribution of the distinct
possible outcomes. This possibility comes from strong non-linearity and results
in tendency to classify biological phenomena qualitatively, i.e., giving it a name
such as ”stress behaviour”, ”resting state”, etc. These are the phenomena Φ
discussed in Chapter 5. The persistent problem is how to define them properly.
In our opinion, many jewels are hidden in experimental protocols and their
evolution, whose analysis may lead to the proper classification and construction
of a really suitable model. Experimental protocols often evolve from a simple
set-up of chemical type into elaborate knowledge including provider of chemicals
and many tricks, often unspoken. But only such analysis eventually leads to a
successful biotechnological procedure or a relatively reproducible experiment.

Our knowledge-based data repository bioWes [26] provides solution to the
problem. Its key component is the protocol generator which records the evolution
of protocols. To each individual protocol is attached the respective dataset. We
believe that the bioWes approach may lead to true understanding of biological
systems as well as to, e.g., acceleration of development and increase of reliability
of biotechnological drugs.

Acknowledgement. This work was partly supported by the Ministry of Educa-
tion, Youth and Sports of the CzechRepublic – projects CENAKVA (No.CZ.1.05/
2.1.00/01.0024) and CENAKVA II (No. LO1205 under the NPU I program), by
Postdok JUCZ.1.07/2.3.00/30.0006,andGAJUGrant (134/2013/Z2014FUUP).
Authors thank to Petr Jizba, Jaroslav Hlinka, Harald Martens, Štěpán Papáček
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6. Žampa, P.: Handouts for the lectures. University of West Bohemia



Measurement in Biological Systems 443

7. Turing, A.M.: The Chemical Basis of Morphogenesis. Philos. T. Roy. Soc. 237(641),
37–72 (1952)

8. Cross, M.C., Hohenberg, P.C.: Pattern Formation Outside of Equilibrium. Rev.
Mod. Phys. 65, 851–1112 (1993)

9. Greenberg, J.M., Hastings, S.P.: Spatial Patterns for Discrete Models of Diffusion
in Excitable Media. SIAM J. Appl. Math. 34, 515–523 (1978)

10. Poincare, H.: Sur le problème des trois corps et les équations de la dynamique.
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Abstract. The aim of this study is to point out the similarity and differ-
ences of data processing based on either FRAP (Fluorescence Recovery
After Photobleaching) or FLIP (Fluorescence Loss In Photobleaching)
experimental techniques. The core idea, closely related to the sensitiv-
ity analysis, is based on discerning between relevant and irrelevant data.
Presented mathematical model allows to visualize the mutual relation
between the FRAP and FLIP methods. The whole concept resides in
the processing of full spatio-temporal data instead of the space averaged
time series (FRAP recovery curves). The method theoretically confirms
the empirical knowledge, that the mobility of fluorescent molecules can
be determined with both FRAP and FLIP methods (using the full data
approach). Our analysis, based on the idealized theoretical case study,
supports the conclusions of our recent experiments and thus it validates
the reliability of our new approach. The presented finding are expected to
be reflected into experimental protocol setup as well as we will continue
working on the further enhancing the method of parameter identification.

Keywords: FRAP, FLIP, sensitivity analysis, parameter identification.

1 Introduction

Imagine three interconnected activities: (i) design of a measurement technique
and equipment, (ii) setting of an experimental protocol and the proper experi-
mental data acquisition, (iii) data processing (according to some mathematical
model of a presumably known underlying process(es)). The close collaboration

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part II, LNCS 9044, pp. 444–455, 2015.
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between the researchers dedicated to each one of the above mentioned activities
is the key factor of the final success of an interdisciplinary research project.

However, it seems, there is a gap between the design and fabrication of a
sophisticated equipment for the data acquisition in biology and biomedicine
and the quality of both the experimental design and further data processing,
i.e., between the aforementioned points (i, ii and iii). In many cases, a large
amount of data is (routinely) generated without a clear purpose. Afterwards,
these data are used only qualitatively in order to illustrate some hypothetical (a
priori chosen) process under consideration. In contrast, we are prone not only
to repeat the experiments but also to modify the experimental protocol or even
to combine several experimental techniques. We aim to establish a link between
experimental (mainly empirical or data driven) results and a theoretical study
(based on a simplified mathematical model) of the studied processes. Moreover,
we want to quantify our results and to analyze simultaneously both the data and
the experimental protocol. Our ultimate goal is to enhance or even optimize, in
some sense, the whole research process. For this purpose, the BioWes system [1]
has been developed.

In this paper, we focus on the photobleaching techniques and the mobility
of photosynthetic proteins. We are elaborating a reliable software CA-FRAP1

for the processing of spatio-temporal images acquired by the so-called FRAP
(Fluorescence Recovery After Photobleaching) and FLIP (Fluorescence Loss in
Photobleaching) methods, see e.g., [3,4,5], using confocal laser scanning mi-
croscopy (CLSM). CLSM is an advanced technique allowing to obtain high-
resolution optical images with deep selectivity, rejecting the information coming
from the out-of-focus planes. However, the small energy level emitted by the
fluorophore and the amplification performed by the photon detector introduces
a non-negligible measurement noise making the subsequent parameter identi-
fication problem highly unstable due to the high sensitivity of result on the
initial data, i.e., ill-posed in Hadamard’s sense [6,7]. The analysis of the ill-
posedness of the parameter identification of reaction-diffusion models based on
spatio-temporal FRAP images was treated in papers [8,9], as far as we know for
the first time in FRAP-related literature. We note that the lemma about the
data selection and the theorem exhibiting larger sensitivities (and hence smaller
confidence intervals) of the parameter identification problem with full spatio-
temporal data compared to that with integrated data (FRAP recovery curve) is
provided in Appendix.

2 Preliminaries

2.1 FRAP & FLIP Images Acquisition and Their Biological
Interpretation

In order to study the mobility of photosynthetic proteins in microalgae and
cyanobacteria, the photobleaching techniques, namely FRAP and FLIP, are used

1 Software CA-FRAP uses the so-called UFO system [2], for more details mail to:
matonoha@cs.cas.cz.
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Fig. 1. Analysis of the photobleaching images revealing the phycobilisome dynamics in
the red alga P. cruentum. Upper left: Representative image taken 8 s after bleaching.
Three rectangular regions of interest (ROI) with different distances from the central
zone are labeled as follows. ROI-A: the central zone, ROI-B 0.75 μm, ROI-C 1.5 μm.
Lower left: The recovery dynamics in various one-dimensional bleach profiles at different
times after bleaching (as labeled) is clearly seen. The curves were constructed based on
two-dimensional images by averaging the data along the axes parallel to bleach stripe.
On the right: three FRAP recovery curves, i.e., time dependence of space-averaged
values of fluorescence in three zones (A, B, C).

by microbiologists. Both techniques are based on the measuring the change in
fluorescence intensity in a region of interest (ROI) in response to a high-intensity
laser pulse provided by CLSM. While the ROI in FRAP is inside the bleached
area, the ROI in FLIP is somewhere outside the bleached area. We suppose that
the laser pulse (bleach) causes an irreversible loss in fluorescence in the bleached
area without any damage to intracellular structures. After the bleach, we ob-
serve either the recovery or loss in fluorescence in ROI corresponding to FRAP
or FLIP, respectively. Based on the spatio-temporal FRAP data, the effective
diffusion coefficient reflecting the mobility of photosynthetic proteins of different
microbial species is estimated using either a closed form model [3,10,11] or sim-
ulation based model [5,8,9,12,13]. While the former kind of models needs some
conditions to be assumed, the latter is more general although computationally
more expensive.

We aim to reveal the phycobilisomes mobility and the regulation of microal-
gae light-harvesting system in general. Therefore, we analyze the phycobilisome
dynamics in several red alga strains [14]. The upper left part in Fig. 1 shows
the first post-bleach image taken 8 s after application of high laser intensity
across the vertical axis reducing the phycobilisome fluorescence in P. cruentum
to about 40% of the initial value due to the destruction of a portion of the
phycobilin pigments.
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The lower left part in Fig. 1 represents a one-dimensional projection of flu-
orescence changes along the axes parallel to bleach stripe in a selected area of
the thylakoid membrane. There is a central zone (labeled as A) flanked by two
rectangular areas with distances 0.75 μm (B), and 1.5 μm (C) from the center,
respectively. While the phycobilisome fluorescence in the central zone A slowly
recovered with time after bleaching, fluorescence intensity out of the bleached
area (especially in zone C – 1.5 μm) decreased with time after bleaching. This
loss of fluorescence out of the central zone represents an additional proof of the
diffusive exchange of non fluorescent phycobilisomes from the central (bleached)
zone with fluorescent phycobilisomes from the outer nonbleached zones. At a
distance of about 0.75 μm from the central zone, the movement of fluorescent
phycobilisomes into and out of the 0.75 μm zone was equilibrated, resulting in a
constant (space-averaged) fluorescence during the whole time-lapse experiment,
i.e., there is low or zero sensitivity. This latter result points out the importance
of an adequate choice of ROI and corresponds to the existence of a data space,
where the signal sensitivity is low, see Fig. 2 for the illustration of this concept,
and Section 3 for the analytical justification.

2.2 FRAP & FLIP Data Structure and (Pre)Processing

The data structure related to the FRAP & FLIP photobleaching techniques
consists of a time series of rectangular matrices (2D fluorescence profiles), where
each entry quantifies the fluorescence intensity u at a particular spatial point in
a finite 2D domain (e.g., by a number between 0 and 255):

u(xl, tj)
Nx

l=1, j = 0, ..., Nt,

where l is the spatial index uniquely identifying the pixel position where the
signal u is measured and j is the time index (the initial condition corresponds
to j = 0). Usually, the measured points are uniformly distributed both in time
and space, i.e., on an equidistant 2D mesh. In the following we adopt the simpli-
fied notation consisting in using only one index i for all data in the space-time
domain, i.e., u(xi, ti)

NData

i=1 ∈ RNData .
Almost without exception, the experimental biologists use the so-called FRAP

recovery curve, i.e., the space averaged fluorescence signal, instead of the spatio-
temporal data u(xi, ti), see e.g., Fig. 1 (right). The subsequent calculation of the
effective diffusion coefficient is then simpler. On the other hand, the sensitivity
analysis and error analysis of respective methods is often misunderstood, cf. [13].
This is the reason why we present a rigorous study of the data processing step
in Section 3. We also compare the full data approach with the integrated data
approach, cf. Theorem 1 in Appendix.
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2.3 Reaction-Diffusion System as Initial Boundary Value Problem

Consider the general reaction-diffusion equation for a previously not fixed num-
ber of interacting components whose concentration profiles are (ui(x, t))

n
i=1, e.g.,

all mobile with different time-dependent diffusion coefficients Di
2

∂

∂t
u(x, t) = DΔu(x, t)−Ku(x, t) , (1)

where u(x, t) = [u1(x, t), . . . , un(x, t)]
T

is a vector of concentration profiles, D
is a diagonal matrix and K is a (singular) matrix of reaction rates. Boundary
conditions could be, e.g.,

u(x, t) = 0, or
∂

∂n
u(x, t) = 0 on ∂Ω × [0, T ]. (2)

For two components we get

∂

∂t
u1 = D1(t)Δu1 − konu1 + koffu2

∂

∂t
u2 = D2(t)Δu2 − koffu2 + konu1

with initial conditions ui(x, 0) = ui0φ(x), i ∈ {1, 2}, where φ(x) is some given

initial shape. The matrix of reaction rates is now K =

[
kon −koff
−kon koff

]
, kon and

koff are the association and dissociation rates, respectively, cf. [15].
The model parameter estimation problem is further formulated as an ordi-

nary least squares problem (4) in the following section. The detailed analysis is
presented elsewhere [8,16]. Here, we need the uncertainty assessment which is
based on the evaluation of the Fisher information matrix.

3 Model Parameter Estimation and Sensitivity Analysis

3.1 Parameter Estimation Based on Spatio-temporal Data

We aim to present a parameter estimation problem with spatio-temporal experi-
mental observation in a comprehensive mathematical framework allowing simul-
taneously to determine both the parameter value p (generally p ∈ Rq, q ∈ N)
and the corresponding confidence interval proportional to the output noise and
a quantity related to the sensitivity, see (7). The data are represented by a (mea-
sured) signal on a Cartesian product of the space-points (xi)

n
i=1 and time-points

(tj)
m
j=1; let NData := m× n be the total number of spatio-temporal data points.

2 The first attempt to identify both model type and model parameters in inverting
FRAP data, i.e., to get along more or less justified assumptions about model type
or parameters, is presented in [15].
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We define the operator S : Rq → RNData that maps parameter values p1, . . . , pq
to the solution of the underlying initial-boundary value problem, e.g. (1-2), eval-
uated at points (xi, tj): S(p) = {u(xi, tj , p) ∈ R, 1 ≤ i ≤ n, 1 ≤ j ≤ m}.

Some commonly used FRAP methods do not employ all the NData measured
values at points {(xi, tj), i = 1, . . . , n, j = 1, . . . ,m}. They either employ some
of the values or perform some preprocessing, e.g. space averaging, see [11,16].
Hence, we further define the observation operator G : RNData → RNdata that
evaluates the set of values S(p) on a certain subset of the full data space (Ndata ≤
NData): G(S(p)) = (z(xl, tl, p))

Ndata

l=1 .

We now define the forward map F : p → z(xl, tl, p)
Ndata

l=1 . Here, F = G ◦ S
represents the parameter-to-output map, defined as the composition of the PDE
solution operator S and the observation operator G.3 Our regression model is
now

F (p) = data, (3)

where the data are modeled as contaminated with additive Gaussian noise

data = F (pT ) + e = (z(xl, tl, pT ))
Ndata

l=1 + (el)
Ndata

l=1 .

Here pT ∈ Rq denotes the true values and e ∈ RNdata is a data error vector which
we assume to be normally distributed with variance σ2, i.e., ei = N (0, σ2), i =
1, . . . , Ndata.

Given some data, the aim of the parameter estimation problem is to find pT ,
such that (3) is satisfied in some appropriate sense. Since (3) usually consists of
an overdetermined system (there are more data points than unknowns), it cannot
be expected that (3) holds with equality, but instead an appropriate notion of a
solution is that of a least-squares solution p̂ (with ‖ . ‖ denoting the Euclidean
norm on RNdata):

‖ data− F (p̂) ‖2= min
p
‖ data− F (p) ‖2 . (4)

3.2 Sensitivity Analysis and Confidence Intervals

For the sensitivity analysis we require the Fréchet-derivative F ′[p1, . . . , pq] ∈
R

Ndata×q of the forward map F , that is

F ′[p1, . . . , pq] =
(

∂
∂p1

F (p1, . . . , pq) . . .
∂

∂pq
F (p1, . . . , p)

)

=

⎛
⎜⎜⎝

∂
∂p1

z(x1, t1, p) . . . ∂
∂pq

z(x1, t1, p)

. . . . . . . . .

. . . . . . . . .
∂

∂p1
z(xNdata

, tNdata
, p) . . . ∂

∂pq
z(xNdata

, tNdata
, p)

⎞
⎟⎟⎠ .

3 For the one-point Mullineaux method [3], only the point with the spatial coordinate
x = 0 is measured, i.e., GM : z(tj , p) := z(0, tj , p) = u(0, tj , p), j = 1, . . . , Ndata = m.
For the second method, we reduce the data space taking the so-called relevant data
only [16], i.e., GPDE : z(xl, tl, p) = u(xi, tj , p), i = 1, . . . , n∗ ≤ n, j = 1, . . . ,m∗ ≤
m, l = 1, . . . , Ndata = m∗ × n∗.
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A corresponding quantity is the Fisher information matrix (FIM)

M [p1, . . . , pq] = F ′[p1, . . . , pq]TF ′[p1, . . . , pq] ∈ R
q×q. (5)

Based on the book of Bates and Watts [17], we can estimate confidence intervals.
Suppose we have computed p̂ as a least-squares solution in the sense of (4). Let
us define the residual as

res2(p̂) = ‖F (p̂)− data‖2 =

Ndata∑
i=1

[datai − z(xi, ti, p̂)]
2
. (6)

Then according to [17], it is possible to quantify the error between the computed
parameters p̂ and the true parameters pT .

Having only one single scalar parameter p as unknown (e.g., for one diffusion
coefficient of one component system), the Fisher information matrix M collapses

into the scalar quantity
∑Ndata

i=1

[
∂
∂pz(xi, ti, p) |p=p̂

]2
, and the 1 − α confidence

interval for full observations is described as follows

(p̂− pT )
2
Ndata∑
i=1

[
∂

∂p
z(xi, ti, p) |p=p̂

]2
≤ res2(p̂)

Ndata − 1
f1,Ndata−1(α), (7)

where f1,Ndata−1(α) corresponds to the upper α quantile of the Fisher distribu-
tion with 1 and Ndata − 1 degrees of freedom. In (7), several simplifications are

possible. Note that according to our noise model, the residual term res2(p̂)
Ndata−1 is an

estimator of the error variance [17] such that the approximation res2(p̂)
Ndata−1 ∼ σ2

holds if Ndata is large. Moreover, we remind the reader that the Fisher distribu-
tion with 1 and Ndata − 1 degrees of freedom converges to the χ2-distribution
as Ndata → ∞. Hence, the term f1,Ndata−1(α) can approximately be viewed as
independent of Ndata as well and of a moderate size.

3.3 Theoretical Results on Data Space Selection and DOE

In FRAP community, there are many rather empirical recommendations related
to the design of experiment, e.g., how to set the bleach shape and size, the
monitored region location and size, the time span of the measurement, cf. [5,11].
However, based on the sensitivity analysis (by maximizing the sensitivity of the
measured output on the estimated parameter) we would have a tool for the
optimal DOE (design of experiments), i.e., for an optimal choice of some design
factors. There is also another issue with great practical relevance (mainly when
the cost of observations and experimental runs can not be neglected) residing in
an adequate choice of the observation region. This issue is closely related with
the amount of data to process. The key concept relies on the idea to select the
data space where the sensitivity is ”sufficiently high”.

For all the results following, we always consider only the constant diffusivity
p as unknown, and focus on the one-dimensional Fick diffusion of one com-
ponent only. Hence, (7) is the central estimate which we use in the sequel.
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Fig. 2. Data space selection according to the sensitivities. Gray regions correspond to
regions where (for a previously chosen threshold) the relevant data are taken. White
regions represent irrelevant data points, i.e., the region where the sensitivity is lower
than a certain value. The factor 1 + η, cf. (11), and the ratio N̄data

Ndata
indicate the en-

largement of the confidence interval of the estimated parameter, and the fraction of
(relevant) data points taken over all data points, respectively.

We mention that most of the analysis can be extended to the case of more
unknown parameters and to the two-dimensional case (i.e., diffusion on a sur-
face) as well. However, the case of an unknown non-constant diffusivity is out of
the scope of this paper.

The confidence interval estimate (7) gives us useful information on the quality
of a least-squares estimate. The sensitivity (or FIM) is the central ingredient in
this estimate, being the main factor controlling the error |p̂ − pT |. As a next
step, starting from (7), we might change the data observation and consider the
question if we can use less data without increasing the error too much.

Now let us assume that we have a different kind of data (i.e., less data points,
also called reduced data in the following)

u(x̄i, t̄i)
N̄data
i=1 ∈ R

N̄data ,

where
N̄data < Ndata and {(x̄i, t̄i)} ⊂ {(xi, ti)}

and we compute a least-squares estimate p̄c using these data. Without loss of

generality let us impose the following ordering of the data {(x̄i, t̄i)
N̄data

i=1 } =

{(xi, ti)
N̄data

i=1 }, i.e., that the new data are just the first N̄data values of the original
data.

The corresponding confidence interval estimate (7) still holds with a (usually
larger) confidence interval

(p̄c − pT )
2
N̄data∑
i=1

(
∂

∂p
u(xi, ti))

2 ≤ res2(p̄c)

N̄data − 1
f1,N̄data−1(α). (8)

Note that for the residual we now have to take the Euclidean norm in RN̄data in
the corresponding expression (6), i.e., a sum of the form

∑N̄data

i=1 .
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In [16] we developed a novel approach aiming to reduce the amount of data
without shortening the confidence interval. The main result is presented in Ap-
pendix, cf. (11). We see almost the same type of estimates as in the full data
case (7), but the upper bound is enlarged by the factor (1 + η), where η > 0 is
chosen according to (10). The whole idea and its utility is demonstrated in the
following example.

Example 1. In this example we visualize our previous theoretical results, see
Fig. 2. To do so, we compute a least-squares estimate p̂ using different kind
of data. Assume the Fick diffusion equation for 1D domain, i.e., ∂

∂tu(x, t) =

pΔu(x, t), x ∈ R and u(x, 0) = u0(x) = u0,0e
− 2x2

r20 . Here u0,0 ≥ 0 is the maximum
depth at time t0 for x = 0, and r0 > 0 is the half-width of the bleach at

normalized height (depth) e−2, i.e. u0(r0)
u0,0

= e−2, cf. [3]. In a first experiment we

consider a rectangular spatio-temporal data grid with space interval xi ∈ [−4, 4]
and time interval ti ∈ [0, 6]. The grid size in both space and time direction
was set to Δx = Δt = 0.05. We simulated data by assuming an exact diffusion
coefficient pT = 2 with bleach radius r0 = 0.1 and computed the data for the 1D
case. These data were perturbed by normally distributed additive noise (white
Gaussian noise) with standard deviation σ = 0.05. Based on these data we
computed a least-squares estimate p̂ of the diffusion coefficient using a Gauss-
Newton procedure. We refer to this setup as the full data case.

Next, we computed a similar estimate using less data. For this, we considered
the data point selection criterion (10) for various values of η = 1, 0.3, 0.1. The
data regions were selected by first ordering all data points according to their
sensitivities ( ∂

∂pu(x1, t1))
2 ≤ ( ∂

∂pu(x2, t2))
2 ≤ ... Then we selected the reduced

data from the region of points (xi, ti), i = 1, . . . , N̄data using this ordering and
the smallest N̄data such that (10) holds for the choice of η. In a sense, we take the
most sensitive data points as relevant data. In Fig. 2, the gray region corresponds
to that region where the data points were selected and the complementary region,
the white one, represents irrelevant data that can be neglected without much
loss of quality. Note that for the case η = 0.1 (third column), we have virtually
the same standard error as for the full data case even though we have only used
50% of the original data.

This lotus flower like plot corresponds quite well with the experimental find-
ings, cf. the subsection 2.1. For instance, the relevant data points for the single
bleach FRAP method are distributed in a narrow central region. Conversely, the
FLIP relevant data region is outside the bleached area and due to the loss of
sensitivity for the increasing time since the bleaching the necessity of repeated
bleaching is evident.

4 Concluding Remarks

In this paper we emphasize the benefits bringing the interconnection of three
activities in biology and biomedicine: (i) analysis and choice of a specific mea-
surement technique, e.g., FRAP & FLIP, (ii) design of experiment, i.e., setting
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of an experimental protocol, (iii) development of a reliable mathematical model,
e.g., reaction-diffusion model. This holistic approach can be very rewarding.4

The key concept of the presented approach is the sensitivity analysis. It al-
lows to solve both the problem of parameter estimation in the reaction-diffusion
systems (in terms of mean values and confidence intervals) and the problem of
optimal data space selection (taking only the relevant data). Moreover, with a
reliable model, the experimental factors or variables (e.g., the bleach size) can
be optimized as well.

In a toy example we can see that the empirical recommendations concerning
FRAP & FLIP are justified, i.e., we see the necessity of repeated bleaching in
FLIP. As a by-product, we present the theorem claiming that the data set rep-
resented by the FRAP recovery curves (the integrated data approach) leads to
a larger confidence interval compared to the spatio-temporal data. This state-
ment should be promoted in the FRAP community, because it goes against their
common knowledge and professional experience.

For the photosynthetic proteins mobility studies, the relevant data correspond
to both FRAP and FLIP region of interest (see gray regions in Fig. 2). Never-
theless, in contrast to the single bleach FRAP method, the FLIP relevant data
region is smaller due to the loss of sensitivity for the increasing time from the
bleaching. We strongly suggest to use FLIP data as a control data set. A possible
discrepancy between the estimated parameters points out the existence of so far
unconsidered process in FRAP data. We are working on identification of this
process as well as on improvement of experimental techniques. Once proven the
concept, it will be implemented into the special software processing the photo-
bleaching data.
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Appendix

Full Spatio-Temporal Data vs. FRAP Curve

A common procedure in the evaluation of photobleaching experiments is the
integrated data approach leading to the space averaged FRAP curve, i.e., the
signal v(tj)

Nt

j=1, cf. (9), instead of the spatio-temporal data u(xl, tj), is used for
the further parameter identification. The comparison of both approaches in view
of sensitivity and confidence intervals is presented as the following Theorem 1.

Theorem 1. Let us consider that the full data u(xl, tj), l = 1, . . . , Nx, j =
1, . . . , Nt are given on a rectangular spatio-temporal grid, where Nx is the num-
ber of points in the monitored region (either 2D or 1D finite domain) and Nt is
the number of time points. The (space-)integrated data

v(tj) =
1

Nx

Nx∑
l=1

u(xl, tj), j = 1, . . . , Nt (9)

are given on a temporal grid. Assume that the data error is normally distributed

and that the number of data points is large enough such that res2(Dc)
Ndata−1 is almost

equal to the data error variance in either case and that the Fisher-quantile satisfy
f1,Ndata−1(α)

f1,Nt−1(α)
∼ 1. Then the full data approach has equal or smaller confidence

interval bounds for the parameter estimates of p̂T .
The explanation resides in fact that although the data error variance is smaller

for the integrated data case, the sensitivity is smaller as well, and this more than
compensates the benefit of a smaller variance, see [16] for more details.

Relevant vs. Irrelevant Data

Lemma 1. Let N̄data be the number of reduced (relevant) data points and
suppose that η is chosen according to

η ≥
∑Ndata

i=N̄data+1(
∂
∂pu(xi, ti))

2

∑N̄data

i=1 ( ∂
∂pu(xi, ti))2

. (10)

Then using reduced data, we find a confidence interval of the form

(p̄c − pT )
2
Ndata∑
i=1

(
∂

∂p
u(xi, ti))

2 (11)

≤
[
f1,N̄data−1(α)

f1,Ndata−1(α)

]
(1 + η)

(
res2(p̄c, Rc)

N̄data − 1
f1,Ndata−1(α)

)
.

The proof is given in [16]. The relevance of this observation is that we have
almost the same type of estimates as in the full data case, cf. (7), but we might
ignore some (irrelevant) data points. More precisely, if (10) holds with small

η, we call the new data u(x̄i, t̄i)
N̄data

i=1 the relevant data and the complement

{u(xi, ti)
Ndata

i=1 } \ {u(x̄i, t̄i)
N̄data

i=1 } the irrelevant data.
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Abstract. In this work, we present RNAStrucTar, a miRNA target pre-
diction tool that analyses putative mRNA binding sites within 3’UTR
secondary structures representing metastable conformations. The first
stage consists of generating conformations that can be classified as deep
local minima. The second stage incorporates duplex structure predic-
tion through sequence alignment and energy computation. Target site
accessibility related to different sets of metastable conformations is also
taken into account. An overall interaction score computed from multiple
binding sites is returned. The approach is discussed in the context of sin-
gle nucleotide polymorphisms (SNPs). We selected 20 instances of type
[mRNA;SNP;miRNA] reported in recent literature where methods such
as PCR and/or luciferase reporter assays are utilised. If the two main
scores returned by RNAStrucTar are combined, 16 instances are correctly
classified according to experimental findings from the literature, with
two false classifications and two indifferent outcomes. When additionally
combined with STarMir results (14 correct, but partly on different in-
stances), then at least one of both methods supports the experimental
findings on 18 instances, with one indifferent outcome and one prediction
in favour of the experimentally established weaker binding.

Keywords: microRNA, target prediction, RNA secondary structures,
metastable conformations, single nucleotide polymorphisms.

1 Introduction

MicroRNAs (miRNAs) are short non-coding RNAs known to possess important
post-transcriptional regulatory roles. They bind to messenger-RNAs (mRNAs)
that contain specific complementary target sub-sequences and this way blocking
the mRNA translation into proteins [3]. Hundreds of targeted genes associated
with cancer, cardiovascular disease, viral infections and other diseases have been
experimentally verified [20,36]. However, the number of discovered miRNAs is
increasing [22], and each miRNA is thought to regulate a few hundred targeted
genes in mammals [37]. Therefore, the problem of finding genes that are regu-
lated by miRNAs is of a great importance to a better understanding of biolog-
ical processes. Identifying experimentally miRNA targets is a laborious process
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with time-consuming and expensive experiments, and therefore computational
methods for miRNA target prediction are applied for narrowing down potential
candidates for experimental validation. The first computational target predic-
tion tools were proposed in 2003 [13,23], and over the past decade a variety of
computational methods has been developed for identifying putative targets of
miRNAs.

Computational methods perform the predictions based upon features ex-
tracted from experimental data. Early target prediction algorithms primarily
focus on sequential features, such as PicTar [2], TargetScan [23], and miRanda

[13]. Most methods require the target sequence to have a near perfect comple-
mentarity to a region in the miRNA sequence, which is named seed and defined
by the first 2–8 nucleotides, starting at the 5’ end. The prediction accuracy can
be improved by taking into account evolutionary conservation of binding sites in
both sequences [33]. Thermodynamic stability of miRNA–mRNA duplex struc-
tures is also one of the most frequently used features, where the overall change
in Gibbs free energy is employed as an indicator of how strongly bound the
sequence pair is.

Advanced methods take into account the secondary structure of mRNAs.
One of the key concepts underlying such tools is the accessibility of potential
binding sites. Some tools avoid intra-molecular base pairing by omitting the
computation of folded structures within the monomers and therefore rely almost
exclusively on the free energy of the duplex formation. The assumption that
the mRNA is in linear form certainly reduces the computational complexity.
However, recent studies suggest that this assumption describes only part of the
binding process and that prediction tools can be improved by incorporating the
folded structure of the mRNA into the prediction algorithm [21,34]. In reality,
either the binding site must not be involved in any base pairing with other parts
of the same mRNA, or there should be an energetic penalty for freeing base
pairing interactions within the mRNA in order to make the target site accessible
for the binding. This energy cost has to be considered as a part of the total
hybridization energy [19,25]. More detailed reviews of features used in existing
miRNA target prediction tools can be found in [1,4,31,33].

The standard assumption in miRNA target predictions is that the functional
state of the mRNA is the minimum free energy (MFE) structure. However,
recent literature argues in favour of the existence of multiple active RNA confor-
mations instead of a unique MFE conformation as the single biologically active
state [14]. Long et al. [25] overcame the limitation of MFE structure prediction
by averaging over 1,000 structures sampled from a statistically representative
sample from the Boltzmann-weighted ensemble of RNA secondary structures by
using Sfold [12]. In [21], the authors compute the accessibility in relation to
the probability that the target region is unpaired in thermodynamic equilibrium
and, additionally, based on the ensemble of all possible structures in thermo-
dynamic equilibrium, where RNAfold [18] is utilised. Maŕın and J. Vańıček [28]
argue that considering only the MFE structure neglects the possibility that the
miRNA binds to a 3’UTR structure with a slightly higher energy than the MFE



458 O. Abdelhadi Ep Souki et al.

structure, but with better accessibility. The authors compute pair probabilities
from the canonical ensemble of secondary structures generated by RNAplfold [5]
and obtain comparable or better results obtained for MFE structures only.

Within the past few years, analysing concentration levels of miRNAs and
their putative targets has become a major topic in miRNA research. In [35], the
authors provide experimental evidence that the typical number of gene copies
present in a single cell lies between 5–20. with most genes having less than a
100 copies. Ragan et al. [32] published results on miRNA target predictions
that utilize information about miRNA and mRNA concentration levels. For the
miRNA target prediction tool TargetScan, Garcia et al. [9] demonstrate how
predictions may improve if target abundance is accounted for in binding scores.

Our work [10] assumes the existence of multiple active RNA structures differ-
ent from the MFE. We studied the problem of miRNA bindings to metastable
secondary structures in the context of Single Nucleotide Polymorphisms (SNPs)
and mRNA concentration levels. Our analysis showed that the number of meta-
stable structures and features of miRNA bindings to metastable conformations
could provide additional information supporting the differences in expression lev-
els of mRNAs and their corresponding SNP variants. As a consequence, miRNA
target predictions using metastable conformations in a pre-processing step of wet
lab experiments may improve the confidence about expected miRNA-mRNA
bindings. RNAStrucTar, the method described in the present paper, is a new
miRNA target prediction tool that analyses putative mRNA binding sites - in
contrast to [10] - by a specific energy evaluation of duplex structures based upon
secondary structures representing metastable conformations.

2 Methods

Our work assumes the existence of multiple active RNA conformations instead
of a unique MFE conformation as the single biologically active state. The second
basic feature of our approach relates to the presence of multiple copies of each
individual mRNA. There are two main stages in RNAStrucTar: The first stage
is the generation of metastable conformations, and the second stage comprises
of miRNA target prediction based upon an energy assessment that incorporates
target accessibility related to an input set of secondary structures. A flowchart
describing the particular steps is given in Figure 1.

2.1 Metastable Secondary Structures

Metastable secondary structures are generated by using standard tools provided
by the Vienna RNA server [16]. The RNAsubopt tool by Wuchty et al. [38] gen-
erates all suboptimal foldings of a sequence in a partial energy landscape de-
fined by an energy range ΔE above the MFE structure. A method to elucidate
the basin structure of landscapes by means of tree-structures representing local
minima and their connecting saddle points is provided by the Barriers program
[15]. The input to Barriers is a list of conformations sorted by energy values.
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Fig. 1. RNAStrucTar flowchart Fig. 2. RNAStrucTar example

The RNAsubopt tool together with the Barriers program allows the user to iden-
tify the set of metastable conformations MS within an energy range ΔE above
the MFE conformation. We denote the number of local minima by ms = |MS|.

2.2 Identification of Putative Nucleation Sites

RNAStrucTar first scans the mRNA sequence in search for putative nucleation
sites, considering complementariness with the seed region of the miRNA. This
seed match step is commonly used and considered as a speed-up factor that
accelerates the algorithm while it differs from tool to tool in terms of perfectness
of matches. A flexible miRNA seed window - nucleotides 2 to 8, counting from
the 5’ end of miRNA - is used to scan the mRNA sequence for potential target
sites. All results shown in this work were obtained by using 3-mers or 4-mers
complementarity to miRNA positions 2–5 in the seed match step; see Figure 2.
However, the algorithm allows looking for shorter or longer matches and also
matches with varying starting positions.

2.3 [Binding Region, miRNA]-Duplex Structure Prediction

After the seed regions are identified, the upstream flanking region of the seed
region is extracted for the next step. Among common features of prediction pro-
grams are dynamic programming and the alignment of the miRNA seed region
to the target mRNA. We propose a dynamic programming approach for finding
minimum energy alignments between the full length of the miRNA and the tar-
get sequence for each putative binding site. For this purpose, a modified version
of RNAduplex [26] is adapted to compute the optimum duplex structure for each
putative binding site. For each such site j, the binding pattern and its free en-
ergy ΔGj

binding are computed according to the seed alignment from the previous
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step; see Figure 2. At the end of this step, weak binding sites are filtered out by
applying an energy threshold ϑ with the default setting -10kcal/mol. This way
we obtain k binding sites that satisfy the condition ΔGj

binding ≤ ϑ, j = 1, ..., k.

2.4 Integration of Target Site Accessibility

Similar to [21] and [25], we adopted the simplifying assumption that the binding
of a miRNA to a longer target mRNA should cause a local structural alteration at
the target site, but but has no long-range effects on the overall target secondary
structure. This leads to a breakage of intramolecular bonds within the target
region. For each input secondary structure Fi ∈ MS, i = 1, ...,ms, the energy
contribution ΔGj

open,i of the deleted bindings is computed for each site j by using
RNAeval [16] and according to standard data of the Nearest Neighbour Model
[7,29]. Given Fi, we denote by Fopen,i the associated secondary structure where
all base pair bindings within j are removed. We then define

ΔGj
open,i = RNAeval(Fi)−RNAeval(Fopen,i). (1)

2.5 miRNA-Target Score Derived from a Single Binding Site

At this stage, we estimate the free energy of the miRNA:mRNA duplex struc-
ture by using RNAeval. For each putative binding site j and for each input
secondary structure Fi, we generate an artificial RNA sequence that consists
of the original mRNA (3’UTR) sequence, a linker sequence XXXX, and the
miRNA sequence. The corresponding folding is denoted by Fj

concat,i. The score
S(miRNA,3’UTR,Fi,j) = Si,j is then defined by

Si,j = RNAeval(Fj
concat,i)−RNAeval(Fi). (2)

We integrate the scores of multiple conformations Fi for the hj ≤ ms negative
values of Si,j < 0 by setting

Sj = − log

hj∑
s=1

e−Sis,j , j = 1, ...., k; (3)

see Figure 3. In Figure 3 we assume for simplicity hj = ms for all j ≤ k. The
setting according to Eqn. 3 is inspired by the PITA score [21].

2.6 MicroRNA Target Prediction Scores

Some existing target prediction methods check the presence of multiple target
sites and take the number of target sites into account for a final score.
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Fig. 3. Integration of multi-
ple binding sites and confor-
mation into a single score

We explored different ways to account for the
occurrence of multiple binding sites and we ended
up with a scoring function where the emphasis is
on combining strong duplex conformations with
a user-defined target region. To integrate multiple
sites with Sj-scores for a given miRNA and a fixed
3’UTR into an overall miRNA:target interaction
score, we define

Stot = − log

k∑
j=1

e−Sj . (4)

We note that by definition Sj < 0 (assuming
hj ≥ 1) for all j ≤ k, see Eqn. 3. We recall
that each Sj ≤ 0 represents information about
hj ≤ ms bindings to metastable conformations Fi,
i = 1, ..., hj, which justifies the notation Stot as
total score.

Additionally, other alternative scoring func-
tions were also analysed: For each conformation
Fi, the linear sum Si of ki ≤ k values of Si,j < 0
is computed, and for h ≤ ms values of Si < 0, the

average value is denoted by Ssum. Thus, we define

Si =

ki∑
t=1

Si,jt ; (5)

Ssum =

∑h
s=1 Sis

h
. (6)

In addition to Stot and Ssum, RNAStrucTar allows the user to calculate a score
Su derived from a binding site u that contains a user defined position (usually,
where the SNP is located) within the input RNA sequence.

Su =

∑hu

s=1 Sis,u

hu
. (7)

Again, similar to the PITA score [21], we define

SP =

∑h
s=1− log

∑ki

t=1 e
−Sis,jt

h
. (8)

We emphasise that based upon Eqns. 3–8 the values of Sj , Stot, Si, Ssum, Su,
and SP are either negative or not defined (e.g., if hj = 0 for some j or ki = 0
for some i).
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2.7 Metastable Conformations Sets

In our analysis [10], along with the energy offset ΔE above the MFE conforma-
tion, we tried to restrict metastable states to deep local minima. The parameter
D indicates the depth of a local minimum or - in other terms - the escape height
from a local minimum, which is taken in barrier trees as the distance to the
nearest saddle point. We found that out of the three different parameters we
introduced, the average depth and the average opening energy of metastable
conformations may provide supporting information for a stronger separation be-
tween miRNA bindings to the two alleles defined by a given SNP. Here, we aim
at individual miRNA–mRNA binding predictions over samples of metastable
conformations defined by these parameters. Therefore, we order the metastable
conformations with respect to:

(a) The depth D(Fi) in descending order (deepest first).
(b) The absolute value of the opening energy ΔGu

open,i of the user defined target
region, ranked in ascending order.

We obtain the following two sets, where N is a user defined parameter:

(a) Set A: the N deepest metastable conformations among MS.
(b) Set B: the N most easily accessible conformations in the user defined target

region among the deepest metastable conformations.

3 Results

3.1 Test Dataset

The tools RNAsubopt and Barriers generate a huge amount of secondary struc-
tures, even for a small offset ΔE above the MFE value. Consequently, a large
scale test or a genome wide prediction analysis is not possible at this stage. In
order to test our approach, we use the same data acquisition method as in [10],
i.e., we use miRNA–mRNA pairs from published experimental work where SNPs
are linked to specific diseases. SNPs can be located in miRNA binding regions,
and consequently they could affect gene expression. RNAStrucTar can be used
to evaluate how SNPs affect miRNA regulation by using as input the wild type
and the SNP variant. Our aim is to determine the ability of RNAStrucTar to
provide supportive information for a stronger discrimination between miRNA
bindings to the two alleles defined by a given SNP (also denoted as RS se-
quences). The selection of test sequences was governed by the need of having
miRNA–mRNA interactions with a high level of experimental validation, for
example, by being based upon PCR and/or luciferase reporter assays. We anal-
ysed 20 instances of [mRNA/3’UTR;RS;miRNA] interactions, where 14 instances
were used in [10] and defined in Section 2 there. The 6 remaining instances were
sourced from [8,11,17,24,30,39]. The sequence IDs were retrieved from the NCBI
database and the NCBI Single Nucleotide Polymorphism Database (dbSNP) of
nucleotide sequence variation. We also utilised mirdSNP [6] and mirTarbase [20]
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for retrieving information related to wild type and variant alleles, ensuring this
way a maximum consistency between the publication and the different databases.
The sequence length refers to data directly obtained from the NCBI database
together with transcript information provided by the ENSEMBL database, and
the length ranges between 124 nt and 1167 nt. Some of the publications were
sourced from the Human microRNA Disease Database (HMDD) [27]. All results
shown in this work were obtained using 3-mers or 4-mers complementarity to
the miRNA positions 2–5 in the seed match step. The setting of ΔE depends on
the length of the 3’UTR and was selected in such a way that a sufficiently large
number of metastable conformations is available. Experimental findings suggest
that the typical number of gene copies lies between 5–20. Therefore, tests were
carried out with N=10 and N=20. For each case, the SNP position was used as
the user defined position in order to obtain the score Su.

3.2 Energy Scores

We note that the publications of experimental work where the test data are
taken from differentiate for each allele pair between weaker bindings (expression
levels) and stronger bindings for the miRNA under consideration. Consequently,
we calculate energy scores for the weaker and stronger allele, respectively, where
it depends on the particular instance which one of the wild type or RS se-
quence produces the stronger or weaker interaction. Thus, for a given input
[mRNA/3’UTR;RS;miRNA], RNAStrucTar returns the scores Stot from Eqn. 4,
Ssum from Eqn. 6, SP from Eqn. 8, and Su from Eqn. 7 (binding site u contains
SNP position) for two alleles, and subsequently the differences are calculated:

ΔStot = Sstronger
tot −Sweaker

tot ; (9)

ΔSsum = Sstronger
sum −Sweaker

sum ; (10)

ΔSP = Sstronger
P −Sweaker

P ; (11)

ΔSu = Sstronger
u −Sweaker

u . (12)

Fig. 4. Comparison of predic-
tions between RNAStrucTar

and two existing methods

Negative values of ΔS are expected for a tar-
get prediction to be classified as correct. Here,
we focus on Case A, although Case B is briefly
discussed. The results obtained for the twenty in-
stances and Case A by using 3-mers complemen-
tarity regarding the seed match and with setting N
= 10 are summarized in Table 1. Overall, the score
Ssum differentiates better than the other scores
and it differentiates particularly well between the
two alleles on 14 instances, while the Ssum scores
are indifferent (−1kcal/mol<ΔSsum≤ 0kcal/mol)
in four cases (SPI1, IL23R, REV3L, ORAI1). For
the two other cases (HTR3E and FGF20), Ssum is
in favour of the weaker allele (W-allele). If Case
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B is taken into account for N = 10, Ssum returns a strong and correct prediction
for REV3L (Case A is also in favour of the S-allele, but above -1kcal/mol).

The score Su gives positive predictions for 12 instances and eight indifferent
predictions. However, if Ssum and Su are taken together for Case A, the pre-
dictions are in favour of the correct S-allele by at least one of the scores on 16
instances and four indifferent scores.

The two other scores Stot and SP are in favour of the weaker allele on three
instances, and the number of instances where the scores are indifferent is 9 for
Stot and 10 for SP, although a negative value of ΔS is returned on 14 instances
for Stot and 13 instances for SP, but not always below -1kcal/mol. We conclude
that these two scores are less sensitive to binding patterns when compared to
Ssum.

Table 1. Summary of miRNA binding prediction by RNAStrucTar. A‘+’ (‘-’) indicates
that the score supports the allele with the stronger (weaker) miRNA binding, with ΔS
threshold -1kcal/mol for ‘+’. A ‘0’ means −1kcal/mol<ΔS≤0kcal/mol.

LIG3 CBR1 HTR3E SPI1 HLA-G MTHFD1 PARP1 WFS1 EFNA1 IL-23R

L(3’UTR) nt 124 284 302 369 386 393 769 779 843 851
W-allele A G A T C A C A A A
S-allele C A G C G G T G G C
miRNA 221 574 510 569 148a 197 145 668 200c let-7e
SNP pos 83 133 76 330 233 120 607 253 154 309

ΔStot + + + 0 + 0 0 0 - 0
ΔSsum + + - 0 + + + + + 0
ΔSP + + - 0 + 0 0 0 - 0
ΔSu + + + 0 + + + + + 0

RYR3 AGTR1 FGF20 HOXB5 RAD51 REV3L ORAI1 RAP1A APP CD133

L(3’UTR) nt 880 888 903 952 978 985 1034 1078 1120 1167
W-allele G C T G A C T C C A
S-allele A A C A G T C A T C
miRNA 367 155 433 7 197 25 519a 196a 147 135b
SNP pos 839 86 182 141 718 460 86 366 171 667

ΔStot 0 0 - + + 0 - + + 0
ΔSsum + + - + + 0 0 + + +
ΔSP 0 0 - + + 0 0 + + 0
ΔSu 0 0 0 0 + + 0 + 0 +

3.3 Comparison to other Computational Methods

We compare our predictions to those produced by PITA [21] and STarMir [25].
For the twenty instances we consider, the PITA tools returns predictions in favour
of the S-allele on 13 instances, with six indifferent scores and one prediction in
favour of the W-allele (the seven instances are: PARP1, RYR3, AGTR1, FGF20,
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RAD51, REV3L, ORAI1). Thus, HTR3E, SPI1, and IL23R are correct by PITA,
but not by RNAStrucTar (Ssum only); PARP1, RYR3, AGTR1, and RAD51 are
correct by RNAStrucTar, but not by PITA; both tools fail on FGF20, REV3L,
and ORAI1.

The equivalent of Ssum for STarMir predictions returns score differences in
favour of the S-allele on 14 instances, with no indifferent outcomes, but six
false predictions on MTHFD1L, EFNA1, IL23R, FGF20, HOXB5, and RAD51.
Thus, HTR3E, SPI1, REV3L, and ORAI1 are correct by STarMir, but not
by RNAStrucTar; MTHFD1L, EFNA1, HOXB5, and RAD51 are correct by
RNAStrucTar, but not by STarMir; both tools fail on IL23R and FGF20.

In Figure 4 we combine the results of the three methods. If we classify an
instance as positively predicted if at least two of the methods return a prediction
in favour of the S-allele, then 16 correct predictions are made. If only one positive
return by a single method is required, then 19 correct predictions are produced
by the three methods (only FGF20 is rejected).

4 Conclusion

We present in this paper RNAStrucTar, a miRNA target prediction tool which
incorporates target site accessibility related to metastable secondary structures
close to the MFE conformation. We tested our method on 20 miRNA:mRNA
interaction pairs that have been experimentally evaluated in the literature. We
found that a combination of the two main scores returned by RNAStrucTar sup-
ports the experimental findings on 16 instances, with four indifferent outcomes
and no false classifications. If STarMir results (14 correct, but partly on different
instances) are taken into account, then experimental findings are supported on 18
instances. Thus, we think that RNAStrucTar may provide additional, useful in-
formation for miRNA target predictions. A user friendly version of RNAStrucTar
with an appropriate interface is under development.

References

1. Alexiou, P., Maragkakis, M., Papadopoulos, G.L., Reczko, M., Hatzigeorgiou, A.G.:
Lost in translation: An assessment and perspective for computational microRNA
target identification. Bioinformatics 25(23), 3049–3055 (2009)

2. Krek, A., Grün, D., Poy, M.N., Wolf, R., Rosenberg, L., Epstein, E.J., MacMe-
namin, P., da Piedade, I., Gunsalus, K.C., Stoffel, M., Rajewsky, N.: Combinatorial
microRNA target predictions. Nature Genetics 37, 495–500 (2005)

3. Bartel, D.P.: MicroRNAs: Genomics, biogenesis, mechanism, and function.
Cell 116(2), 281–297 (2004)

4. Bartel, D.P.: Micrornas: Target recognition and regulatory functions. Cell 136(2),
215–233 (2009)

5. Bernhart, S.H., Hofacker, I.L., Stadler, P.F.: Local RNA base pairing probabilities
in large sequences. Bioinformatics 22(5), 614–615 (2006)

6. Bruno, A., Li, L., Kalabus, J., Pan, Y., Yu, A., Hu, Z.: Mirdsnp: A database of
disease-associated SNPs and microRNA target sites on 3’UTRs of human genes.
BMC Genomics 13(1), 44 (2012)



466 O. Abdelhadi Ep Souki et al.

7. Chen, J.L., Dishler, A.L., Kennedy, S.D., Yildirim, I., Liu, B., Turner, D.H., Serra,
M.J.: Testing the nearest neighbor model for canonical RNA base pairs: Revision
of GU parameters. Biochemistry 51(16), 3508–3522 (2012)

8. Cheng, M., Yang, L., Yang, R., Yang, X., Deng, J., Yu, B., Huang, D., Zhang, S.,
Wang, H., Qiu, F., Zhou, Y., Lu, J.: A microRNA-135a/b binding polymorphism
in CD133 confers decreased risk and favorable prognosis of lung cancer in Chinese
by reducing CD133 expression. Carcinogenesis 34(10), 2292–2299 (2013)

9. Garcia, D.M., Baek, D., Shin, C., Bell, G.W., Grimson, A., Bartel, D.P.: Weak
seed-pairing stability and high target-site abundance decrease the proficiency of
lsy-6 and other microRNAs. Nat. Struct. Mol. Biol. 18, 1139–1146 (2011)

10. Day, L., Abdelhadi Ep Souki, O., Albrecht, A.A., Steinhfel, K.: Accessibility of
microRNA binding sites in metastable RNA secondary structures in the presence
of SNPs. Bioinformatics 30(3), 343–352 (2014)

11. Delay, C., Calon, F., Mathews, P., Hebert, S.: Alzheimer-specific variants in the
3’UTR of amyloid precursor protein affect microrna function. Molecular Neurode-
generation 6(1), 70 (2011)

12. Ding, Y., Chan, C.Y., Lawrence, C.E.: Sfold web server for statistical folding and
rational design of nucleic acids. Nucleic Acids Research 32, W135–W141 (2004)

13. Enright, A., John, B., Gaul, U., Tuschl, T., Sander, C., Marks, D.: MicroRNA
targets in drosophila. Genome Biology 5(1), R1 (2003)

14. Johnson, E., Srivastava, R.: Volatility in mRNA secondary structure as a design
principle for antisense. Nucleic Acids Research 41, e43 (2012)

15. Flamm, C., Hofacker, I.L., Stadler, P.F., Wolfinger, M.T.: Barrier trees of degen-
erate landscapes. Zeitschrift für Physikalische Chemie 216, 155–173 (2002)

16. Gruber, A.R., Lorenz, R., Bernhart, S.H., Neuböck, R., Hofacker, I.L.: The Vienna
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Abstract. Inference of circadian regulatory network models is highly
challenging due to the number of biological species and non-linear in-
teractions. In addition, statistical methods that require the numerical
integration of the data model are computationally expensive.

Using state-of-the-art adaptive gradient matching methods which
model the data with Gaussian processes, we address these issues through
two novel steps. First, we exploit the fact that, when considering gradi-
ents, the interacting biological species can be decoupled into sub-models
which contain fewer parameters and are individually quicker to run. Sec-
ond, we substantially reduce the complexity of the network by intro-
ducing time delays to simplify the modelling of the intermediate protein
dynamics.

A Metropolis-Hastings scheme is used to draw samples from the poste-
rior distribution in a Bayesian framework. Using a recent delay differen-
tial equation model describing circadian regulation affecting physiology
in the mouse liver, we investigate the extent to which deviance infor-
mation criterion can distinguish between under-specified, correct and
over-specified models.

Keywords: Bayesian Inference, Gaussian Processes, Adaptive Gradient
Matching, Circadian Regulation, Delay Differential Equations.

1 Introduction

1.1 Biological Background/Motivation

The circadian clock is a molecular mechanism, involving interlocked, transcrip-
tional feedback loops, that synchronises biological processes with the day/night
cycle and is found in many organisms, see [19]. Mathematical models are being
developed to describe the dynamics of the clock transcriptional network and its
downstream regulation, for Arabidopsis, see [11], [12], and for the mouse liver
and adrenal gland, see [8], [9]. The field is now sufficiently mature for us to
consider validating, comparing and extending these models in the presence of
experimental data.
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1.2 Network Inference

Statistical pathway inference techniques aim to make inference in a network
where the vertices are molecular components such as genes or gene products and
the edges represent regulatory interactions between these components. Statistical
models for exploring large spaces are typically linear for reasons of speed but
come at the cost of over-simplifying the non-linear features of the network. When
the network is known, differential equations (DEs) are widely used to model
biochemical dynamics and capture a wealth of detail about the the network.
Fitting approaches which directly solve the DEs, see [17], are currently infeasible
for large systems especially when model comparison is required. Hence, recent
work, to select between network models focuses on an intermediate approach,
incorporating prior knowledge about the structure of biochemical DE models
into an inference framework, see [10].

Differential equation models are used extensively in science and engineering.
A common requirement is to estimate model parameters by fitting them to ob-
served data collected over time. This involves repeatedly finding a solution to
the DEs which, because these systems are typically non-linear, involves numer-
ical approximation. Numerical integration is computationally expensive, in all
but the simplest cases, and hence, there is much interest in methods that avoid
this step. One alternative approach focuses on gradient matching with Gaussian
Processes (GPs). This is currently a very active area (e.g. [2], [4], [18], [7]).

Gradient matching uses an alternative model of the data, an interpolant, and
matches the derivative of this interpolant with the DE outputs, thus avoiding
explicit numerical integration, see [13]. GPs are a natural choice for the alter-
native data model, and in particular they admit exact derivative expressions. A
GP may be fitted to the data and the DE parameters found by matching the
GP derivative, for which there is an analytical expression, to the DE derivative.
However the accuracy of the original method proposed in [2], was limited by the
lack of regularisation from the DE parameter inference to the GP inference. In
work by [4], all parameters are consistently inferred in the context of the whole
model, rather than in a piecewise heuristic manner. This introduces, in effect, a
coupling mechanism between the Gradient Process and the DEs which enhances
the learning of the parameters associated with the DEs.

Here, we contribute to this field by developing novel methodological advances
and illustrating them on a core clock model for mouse liver and adrenal gland de-
veloped by [9]. This model comprises five clock genes and is based on expression
and experimentally verified circadian cis-regulatory sites, see figure 1. The inter-
mediate protein dynamics are modelled using time delays, vastly simplifying the
network complexity.The expression of each clock gene is describedby a delay differ-
ential equation with a production term that depends on the concentrations of core
clock regulatory components and a decay term. The adaptive gradient matching
(AGM) statistical model developed in [4] is our framework for Bayesian inference.
We introduce modularisation by exploiting the fact that when gradient matching,
the system reduces to five equations, one for each species, which are no longer cou-
pled (as the right-hand side does not require any of the other left-hand side values).
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A Metropolis-Hastings scheme is devised to sample from the posterior proba-
bility densities for the model parameters (including the parameters for the DEs
and the hyper-parameters for the GPs).

We generate data from the full model (M0), see [9], using the parameters
described by the authors. The aim of this work is to investigate whether devia-
tion information criterion (DIC) which considers both the measure of fit and the
measure of complexity based on the posterior samples, can distinguish between
under-specified, correct and over-specified models for a range of alternative hy-
pothesis.

Bmal1

Reverba

Per2

Cry1

Dbp

Bmal1

Reverba

Per2

Cry1

Dbp

Bmal1

Reverba

Per2

Cry1

Dbp

Fig. 1. Regulatory network ModelM0 (middle) containing five core clock genes (boxes).
Direction of activation (bold black line) or inhibition (regular red line) is indicated by
the (arrowhead). Regulatory network Model Mr with reduced number of edges (left).
Regulatory network Model Ma with added number of edges (right).

2 Methods

We describe here our approach to Bayesian model fitting and selection for sys-
tems of differential equations (ordinary and time delay) using adaptive gradient
matching with a Gaussian process.

2.1 Reaction Graph

Consider a regulatory network of genes which may activate or inhibit transcrip-
tion directly or indirectly. This network can be considered as a reaction graph
where the nodes are the molecular components such as genes or gene prod-
ucts and the edges are the regulatory interactions between these components.
Changes over time in the gene and gene product states can be modelled using
differential equations. To simplify the modelling of the intermediate protein dy-
namics we introduce time-delayed variables. This reduces the network to gene
transcripts and is convenient for parameter estimation and model selection since
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this data is more readily available than protein data. Proteins are sometimes
treated as missing data and modelled using latent variables; employing time-
delayed variables is an alternative approach [8].

Consider a set of T arbitrary time points t1 < . . . < tT and K gene tran-
scription states. We define xk ≡ xk(t) ≡ [xk(t1), xk(t2), . . . , xk(tT )]

�
as the

transcription state sequence for the kth state.

2.2 The Dynamical Model

Let K denote the number of genes in the network and i, where i = 1 . . .Nk,
the associated set of Nk regulatory genes. The time series for the kth gene
transcription state is represented by a set of K differential equations of the form

ẋk (t) ≡
dxk(t)

dt
= fk(xk(t),xi (t) , θ).

Here θ = {θ1 . . . θK} is our general notation for the parameters of the differential
equations. Specifically, we have

fk (xk (t) ,xi (t) , θk) =
∏

i=1...Nk

(
1 + avixi (tτi) /ai
1 + xi (tτi) /ai

)pi

− dkxk (t) . (1)

In this notation, pi is the number of clock-controlled elements and (1/ai)
pi rep-

resents the basal production rate of species i. When species i is an activator,
avi scales the activation and when species i is a repressor, avi = 0. We use tτi
to indicate the value t− τi, thus accounting for the delay including translation,
post-translational modifications, complex formation and nuclear translocation.
The parameter dk is the degradation rate of species k.

2.3 The Observation Model

Let yk(t) = xk(t) + ε(t) be noisy observations of this process, where ε(t) is
assumed to have a zero-mean Gaussian distribution with variance σ2

k for each of
the model states. Assuming independence over the observation times, we have
an observation model

p(yk|xk) =
∏
t

p(yk(t)|xk(t), σ
2
k) =

∏
t

N (xk(t), σ
2
kI). (2)

Here N (xk(t), σ
2
kI) denotes the probability density function for a Gaussian ran-

dom variable with mean xk(t) and variance σ2
kI.

2.4 Adaptive Gradient Matching

Instead of obtaining xk by solving the dynamical system, recent gradient match-
ing approaches in [2] and [4], put a GP prior on xk and match the GP derivatives
with the derivatives arising from the differential equations. This approach leads
naturally to a decoupling of xk and a reduction in complexity for parameter
estimation.
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2.5 Gaussian Process Modelling

AGaussian Process (GP) is a stochastic process governing the properties of a func-
tion. A GP is defined by a mean and correlation function called a kernel. In this
work we use the most commonly used kernel, the ”squared-exponential” kernel.
With a GP prior on xk, p(xk|φk) = N(xk|μk,Cφk

) where μk is the data mean,
Cφk

is the correlation function and φk are the hyper-parameters of the GP. The
derivative of a GP is also aGP and the conditional distribution for the state deriva-
tives isN (mk,Ak)wheremk = ′Cφk

Cφk
(xk−μk) andAk = C′′

φk
−′Cφk

C−1
φk

C′
φk
,

respectively, see [15]. Here, the matrix C′′
φk

denotes the auto-covariance for each
state derivative, and the matrices C′

φk
and ′Cφk

denote the cross-variances be-
tween the kth state and its derivative. For further details concerning the derivation
and analytical form of these expressions, see [4].

2.6 Statistical Model

Bayes’ theorem links what we would like to know, the posterior probability
distributions for the unknown parameters, to the likelihood of seeing the obser-
vations given the model and its parameters and the prior information about the
parameters. Following [4] we propose the following adaptive gradient matching
(AGM) model over states xk, their derivatives ẋk, observations yk and parame-
ters associated with the DE, θk, with the observational noise, σ2

k, and with the
GP, φk,

p(yk,xk, θk, φk, γ
2
k, σ

2
k) = p(yk|xk, σ

2
k)p(xk|θk, φk, γ

2
k)p(θk, φk, γ

2
k, σ

2
k). (3)

The term p(xk|θk, φk, γ
2
k) combines the DE gradient with the GP gradient in a

compatability function and arises from a products of experts approach described
in [4]

p(xk|θk, φk, γ
2
k) ∝

exp[−1/2(fk −mk)
�(Ak + γ2

kI)
−1(fk −mk)]

(2π)n/2|Ak + γ2
kI|1/2

. (4)

The function fk is defined in equation (1), Ak and mk are defined in section 2.5,
n is the number of time points (also equal to the number of rows in Ak), γk is
the slack parameter controlling the coupling of GP and DE, and I is the identity
matrix.

2.7 Sampling

We use a Metropolis-Hastings scheme to draw samples from the posterior dis-
tribution. Denoting q1(Θk) and q2(xk), where Θk =

{
θk, φk, γ

2
k, σ

2
k

}
, as the

proposal distributions for the parameters, Θk, and the states, xk, the proposal
moves are accepted or rejected according to the standard Metropolis-Hastings
criteria

Paccept = min

{
1,

π(yk,x
′
k,Θ

′
k)

π(yk,xk,Θk)

}
(5)
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where π =
p(yk,xk,θk,φk,γ

2
k,σ

2
k)

q1(Θk)q2(xk)
and the numerator is defined in equation (3).

The parameters Θk are proposed simultaneously from a multivariate Gaussian
using the efficient adaptive MCMC algorithm described by [5], adapted for our
non standard posterior distribution. The priors for all parameters are informed
gamma priors. Here, xk and φk are initialised using a GP regression fit with
maximum likelihood to the data yk, see [14]. The proposal function for xk is
N (μx|y,Σx|y), dropping the subscript k for convenience, and where μx|y =

(C−1
φ + (σ2I)−1)−1(σ2I)−1y, Σx|y = (C−1

φ + (σ2I)−1)−1.

2.8 Model Selection Using Deviance Information Criterion

For competing parametric statistical models, the deviance information criterion
(DIC), as described in [16], considers both the measure of fit and the measure
of complexity. The deviance (associated with the observed likelihood p (y|θ) is
defined by

D (θ) = −2 log p (y|θ) + 2 logh (y) ,

where h(y) depends only on the data. The model complexity or effective dimen-
sion, pD, is defined as

pD = D̄ (θ)−D(θ̄),

and

DIC = D̄ (θ) + pD,

= 2D̄ (θ)−D(θ̄)

where D̄ (θ) is the expected value of D (θ) and θ̄ is the expected value of θ. For
model comparison, we set h(y) = 1 for all models so that D (θ) = −2 log p(y|θ).
For D(θ) available in closed form, D̄ (θ) can be approximated from the MCMC
run by taking the sample mean of the simulated values of D(θ).

In our case, as y is conditioned on θ and X = x1, . . . ,xk, we use the complete
DIC suggested in [3]

DIC (y,X) = −4E [log p (y,X|θ) |y,X] + 2 log p (y,X|E [θ|y,X]) .

The intuitive idea is that models with a smaller DIC score are preferred to
models with a larger DIC score. Models are penalised by the value of D̄ but
also (in common with other information criteria) by the effective number of
parameters pD. Since D̄ will decrease as the number of parameters in a model
increases, the pD term compensates for this effect by favouring models with a
smaller number of parameters.

An advantage of DIC, over other criteria such as Bayes factors, is that DIC
is easily calculated from the samples generated by a Markov chain Monte Carlo
simulation.
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3 Results

3.1 Mouse Liver Model

The model selection framework is applied to the five component clock model
for mouse liver and adrenal gland developed in [9]. Data is generated from this
delay differential equation model using numerical integration over an interval of
24 hours with the published parameter set. Clean data were then sampled in
2 hour intervals and corrupted with additive Gaussian noise which corresponds
to a signal-to-noise ratio of 10, see figure 2. In this experiment, we fit a GP
with a periodic kernel to each of the five time series in order to provide an initial
estimate for the GP hyper-parameters, φk = {lk, sfk}. Here lk is the length scale
parameter and sfk is the vertical scale parameter. The GP fitting, illustrated in
figure 2, also provides an initial estimate for σ2

k.
The AGM framework combined with the Metropolis-Hastings scheme, out-

lined in section 2.7, is used to obtain posterior samples for the parameters of the
statistical model comprising DE parameters θk = {api, avi, dk, τi}, see equation
(1) for more details, GP parameters, φk, the noise parameter σ2

k and the slack
parameter, γ2

k, associated with the AGM framework, see equation (4). In total,
for five network species (Bmal1, Rev-erba, Per2, Cry1 and Dbp), see figure 2,
there are 54 parameters to be learnt. Note that pi, the number of clock controlled
elements in the xk regulatory region, are taken as given and not inferred in these
experiments. Details of the priors used for each parameter type are given in sec-
tion 2.7. Two MCMC chains were run for 2×106 iterations and convergence was
monitored using the potential scale reduction factor (PSRF) discussed in [1].

3.2 Model Selection Experiment

To illustrate these new tools in the context of model selection, we propose two
alternative models Mr (one edge per species is removed) and Ma (one edge per
species is added up to a maximum of five edges) to the true model, M0, and then
apply the inference framework to each model using the dataset described above.
The specific details as to which edges were removed, added or changed are de-
scribed in table 1. The DIC score for each model was estimated using 10,000 pos-
terior samples taken from the end of the MCMC chains. Each entry in the table
required approximately 2 hours of CPU time on a HPC cluster. Models with a
smaller DIC are preferred to models with a larger DIC. For comparison between
models, the scores for the alternativemodels are adjusted by subtracting the value
arising from the fitting of the true model M0. A positive adjusted score indicates
that the true model is preferred to the alternative model and a negative adjusted
score indicates that the alternative model is preferred to the true model. For this
experiment, the DIC differences for Mr were positive for all species (Reverba (adj
DIC=0.1), Per2 (adj DIC=0.9), Cry1 (adj DIC=8.6) and Dbp (adj DIC=21.4))
indicating that the true model is preferred to the alternative model, Mr for all
species, strongly for Cry1 and Dbp, and weakly for Reverba and Per2. Bmal1 was
not included in this experiment as it only has one interaction in the true model.
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Over all 5 species, the total adjusted DIC score is 31 suggesting that the true model
is preferred to an alternative model with edges missing as outlined for Mr, see ta-
ble 1. ForMa, the DIC differences are negative for Bmal1 but positive for Reverba,
Per2, Cry1 andDbp (adjusted DICs -1.8, 0.6, 18.7 and 25.4 respectively), see table
1. The total adjusted DIC score is 44.7 suggesting that the true model is preferred
to the specified model Ma.

3.3 Parameter Estimation

Comparison of the posterior densities for the model parameters between the
species, see figure 3, suggests that uncertainty increases with the number of
parameters. Generally recovery of the true value (comparison possible when
using synthetic data) is good with the distributions lying over the true value. The
occasional parameter is very different. In the case of parameter cp for Reverba,
this is explained by over-fitting to the noisy data. The method allows for further
investigation of individual differences or deviations from the true value.
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Table 1. Adjusted DIC scores for the true model M0 and alternative models Mr and
Ma. The production term (listed below) summarises for each species, the direction of
the edges acting on that species. For example act1*rep3*rep4 is short-hand for the the
activation of Bmal1(1), and the repression of Per2(3) and Cry1(4) on Dbp, M0.

Species M0 Mr Ma

Bmal1 0 n/a -1.8
Reverba 0 0.1 1.8
Per2 0 0.9 0.6
Cry1 0 8.6 18.7
Dbp 0 21.4 25.4

Total 0 31.0 44.7

Production terms M0 Mr Ma

Bmal1 (1) rep2 n/a rep1*rep4
Reverba (2) act1*rep3*act5*rep4 act1*rep3*act5 act1*rep3*act5*rep4*rep2
Per2 (3) act1*rep3*act5*rep4 act1*rep3*act5 act1*rep3*act5*rep4*rep2
Cry1 (4) act1*rep3*act5*rep2*rep4 act1*rep3*act5*rep2 act1*rep3*rep5*rep2*rep4
Dbp (5) act1*rep3*rep4 act1*rep3 act1*rep3*rep4*rep2

4 Conclusion

We present here new tools for model selection in gene regulatory networks, with
an emphasis on improving computational efficiency for large-scale simulations.
Model selection for complex networks is a demanding topic that is challenging
state-of-the-art methodology. There is an on-going requirement from experimen-
talists to revise models as more data becomes available and to choose between
alternative hypothesis. For example linking clock mechanics to down-stream ac-
tivities such as metabolism.

For large networks, methods requiring numerical integration are infeasible.
Here we use a state-of-the-art gradient matching approach which substantially
reduces the computational expense [2]. The relative cost of AGM to numerical
integration of the DE, in the examples considered here is conservatively ten
times faster. This improvement makes model selection between several models a
realistic objective. Here we looked in detail at one true model and two alternative
models. Future work could accommodate many more alternatives.

In terms of model selection, we show that it is possible to distinguish between
the true model and a under- or over- specified model where the number of edges
have been reduced or added.

Future work will compare the DIC measure with other statistics for model
selection and investigate the sensitivity of model selection to factors such as the
prior information.
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Abstract. The lack of success of tele-monitoring systems in non-clinical
environments is mainly due to the difficulty experienced by common
users to deal with them. In particular, for achieving a correct operation,
the user is required to take care of a number of annoying details, such
as wearing them correctly, putting them in operation, using them in a
proper way, and transferring the acquired data to the medical center.
In spite of the many technological advances concerning miniaturization,
energy consumption reduction, and the availability of mobile devices,
many things are still missing to make these technologies simple enough
to be really usable by a broad population, and in particular by elderly
people. To bridge this gap between users and devices, a smart software
layer could automatically manage configuration, calibration, and data
transfer without requiring the intervention of a formal caregiver. This
paper describes the key features that should be implemented to simplify
the needed initial calibration phase of sensing systems and to support
the patient with a multimodal feedback throughout the execution of the
exercises. A simple mobile application is also presented as a demonstrator
of the advantages of the proposed solution.

Keywords: eHealth, patient-centric, sensors, monitoring, bio-feedback.

1 Introduction

The average age of the population is increasing and so is the need for rehabilita-
tion and motor therapy sessions. This increment of prospective patients together
with the problem of the decreasing availability of public money for the health-
care sector, is likely to turn into a degradation of the quality of care to the whole
population. A tendency of the last years is to enhance the usage of self-care pro-
cedures, such as motor therapy sessions and rehabilitation exercises performed
outside of “formal” healthcare structures. To monitor the correct execution of
the intended exercises, and provide valuable self-correction information, scien-
tists are proposing a broad range of technologies, wearable and not, that promise
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to be usable in such contexts. Moreover, the cross- contamination among hetero-
geneous areas, like psychology, medicine, arts and technology is giving birth to
new approaches and methodologies, which can be combined to build systems that
are more effective in stimulating people’s regarding the rehabilitation activities.

In particular e-Health and tele-rehabilitation, represent clear efforts aimed at
offloading hospitals and clinics from time consuming and costly services. In fact,
several operations related to rehabilitation can be carried out independently by
the patient at home or followed by an informal caregiver. By informal caregiver
we mean a relative or someone paid to assist the patient, who has no specific
knowledge on rehabilitation. However, a series of issues arise if patients have to
carry out rehabilitation exercises outside hospitals, as no specialized personnel
is observing and supporting them directly how to:

– how to monitor the exercise execution?
– how to provide a valuable feedback to the patient?
– how to inform the patient / informal caregiver about the execution perfor-

mance?

Considering specific tele-rehabilitation sessions, focusing on motor tasks, we
propose the adoption of a set of wearable sensors coupled with an application
running on a smartphone to directly help the patient or the informal caregiver.
In this work, we do not focus on the communication between the system and the
physician therapist but rather on the patient side infrastructure.

The rest of the paper is organized as follows: Section 2 describes the compo-
nents of a wearable tele-rehabilitation system; Section 3 the system requirements;
Section 4 presents the proposed system; finally, Section 5 concludes the paper
and discusses some future perspectives.

2 Wearable Tele-Rehabilitation System Components

In this paper we refer to tele-rehabilitation systems for patients that have to re-
cover from injuries or rehabilitate after some kind of orthopedic surgery. These
systems are generally composed of three main components as schematically
shown in Figure 1: (i) a set of wearable sensors, (ii) a system to process sensor
data in real-time, integrate the data, present information to the patient, and
communicate with the remote physician, and (iii) an interface for the physician
to overview the rehabilitation work of the patients.

The wearable sensor nodes, whose number depends on the number of joints
that need to be monitored, send data to a central mobile unit that performs sen-
sory integration reconstructing the posture of the monitored limbs and possibly
recognizes the performed actions. The central unit can be a mobile system that
runs an application under the Android operating system. The mobile applica-
tion processes the data and provides indications and feedback to the user. This
work focuses on the system in charge of monitoring the patient activity, and on
providing a guide and feedback for the execution of rehabilitation sessions, while
a discussion of other components of the system can be found in [5].
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Fig. 1. The tele-rehabilitation reference model

A wide range of wearable devices has been developed for rehabilitation
purposes in the last years [12,14]. The introduction of the MEMS (Micro-Electro-
Mechanical Systems) enabled the development of motion sensors, like accelerom-
eters, gyroscopes, and magnetometers. These sensors can be combined to create
an Inertial Measurement Unit (IMU), that allows the acquisition of the body
dynamics without external hardware to instrument the environment [13]. How-
ever, these devices suffer from non-negligible measurement errors, that give rise
to a drift in the reconstructed signals.

Another possibility is to use vision-based systems [4]. For instance the Vi-
con [22] uses data captured from a set of cameras to compute 3D positions with
a high precision. However they are quite expensive and require to instrument
the scene and have a line of sight. On the other hand, low-cost solutions like the
Microsoft Kinect [7], are more inaccurate. Another solution is represented by
the use of exoskeletons, which are rigid structures mounted on the body where
the interconnections are monitored with potentiometers or encoders to monitor
the patients joint. These systems provide high precision, but are expensive and
intrusive.

The following section briefly analyzes the requirements for the patient-side
technological components of the tele-rehabilitation system.

3 System Requirements

When dealing with people that are not specialized in handling technology, de-
vices, interfaces, and procedures have to be designed in such a way that they are
unobtrusive, easy to use, and robust. In the next sections we briefly overview
the requirements of the patient-side components of the system: the monitoring
subsystem, the user interface, and the system for handling exceptions.

3.1 Monitoring Subsystem

Monitoring movements and actions is the primary task that needs to be exe-
cuted in order to acquire information about how patients are executing motor
tasks. This acquisition can be performed using a broad range of devices and



482 D. Cesarini et al.

technologies. However, data gathered through any kind of equipment needs to
be sufficiently precise to enable analysis and to understand whether movements
have been performed correctly.

Continuous Monitoring. Several health problems can only be detected by
sporadic events that cannot be predicted in advance. For this reason some pa-
tients are required to be monitored continuously for 24 or 48 hours. The mon-
itoring is a process composed of several phases and processes: gathering data
through sensors, cross-checking the information, data analysis, data storage, and
results notice to caregiver [3]. Such processes have to be continuous to provide
relevant information about all actions performed by the patient and his/hers
psycho-physical status.

Fixation. The setup procedure before the exercise must be simple and able to
handle the issues related to the correct placement of sensor nodes. This is crucial
to produce meaningful and accurate data for the analysis. The fixation of the
sensors on the body should be easy to handle even for people with significant
loss of functions [10]. The sensors need to be attached to each limb that needs
to be monitored, and if interested in monitoring a single joint two sensors are
needed, one for each segment starting from the joint. The user interface should
guide the patient in such a delicate phase.

Accuracy and Precision. When monitoring limb positions and movements,
there are crucial aspects to guarantee valid and useful measurements. For exam-
ple, in knee tele-rehabilitation applications, the flexion/extension angle must be
typically monitored with a precision of 1 degree [9].

SelfCalibrationandAuto-orientation. If theusers operate in anon-controlled
environment, it becomes impossible to exactly know in advancewhether sensors are
worn on the intended limbs.This problemcanbe solvedby assessing the orientation
of the sensors with respect to the limbs. Another issue is related to the nature of
the used inertial sensors, accelerometers and gyroscopes, which suffer from errors
inmotion estimation because of measurement noise and fluctuation of offsets, thus
requiring a specific calibration phase, that should be implemented in an automatic
and easy way.

Real-Time Acquisition and Processing. Data acquisition and processing
have to be managed by proper real-time kernels, since sensory data must be
analyzed as they are produced to enable a prompt feedback generation for the
user. A time synchronization is also needed among multiple nodes to know the
precise time at which each sample is acquired. In fact, small time differences
between samples affect the error in the sensor data integration phase.

Wearability and Comfort. Since the patient must carry several sensor nodes
for long periods and during physical activities, the comfort becomes an important
design consideration to provide the highest degree of convenience. This requires
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the development of unobtrusive devices with a small form factor. However, the
node size is limited by the battery dimension because the node must have enough
autonomy needed to perform the whole rehabilitation exercise without recharge.
Also the weight is important because it can modify how the patient performs
the exercise thus distorting the information.

Wireless Communication. Wireless communication technology is essential in
these types of systems to avoid the encumbrance of wires and leave the user free
to move during the execution of exercises.

Local Storage on the Node. is needed to save data in the case of temporary
loss of connection in the wireless communication channel.

Energy. Energy consumption is a crucial problem in wireless devices, especially
when they are required to be used for several hours (or days) for a continuous
monitoring activity. Several solutions can be adopted to reduce energy consump-
tion, as lowering the acquisition rates or turning off specific devices when they
are not used. Also, a wireless recharge capability of the nodes is highly desired
to simplify the task to non expert users.

Cost. The costs of the monitoring system becomes crucial in the cases in which
this technology is adopted in a large scale. The current technology allows reduc-
ing the cost by an order of magnitude with respect to some commercial devices
available today on the market.

3.2 Interaction Between System and User

The interaction between the system and the user needs to be accurately designed
and implemented. In particular the feedback generation and the user interface
are crucial, and will be analyzed next.

Feedback Generation for the User. Feedback can be broadly classified into
different categories [19], depending on the modality and the point in time at
which is provided. Concerning the modality, it can be unimodal (e.g., visual,
auditory, haptic) or multimodal (a different combination of unimodal feedback).
Concerning the time dimension, feedback can be anticipatory, if generated to help
the user in predicting the correct time at which an action has to be performed (as
in the case of a metronome); contemporary, if generated to provide a real-time
representation or evaluation of the performance of the currently executed action;
posterior, if generated after the task execution to provide a final evaluation of
the exercise performance.

Visual feedback can be provided in the form of a virtual mirror [16], on which
a 3D avatar represents a virtual image of the patient performing the same actions
reconstructed by sensors; the avatar can also be coupled with a “ghost” avatar,
acting as a guideline for the motion that needs to be performed. Rodger et al. [15]
use a auditive feedback to produce walking sounds to help alleviating gait distur-
bances in Parkinson’s disease. Sound was also used in other contexts to provide a
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feedback for different motor activities, e.g., to guide swimmers in increasing the
degree of symmetry [6] or enhance a rehabilitation system [20]. Haptic feedback,
in particular in the form of vibrotactile feedback, was used to help users in exe-
cuting different locomotor performance tasks [18]. Multimodal feedback, namely
the combination of the aforementioned three methods is thoroughly discussed
in [19]. Motor-task learning and motor rehabilitation require different kinds of
feedback: in learning, emphasis needs to be put on how the movement has to
be performed, whilst in rehabilitation the feedback should provide information
about erroneous performance, thus preventing wrong movements and motivating
the process of rehabilitation [23].

Providing a feedback during the execution of exercises is important not only
to guide the motion and provide immediate information about possible errors,
but also to motivate the patient in a given direction of motion.

Easy Interface. Guiding the patient or the informal caregiver is essential if no
formal caregiver is present during the rehabilitation session. In this case, to at-
tain clinically relevant improvements [8] the system must be designed to provide
a continuous guide for the patient through a graphical user interface. Before each
exercise detailed illustrative instructions can help the patient in understanding
how it has to be executed, while during the execution, visual and auditive cues
can notify the user about possible errors, reached “check points”, and progress
state of the exercise. Taking into account that during the execution of the exer-
cises sensor nodes are associated with mobile devices (tablets or smartphones),
any type of information can be conveniently displayed on the mobile devices’
screen. In fact, translating raw data from sensors to visual or auditory infor-
mation allow to have “messages” that are immediately understood by the user.
Once the exercise’s execution is complete, the system should provide a short
summary on the user performance, to allow him/her to understand the progress
made in the rehabilitation process.

3.3 Handling of Errors and Unforeseen Conditions

To simplify the interaction with non expert users, the system should be able to
detect at least two anomalous conditions that can derive from an incorrect usage
of the system or from the malfunctioning of the system’s devices:

– Sensor misplacement detection and support. The system should au-
tomatically detect whether the user is wearing the sensors correctly and, in
the case or placement or orientation errors, provide indications on how to
solve the problem.

– Automatic detection of malfunctioning of devices. The system should
be able to detect a set of problems related to the wearable devices, such as low
energy in the battery, values out of range, missing data, connection errors,
etc. Once the problem is detected, the system should support the user to
solve it, suggesting for instance to recharge the battery, or contact the help
service for technical assistance.
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4 Proposed System

The monitoring system described in this paper has been designed taking into
account the main concepts and requirements described above. The system is
composed of a set of wireless sensor nodes, a mobile application, which incorpo-
rates a graphic interface, an auditive feedback, auto-calibration functions for the
sensors, and a communication module to send data to a remote server. These
components are described below.

4.1 Sensor Nodes

The sensor nodes employed in the system use an inertial measurement unit
(IMU) incorporating three accelerometers, three gyroscopes, and three magne-
tometers [2]. These signals are directly integrated onboard to provide an ac-
curate estimation of the sensor orientation. The device has a very low-power
consumption guaranteeing a continuous acquisition operation for at least 3 days
at full sampling rate. It also provides a good balance between lifetime, dimen-
sions (4 ∗ 3 ∗ 0.8 cm) and weight (30 g). The node and its internal circuitry are
shown in Figures 2(a) and 2(b).

(a) Closed node (b) Node’s interior

Fig. 2. Sensor node

The nodes can be easily mounted on limbs using elastic bands, taking into con-
sideration that a good node attachment technique increases the overall accuracy
of measurements. Furthermore, the sensor nodes are characterized by an overall
easy setup and handling, as they are equipped with a wireless recharging cir-
cuitry, an easy to calibrate IMU, and a Bluetooth 4.0 radio, that enables them to
seamlessly work with modern Android devices. Figure 3 shows the block diagram
of the node internal architecture, composed of an ARM-Cortex M0 processing
unit, a Bluetooth 4.0 transceiver, an SD card slot for local storage, a 9-axis
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IMU, a power manager with battery charge regulator, a Li-Po battery, and two
chargers: one USB and one wireless.

Fig. 3. The sensor node’s block diagram.TBD

4.2 The Application Running on the Mobile Device

The mobile app running on the Android-based device incorporates a visual in-
terface, an auditive feedback generation module, an auto-calibration unit, and
a sensor data integration module. Data arrive to the application through the
Bluetooth connection that is automatically established when the application is
activated.

Auto-calibration Unit. The auto-calibration unit includes a set of functions,
some of which have already been developed, while others are still under develop-
ment. In particular, “fixed errors” are corrected performing a static calibration
procedure of the nodes before being handed by patients, while “random errors”,
related to electrical noise or thermal drift are managed following the procedure
illustrated by Gietzalt et al. [11], and should be further investigated to enable
a sensor node to automatically compute the offset and adjust his calibration
algorithm. Calibration techniques are paramount for the accuracy of measured
data, especially in dynamic conditions. Designing hardware and software auto-
calibration techniques is still an open research area. Once the data from each
sensor is accurately processed and filtered, it can be integrated into a kinematic
model of the body and used to reconstruct the parameters that are relevant for
the rehabilitation process.

Processing. The processing activities running on the mobile device are in
charge of integrating the various sensory data coming from the sensors, to recon-
struct the posture of the monitored limbs, analyzing the reconstructed signals
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for detecting critical conditions, and evaluating the performance of the actions
to generate an instructive feedback for the user. Such an evaluation is done
by comparing the actual trajectory with a reference trajectory acquired in the
presence of a physician (or physiotherapist), using techniques as Dynamic Time
Warping [1] to derive the error signal for the feedback generation module.

The Visual Interface. The visual interface is developed to guide the patients in
the execution of the exercises and is depicted in Figure 4. It includes a 3D Avatar
(acting as a virtual mirror) and a simple 2D display for a more quantitative signal
representation. The 3D Avatar replicates the movements executed by the patient
or a set of prerecorded motions to act as a guideline for the what needs to be
done. The 2D representation indicates the current angular value of a joint and
a target position.

The Auditive Feedback. is embedded into the mobile application and repro-
duced either over loudspeakers or user worn earphones. Audio is produced by a
module based on the PureData library for Android (libpd). The sound provides
information about the difference between the target position and the current pa-
tient position, underlining and reinforcing the visual information form the simple
2D representation described before.

Communication Module. The communication module exploits the capabil-
ities of the smart-phone to transfer all data about exercise execution to the
physician or the official caregiver, according to a more general framework pre-
sented in [5].

Fig. 4. The mobile application interface
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4.3 The Complete System Usage

The proposed rehabilitation cycle that exploits the sensor nodes and the mobile
phone is schematically represented in Figure 5. The user is required to wear
the sensors, the system setups itself and then the exercise can begin, either
carried out independently or with the help of a caregiver that follows instructions
provided by the application. At the end of each exercise a quick report, acting as
a post-execution, final effect feedback, is generated and provided to the patient
and/or the informal caregiver.

Fig. 5. The proposed rehabilitation cycle

5 Conclusions

This paper presented a mobile wearable monitoring system that can be effectively
used during tele-rehabilitation sessions to monitor and evaluate the performance
of motor exercises. The system has been designed and implemented according to
a set of requirements aimed at simplifying the procedures and helping patients
that are not familiar with technology.

Some features include a specific help to select the exercise, measure its execu-
tion performance, detect and notify sensor misplacements, and provide a valuable
multimodal feedback that, at present, consists of visual and auditive stimuli.

In the future, to further reduce the impact of technology, we aim at incorpo-
rating energy-harvesting devices into the sensor nodes to prolong their lifetime
and possibly avoid explicit battery recharge cycles. Other issues considered for
a future research concern the following problems: (i) reducing the number of
wearable sensors with respect to the number of interesting limb segments, by
integrating a kinematic model of the body in the posture reconstruction algo-
rithm; (ii) automatic detection of the limb where each sensor is mounted on,
following the approach described in [21]; (iii) exploiting kinematic constraints
of the human limbs to automatically estimate joints’ axes and positions from
inertial measurement data, following the approach [17] by T. Seel et al.

We wish to conclude the paper remembering that psychological aspects are of
primary importance in a rehabilitation process. In fact, patients are often affected
by post event depression and need to be motivated and encouraged to adhere
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to long term medical therapies. Rehabilitation exercises are usually considered
boring for patients because of their repetitive nature. An interesting solution
could be to present an exercise as a form of game, incorporating both pedagogical
and entertainment elements, with increasingly difficult levels to make the patient
feel the challenge and increase its involvement in the rehabilitation process.
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Abstract. Current patient follow-up practices held by General Prac-
titioners (GPs) are often unstructured. Due to the high number of pa-
tients and time limitations, data collection and trend analysis is often
performed only for a small number of critical patients. An increasing
demand is coming from the physician community for having a set of
supporting tools for reducing the time needed to process patient data
and speed-up the diagnosis process. Furthermore, the possibility of mon-
itoring patient activities at home would provide less biased and more
significant data. Unfortunately, however, current solutions are not able
to collect reliable data without the intervention of formal caregivers. This
paper proposes an improved version of some medically-backed techniques
in an unobtrusive platform to monitor patients at home. Data are auto-
matically collected and analyzed to provide GPs with the current status
of the monitored patients and their health trend, contributing in a more
precise and reliable decision making.

Keywords: eHealth, patient, tele-monitoring, General Practitioners.

1 Introduction

Demographic changes in terms of aging of population and evolution of habits
led to an observable increase of the incidence of chronic diseases. In particular,
elderly population is developing new needs and demanding an increasing support
aimed at detecting and handling diseases as soon as possible. In fact, if not
correctly and promptly detected and addressed, several diseases can become
chronic, requiring personalized, specialized and costly treatments.

Currently, General Practitioners (GPs) pay much effort in gaining highly pre-
cise, single values of patients physiological state, such as blood pressure, blood
values, or diagnostics exams. With respect to analyzing single values, more in-
sights can be gained from the evolution of those values. However a too sparse
sampling, over time, can hinder the significance of a study on the evolution of
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values. In fact, some studies [13] exploit a set of measurements over time to
develop trend analysis, intercept the occurrence of changes in health status.

A particular condition characterized by a high risk of developing into a more
dramatic and difficult one is the so called frailty, defined as “a distinctive health
state related to the ageing process in which multiple body systems gradually lose
their in-built reserves and enhances the risk of adverse outcomes in the elderly.” 1

Several situations of frailty [11], requiring support by specialized personnel, can
be identified among elderly people [2]. The state and the evolution of selected
subjects can be described by different indexes, obtained from various motion and
vital signals. Based on these indexes, people requiring healthcare interventions
can be classified into a set of categories. The main categories are [9]: Chronic
conditions (47%), Acute illness (25%), Trauma/injury or poisoning (8%), Den-
tal (7%), Routine preventative health care (6%), Pregnancy/birth (4%), others
(3%). The “chronic segment” is huge not only in terms of number of affected
patients, but also in terms of costs for the health system. For a multitude of
reasons, in most countries, the existing health structures cannot host all chronic
patients. Nevertheless, these patients need a continuous support and monitoring
in order to stabilize their condition and detect critical events in time. In addi-
tion, even though comorbidities should to be considered for these patients, they
are often neglected by the existing practices, hiding possible situations of risk.

The role of the GPs is crucial, as most of non-critical patients live at home.
Usually, to update anamneses, GPs use to evaluate patients in their own am-
bulatories. Unfortunately, mainly for monetary reasons, each GP is in charge of
providing basic care for a high number of patients, with the consequence that
the time reserved for each of them is often too low to acquire a complete personal
state, both in physical and cognitive terms. The difficulty to deliver care given
by GPs to patients over a long time period is exacerbated in rural and isolated
environments, where ambulatories are not easily reachable and are only used in
cases of acute illness, and not for prevention. On one hand, we have to consider
that most patients can live independently even in the presence of little physical
and health problems. On the other hand, difficulties related to the distance that
patients need to cover to reach the ambulatory in terms of time, costs, mobility,
etc. Even when these difficulties can be overcome, there is still a high chance
that the data collected by the GPs are related only to a subset of events and
patient states, similarly to the well known white coat syndrome [18], as some
may not be manifest or reported by the patients, when they are visited.

Evidence exists about a correlation between motor activities and physical and
mental state [21]. Thus, also in the case of elderly, the analysis of motor behavior
can provide valuable information for GPs about possible alterations of health
state. In fact, there are evidences from large-scale pilot studies [21] and [10] about
the benefits of a continuous data collection regarding motion, during patients’
daily living, to support the classical sparse and occasional medical examinations.
Therefore, continuous monitoring performed at home could be essential not only

1 http://www.bgs.org.uk/index.php/frailty-explained

http://www.bgs.org.uk/index.php/frailty-explained
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to follow the evolution of overall patient state, but also to catch sporadic events
that could reveal the occurrence of new comorbidities.

The public health system can be described as a chain of loosely coupled (some-
times disjoint) entities. New forms of professional associations of practitioners,
such as the Italian “Associazione Funzionale Territoriale” (AFT), focus on pro-
viding an integrated care, in which some forms of specializations are coupled with
General Practitioners duties. This new fragment of health system can benefit
from a technological contribution. Information and Communication Technology
(ICT) can play an important role to link together such entities and maintain a
coherent and updated history of each patient, as well as to enable new moni-
toring and therapy procedures. Indeed, telehealth has already been announced
several times as a solution to the above mentioned problems. However, telehealth
requires the development of a new approach to simplify GPs’ duties.

In this work we explore the possibility of integrating technology in the prac-
tices of GPs, to restructure some of the processes. According to [17], motor per-
formance analysis can provide reliable information, and it can be used to develop
health factors and indexes. Until now, such an analysis is carried out manually
by health professionists [21]. There is, however, the possibility to execute some
physical tests 2 automatically, and still achieve meaningful and accurate results.
Exploiting the increasing availability of wearable motion sensors and vision based
systems, we propose the development of an unobtrusive system for monitoring
human activities in real-life scenarios. The aggregation of the acquired data can
provide valuable information on the state evolution of patients, leading to enrich
the number of parameters relevant for the diagnoses performed by physicians.
In particular, we propose two specific procedures for gathering patient motor
activities in two different contexts.

The next paragraphs are organized as follows: Section 2 presents the pro-
posed methodology; Section 3 describes the motor tests considered in this work;
Section 4 illustrates two possible scenarios in which the tests can be executed;
finally Section 5 concludes the paper and provides some future steps.

2 Reference Methodology

The typical current practice followed by GPs in their ambulatory is to visit
patients to gather both specific and general information by executing classical
physical examinations and data transcriptions. Generally, the visit is followed by
offline activities that have to be performed in a second phase to avoid interference
with the visit. This process is schematically illustrated in Figure 1.

Possible offline operations are: information organization, trends and alert
analysis, etc. However, such a phase split requires much more effort and time,
with respect to a single phase procedure.

2 The term test is used to denote a procedure performed on a patient to record a set
of parameters aimed at assessing his/her activity.
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Fig. 1. Set of current GPs’ practices

The proposed approach is to adopt a reference methodology considered as the
current state of the art [21,10] and exploit the available technology to automatize
the various required steps, including the execution of motor tests.

The reference methodology considered in this paper is schematically illus-
trated in Figure 2.

Fig. 2. Block diagram of the reference methodology

According to this approach, classical data obtained by physical examinations
are integrated with patient’s general details (acquired through proper question-
naires) and other parameters deriving from the execution of specific motor tests.
Indexes indicating patient’s general status are then derived by a set of algo-
rithms and inserted into a model that can be analyzed to support the physician
in diagnosis and therapy definition.

The next section presents two motor tests that can be included in the reference
methodology described above.

3 Considered Motor Tests

Motor tests, in particular of lower extremities, can provide valuable information
about particular conditions and patient state [20]. For instance, the analysis of
the locomotion activity can produce the following indexes [21,10]: Global fit-
ness, Stride Regularity in medio-lateral direction, Forward stepping smoothness,
Stepping symmetry, and Forward stepping regularity.
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Our goal is to define a set of procedures for deriving these indexes exploiting
pervasive and wearable technologies.

The following sections describe two specific tests considered as a state of
practice in the medical environment: the gait speed and the sit-to-stand test.

3.1 Gait Speed

The first test we present is also known as “Gait speed calculation”. In such a
practice the patient walks over a known distance and time is recorded. The
patient has to walk at usual pace, starting from a standing static condition and
the average speed is calculated dividing the covered distance by the execution
time. To standardize the procedure, distances are expressed in meters and time
in seconds. The covered distance for this test is generally between 4 and 10
meters. A model to be used for this test is proposed by Guralnkik et al [12] for
4-m gait speed. The execution of the gait speed test is schematically illustrated
in Figure 3.

The aforementioned test is generally integrated by additional patients’ vari-
ables, like sex, age, ethnicity, height, weight, body mass index (BMI), smoking
and alcohol habits, use of mobility aids, etc. The prediction’s accuracy of such
a complex model does not significantly differ from the results obtained with a
more simplified model with takes into account only patient’s sex and age coupled
with his motor performance related to the executed test [21] [17].

Fig. 3. Gait Speed test

3.2 Sit-to-Stand

Another interesting and standardized procedure is the “Sit-to-Stand” (SiSt)
test [3]: the patient is seated on an armless adjustable chair, whose seat must be
placed at knee height; the patient must fold the arms across his/her chest, while
his/hers feet have to be positioned at approximately 10 cm of distance from each
other, with the shanks positioned at an approximately 10 degrees angle relative
to the vertical axis. The complete movement/cycle is composed of sitting, flex-
ion, extension, standing, flexion, extension, sitting phases, as shown in Figure 4.
This simple test can be utilized differently: considering the total time needed to
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perform the test [12], averaging the measures over the five repetitions obtaining
more significant data [8] or as numbers of times the patient stands in 30 seconds
to assess endurance and leg strength.

Fig. 4. Sit-to-Stand test

3.3 Technology for Index Extraction

To derive the physical status indexes described above in a way that is both
cost effective and easy to use, while providing high-quality data two technology
solutions can be adopted: patients could use a single smartphone, exploiting
its on-board kinematic sensors, carrying it in their pocket; or, they could wear
simple independent wireless motion sensors, as done in [5,19,6], connected to a
smartphone through a wireless link.

For example, in the case of gait speed test, a waist mounted accelerometer,
combined with other similar sensors [23,15] can provide traveled distance and
speed, using dead reckoning techniques [22], and medio-lateral and frontal sym-
metry, exploiting auto-correlation of the signal along the medio-lateral direc-
tion [1]. Similarly, for the sitting-standing test, we can obtain another series of
characterizing parameters, such as the time from sitting to standing, by segment-
ing the signal provided by a waist mounted accelerometer, detecting the overall
sequence of positions of the waist while performing the complete test. Another
fruitful choice is to use visual sensors [16], such as the Microsoft Kinect or other
cameras endorsed with a depth sensor, taking advantage of image processing
and analysis. With respect to kinematic sensing, visual sensing has less precision
and resolution, but more information can be derived about body postures, as
evidenced by several existing studies [4,14].

The next section describes two scenario in which this technologies can be used.

4 Scenarios

Exploiting the large variety of sensing and communication devices offered by
modern technology in the gait speed and sit to stand practices, GPs will be
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enabled to quickly perform more precise tests on the patients. In addition, by
processing the acquired data through proper algorithms, it is possible to provide
physicians with a valuable support for a faster and more reliable diagnosis. In the
following, we propose two possible scenarios where the tests described above can
be effectively adopted. In fact, the reduction of the time of treatments is a key
milestone, as pointed out in [7]. They involve different actors for the execution
of this tests.

The first scenario is illustrated in Figure 5 and considers a single patient
wearing a personal sensing system in his/her own environment.

Fig. 5. Proposed Single patient scenario node in healthcare chain

The second scenario, illustrated in Figure 6, considers the possibility of us-
ing more complex and costly equipment that can be shared by more users in
specialized healthcare centers managed by volunteer associations with help of
semi-formal caregivers.

Fig. 6. Proposed Community scenario node in healthcare chain

4.1 Single Patient Scenario

In the single patient scenario, tests are performed using an inertial wearable
sensor. The required operations to perform the test are depicted in Figure 7.

For the first setup, the user starts downloading the app suggested by the
physician, Task (a). Then, once the user wants to execute the test he/she moves
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Fig. 7. Single patient scenario’s procedure

to Task (b), wearing the sensor. Then, the user is guided by the app in performing
Task (c), walking, in the case of the gait test, or Task (d), SiSt, in the case of the
sit-to-stand test. In both cases, sensory data are sent to the smartphone, where
a set of algorithms process them to compute the performance indexes, Task (e).
Such indexes are then stored, Task (f), and aggregated in time, Task(g), for
performing trend analysis, Task (h), and alert detection, Task (i).

In the case of a detection of critical or anomalous situations, the related
parameters are notified to the GP, who can evaluate the situation, Task (i), and
decide the appropriate procedure to be activated, notifying the user.

4.2 Associations Scenario

The second scenario we propose consists in delegating the data gathering phase
to associations or charity organizations that have among their personnel at least
some semi-formal caregivers. The practice for data extraction could be the same,
using simple sensors and smartphones, as already described for the first scenario,
or improved using more complex equipment. When using more expensive sensors,
procedures can involve multiple users. Moreover, provided that huge amounts of
data will be collected for the executed tests, statistical analysis can be performed

Fig. 8. Community scenario’s procedure
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to derive useful results for further research studies. The sequence of involved
tasks is reported in Figure 8. The setup phase, Task (a), requires the patient
just to stand in front of a camera in order to be recognized. After that, the
normal test execution is similar to the process described in the first scenario.
Given the simplicity of the setup, the time required for each patient (recognition
and tests execution) is relatively short, (in the order of seconds).

5 Conclusions

This paper presented a set of technological solutions for achieving faster, simpler
as well as more reliable and reproducible motor testing procedures. Two estab-
lished test procedures, namely the “Gait Speed” and “Sit-to-Stand” tests, have
been considered to compute specific patients health indexes derived by health-
care experts. Taking into account some critical factors we proposed to simplify
and innovate the presented tests execution and management. Indeed we investi-
gated how to relax some technological constraints to achieved the same results.
According to current resources in terms of actors and technology we identify
some requirements and deployment scenarios. Based on the several studies in the
literature, we believe that the proposed unobtrusive and simplified data collec-
tion, the automatic production of trend analysis for diagnosis support especially
for chronically suffering patients, will bring considerable benefits to the public
health system. We envision that the time required to perform the entire process
of data collection, analysis, diagnosis and care delivering will be reduced. In the
future, we plan to implement the proposed approach and develop new techniques
and tests that will be integrated into the presented working-chain.

The development of a diffuse adoption of sensing and monitoring technology,
carried out by the deployment of the equipment needed in the described sce-
narios, involving a huge number of patients and participants, could represent a
valuable opportunity to test new algorithms against real data, thus attracting
even more researchers to invest effort and knowledge in the development of new
and smarter solutions.
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Abstract. To date Total Knee Replacement (TKR) is one of the most performed 
procedures in Italy; likewise, rehabilitation after TKR accounts for 182 million 
of euro each year. The deployment of ICT was able to increase the efficiency in 
several areas, but in healthcare sector still fails to be widely adopted. According 
to management literature, business modelling is crucial for a product success and 
the stakeholder engagement is valuable as well. In this direction, we designed 4 
telerehabilitation business/governance models through brainstorming session and 
developed them interviewing a large sample of the stakeholders involved into the 
telehealth arena. Whereas the decision makers highlighted the need of gradual 
changes in healthcare, the preliminary results showed the interest in exploring 
innovative governance pathways able to directly involve the patients in the heal-
ing process and reduce waiting lists over the regional healthcare service. Future 
research aims to capture the others stakeholders perspectives. 

Keywords: Business model, telemedicine, canvas, stakeholder, total knee re-
placement, telerehabilitation, rehabilitation. 

1 Introduction 

Total Knee Replacement (TKR) has an important role in healthcare expenditure, as it 
is the 21st most performed surgical procedure in Italy in 2013 [1,2]. In this sense, 
“Istituto Superiore di Sanità” observed the TKR performed in Italy has more than 
doubled from 2001 (26’694) and 2011 (63’125). “Agenzia Nazionale per i servizi 
Sanitari” (Age.na.s.) forecasts this trend to further increase in the next years, with a 
reduction in the average age of the target population for knee prostheses surgery [3]. 
Therefore, the increment in TKR procedures is going to have an effect on the  
knee rehabilitation as well. Although rehabilitation showed to improve the patients’ 
recovery after surgery [4], the expected increment in TKR procedures could lead to 
serious concerns with respect to the socio-economic sustainability of knee rehabilita-
tion. According to Piscitelli et al [5], rehabilitation for TKR currently accounts for 
almost 182 million of Euros per year. Since years Information and Communication 
Technologies (ICT) caused a revolution in user’s everyday life. Although mobile 
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communication and internet diffusion have widely spread in several fields, with an 
improvement in terms of GDP and productivity growth [6], they have not reached the 
same diffusion and impact in healthcare. In this sense, the drivers responsible for the 
success of telemedicine programs are still uncertain and further research is required. 
According to Osterwald, business model for innovative services/products should sup-
port the value creation for the whole society (i.e. patients, caregivers, medical person-
nel and decision makers) rather than exclusively for the firm that provides them [7]. 
Although the aims of the stakeholders could partially vary, none of them can be neg-
lected. Therefore, we aim to detect the best business model able to optimize the value 
creation for most of the telerehabilitation stakeholders. In the current work, we report 
the preliminary results coming from the public healthcare decision makers interviews 
that we performed in the “Area Vasta Nord-Ovest” (ESTAV) in Tuscany (i.e. Livor-
no, Pisa, Lucca, Viareggio and Massa-Carrara health care districts). 

2 Methods 

The whole project was based on the design science research methodology (DSRM) 
[8],  which is a five steps approach aimed to define the objectives, the design, the 
development, the demonstration and the evaluation of a new solution. The context and 
the objectives have been described in the previous section; the current work addresses 
the following two phases: design and development. Design was dealt with brainstorm-
ing sessions with researchers of the Institute of Management and a pool of experts 
composed by employees of a primary telecommunication company, a physiatrist and 
a TKR patient. The development phase is still ongoing as we are currently running 
face-to-face interviews to decision makers, physiotherapists, patients and caregivers. 
The present work is focusing on decision makers. During the interviews, they were 
asked to provide their believes related to the Osterwald’s canvas sections [7] (key 
activities, key partners, key resources, customer relationship, customer segments, 
value proposition, channels, cost structure) for each business/governance model pro-
posed. At the really end of the interviews they were asked to rank the models accord-
ing to their preference. The current work will provide an insight on those sections of 
the Osterwald’s canvas which are mostly of interest to the decision makers’ (i.e. key 
activities, key resources, customer/patient segments). 

2.1 Key Activities 

This section of the interviews proposed three different scenarios, composed by not 
dividable couple of activities (one acquisition of the device activity and an activity to 
manage telerehabilitation sessions), ranging from full control of the telerehabilitation 
service (i.e. acquire the device and completely follow-up the patients) to delegate the 
telerehabilitation tasks to the Telco (i.e. payment of the service based on the pay-as-
you-go scheme and leave the complete control of the telesessions and data to the Tel-
co providing the service). While the intermediate option provided a partial control on 
the service (i.e. rental of the devices , the Telco manages the telesessions, but reports 
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the data to the healthcare units). The interviewed persons were asked to state their 
preference for the 3 sets of activities. Additionally, they were asked to provide any 
further activity they would include and to match the two preferred activities listed in 
the previous questions. 

2.2 Customer/Patient Segments 

Decision makers were asked, basing on their experience,  to provide the best profile 
for patients to candidate for telerehabilitation service for each model. The items en-
closed in this section were: gender, maximum age, education, cohabiting status and 
working status.  

2.3   Key Resources 

To capture the importance of single resources items for the success of telerehabilita-
tion service, we administered them the Visual Analogue Scale (VAS) for the follow-
ing resources flows: local health authority (ASL) expenditure, regional healthcare 
reimbursement, national authority payment/incentives, incentives and patients’ pay-
ment. The VAS value ranged from 0 to 10 – where 0 stands for “not important re-
sources flow” while 10 represents “extremely important resource flow”. 

3 Results 

3.1 Designing Phase: Models for Telerehabilitation 

The brainstorming sessions during the designing phase resulted into 4 different go-
vernance/business models, which were structured increasing the level of innovation 
from the first model up to the fourth one. From the second model up to the fourth, we 
designed our models within a pay-for-performance incentives frame. This choice is 
due to the evident easiness in collecting data through telemedicine and the opportuni-
ty to have an impartial tool to report performance data. The administered models are 
further described in following subsections. 

Model I. The first model (Figure 1) is conservative as most of the process flows fol-
low the usual healthcare pathway in place in Italy. To summarize, the Italian National 
Healthcare Service (Ita-NHS) is organized into regional healthcare services (Region-
al-NHS). The regional-NHS budget is based on regional taxations and “intramoenia” 
activities (i.e. private care procedures performed into public healthcare units - part of 
the revenues of the physician is shared with the healthcare unit)[9,10] and it is divided 
among the primary care units (i.e. ASL) according to specific goals. The regional-
NHS covers almost the whole cost, with a small fixed fee to be paid by patients (i.e. 
“ticket”).The ASL provides half of the number of the rehabilitation service in usual 
care and the other half at patients’ houses through telerehabilitation (mixed UC/TR).  
 



 Interactive Business Models for Telerehabilitation after Total Knee Replacement: 505 

 

 
Fig. 1. Telerehabilitation business/governance models: Model I 

If the regional budget is not sufficient to cover the whole healthcare service expendi-
ture, the National Authorities (i.e. Ministry of Health and Ministry of Economy and 
Finance) cover the necessary amount of resources to deliver healthcare in such re-
gions. Likewise, national authorities can subsidize private care units, who deploy the 
same mixed UC/TR service, to preserve the accessibility to the minimum level of 
healthcare service. In addition, both “intramoenia” service and private care would 
deliver the UC/TR service. The devices (i.e. a couple of sensors and tablet) are pro-
vided by the Telco supporting the service to each ASL. 

Model II. The second model (Figure 2) supposes a partnership between the Telco and 
the ASL. The first will provide the service and the latter will perform the healthcare 
sessions according to mixed UC/TR scheme. The data obtained during the teleses-
sions are used to observe patients’ adherence to the prescribed treatment. The adhe-
rence rate is adjusted on socio-demographic characteristics of the patients, in order to 
avoid inequity between different kinds of patients (i.e. younger patients are more 
likely to understand and use the service rather than elderly ones. In addition, patients 
with co-morbidities could have a lower adherence unrelated to their willingness). The 
telesessions data will be used to scale-down the patients co-payment according to 
their adherence rate. In other terms, the higher is the patient’s adherence, the lower is 
the patient’s payment. The telesessions data are forwarded to the national authority, 
which will cover the part of the ticket not paid by the patients with good and normal 
adherence. From societal perspective the incentives would be justified due to the 
ability of the service to ensure a high quality care service (because of the ensured 
adherence to treatment) and the reduction of productivity loss (patients would perform 
the telesession after the working day).  
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Fig. 2. Telerehabilitation business/governance models: Model II 

Model III. The third model (Figure 3) is based again on a partnership between the 
Telco and the ASL. However, in this case the medical personnel is encouraged to 
push the innovation into their unit thanks to incentives according to their perfor-
mance. The patients will follow the mixed UC/TR treatment, and their data are used 
to assess who among the medical personnel achieved the best adherence in his/her 
group of patients. Also in this case the scheme pay-for-performance is adopted to 
cover medical personnel’s incentives and those expenditure belonging to an im-
provement of the performance in the healing process supported by telesession data. 

Model IV. The fourth model (Figure 4) supposes that the healthcare units could have a 
different rate of access to their services resulting into long queues for a treatment in 
some geographical areas and a temporary unemployment of medical personnel in other 
areas. Therefore, we proposed a partial digitalization of physiotherapists, able to per-
form telesession or teleconsultation for those healthcare units with a lack of physiothe-
rapists or for those areas with difficult access (e.g. rural areas). In the case of teleses-
sion the virtual physiotherapist will remotely monitor the patients. While in the tele-
consultation case, the physiotherapist will provide support to other medical personnel 
to perform the rehabilitation session. The early stage of the model adoption supposes 
semi-virtual physiotherapists due to the usual care activities in the healthcare units. 
However, we believe this model could result into a new occupation category like full 
time virtual-physiotherapist. The healthcare units receiving the remote procedures will 
pay a fee to those providing remotely the medical personnel, who shares part of the 
revenue to the forming healthcare unit. Finally, the national authority will provide 
incentives due to the improvement in efficiency of treatment (i.e. reduction of waiting 
list and transportation of patients into a different healthcare unit) to the pool of experts 
and to the healthcare units they belong to.  
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Fig. 3. Telerehabilitation business/governance models: Model III 

 
Fig. 4. Telerehabilitation business/governance models: Model IV 

3.2 Development Phase: Insights from Decision Makers in Tuscany 

The development phase is still ongoing, in this section we report the major remarks 
from interviews with decision makers of the public rehabilitation units in ESTAV. 
Currently we have interviewed 4 out of 6 of the directors of rehabilitation units (Li-
vorno, Pisa, Lucca and Massa-Carrara), the average age is 56.6 years and the 80% of 
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them is male. All of the interviewed persons have at least a personal computer and use 
it for the following reasons: working purposes (within the healthcare unit and to con-
tact their patients) and in their spare time. 

Key Activities. All the stakeholders interviewed agreed toward the intermediate set of 
activities. The first and the third models have registered the same preferences towards 
the intermediate option (3 choose it as first option and 1 as second option); likewise, 
the second and fourth registered the same trend. However, both of them showed a 
higher willingness to delegate the telerehabilitation session to Telco, especially in the 
fourth model. However, in the first three models when asked to match the preferred 
activities across the proposed scenarios, they preferred the rental option (only one 
preferred the pay-as-you-go option). On the other hand, the 50% of stakeholders 
choose the intermediate option to manage the telesessions, while the other 50% 
choose the full control option. The fourth model led decision makers to prefer the 
pay-as-you-go option (3 out of four), while only one still preferred the rental. Finally 
the intermediate option to manage telesession is the most preferred also in this case 
(50% of the decision makers).  

Customer/Patient Segments. The target population for a telerehabilitation service 
would not vary across the different business/governance models. There is a large con-
sensus on: gender, education level, cohabiting status and working status. Briefly, the 
best profile for a telerehabilitation service user is male or female, cohabiting, with a 
secondary school degree (i.e. high-school) and works as freelance professional or at 
least as employee. On the other hand, the responses about the maximum age range 
from 65 years (50%) to 70 years (50%). Although most of the features did not vary 
across the different models, one decision maker raised the concern about gender and 
age for the second and third model. He/She stated that the performance schemes 
would be a problem for older patients; additionally, he/she supposed it would work 
better for male patients rather than females.   

Key Resources. When asked to describe the importance of some resources items, the 
responses varied accordingly with the proposed models. Although in the most con-
servative scenario (Model I), the regional-NHS reimbursement has a pivotal role, it 
becomes decreasingly important according to the innovativeness of the model. On the 
other hand, the importance of national authority payment/incentive increases from 
model I to model III.  Nevertheless, in the fourth model there is not a defined trend, 
the ASL expenditure was the most important item, while the importance of the other 
items level out. 

Model Comparison. At the end of the interview, all the decision makers were asked 
to express their preference list for the showed models. The most preferred one was the 
second model; although none of the remaining models prevailed on the others, there 
was a slightly preference for the first one as second choice. 

4 Discussion 

Since years business modelling has played a pivotal role in determining firm success; in 
this sense Chelsbourgh stated the importance of business models up to be responsible, if 
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not properly designed, for failure even for good products [11]. Considering the lack of 
value co-creation to be the most important issue in the new services development [12] 
and the co-creation pathway to be determined by the firm’s willingness to collaborate 
with the other stakeholders to achieve a shared benefit [11]; our work aimed to provide 
4 business/governance models and refine them according to the stakeholders needs and 
insights through face-to-face interviews. Here we propose some remarks form the pre-
liminary results outlined in this paper. When asked to describe whom of the TKR popu-
lation would benefit from telerehabilitation, decision makers agreed on patients’ charac-
teristics. In addition, changing the models does not seem to have an effect on the maxi-
mum age of the target population and its working status. In other terms, decision makers 
seemed to appreciate the advantages of telerehabilitation on patients’ management inde-
pendently from which model would be implemented. The only concern about age and 
sex was raised in model II from a decision maker, which supposed telerehabilitation 
would yield better results in younger male patients. However, the stakeholders agreed 
about the working and the cohabiting status, since telerehabilitation service could reduce 
productivity lost especially for patients and caregivers working as freelance profession-
al. The control of follow-up telesession was a crucial point in the key resources section. 
None of the interviewed was interested in completely acquire the devices in any of the 
proposed models. However, they would prefer to control the telesessions; nevertheless, 
the trade-off between buying or renting the devices, sacrificed the full control on tele-
session in favour of the rental scheme. The only model able to modify this trend was the 
fourth, where it was preferred to completely delegate the telerehabilitation session to the 
Telco. The key resources section registered a high variability, especially for the third-
party payer reimbursements. Although the regional-NHS decreases of importance from 
model I to IV, the impact of the national authority incentives increases over the 4 mod-
els. The incentives for telerehabilitation seems to be more likely to be accepted if aimed 
to reduce the patients’ co-payment (model II), rather than encourage physiatrists and 
physiotherapists to push the innovation over the healthcare units. This could be related 
to the difficulties in defining the incentive size and nature (i.e. positive incentive for 
higher performance, penalties for low performances), leading to the reluctance to risk in 
this kind of incentives schemes [13]. Therefore, if there is a willingness to innovate, 
involving more the patients into the healing process (model II), there is still some reluc-
tance to completely overturn the healthcare system. Whereas the interviewed persons 
choose the second model (as first choice in the 50% and 25% as second choice of the 
interviewed), they highlighted the need of a gradual introduction of innovative services 
in healthcare through usual governance pathway (model I). The paper showed the pre-
liminary results of a broader work. Although the decision makers enrolment is still on-
going, here we reported the insights of the majority of them. Nevertheless, we could 
draw some not definitive conclusion about telerehabilitation in ESTAV. The top-
management of public healthcare units positively responded to hypothetical scenarios 
with ICTs able to reduce expenditures and waiting lists. There is a growing trust to-
wards third-party service provider (i.e. Telerehabilitation experts deployed by a Tel-
co), proved by the willingness to partially delegate the service (i.e. the intermediate 
dominated the other options in the key activities section). Likewise, the acceptance of 
innovation in public health is relying on national authority legislations and incentives. 
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The patients’ age does not seem to be a constraint from decision makers perspective, 
who were confident in telerehabilitation usability for the elderly. Further conclusion 
will be drawn in the future steps as in this sense the other stakeholders perspective is 
too important to be neglected; in addition, economic evaluations based on the differ-
ent models are claimed to prove the telerehabilitation models sustainability. The fu-
ture research will focus on gathering believes of the medical personnel, patients and 
caregivers. In addition, a decision model [14] will simulate the socio-economic bur-
den of these models.   
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Abstract. According to The Center for Managing Chronic Diseases [1], 7 out 
of 10 deaths among Americans each year are from chronic diseases. Chronic 
diseases generally do not come with a cure, which require long-term supervi-
sion, monitoring, and various treatments that necessitate coordination among 
medical professionals. Information and Communication Technology (ICT) may 
help improve such process and be able to facilitate diverse clinical decision-
making processes. In an attempt to achieve improved and evidence based care, 
we propose to make the connection between patients and clinicians using rele-
vant standards. In the approach, patients collect relevant medical data periodi-
cally using personalized mobile healthcare system (PMHS) and share the data 
with clinical institutions to be compliant with the meaningful use of medical 
records. The collected medical data and measurement results are analyzed and 
the analysis result may be used to come up with personalized recommendations 
for preventing healthy people to become chronic disease patient. The ontology 
focuses on organizing measurement results semantically.  For semantic use of 
the collected medical records, we have used Protégé-OWL for building ontolo-
gy and used SPARQL query to retrieve meaningful information from the pa-
tient-provided medical data.  

In this paper, we propose an ontology-based framework called personalized 
disease tracking framework (PDTF) for monitoring and managing chronic dis-
eases such as diabetes.  

Keywords: Personal medical record, ontology, chronic disease, HL7 CDA,  
interoperability, diabetes, personalized disease tracking framework. 

1 Introduction 

Typically chronic diseases have long-lasting conditions that may need long term mon-
itoring and control.  To stay healthy, identifying vital signs of such conditions is es-
sential. Once identified, monitoring of the conditions is crucial to control such diseas-
es before actually becoming the patient of such diseases or the symptoms of it getting 
worse to reach some type of complications. With the advent of potable medical devic-
es (PMDs) such as Wrist Blood Pressure Monitor or portable body fat analyzer, it is 
possible to capture and record personal medical data. Such systems can help users 
who wish to monitor and control their symptoms. The collected medical data may be 
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shared with clinicians for treatment when needed. For that the collected data need to 
be in some interoperable format so it can be possible to share with any clinicians who 
can provide treatment. To be meaningful, the collected data from home based health-
care must be utilized to detect or monitor vital signs of chronic diseases. The collected 
data intended to be a part of the interoperable electronic health records (EHRs) [9] 
and the compliance with meaningful use (MU) [17]. In this paper, we showed how to 
utilize and analyze the collected data. We used diabetes as an example.  

Diabetes mellitus (DM) is a chronic disease that occurs when the pancreas does not 
produce enough insulin. Based on The European Chronic Diseases Alliance (ECDA) 
[2], 25.8 million people in the United States have diabetes. Based on Centers for Dis-
ease Control (CDC) [3] a person with diabetes has about twice the risk of dying in 
contrast to a person of similar age without diabetes. As described by CDC [3], di-
abetes is one of the chronic diseases that may lead to complications such as heart 
disease, blurred vision, kidney failure, etc. Such complications can be prevented by 
properly monitoring their medical data and symptoms. We have used portable medi-
cal devices (PMDs) and mobile medical data collection software such as personal 
mobile healthcare system (PMHS), shown in the figure 2, for that purpose. With 
PMHS, all measurements can be stored in one place and be able to produce interoper-
able medical record for sharing. The produced medical record may be used to monitor 
vital signs for chronic disease such as diabetes.  

Since physicians’ availabilities are limited, patients need to be in charge of their 
personal health monitoring and recording system so they have access to their own 
records and be able to understand what    clinicians say. The PDTF helps them moni-
tor their health status with or without physician involvement. Integration of medical 
data into sharable format requires the compliance to the standards such as Health 
Level 7 [18], ICD-9, or SNOMED. The PDTF is proposed to bring an evidence-based 
framework for monitoring and help prevent diabetes. For that, the definition of the 
relations among the measurement attributes such as blood pressure, blood glucose, 
etc.  needs to be done so that can be used to analyze vital signs of the diseases in order 
to prevent them from happening or worsening. For monitoring, patients need to input 
their measurements periodically using PMDs and PMHS for analysis. 

For the analysis, we described how ontology can be used to analyze the relations 
among measurement attributes. For this approach, we used PMDs for the measure-
ments and input their readings into PMHS that can store them in clinical document 
architecture (CDA) format. We also discussed how ontology is used to analyze the 
meaning of the changes between measurements (e.g., changes in blood glucose in 2 
weeks) taken from different dates. For that, the measurement information in each 
CDA document is used to populate web ontology language (OWL) file for analysis. 
SPARQL query is used to retrieve the meanings from the measurements. These can 
be used to determine how likely a diabetic person has the risk of getting other diseas-
es. Based on the measurements, we give personalized recommendation to the person 
so it may help them reduce the risk of getting other symptoms by changing their life-
style such as diet and exercise.  
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The rest of the paper is organized as follows. Section 2 discussed the background. 
Section 3 discussed our personal mobile healthcare application. Section 4 discussed 
our proposed personal disease tracking framework. And finally we conclude our study 
in the section 5.  

2 Background 

As discussed in various articles [4,6,7,8,10,12,13,14], semantic technology can be 
used to handle semantic rich medical data. It can be used to integrate medical data and 
visualize so we can have better understanding of the factors that affect patients’ symp-
toms. Ontology is one of the technologies that can be used to define relations among 
the constituent factors in medical domain. It has been used for knowledge representa-
tion and semantic integration in many areas. In the medical domain, V. Bicer, G. et al. 
[5] introduced semantic standard for their clinical data specification for interoperabili-
ty in healthcare domain. The use of ontologies in the medical field simplifies commu-
nication and solves interoperability issue while finding relationships constituent 
attributes for the domain. Ontology can also define concepts so data integration is 
more comprehensible in ontological scenarios. 

There have been a number of ontological healthcare applications such as home 
based data management by N. Lasierra et al., [6], ontology-based healthcare context 
information model by J. Kim and K. Chung [7], and ontology-based personalization 
of health-care knowledge by D. Riaño et al.[8]. These applications allow patients at 
home to collect data and participate in personal care.  

I. Berges et al. [9] discussed about transferring medical records through an ontolo-
gy based system. Remote care of patients with chronic diseases has been reported in 
some publications. F. Latfi et al. [10] proposed an ontology-based system that moni-
tors patients suffering from a degenerative disease. V. S. Fook et al. [11] presented an 
ontology-based system to monitor patients from dementia. T. Sampalli et al. [14] 
proposed an ontology for patient profile of chronic diseases with detailed methodolo-
gy for the development. For personalized care ontology, some solutions have been 
proposed, which combine some rules with ontology models. They tried to achieve 
data integration through ontology. F. Paganelli and D. Giuli [12] proposed a context 
management middleware in tele-monitoring scenario to support Health Information 
Exchange (HIE). EJ  Ko et al. [13] proposed an ontology-based solution with context-
aware framework. Context-aware and personalized-care are the two significant chal-
lenges addressed in this work. J. Kim and K.-Y. Chung [7] proposed a way to utilize 
user collected data for the analysis with context-aware inference engine that is refe-
rencing some ontology model. D. Riaño et al [8] proposed the Knowledge-Based 
HomeCare eServices for an Aging Europe (4KCARE) project, which includes the use 
of ontologies for representing diseases and symptoms. N. Lasierra et al. [6] proposed 
a home-based monitoring system, which is an application that enables medical data to 
be exchanged between patient and healthcare professional who are located in a medi-
cal center. At the home site, patients take their measurements to record their health 
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condition. On the healthcare site, the server device is used to manage information that    
has been taken from the home sites and make necessary analysis and feedbacks. 

In this paper, we proposed a personalized disease tracking framework (PDTF) us-
ing ontology. Individuals take measurements from PMDs to monitor their current 
health condition. Measured data will be stored in PMHS application for convenient 
access by the individuals. The PMHS can produce collected medical record in a CDA 
[18] document for sharing and further analysis. Since CDA document is based on 
XML language, it may be parsed with the help of JDOM [15] for easy update of an 
OWL file. Depending on the measurements, vital sign(s) may be identified for the  
purpose of notification and recommendation. Vital signs may help the individuals to 
determine whether there is a risk of getting another disease(s) as accompanying com-
plication. The proposed PDTF may be used to monitor individual’s health condition 
with or without the help from physicians. Medical standards such as CDA document 
combined with ontology can help produce interoperable medical records and reduce 
potential medical errors. 
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Fig. 1. Personalize Disease Tracking Framework 

3 Personal Mobile Healthcare System (PMHS) 

The PMHS is an Android based application that can collect personal medical data 
using smartphones or tablets. Most of data should come from PMDs for accuracy and 
reliability. At this point, the interfaces between the PMHS and PMDs are not auto-
mated, which means the data should be manually inputted to the app. There are num-
ber of categories that PMHS can deal with: blood glucose, blood pressure, lab test 
result, pulse, chronic disease to monitor, and kinds of medication. When a set of mea-
surements is done, the PMHS produces measurements result in interoperable HL7 
CDA format as shown in the figure 2. The contents of the CDA document can be 
determined by the users - partial record by specifying dates and kinds of measure-
ments or entire measurements. Every time a set of measurement is done, the PMHS 
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creates a CDA file called a snapshot to be merged with OWL file which contains 
ontology for the target chronic disease. For the extraction of the data from the CDA 
files can be done through the Document Object Model for Java (dom4) [15].  

4 Personalized Disease Tracking Framework (PDTF) 

The proposed framework, as shown in the figure 1, is designed to be used with any 
chronic disease monitoring. The ontology design can be done for a specific chronic 
disease or general enough to be used with a group of chronic diseases. In this study, 
we focused on diabetes as an example. The PDTF consists of 3 modules – Snapshot 
Merger, Query Analyzer and Recommender - and 1 mobile application - PMHS. The 
PMHS, as shown in the figure 2, is currently available on Android platform only. It 
takes input from the users, typically readings from PMDs. The list of PMDs we have 
considered is shown in the table 6. It accumulates personal medical record locally and 
export part or all of the data in CDA document to be used at Snapshot Merger and 
Query Analyzer. Since it is in HL7 CDA [18] format, it can be shared with other clin-
ical institutions or physicians. However, the primary purpose of the PDTF is to pro-
vide self-monitoring capability. It can be designed to focus on one or multiple chronic 
diseases depending on the number of diseases the user wishes to monitor.The ontolo-
gy in the Query Analyzer is designed for diabetes so the relations among measure-
ment attributes are tuned for that. The outcome of the analyzer is the physical condi-
tion – categorized as patterns as shown in the table 5, if exist, based on the records in  
the snapshots submitted by the users. If the outcome is normal, there will be no rec-
ommendation other than “continue to do what you have been doing”. If there exist  
 

 

 

Fig. 2. Personal Mobile Healthcare System (PMHS) 
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any pattern that needs user’s attention, the PDTF would give corresponding recom-
mendation. When that happens, the user needs to take another set of measurements 
and submit to the Snapshot merger for the analysis after a predetermined period of 
time, say a couple of weeks. The differences between previous snapshot and current 
snapshot would be used to determine vital signs that may be categorized into patterns 
in the table 5. The process continues until no more vital signs (patterns) exist or the 
user needs to consult with physicians when it reaches predetermined boundary values. 

4.1 Vital Sign Analysis 

The collected medical data stored in the snapshot are used to update the OWL file for 
analysis. Once the patient input his/her measurements, the PMHS can produce a snapshot 
in CDA document. Each CDA document contains a set of measurements with time 
stamps. Vitals sign analysis is done through the analysis of the relations among the mea-
surements and the changes in values between snapshots. By considering interval between 
snapshots and the range of differences, appropriate recommendations may be provided to 
the patients. We have included the factors that have major impact on chronic diseases in 
the snapshots in CDA format. For our experiment, we have used the following factors: 
blood glucose level, blood pressure, pulse, body temperature, respiratory rate, and body 
mass index (BMI). An example of CDA document is shown in the figure 3. Like many 
other chronic diseases, diabetes may cause various complications if not managed proper-
ly as indicated in the table 5.  
 For efficient monitoring, we categorized sets of abnormal values in the snapshots as 
problem patterns. For example, if a patient has high BMI and high blood glucose level, it 
can be categorized as pattern B as shown in the table 5 and corresponding recommenda-
tion may be given, which may include reducing simple carbs food such as pasta and 
white rice and increase exercise with the aim of reducing weight for a certain period of 
time, say a couple of weeks. After that, the patient needs take another set of measure-
ments or snapshot for the comparison in the query analyzer. It keeps track of any changes 
to measure the effectiveness of the recommendation. A sample recommendation is 
shown in the figure 10. 

The snapshots are used to update the OWL file in the Snapshot Merger module. The 
updated OWL file will have the history of measurements with time intervals between 
measurements. For the sake of medical record sharing, the OWL file may be imported 
to a SPARQL engine such as the Virtuoso [16]. In the Virtuoso server, it could be con-
verted to a RDF triple store for sharable SPARQL queries with user interfaces. In our 
Query Analyzer, a set of SPARQL queries is applied to the updated OWL file to find 
vital signs or patterns from the measurements. When some vital sign is identified, the 
Recommender prepares personalized recommendations by referencing basic personal 
medical data such as blood pressure, pulse, body temperature, body mass index (BMI), 
and blood glucose level. The pattern analysis by SPARQL query is shown in the figure 
8. The last column in the figure shows the patterns that the user falls under.  
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Fig. 3. A Sample CDA document by PMHS 

 
Figure 4 through 7 shows 5 snapshots of the patient Jess and the differences be-

tween them after the patient followed the recommendations. We compared the snap-
shots one by one to see if the patient’s physical condition has changed after following 
the recommendation.  

 

Table 1. Snapshot 1 and 2 Comparison 

Snapshot 
Number 

Body 
Temperature 

Systolic 
B.P 

Diastoli
c B.P 

A1C FPG OGTT Pulse BMI Pattern 

S1 98 F 95 145 5.9% 100 140 85 27 A 
S2 99 F 86 127 6.1 102 142 88 27 A  

 

Fig. 4. S1&S2 comparison 

As shown in the table 1, snapshot1 (s1) has high BP, BG, and BMI. S1 has the pat-
tern A according to the table 5.  Possible recommendation for such patient could be 
reducing fatty foods, regular physical activities (1 hour walking), avoiding smoking, 
and sodium. After following the recommendation for a fixed amount of time, the 
numbers are changed to s2. Since the blood pressure level is reduced, the recommen-
dation helped reducing the blood pressure. But still the blood glucose and BMI are 
high.  Figure 4 shows the result from SPARQL query. As shown, blood pressure test 
2 doesn’t show any pattern which means that it no longer shows a particular pattern. 
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We continue the measurement until all others don’t show any abnormal values. Table 
2 and Figure 5 show the comparison between s2 and s3.        

Table 2. Snapshot 2 and 3 Comparison 

Snapshot 
Number 

Body 
Temperature 

Systolic 
B.P 

Diastoli
c B.P 

A1C FPG OGTT Pulse BMI Pattern 

S2 99 F 86 127 6.1 102 142 88 27 A 
S3 97.9 F 84 124 5.9% 97 140 65 24.2 B  

 

Fig. 5. S2&S3 comparison 

Based on table 2 and figure 5, s3 doesn’t show high blood pressure but blood glu-
cose and BMI are high which means the risk of getting pre-diabetes. This belongs to 
pattern B. The corresponding recommendation may be given to the patient until no 
more pattern is showing in the comparison table. Table 3 shows the comparison be-
tween s3 and s4. 

Table 3. Snapshot 3 and 4 Comparison 

Snapshot 
Number 

Body 
Temperature 

Systolic 
B.P 

Diastoli
c B.P 

A1C FPG OGTT Pulse BMI Pattern 

S3 97.9 F 84 124 5.9% 97 140 65 24.2 B 
S4 96 F 82 123 5.7% 98 139 68 24.5 -  

 

 

Fig. 6. S3&S4 comparison 

As shown in table 3 and figure 6, there is a difference in numbers that shows the 
blood glucose and BMI as well as blood pressure in normal range. The changes in s4 
may indicate that the provided recommendation was effective. The recommendation 
for now is to keep staying on the diet and exercise. Another comparison is shown in 
table 4 and figure 7. 

Table 4. Snapshot 4 and 5 Comparison    

Snapshot 
Number 

Body 
Temperature 

Systolic 
B.P 

Diastoli
c B.P 

A1C FPG OGTT Pulse BMI Pattern 

S4 96 F 82 123 5.7% 97 139 68 24.5 - 
S5 99 F 80 120 5.5% 93 135 70 24 -  

 

Fig. 7. S4&S5 comparison 
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The final result is shown in s5. All factors are showing in normal range and there is 
no pattern belongs to Jess. The recommendation still remains the same so as to sustain 
the normal range. 

The PDTF helps users to monitor their health status so they can continue to live 
healthy without getting any help from physicians. Monitoring vital signs may help 
prevent any other diseases from occurring as complication. As one of the main pur-
poses of ontology is to show the relations between the elements that constitute a thing 
(a domain), we have designed an OWL file for tracing vital signs that may be related 
to each constituent elements. The query results also show the effect of the recommen-
dations given in the previous analysis through the changes between them. Since the 
identified patterns are used to determine the kind of recommendation to the patient, it 
can be considered as evidence-based preventative care for the people with diabetic or 
high risk of becoming diabetes.  

 

 

Fig. 8. Pattern analysis results using SPARQL query 

4.2 Categories of Patterns  

The vital signs in the snapshots can be categorized into one of the following 4 patterns 
as shown in the table 5. If everything is normal, then the snapshot doesn’t belong to 
any of the following categories. The patterns in the table are based on WebMD [19]. 

Table 5.  Patterns of physical condition and potential complications 

Pattern Signs Leading to Other diseases and symptoms 
A High BG(Diabetes risk), 

high BP(Hypertension risk), 
High BMI(Obesity) 

Ischemic Heart Disease (IHD), Pre-Diabetes, Diabetes Risk, Obesity, 
Kidney Failure, Heart Disease, Vision Problem, Frequent Urination, 
Excessive Hunger, Excessive Thirst, Hypertension 

B High BG, High BMI Pre-Diabetes, Diabetes Risk, Obesity, Kidney Failure, Heart Disease, 
Vision Problem, Frequent Urination, Excessive Hunger, Excessive 
Thirst 

C High BP, High BG Pre-Diabetes, Diabetes Risk, Obesity, Kidney Failure, Heart Disease, 
Vision Problem, Frequent Urination, Excessive Hunger, Excessive 
Thirst, Hypertension 

D High BG, Low Temp Pre-Diabetes, Diabetes, Hypothermia, Shivering  
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Pattern A 
Based on Health Grade [20] high BG, BP, and BMI may lead to other diseases such 
as Ischemic Heart Disease (IHD), which is also known as Coronary Artery Disease. It 
is a condition that affects the blood flow into the heart. The risk factors in the devel-
opment of IHD are smoking, diabetes mellitus and hypertension. 

Recommendations 
According to [20], there are some risk factors that should be considered in order to 
improve the pattern A condition. For example, fatty diet (rich saturated fat foods), 
smoking, sodium diet, stress should be avoided. In addition, more physical activities, 
and maintaining a healthy body weight are considered important. Such recommenda-
tion could help lower the risk of IHD while patients monitor and manage the other 
factors such as blood glucose,  physical activity, blood pressure, smoking and other 
tobacco use, and the amount of cholesterol and fat intake.  

Pattern B 
Based on WebMD, high BG, and BMI may lead to other diseases such as diabetes. 
Complications of diabetes may include kidney failure, non-healing ulcers of the foot, 
generalized weakness, deterioration in vision, frequent infections. Diabetes also is 
characterized by excessive thirst (Polydipsia), frequent urination (Polyuria), and ex-
cessive hunger (Polyphagia). Smoking can aggravate this problem even further. They 
are also prone to develop hypertension heart disease. 

Recommendations 
The monitoring and control of pre-diabetes or diabetes through the combination of 
diet and exercise are important to keep it from development.  The prevention of the 
disease may happen if adequate exercise and proper diet are provided. As described in 
WebMD, over weight increases the possibility of getting type 2 diabetes. Some rec-
ommendations for that are: at least 30 minutes exercise a day, 5 days a week regular 
exercise, and low-fat, low carb, high-fiber diet [21]. Regular measurement as a part of 
monitoring and control is equally important to keep the pattern B under control. 

Pattern C 
Based on [19], high BG, and BP may be the cause some diseases such as hyperten-
sion. Hypertension is a major cause of kidney failure, affecting eyesight, and cause 
damage to the blood vessels in the retina. It is also a risk factor for other diabetes 
related complications. 

Recommendation 
Since it is diabetes related hypertension, control of blood glucose should be the major 
concern in improving pattern C. Control of blood pressure, reducing stress and anxie-
ty, avoiding fatty foods and salty foods, smoking, alcohol, and drug are considered 
helpful factors for the improvement of the pattern. Regulated diet and exercise may 
help in delaying the progress of the disease.  

Pattern D 
As mentioned in [19], abnormally low body temperature (hypothermia) can be se-
rious. Hypothermia is a frequent sign in patients with diabetes. Hypothermia may 
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occur from shock, alcohol or drug use, or from diseases such as diabetes. High blood 
glucose level is also a sign of diabetes.  

Recommendation 
Constant monitoring of blood glucose level and avoiding alcohol and caffeine con-
sumption may help improve the pattern D condition. Prevention is always the best care 
when it comes to chronic disease.  As represented by CDC [3] by controlling vital 
signs such as A1C, the risk of eye, kidney, and heart diseases can be reduced by 40%. 
Blood pressure can reduce the risk of heart disease and stroke by 33%–50%. Improv-
ing control of cholesterol can reduce cardiovascular complications by 20%–50%.  

We have shown the usage of relations in the ontology in determining patterns in 
the figure 8. 

Structure of the Ontology  
To improve the usefulness of the ontology, we established relations between parame-
ters by storing and linking data. The ontology in this paper is developed by storing, 
linking concepts and related data for diabetes and the relations between vital signs and 
diabetes leading to other complications. Finding these relations may help person to 
prevent further development to other diseases. The ontology in the figure 9 contains 
information from five main domains including: patient, questionnaire, measurements, 
recommendation, and pattern. Person domain presents general information of patients 
such as age, gender telephone number, measurement dates, and address. Question-
naires is a set of questions that patient has answered. Measurement data include blood 
glucose level, blood pressure, pulse, body temperature, and BMI. Recommendation 
domain contains recommendations based on person’s physical condition and the re-
sulting pattern from the measurement.  
 

 
Fig. 9. Classes and object properties 
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Classes  
In Protégé environment, classes specify the concept of a domain. In PDTF, we used 
OWL language which is associated with a set of individuals. Figure 9 shows the ontol-
ogy classes and object properties. We have classified that into 5 main classes and 12 
sub-classes. These sub-classes are individuals of each class and are related to the class. 

Object Properties  
Object properties are ways to relate Objects. This relation (also called predicates) is 
established between two objects (also called individuals).  It has a domain and a range 
which links individuals from the domain to individuals from the range. Object Proper-
ties generally use the syntax object1 ObjectProperty object2. 

Table 6. Portable Medical Devices (PMDs) 

Measurements PMDs 

Blood Glucose OneTouch Ultra Mini Blood Glucose Meter 

Blood Pressure Omron 7 Series Wrist Blood Pressure Monitor 

BMI Omron Portable Body Fat Analyzer  

Pulse IRONMAN Pulse Calculator 

Body Temperature Reli-On - 60-Second Basal Thermometer 

 
 

  

Fig. 10. A recommendation template for diet and exercise 
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5 Conclusion 

In this paper, we proposed an ontology-based personalized disease tracking frame-
work (PDTF) that is designed to help users to monitor and trace their potential chron-
ic disease or symptoms so it can help prevent them from occurring or getting compli-
cations from the chronic disease they are already suffering. We have developed per-
sonalized mobile healthcare system (PMHS), an Android based mobile app, for col-
lecting and recording personal medical records. It can produce measurements result in 
Health Level 7 CDA form for interoperability. Snapshot merger module was used to 
update OWL file for analysis. SPARQL query analyzer module that utilizes the OWL 
tile was used to detect vital signs from the snapshots so it can offer corresponding 
recommendations in the recommender module. PMDs and PMHS were used to collect 
medical data as snapshots. Ontology was used to define the relations among the 
attributes in a chronic disease. In this paper, we used diabetes as an example but it can 
be applicable to any other diseases by defining the relations that are specific to the 
target disease. The SPARQL query was designed to analyze the snapshots from users 
and provided customized recommendations. To support evidenced-based healthcare, 
the effect of the recommendation was analyzed by comparing snapshot values. The 
designed ontology was used to identify the patterns that each snapshot falls under and 
relates those to corresponding recommendations. Periodically measured clinical data 
from patients can be used to improve the quality of patient care since it can be shared 
with clinicians.  

Future Work 

The future work consists of four parts:  
- The software interfaces between PMDs and PMHS so the data measurement 

process can be automated. Bluetooth may be used to connect smartphones and PMDs. 
The PMD with communication capability can transmit measured data from PMD to 
smartphones or tablets. 

- The integration with an electronic health record system so the CDA documents 
can be a part of personal medical record. With personal medical record system such as 
PMHS alone, it is not sufficient to implement electronic health record system. The 
CDA document from patient may be used to complement electronic medical record 
system.  

- The integration with coding system such as ICD-9-CM, LOINC and SNOMED 
so the medical records can be unambiguous. Without standardized codes, the observa-
tion, problem description, and medical history may not be accurate. 

- The integration with a smart e-learning system so the users can learn about their 
potential diseases. The education of patients may improve the outcome of the moni-
toring or any treatment. 
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Abstract. In the last 10 years, we are witnessing one of the major
revolutions in parallel systems. The consolidation of heterogeneous sys-
tems at different levels -from desktop computers to large-scale systems
such as supercomputers, clusters or grids, through all kinds of low-power
devices- is providing a computational power unimaginable just few years
ago, trying to follow the wake of Moore’s law. This landscape in the
high performance computing arena opens up great opportunities in the
simulation of relevant biological systems and for applications in Bioin-
formatics, Computational Biology and Computational Chemistry. This
introductory article shows the last tendencies of this active research field
and our perspectives for the forthcoming years.

Keywords: HPC, Parallel Computing, Heterogeneous Computing,
Bioinformatics, Computational Biology, Computational Chemistry.

1 Introduction

The integration of the latest breakthroughs in biochemistry and biotechnology
from one side and high performance computing and computational modelling
from the other, enables remarkable advances in the fields of healthcare, drug
discovery, genome research, systems biology and so on. By integrating all these
developments together, scientists are creating new exciting personal therapeutic
strategies for living longer and having healthier lifestyles that were unfeasible
not that long ago.

F. Ortuño and I. Rojas (Eds.): IWBBIO 2015, Part II, LNCS 9044, pp. 527–541, 2015.
c© Springer International Publishing Switzerland 2015
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Those efforts have created new research fields such as Bioinformatics and
Computational Biology, defined most broadly as informatics in the domains of
biology and biomedical research. Bioinformatics spans to many different research
areas, such as life sciences, where there are many examples of scientific applica-
tions for discovering biological and medical unknown factors that could greatly
benefit from increased computational resources.

Indeed, as computing resources available on current systems are limited, this
limitation becomes a serious constraint, then hindering it from successfully tak-
ing the next step forward. For instance, applications such programs of Molecular
Dynamics (MD) [1], employed to analyse the dynamical properties of macro-
molecules such as folding and allosteric regulations, or software used for solv-
ing atom-to-atom interactions for drug discovery, such as AutoDock [2] and
FlexScreen [3], could clearly benefit from enhanced computing capabilities and
also from some novel algorithms approaches like those inspired by nature such
as Genetic algorithms [4] or Ant Colony Optimization techniques [5].

There are other applications, which are actually working well, but their ex-
ecution is too slow for providing feedback in real-time to the users, and thus
limiting the effectiveness and comfort of such applications. In this group, we
may cite biomedical image processing applications, such as X-ray computed to-
mography or mammography for breast cancer detection. The low-performance of
these applications can drastically affect the patient’s health. For instance, imag-
ine a patient who is waiting for mammography results. She is actually waiting for
a breast cancer diagnostic, thus the acceleration of the diagnosis time becomes
paramount for the patient’s health.

High Performance Computing technologies are at the forefront of those rev-
olutions, making it possible to carry out and accelerate radical biological and
medical breakthroughs that would directly translate into real benefits for the so-
ciety and the environment. In this regard, Graphics Processing Units (GPUs) are
providing a unique opportunity to tremendously increase the effective compu-
tational capability of the commodity PCs, allowing desktop supercomputing at
very low prices. Moreover, large clusters are adopting the use of these relatively
inexpensive and powerful devices as a way of accelerating parts of the applica-
tions they are running. Since June 2011, when the fastest supercomputer was the
Tianhe-1A, placed in the National Supercomputing Centre at Tianjin (China)1,
including up to 7.168 NVIDIA R© TeslaTM M2050 general purpose GPUs, several
supercomputers have followed this trend.

However, the inclusion of those accelerators in the system has a great impact
on the power consumption of the system, as a high-end GPU may increase the
power consumption of a cluster node up to 30% which is actually a big issue.
This is a critical concern especially for very large data centres, where the cost
dedicated to supply power to such computers represents an important fraction of
the Total Cost of Ownership (TCO) [6]. The research community is also aware
of this and it is making efforts in striving to develop reduced-power installations.

1 http://www.top500.org/
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Thus, the GREEN500 list2 shows the 500 most power efficient computers in the
world. In this way, we can see a clear shift from the traditional metric FLOPS
(FLoating point Operations Per Second) to FLOPS per watt.

Virtualization techniques may provide significant energy savings, as they en-
able a larger resource usage by sharing a given hardware among several users,
thus reducing the required amount of instances of that particular device. As a
result, virtualization is being increasingly adopted in data centres. In particular,
cloud computing is an inherently energy-efficient virtualization technique [7], in
which services run remotely in a ubiquitous computing cloud that provides scal-
able and virtualized resources. Thus peak loads can be moved to other parts of
the cloud and the aggregation of a cloud’s resources can provide higher hard-
ware utilization [8]. Public cloud providers offer their services in a pay as you
go fashion, and provide an alternative to physical infrastructures. However, this
alternative only becomes real for a specific amount of data and target execution
time.

The rest of the paper is organized as follows. We briefly introduce some HPC
architectures we think are at the forefront of this revolution in Section 2. In
Section 3 we present some relevant Bioinformatics applications that are using
HPC alternatives to deal with their computational issues before we summarize
our findings and conclude with suggestions for future work.

2 HPC Architectures

Traditionally, high performance computing has been employed for addressing
bioinformatics problems that would otherwise be impossible to solve. A first
example was the preliminary assembly of the human genome, a huge effort in
which the Human Genome Project was challenged by Celera Genomics with a
different approach, consisting in a bioinformatics post analysis of whole sets of
shotgun sequencing runs instead of the long-standing vector cloning technique,
arriving very close to an unpredictable victory [9].

In this Section, we briefly summarize the high performance systems that has
been commonly used in Bioinformatics. Among them, we highlight throughput-
oriented architectures such asGPUs, large-scale heterogeneous clusters and clouds
or distributed computing systems, with a discussion about how the latest break-
throughs in these architectures are being used in this field.

2.1 GPU Computing

Driven by the demand of the game industry, graphics processing units (GPUs)
have completed a steady transition from mainframes to workstations to PC
cards, where they emerge nowadays like a solid and compelling alternative to
traditional computing platforms. GPUs deliver extremely high floating point
performance and massively parallelism at a very low cost, thus promoting a new

2 http://www.green500.org/
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concept of the high performance computing (HPC) market; i.e. heterogeneous
computing where processors with different characteristics work together to en-
hance the application performance taking care of the power budget. This fact has
attracted many researchers and encouraged the use of GPUs in a broader range
of applications, particularly in the field of Bioinformatics, where developers are
required to leverage this new landscape of computation with new programming
models which ease the developers task of writing programs to run efficiently on
such platforms altogether [10].

The most popular microprocessor companies such as NVIDIA, ATI/AMD or
Intel, have developed hardware products aimed specifically at the heterogeneous
or massively parallel computing market: Tesla products are from NVIDIA, Fire-
stream is AMDs product line and Intel Xeon Phi comes from Intel. They have
also released software components, which provide simpler access to this comput-
ing power. CUDA (Compute Unified Device Architecture) is NVIDIAs solution
as a simple block-based API for programming; AMDs alternative was called
Stream Computing and Intel relies on X86-based programming. More recently
(in 2008), the OpenCL3 emerged as an attempt to unify all of those models with
a superset of features, being the best broadly supported multi-platform data-
parallel programming interface for heterogeneous computing, including GPUs,
accelerators and similar devices.

Although these efforts in developing programming models have made great
contributions to leverage the capabilities of these platforms, developers have to
deal with a massively parallel and high throughput-oriented architecture[11],
which is quite different than traditional computing architectures. Moreover,
GPUs are being connected with CPUs through PCI Express bus to build het-
erogeneous parallel computers, presenting multiple independent memory spaces,
a wide spectrum of high speed processing functions, and communication latency
between them. These issues drastically increase scaling to a GPU-cluster, bring-
ing additional sources of latency. Therefore, programmability on these platforms
is still a challenge, and thus many research efforts have provided abstraction
layers avoiding to deal with the hardware particularities of these accelerators
and also extracting transparently high level of performance, providing portabil-
ity across operating systems, host CPUs and accelerators. For example, libraries
interfaces for programming with popular programming languages like OMPSs
for OpenMP 4 or OpenACC5 API, which describes a collection of compiler di-
rectives to specify loops and regions of code in standard programming language
such as C, C++ or Fortran.

3 Applications

This section describes some bioinformatics applications from the High Perfor-
mance computing point of view.

3 http://www.khronos.org/opencl/
4 http://openmp.org/wp/
5 http://www.openacc-standard.org/

http://www.khronos.org/opencl/
http://openmp.org/wp/
http://www.openacc-standard.org/
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3.1 Virtual Screening

In this Section, we summarize the main technical contributions for the paral-
lelization of Virtual Screening (VS) methods on GPUs available on the bibli-
ography. Concretely, we pay special attention to the parallelization of docking
methods on GPUs.

In terms of implementations, the trend seems to be reusing available libraries
when possible and implement the achievements into existing simulation packages
for VS. Among the most-used strategies are either implementing the most time-
consuming parts of previously designed codes for serial computers, or redesigning
the whole code from scratch. When porting VS methods to GPUs, we should
realize that not all methods are equally amenable for optimization. Programmers
should check carefully how the code works and whether it is suited for the target
architecture. Irrespective of CUDA, most authors maintain that the application
will be more accessible in the future thanks to new and promising programming
paradigms which are still in the experimental stage or are not yet broadly used.
Among them, we may highlight OpenCL or DirectCompute.

Dock6.2 In the work of Yang et al. [12] a GPU accelerated amber score in
Dock6.2 is presented. They report up to 6.5x speedup factor with respect to
3,000 cycles during MD simulation compared to a dual core CPU. 6.

The lack of the single-precision floating point operations in the targeted GPU
(NVIDIA GeForce 9800GT) produces small precision losses compared to the
CPU, which the authors assume as acceptable. They highlight the thread man-
agement utilizing multiple blocks and single transferring of the molecule grids
as the main factor that dominates the performance improvements on GPU.

They use another optimization technique, such as dealing with the latency
attributed to thread synchronization, divergence hidden and shared memory
through tiling, that authors state may double the speedup of the simulation. We
miss a deeper analysis on the device memory bandwidth utilization. It is not
clear whether the pattern accesses to device memory in the different versions of
the designs presented here are coalesced or not, which may drastically affect the
overall performance.

They finally conclude that the speedup of Amber scoring is limited by the
Amdahl’s law for two main reasons: (1) the rest of the Amber scoring takes a
higher percentage of the run time than the portion parallelized on the GPU, and
(2) partitioning the work among SMs will eventually decrease the individual job
size to a point where the overhead of initializing an SP dominates the application
execution time. However, we do not see any clear evaluation that supports these
conclusions.

Autodock. In the paper of Kannan et al. [13] the migration to NVIDIA GPUs
of part of the molecular docking application Autodock is presented. Concretely,

6 http://dock.compbio.ucsf.edu/DOCK_6/
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they only focus on the Genetic Algorithm (GA) which is used to find the op-
timal docking conformation of a ligand with respect to a protein. They use
single-precision floating point operation arguing that, “GA depends on relative
goodness among individual energies and single precision may not affect the accu-
racy of GA path significantly”. All the data relative to the GA state is maintained
on the GPU memory, avoiding data movement through the PCI Express bus.

The GA algorithms need random numbers for the selection process. They
decide to generate the random numbers on the CPU instead of doing it on the
GPU. The explanation of that is two-fold according to the authors: (1) it enables
one-to-one comparisons of CPU and GPU results, and (2) it reduces the design,
coding and validation effort of generating random numbers on GPU.

A very nice decision is what the authors call CGPU Memory Manager that
enables alignment for individual memory request, support for pinned memory
and join memory transfer to do all of them in just one transfer. Regarding the
fitness function of the GA, authors decide to evaluate all the individuals in a
population regardless of modifications. This avoids warp divergences although it
makes some redundant work.

Three different parallel design alternatives are discussed in this regard. Two
of them only differ in the way they calculate the fitness function, assigning
the calculation of the fitness of an individual either to a GPU thread or GPU
block. A good comparison between them is provided. The last one includes an
extra management of the memory to avoid atomic operations which drastically
penalizes the performance.

All of these implementations are rewarded with up to 50x in the fitness calcu-
lation, but they do not mention anything about global speedup of the Autodock
program.

Genetic Algorithms Based Docking. In literature is also available [14] an
enhanced version of the PLANTS [15] approach for protein-ligand docking using
GPUs. They report speedup factors of up to 50x in their GPU implementation
compared to an optimized CPU based implementation for the evaluation of
interaction potentials in the context of rigid protein. The GPU implementation
was carried out using OpenGL to access the GPU’s pipeline and Nvidia’s Cg
language for implementing the shaders programs (i.e. Cg kernels to compute
on the GPU). Using this way of programming GPUs, the developing effort is
too high, and also some peculiarities of the GPU architecture may be limited.
For instance, the authors say that some of the spatial data structures used in
the CPU implementation can not directly be mapped to the GPU programming
model because of missing support for shared memory operations [14].

The speedup factors observed, especially for small ligands, are limited by sev-
eral factors. First, only the generation of the ligand-protein conformation and
the scoring function evaluation are carried out on the GPU, whereas the opti-
mization algorithm is run on the CPU. This algorithmic decomposition implies
time-consuming data transfers through PCI Express bus. The optimization algo-
rithm used in PLANTS is the Ant Colony Optimization (ACO) algorithm [16].



Applications of High Performance Computing in Bioinformatics 533

Concretely, authors propose a parallel scheme for this algorithm on a CPU clus-
ter, which use multiple ant colonies in parallel, exchanging information occasion-
ally between them [17]. Developing the ACO algorithm on the GPU as it has
been shown in [18] can drastically reduce the communications overhead between
CPU and GPU.

3.2 Parallel Processing of Microarray Data

High throughput experimental platforms, such as mass spectrometry, microar-
ray, and next generation sequencing, are producing an overwhelming amount of
data yielding to the so called omics world. Among the many omics disciplines,
genomics, proteomics, and interactomics and are gaining an increasing interest
in the scientific community for the study of diseaases at the molecular level.

The increasing availability of omics data poses new challenges for efficient
data storage and integration as well as data preprocessing and analysis: manag-
ing omics data requires both space for data storing as well as procedures for data
preprocessing and analysis. Main challenges are: (i) the efficient storage, retrieval
and integration of experimental data; (ii) their efficient and high-throughput pre-
processing and analysis; (iii) the building of reproducible ”in silico” experiments;
(iv) the annotation of omics data with pre-existing knowledge (e.g. extracted
from ontologies like Gene Ontology, or from specialized databases); (v) the in-
tegration of omics and clinical data.

Well-known high performance computing techniques, such as Parallel and
Grid Computing, and emerging computational models such as Graphics Pro-
cessing and Cloud Computing, are more and more used in bioinformatics and
life sciences [19], with the main aim to face the complexity of bioinformatics
algorithms and to allow the efficient analysis of huge data.

Affymetrix Power Tools. Affymetrix Power Tools7 are a set of command line
programs provided by Affymetrix that implement different algorithms for pre-
processing Affymetrix arrays. In particular apt-probeset-summarize imple-
ments summarization and normalization methods (e.g. RMA, RMA-SKETCH
and PLIER) for gene expression arrays, while apt-dmet-genotype supports
probe-set summarization of binary CEL files and the management of resulting
preprocessed files (.CHP) related to genotyping arrays, i.e. microarray detecting
single nucleotide polymorphisms (SNPs) and copy number viariations (CNVs).
The system developed in [20] uses a master/slave approach, where the master
node computes partitions of the input dataset (i.e. sets a list of probesets in-
tervals) and calls in parallel several slaves each one wrapping and executing the
apt-probeset-summarize program, that is applied to the proper partition of data.
Such system showed a nearly linear speedup up to 20 slaves.

7 www.affymetrix.com

www.affymetrix.com
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DMETConsole. DMETConsole8 is a graphical softwareprovidedbyAffymetrix
that supports probe-set summarization of a complete dataset of binary .CEL files,
the management of resulting preprocessed files (.CHP), and the building of a tab-
ular dataset containing the genotype call for all the probesets and all the samples
of an experiment [21,22].

DMET-Analyzer. DMET-Analyzer [23] is a platform-independent software
built in Java that supports the automatic statistics test of the association be-
tween SNPs and sample conditions. It has a simple graphical user interface that
allows users to upload DMET files produced by DMET Console and produces as
output a list of candidate SNPs. DMET-Analyzer supports the visualization of
the SNPs detected on the entire dataset as a heatmap to give an immediate vi-
sual feedback to the user. It implements a Hardy-Weinberg equilibrium calculator
that can be used for testing the genetic model. Finally, it annotates significant
SNPs with information provided by Affymetrix libraries and with links to the
dbSNP database (for basic information about SNPs) and to the PharmaGKB
pharmacogenomics knowledge base, giving various information (e.g. pathways)
related to pharmacogemomics.

coreSNP. coreSNP is a parallel software tool [24] for the parallel preprocessing
and statistical analysis of DMET data that extends the DMET-Analyzer sequen-
tial algorithm presented in [23]. It allows to statistically test, in a parallel and
automatic way and for each probe, the significance of the presence of SNPs in
two classes of samples using the well known Fisher test. It automatizes the work-
flow of analysis of SNPs data avoiding the use of multiple tools and optimizes
the execution of statistical tests on large datasets. Efficiency in executing sta-
tistical tests is obtained by parallelizing the core algorithm of DMET-Analyzer
on multicore architectures and by defining efficient ad hoc data structures. The
scalable multi-threaded implementation of coreSNP allows to handle the huge
volumes of experimental pharmacogenomics data in a very efficient way, while
its easy to use graphical user interface and its ability to annotate significant
SNPs, allow biologists to interpret the results easily.

Cloud BioLinux. Cloud BioLinux9 is a publicly accessible Virtual Machine
that provides high-performance bioinformatics computing on different Cloud
platforms [25]. It provides both pre-configured command line applications and
graphical-enabled applications. Users may access Cloud BioLinux applications
on the Amazon EC2 cloud, or they can upload Cloud BioLinux images to private
Eucalyptus clouds. Moreover, users can run Cloud BioLinux on a local desktop

8 The Affymetrix DMET (drug metabolism enzymes and transporters) Plus Premier
Pack is a novel microarray platform for gene profiling, designed specifically to detect
in human samples the presence/absence of SNPs on 225 genes that are related with
drug absorption, distribution, metabolism and excretion (ADME)

9 cloudbiolinux.org

cloudbiolinux.org
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computer using VirtualBox, a virtualization software available for main operat-
ing systems.

3.3 Big Data Analytics and Network Models in Biomedical
Informatics

The increasing availability of big biological and medical data continues to present
major challenges as well as great opportunities in biomedical research. Such
challenges and opportunities are only expected to continue to grow. New tech-
nologies, such as next-generation sequencing, and new health-related policies,
such as the ones associated with electronic medical records; promise to produce
even more data in the near future. Such explosion of biomedical data requires
an associated increase in the scale and sophistication of the automated systems
and intelligent tools needed to enable the researchers to take full advantage of
available data. This comes during a time when the notion of big data analytics is
emerging as a significant research area in computing and information technology
to address the problem of mining useful knowledge from raw data in various ap-
plication domains, with big data defined loosely as data that is high in volume,
velocity, variety, and veracity. One of the main research questions in biomedi-
cal sciences has been how to extract useful knowledge from such massive raw
data. The development of innovative tools to integrate, analyze and mine such
data sources is a key step towards achieving large impact levels. In addition,
advanced tools for visualizing biomedical data at various processing stages are
critical in maximizing the value of its utilization. As a result, attention has been
shifting recently from a pure focus on data generation technologies to a more
balanced approach significant emphasize on data analysis and data visualization
tools. Such tools are critical in taking full advantage of the public and private
data currently available to all biomedical researchers. In the realm of biomedical
informatics and systems biology, there is a growing need for innovative multi-
disciplinary research that can handle the continuously growing big data while
retaining the capability to analyze and predict anomalies in the system, be the
system on the cellular, organismal, or social level. The use of advanced net-
work modeling and analysis has shown to be particularly effective in integrating
different types of data elements in the biomedical domain and explore the in-
terrelationships among such elements. In addition, due to the large size of most
biological and medical data, the need to utilize high performance computing
systems is also emerging as an essential component of how to efficiently analyze
raw data in biomedical research. Hence, the proper integration of carefully se-
lected/developed algorithms along with efficient utilization of high performance
computing systems form the key ingredients in the process of reaching new dis-
coveries from biological data.

Network Models in Biomedical Informatics. Since the explosive influx of
biological data obtained from high-throughput medical instruments, the ability
to leverage the currently available data to extract useful knowledge has become
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one of the most challenging and exciting aspects in biomedical research. The
analysis of such data is particularly complex not only due to its massive size
but also due to its heterogeneity and inherent noise associated with several data
gathering steps. The utilization of biological networks to model and integrate
large-scale heterogeneous biomedical data continues to grow, especially with the
systems biology approach taking center stage in many bioinformatics applica-
tions. Networks have been used to model various types of relations in Bioin-
formatics including gene interactions, protein-protein interactions, gene-disease
relationship, and correlations among gene expressions. Networks constructed
from high-throughput biological data are rising in popularity and importance
in systems biology for their ability to effectively model relationships between en-
tities. In addition, since networks and essentially are graphs, the ability to take
full advantage of existing graph theoretic properties and algorithms makes net-
work modeling a reliable approach for examining large complex systems. More
importantly, critical elements and structures obtained from networks that model
biological data have been shown to correspond to critical biological elements and
cellular functions associated with the domain from which the data is obtained.
Network structure has been tied to cellular function since the discovery of the
link between high degree nodes and essential proteins in the interactome of yeast
[26]. Initial studies performed on protein-protein interaction networks indicated
that these networks follow the rather useful power-law degree distribution, mean-
ing that most nodes in the network are poorly connected with a few nodes are
very well connected; such nodes are known informally as hubs [27] [26]. Hubs
have been found in the yeast protein-protein interaction network (also known
as an interactome) to correspond to essential genes and have been found to be
critical for maintenance of structure in other biological networks as well, such as
the metabolome and the correlation network [26].

Fig. 1.

Other standard network/graph parameters such as clustering coefficient can
point toward the modularity of the network4, and previous studies to identify
modules in clustered networks indicate that when found, tend to correspond to
genes or gene products working together toward some discrete function, such as
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a protein complex in an interactome or as a regulatory cohort [27]. Many algo-
rithms currently exist that are able to find clusters within networks that employ
clustering via random seed selection and growing, spectral clustering, or cluster-
ing coefficient. It is worth nothing that while gene clusters tend to correspond
to biological functions, the actual structures they form in the network can be
mined based solely on network structure, often without the help of biological
annotation data. Thus, the link between network structure and function can be
exploited to identify known and unknown network elements.

Gene Expressions and Correlation Networks. Gene expression can be
modeled as a network where nodes represent gene probes and edges represent
relationships between expression arrays per each gene probe. Many studies have
examined these so-called correlation or co-expression networks, particularly how
they are built and validated in silico. In 2005, Horvath et al. proposed a method
for creating correlation networks using a weighted gene expression schema, iden-
tifying a soft-thresholding approach that resulted in a scale-free network distri-
bution [28]. Extensive research performed by Dempsey and Ali also found links
between structure and function in networks built from correlation [29] [26]. In
other words, there is a growing body of research that indicates the correla-
tion network is a valid method for identifying co-expression and potentially co-
regulation from high-throughput gene expression data. Correlation networks can
be effectively used to model complex biological data in which nodes represent
genes or gene products and edges connecting the nodes represent degrees of corre-
lation associated with their expression levels. Although loaded with biologically-
relevant signals, correlation networks do contain noise plus they are too large for
simple data mining tools. In this project, we implement different types of filters
to reduce the network size and sort out signals from noise. The use of gene cor-
relation networks has emerged to assist in the discovery of previously unknown
genetic relationships and the identification of significant biological functions.
Such networks provide a useful mechanism to model experimental results ob-
tained from expression data and capture a snapshot of the expression as well
as the temporal changes in various experiments. In addition, gene Ontology is
often integrated with biological networks within the analysis process as a source
of domain knowledge. The application of correlation networks to characterize
biological data has been and remains a unique method for determining changes
in biological relationships over time. The correlation network is an all vs. all
graphical model that examines the degree of relation over pairs of data points,
such as genes in microarray expression data. Certain characteristics of the net-
work, such as density, hubs, cliques, and pathways, can be used to filter noise
and to identify causative sub-networks of biologically relevant genes or com-
plexes. More recently correlation networks are being used to model biological
relationships over time, for example in the progression of disease, the effect of
pharmaceuticals on systems of the body, and in the process of aging [30].
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Biological Networks and High Performance Computing. Although ex-
tremely effective, modeling big biomedical data using networks can be compu-
tationally extensive. To start with the number of nodes in such networks could
be very large, however, the main computational intensity results from the large
size of the solution space. For a network of size n, the number of possible re-
lationships is of order O(n2), while the search space for the clusters or dense
subgraphs is bounded only by the O(2n) exponential function. While heuristics
are naturally used to conduct the clustering analysis, dealing with large net-
works remain expensive computationally, hence the need for high performance
computing. The figure below show the impact of using up to 1000 processors
to create and analyze a correlation network use to model brain tissues in aging
mice. Due to the high degree of parallelism associate with most graph operation,
significant speedup can be obtain by increasing the number of processors; in this
case from 2 weeks to few minutes.

Fig. 2.

The need for high performance computing approaches to effectively solve
critical problems in Bioinformatics present an exciting set of opportunities for
computational researchers to get involved in Bioinformatics research. The next
generation of Bioinformatics tools will be expected to take advantage of parallel
computing techniques, the availability of computational resources via the clouds,
and many ideas developed in the high performance computing domain to address
big data analytics challenges in biomedical research.

4 Conclusions and Outlook

Applications with a real impact on the society, such as those in the field of Bioin-
formatics and Computational Biology, can take advantage from improvement in
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high performance computing to overcome computational limitations they have
by definition. Those applications are developed to give the opportunity to cre-
ate new exciting personal therapeutic strategies for living longer and having
healthier lifestyles that were unfeasible not that long ago.

This work summarizes the main trends in HPC applied to Bioinformatics. We
show several successful stories and application fields, in which relevant biological
problems have been solved (or are being targeted) thanks to the computational
power available in current processors. We have also pointed out the main draw-
backs in the HPC arena, which may limit this good alliance between Bioinfor-
matics and HPC systems. Among them we may highlight power consumption,
high learning-curve in emerging programming models to leverage their compu-
tational power and the total cost of ownership. We think that the investigations
on improvement Bioinformatics application’s performance on HPC systems will
be also of high technological interest as those applications have novel computa-
tional patterns that can lead the next generation of heterogeneous computing
systems.

Acknowledgements. This work was supported by the Fundación Séneca la
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de Bioinformática of the University of Málaga. We also thank NVIDIA for hard-
ware donation under CUDA Teaching Center 2014. This work has been partially
supported by the projects PRIN 2010-2011 2010NFEB9L 003 and PON04a2 D
DICET-INMOTO-ORCHESTRA funded by MIUR.

References

1. Klepeis, J.L., Lindorff-Larsen, K., Dror, R.O., Shaw, D.E.: Long-timescale molec-
ular dynamics simulations of protein structure and function. Current Opinion in
Structural Biology 19(2), 120–127 (2009)

2. Morris, G.M., Goodsell, D.S., Huey, R., Olson, A.J.: Distributed automated dock-
ing of flexible ligands to proteins: Parallel applications of AutoDock 2.4. Journal
of Computer-Aided Molecular Design 10(4), 293–304 (1996)

3. Fischer, B., Merlitz, H., Wenzel, W.: Increasing Diversity in In-Silico Screening
with Target Flexibility. In: Proceedings of Computational Life Sciences, First In-
ternational Symposium, CompLife. CompLife 2005, pp. 186–197. Springer (2005)

4. Halperin, I., Ma, B., Wolfson, H., Nussinov, R.: Principles of docking: An overview
of search algorithms and a guide to scoring functions. Proteins 47(4), 409–443
(2002)
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14. Korb, O., Stützle, T., Exner, T.E.: Accelerating molecular docking calculations us-
ing graphics processing units. Journal of Chemical Information and Modeling 51(4),
865–876 (2011)
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Abstract. Biological models typically depend on many parameters.
Assigning suitable values to such parameters enablesmodel individualisa-
tion. In our clinical setting, this means finding a model for a given patient.
Parameter values cannot be assigned arbitrarily, since inter-dependency
constraints among them are not modelled and ignoring such constraints
leads to biologically meaningless model behaviours. Classical parameter
identification or estimation techniques are typically not applicable due to
scarcity of clinical measurements and the huge size of parameter space.
Recently, we have proposed a statistical algorithm that finds (almost) all
biologically meaningful parameter values. Unfortunately, such algorithm
is computationally extremely intensive, taking up to months of sequen-
tial computation. In this paper we propose a parallel algorithm designed
as to be effectively executed on an arbitrary large cluster of multi-core
heterogenous machines.

1 Introduction

Systems biology models aim at providing quantitative information about time
evolution of biological species. One of the main goals of systems biology in a
health-care context is to individualise models in order to compute patient-specific
predictions (see, e.g., [24]) for the time evolution of species (e.g., hormones).

Depending on the system at hand, many modelling approaches are currently
investigated. For example, see [22,21] for an overview on discrete as well as
continuous modelling approaches, and [49] for a survey on stochastic modelling
approaches. In biological networks modelled with a system of Ordinary Differen-
tial Equations (ODEs) depending on a set of parameters (as in, e.g., [35,50,39])
model individualisation can be done by assigning suitable values to the model
parameters. Such biological models depend on many (easily hundreds of) pa-
rameters, whose values cannot be chosen arbitrarily because of inter-dependency
constraints among them (see, e.g., [26]) that, usually, are not explicitly known
and thus are not modelled. If model parameter values are chosen ignoring such
constraints, then the resulting model behaviour is biologically meaningless.

Model identification (see, e.g., [27]) techniques are typically used to compute
values for model parameters so that a suitable error function measuring mismatch
between model predictions and experimental data is minimised (parameter esti-
mation). If such a value exists and is unique, the model is said identifiable. In a
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clinical setting, for each patient, only a small number of measurements is avail-
able, since they can be costly, invasive and time-consuming. Therefore, although
in principle model identification techniques could be used to compute patient-
specific model parameters, in practice, because of the large amount of measure-
ments needed (see, e.g., [9]), they are typically used to compute a default param-
eter value that averages among the behaviours of many patients (as, e.g. in [39]).
Parameter estimation approaches cannot be used either, since with such a few
data they would not take into due consideration inter-dependencies among model
parameters [26].

Motivations. To overcome scarcity of measurements, we proposed a two-
phase approach [47]. First, an off-line phase that accounts for parameter inter-
dependencies [26] greatly narrows down the search space to a set S of parame-
ter values yielding biologically meaningful model behaviours. Second, an on-line
phase computes a patient-specific model by selecting in S those parameter val-
ues that minimise mismatch with respect to patient measurements. This enables
fast patient-specific predictions for the time evolution of each species of interest.

In general, to decide if time evolution of species concentration is biologically
meaningful takes a domain expert. To build a general purpose tool that can
automatically search through millions of model parameter values, in [47] we pro-
posed a criterion which regards as Biologically Admissible (BA) those parameter
values entailing time evolutions with a second order statistics close enough to
that of the model default parameter values.

The computation of the set S of BA values for the model parameters re-
quires to explore the set of all possible values for the parameter vector, that is
typically huge. Since an exhaustive exploration would be unfeasible, in [47] a
Statistical Model Checking (SMC) based approach is proposed. Nonetheless, the
exploration of the parameter space may take months of sequential computation.

Main Contributions. Our main contribution is a SMC parallel algorithm and
its distributed multi-core implementation to compute the set of all BA parame-
ter values. We propose a master-slave architecture where a single master process
(Orchestrator) implements the SMC algorithm and delegates to a high number of
slaves (BA Verifiers) the numerical integration of the ODE system defining the
model. As a consequence, our parallel algorithm will benefit from the availability
of many heterogeneous computational units (e.g., a data-centre in the cloud).

The SMC algorithm proposed in [47] would require too much synchronisation
in a parallel context. Here, we define a new random sampling process at the basis
of our SMC algorithm, which enables massive parallelisation of BA Verifiers.

We developed our distributed multi-core tool in the C language using Mes-
sage Passing Interface (MPI) [42]. We evaluate effectiveness of our approach by
using it on the GynCycle model in [39], an ODE model which predicts blood
concentration of several species during female menstrual cycle. We show that
our implementation achieves high efficiency even when using dozens of compu-
tational cores (e.g., efficiency is 74% when using 80 cores).

Related Work. The input to our algorithm consists of a system model along
with the default value for its parameters. The GynCycle model considered in
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our case study has been presented in [39] and the default (inter-patient) values
for its parameters have been computed in [11] using model identification (often
referred to as parameter identification in our setting) techniques [27].

In recent years, parallel and distributed computing has received attention in
order to cope with the complexity of biological systems. See [5] for a survey of
parallel methods to solve ODEs, parallel model checking, and parallel simulations
in biological applications.

Statistical Model Checking mainly addresses system verification of stochastic
systems with respect to probabilistic temporal properties or continuous stochas-
tic properties (see, e.g., [41]). Several parallel and distributed approaches to SMC
have been introduced (see, e.g., [3,40]), some of them motivated by the complex-
ity of biological models [4]. Here, we focus on deterministic biological systems
modelled with ODEs, and we apply SMC techniques (along the lines of [18]) to
infer statistical completeness of our set of BA parameters.

Parallel approaches close to ours are those in [7,44,8], where the problem of
computing all (discretised) model parameter values meeting given LTL proper-
ties has been investigated. We extend such works in two directions. First, the
above mentioned papers focus on piecewise affine ODE systems, whereas we can
handle any (possibly non-linear) ODE system. Second, they aim at computing
a maximal set of parameters satisfying a given LTL property. Thus, when the
model changes, a new LTL property has to be provided by domain experts.
Our approach infers such a system property by the default value for the model
parameters, thus decreasing the amount of input needed from domain experts.

A key feature of parameter identification approaches is their ability to give
information about parameter identifiability (see, e.g., [9] and citations thereof).
Gradient-based methods, as, e.g., the classical one in [25], provide a local op-
timum solution to the parameter estimation problem. Global methods, such as
[28], provide a global optimum solution whereas heuristics approaches as evo-
lutionary algorithms (see, e.g., [6,45]), provide near-global optimal solutions.
All such approaches do not provide information about parameter identifiabil-
ity. When observations are scarce, parameters usually become non-identifiable.
Studying the correlation among system parameters can reduce the number of
data needed for identifiability, see for example [37,26]. Our goal here is to sup-
port model individualisation from clinical measurements. This means that we
need to compute model parameters from a few (say, 3) observations about a
small subset (4 in our case study) of the species occurring in the model (33
in our case). Because of scarcity of measurements, neither model identification
approaches nor parameter estimation approaches can be used in our setting.

Model checking based parameter estimation approaches have been investi-
gated for example in [20,12,38]. Such approaches differ from ours, since they do
not address the problem of automatically restricting the search space. Model
checking techniques have been widely used in systems biology, to verify time be-
haviours. Examples are in [23,19,14,16,35]. Such approaches focus on verifying a
given property for the model trajectories, whereas our main problem here is to
compute all biologically plausible values for the model parameters.

We note that computing the set of all model parameter values that satisfy
a given property is closely related to that of computing all control strategies
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satisfying a given property. In a discrete time setting this problem has been
addressed, for piecewise affine systems and safety properties, in [33,2,1,34].

2 Background

Unless otherwise stated, all forthcoming definitions are based on [47,43]. Through-
out the paper, we denote with [n] the set {1, 2, . . . , n} of the firstn natural numbers
andwithR+,R≥0 andR the sets of, respectively, positive, non-negative and all real
numbers. We also denote with (R≥0 × R≥0)∗ the set of pairs (a, b) ∈ R≥0 × R≥0

such that a ≥ b.

2.1 Parametric Dynamical Systems

We model biological systems using dynamical systems. Usually, a dynamical
system comes equipped with a function space that models both controllable (e.g.,
treatments) and uncontrollable inputs (disturbances). Here, we do not address
treatments or disturbances and accordingly we omit inputs from Def. 1.

Definition 1 (Parametric Dynamical System). A Parametric Dynamical
System (or, simply, a Dynamical System) S is a tuple (X ,Y, Λ, ϕ, ψ), where:

– X = X1 × . . .×Xn is a non-empty set of states ( state space of S);
– Y = Y1 × . . .× Yp is a non-empty set of outputs ( output value space);
– Λ is a non-empty set of parameters (parameter value space);
– ψ : R≥0 ×X → Y is the observation function of S;
– ϕ : (R≥0 × R≥0)∗ × X × Λ → X is the transition map of S. Intuitively,

ϕ(t2, t1, x, λ) is the state reached by the system (with parameter values λ) at
time t2 starting from the state x ∈ X at time t1.

Remark 1. To simplify notation, unless otherwise stated, we assume that the set
of parameters Λ has the form X × Γ (where Γ is a non-empty set). Therefore, a
parameter λ = (x0, γ) ∈ Λ embodies information about the initial state x0 of a
system trajectory. Such a system trajectory is a function of time x(λ)(t), which,
for each t ∈ R≥0, evaluates to ϕ(t, 0, x0, γ). In the following, abusing notation,
we write x(λ, t) instead of x(λ)(t). Analogously, we write xi(λ, t) [yi(λ, t)] for
the time evolution xi(λ)(t) [yi(λ)(t)] of the ith state [output] component with
parameters γ starting in x0 from time 0.

Example 1. Dynamical systems whose dynamics is described by a system of Or-
dinary Differential Equations (ODEs) depending on parameters are currently of
great interest as a mathematical model for biological networks (see, e.g., [15,39]).
In this paper, we will use as a case study the GynCycle model presented in [39]. It
is a ODE model for the feedback mechanisms between Gonadotropin-Releasing
Hormone (GnRH), Follicle-Stimulating Hormone (FSH), Luteinizing Hormone
(LH), development of follicles and corpus luteum, and the production of Estra-
diol (E2), Progesterone (P4), Inhibin A (IhA), and Inhibin B (IhB) during the
female menstrual cycle. The model aims at predicting blood concentrations of
LH, FSH, E2, and P4 during different stages of the menstrual cycle. The model
is intended as a tool to help in preparing and monitoring clinical trials with new
drugs that affect GnRH receptors (quantitative and systems pharmacology).
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In our black-box approach, the system transition map models our call to a
solver (namely, Limex [13]) computing a solution to the ODEs defining our
dynamical system. This is along the lines of simulation based system level formal
verification as in [29,31,30,32,46,10].

2.2 Biological Admissibility

In general, given a value λ for the (vector of) model parameters, it takes a
domain expert to decide if a time evolution x(λ, t) is biologically meaningful.
Indeed, many parameter values lead to time evolutions for the model species
that are not compatible with the laws of biology. Our goal is to build a general
purpose tool that automatically filters out biologically meaningless parameter
values. Following [47], we provide a formal criterion for biological admissibility,
by asking that the time evolution of x(λ, t) is similar enough to that of x(λ0, t),
that is the one entailed by the model default parameter value λ0. To this end,
we introduce three measures of how similar two trajectories are.

Given a function f from R to R and α, τ ∈ R, we denote with fα,τ the
function defined by fα,τ (t) = f(α(t + τ)) for all t. Here, α and τ are used to
model, respectively, a stretch and a shift of f . Given two functions f and g from R

to R, the cross-correlation (see, e.g., [48]) 〈f, g〉(ξ) between f and g is a function

of ξ (where ξ ∈ R is the time lag) defined as: 〈f, g〉(ξ) =
∫ +∞
−∞ f(t)g(t + ξ)dt.

We consider the normalised zero-lag cross-correlation function ρf,g, defined as

ρf,g = 〈f,g〉(0)
‖f‖‖g‖ , where, for any f , ‖f‖ is the L2 norm of f , i.e.,

√
〈f, f〉(0). The

higher ρf,g the more similar f and g (e.g., f and g have the same peaks). In
particular, ρf,g is 1 if f is equal to g up to an amplification factor.

Let S be dynamical system with n state variables and a default parameter
value λ0. Given a parameter value λ and a finite horizon h ∈ R≥0, let xi(λ0, t) and
xi(λ, t) be the time evolutions of species xi (for each i ∈ [n]) under parameters λ0

and λ respectively. Being time evolutions, both xi(λ0, t) and xi(λ, t) are defined
for 0 ≤ t ≤ h. Anyway, to easily match the above general definition of cross-
correlation, we define such functions on the whole set of real numbers, as being
0 for any t < 0 or t > h. In order to model biological admissibility, we define the
following three functions (i ranges over [n], α, τ ∈ R):

ρλ0,λ,i(α, τ) = ρxi(λ0),x
α,τ
i (λ) μλ0,λ,i(α, τ) =

∣∣∣∣∣
∫ h

0
(xi(λ0, t)− xα,τ

i (λ, t))dt∫ h

0 xi(λ0, t)dt

∣∣∣∣∣
χλ0,λ,i(α) =

∣∣(‖xi(λ0)‖2 − ‖xα,τ
i (λ)‖2)

∣∣ / ‖xi(λ0)‖2

The normalised zero-lag cross-correlation ρλ0,λ,i(α, τ) measures the similarity of
the trajectories xi(λ0, t) and xi(λ, t) as for qualitative aspects (for example, if
they have the same peaks), when xi(λ, t) is subject to stretch α and time-shift
τ . The normalised average differences μλ0,λ,i(α, τ) and the normalised squared
norm differences χλ0,λ,i(α, τ) are two measures of the average distance between
xi(λ0, t) and xi(λ, t), when xi(λ, t) is subject to stretch α and time-shift τ .

In Def. 2, we use these functions to formalise the notion of Biologically Ad-
missible (BA) parameter λ with respect to a default parameter λ0. Intuitively,
λ is BA if the three measures above are all above or below certain thresholds.
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Definition 2 (Biologically Admissible parameter). Let λ0, λ ∈ X ×Λ be
two parameters. Let A ⊆ R+, B ⊆ R be two sets of real numbers such that 1 ∈ A

and 0 ∈ B. Given a tuple Θ = (θ1, θ2, θ3) of positive real numbers, we say that
λ is Θ-biologically admissible with respect to λ0, notation admA,B(λ0, λ, Θ), if
there exist α ∈ A and τ ∈ B such that, for all i ∈ [n]: (ρλ0,λ,i(α, τ) ≥ θ1) ∧
(μλ0,λ,i(α, τ) ≤ θ2) ∧ (χλ0,λ,i(α, τ) ≤ θ3). �

3 Computation of Admissible Parameters

Our goal is to compute the set S of (with high confidence) all Biologically Ad-
missible (BA) parameter values with respect to a default parameter value λ0

validated by the model designer as biologically meaningful.
Since small differences in values are meaningless from a biological point of

view, we consider a (grid-shaped) discretised parameter space Λ̂ that is a finite

subset of the set of possible parameter values Λ. An exhaustive search on Λ̂ would
be unfeasible, due to the large number of parameters to identify (75 in our case

study) that makes Λ̂ huge (1075 elements if we consider 10 possible values for each
parameter). To overcome such an obstruction, we follow an approach inspired
by Statistical Model Checking (SMC) [18,17]. Statistical Hypothesis Testing is
used in [47] to compute, with high statistical confidence, the set S of all BA
values with respect to a default value λ0 for the model parameters.

Given arbitrary values in (0, 1) for ε (probability threshold) and δ (confidence
threshold), the SMC algorithm in [47] computes the set S of BA parameters by

randomly sampling the discretised parameter space Λ̂ and adding to S those pa-
rameter values λ ∈ Λ̂ which are shown (by simulation) to be BA. The algorithm
terminates when set S remains unchanged after N = !ln δ/ ln(1− ε)" attempts.
At this point, following [18], in [47] it is proved, that, with statistical confidence
1 − δ, the probability that the sampling process will extract a BA parameter
vector value not already in S is less than ε.

Unfortunately, the SMC algorithm proposed in [47] cannot be extended to
work in a parallel context efficiently, as too much synchronisation would be
required. Here, we define a new random sampling process at the basis of our
SMC approach, which enables massive parallelisation of the computation of S.
Our new algorithm has been explicitly designed as to be easily deployed on a
cluster of heterogeneous multi-core machines connected by a network.

3.1 Algorithm Outline

An overall high-level view of our algorithm deployed on multiple machines con-
nected by a network is shown in Fig. 1. The parallel algorithm that we present
here consists of one Orchestrator and many BA Verifiers.

Orchestrator. The orchestrator initialises the set S of BA parameter values to
the singleton set {λ0}. Then, at each iteration, it randomly chooses N parameter

values λ1, . . . , λN ∈ Λ̂ independently (where N = !ln δ/ ln(1−ε)") and delegates
the verification of each of them to an idle BA Verifier. After having collected
all the N answers, the Orchestrator adds to the set S those parameter values
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Fig. 1. Parallel algorithm Architecture

returned as BA. If S changes (i.e., at least one of the N randomly generated
parameters is BA and not already in S), a new round of this process starts,
otherwise the set S computed so far is returned as the final result.

The sampling space Λ̂ is given by the set of discretised values for the model
parameters. Our sampling strategy (Sect. 3.2) guarantees that any parameter

value λ ∈ Λ̂ can be extracted with non-zero probability, as required by [18,47].
To speed up our procedure, we give a higher probability to parameter values that
differ from some parameters already in S for a small number of components.

Note that, at each iteration, the Orchestrator adds up to N parameters to S.
Thus, increasing the number of parallel BA Verifiers helps a faster growth of the
set of BA parameter values S.

BA Verifiers. Each BA Verifier repeatedly takes a parameter λ as input from
the Orchestrator, checks if it is BiologicallyAdmissible, and sends back the answer
(consisting of the result and the parameter value) to the Orchestrator. To check
whether parameter λ is admissible, the BA Verifier in charge runs its own instance
of the Limex solver to compute the time evolutions of all species under parameter
λ and checks whether the normalised zero-lag cross-correlation, the normalised
average differences, and the normalised squared norm differences for all species
are above or below the given thresholds Θ = (θ1, θ2, θ3), as prescribed by Def. 2.

We observe that the computation distributed to the BA Verifiers is the heavi-
est part, since it entails to numerically solve the system of differential equations
(for a given discretisation of the time output period [0, h] into a finite set T
of time-points) and to compute the functions defined in Sect. 2.2 by numerical
integration. In order to speed up their computation, BA Verifiers invoke the
Limex solver just once for each parameter value λ: given the requested finite
output time set T and the sets A and B for the allowed stretch and time-shift
factors, they simulate the system S computing the trajectory (t, x(λ, t)) for all
time points in a set TA,B defined as T ∪ {t′ | t′ = α(t+ τ), t ∈ T, α ∈ A, τ ∈ B}.
The set TA,B contains all time instants in which species values are to be known
in order to evaluate whether parameter λ satisfies Def. 2.

3.2 Parameter Probability Space

The probability distribution over the discretised parameter space Λ̂ used by the
Orchestrator to generate new parameter values to examine is parametric to the
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set S of BA parameter values found so far. To speed up the finding of new BA
parameter values (with respect to, e.g., uniform sampling), parameter values
that are close to those in S are most likely to be chosen.

Given a set S, we extract the N values λ1, . . . , λN to examine at each iteration
of the Orchestrator independently as follows. For all i ∈ [1, N ]: 1) We randomly
choose λ′

i ∈ S considering a uniform probability distribution over S. 2) We
randomly choose the maximum number hi of components in which λi will differ
from λ′

i. In this case, the set [n] is considered distributed as a power-law of the

form Pr[h] = ahi
−b, with b > 1 and a being a normalisation constant. This

implies that, with high probability, λi will differ from λ′
i in a small number of

components. 3) We randomly choose a subset Hi of hi different components in
[n], assuming a uniform distribution over the set of subsets of cardinality hi. 4)

Finally, the parameter value λi is such that for all j ∈ Hi λi,j is choosen in Λ̂j

uniformly at random and λi,j = λ′
i,j for all j ∈ [n] \Hi.

This sampling technique defines a probability space (Λ̂,P(Λ̂),PrS) paramet-

ric with respect to a set S ⊆ Λ̂. By multiplying the (conditional) probabili-

ties of steps 1)–4) above, we have: PrS [λ] = 1
|S|
∑

λ′∈S a |d(λ, λ′)|−b
(

n
|d(λ,λ′)|

)−1

∏
i∈d(λ,λ′)

1
|Λ̂i| , where d(λ, λ′) is the set of the components on which λ and λ′

differ. Note that PrS [λ] is non-zero for all λ.

3.3 Algorithm Correctness

The guarantee that, upon termination, with high statistical confidence, all BA
parameter values are in S depends only on the fact that the sampling process
consecutively fails N times to find a BA parameter value outside S, and not on
how the set S has been populated in the previous iterations of the algorithm.

Stemming from the above considerations, we show the following theorem,
stating the correctness of our parallel algorithm.

Theorem 1. Given a dynamical system S as in Def. 1, a finite subset Λ̂ of Λ,
a value λ0 ∈ Λ̂, a tuple Θ of biological admissibility thresholds, two real numbers
ε and δ in (0, 1), and two finite sets of real numbers A and B (with 1 ∈ A and
0 ∈ B), our parallel algorithm is such that:

1. it terminates;
2. upon termination, it computes a set S ⊆ Λ̂ of Θ-Biologically Admissible

parameter values;
3. with confidence 1− δ: PrS [{λ ∈ Λ̂ \ S | admA,B(λ0, λ, Θ)}] < ε. �

4 Experimental Results

The computational effectiveness of our distributed multi-core implementation
has been evaluated on the GynCycle model [39]. Such a model has 114 parame-
ters, 75 of which are patient-specific (at least for our purposes), and consists of
41 differential equations defining the time evolution of 33 species.

We implemented our tool in the C programming language using Message Pass-
ing Interface (MPI) [42] to enable the communication between the Orchestrator
and BA Verifiers spread on multiple machines connected by a network.
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4.1 Experimental Setting

Experiments have been carried out on a cluster of 7 Linux heterogeneous ma-
chines: 1 machine equipped with 2 × Intel(R) Xeon(R), 2.83 GHz and 8GB of
RAM (category A), 2 machines equipped with 2 × Intel(R) Xeon(R), 2.66 GHz
and 8GB of RAM (cat. B), and 4 machines equipped with 2 × Intel(R) Xeon(R),
2.27 GHz and 16GB of RAM (cat. C). We used a maximum number of 81 CPU
cores (7 out of the 8 available cores for machines of categories A and B and 15
out of the 16 available cores for machines of cat. C). The single Orchestrator
process was always run on a core of the machine in cat. A.

We set both ε and δ to 10−3. The stretch factor α (see Def. 2 in Sect. 2.2)
ranges in the set A = {0.90, 0.95, 1.00, 1.05, 1.10}, while the set B for the shift
factor τ (see Def. 2 in Sect. 2.2) consists of all values from−3 to 3 days multiple of

6 hours. The discretisation Λ̂ of Λ has been obtained by uniformly discretising the
range of each parameter into 5 values. We set Limex to compute time evolutions
for all species over h = 90 days, returning values with a time step of 15 minutes.
Integrals for cross-correlation and norms have been computed numerically with
a time step of 15 minutes.

In [47], suitable values for the biological admissibility thresholds θ1, θ2, θ3 have
been considered, in order to largely cover the set of model meaningful biological
behaviours. Here we are interested in evaluating the speedup and the efficiency of
our distributed multi-core algorithm. To this end, in order to execute multiple
experiments in reasonable time, we set the biological admissibility thresholds
θ1, θ2, θ3 to, respectively, 0.99, 0.01, 0.01. Such values are way overly restrictive
from a biological point of view, and allow us to compute only a tiny fraction (only
8 parameter values) of the set of the BA parameters shown in [47] (which consists
of several thousands of Biologically Admissible (BA) parameter values). Anyway,
the overall number of random parameter values generated and examined in our
case (27620) is sufficiently large to let us correctly evaluate the computational
performance of our algorithm.

4.2 Experimental Results

Table 1 shows the overall computation time (column “time”) when varying the
number of BA Verifiers (col. “# proc.”) used in parallel by our algorithm. Each
BA Verifier runs on a different core of a machine in our cluster. To make the
different values comparable (given the stochastic nature of our algorithm and
the heterogeneity of our cluster machines), we started all runs using the same
random seed and used the same proportion of machines of each category in all
runs (col. “# cores”). To neutralise biases due to the heterogeneity of our cluster
machines, we determined the computation time of our algorithm when using a
single BA Verifier (sequential time) by carrying out three runs allocating the
(single) BA Verifier on a core of a machine of each category. Such computation
times are listed in Table 2. From such data we have computed the completion
time in the first line of Table 1 by averaging the three sequential execution times,
using the proportion of the number of cores for each machine category as weights.

Column “speedup” in Table 1 shows the speedup achieved by our algorithm.
For each number v of parallel BA Verifiers, the speedup is the ratio tv/t1, where
tv and t1 are the computation times shown in Table 1 when using, respectively,
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Table 1. Computation times

#proc. # cores time speedup eff.

A B C (h:m:s)

1 – – – 238:16:55 1× 100%
26 2 4 20 9:16:57 25.67× 98.73%
52 4 9 39 5:16:25 45.18× 86.88%
80 6 14 60 4:1:12 59.27× 74.09%

Table 2. Sequential time

machine cat. for time
the sequential alg. (h:m:s)

A 194:47:45
B 206:19:15
C 250:5:18

v and 1 BA Verifiers. Column “eff.” shows the efficiency of our algorithm and is
computed, as typically done in the evaluation of parallel algorithms, by dividing
the speedup by the number of the parallel BA Verifiers used.

From Table 1 we can see that our distributed multi-core implementation scales
well with the number of used parallel BA Verifier instances. The observed lack
of efficiency, mostly due to network delays, is typical in a cluster setting. We
note that high-performance parallel simulation typically has efficiency values in
the range 40%-80% (e.g., see [36]). Accordingly, an efficiency of 74% (last row
of Table 1) is to be considered state-of-the-art.

5 Conclusions

We presented a parallel algorithm which efficiently computes the set of Biolog-
ically Admissible (BA) parameters for an ODE-based biological model. In our
approach, this is a crucial step to enable fast computation of patient-specific
predictions from clinical trials. The main ingredient of our parallel algorithm is
a novel random sampling process which allows the parallel execution of an arbi-
trarily high number of processes to check their biological admissibility (which is
the most computationally demanding part). Such processes are independent and
communicate only with an orchestrator. Our results show that our distributed
multi-core implementation scales well with the number of available cores.
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Abstract. The use of mobile devices grow continuously in many aspects of our 
everyday lives. It is essential that bioinformatics and biomedicine adapt to this 
trend because these platforms can provide universal access to computational re-
sources independently of their location. We report the implementation of a 
light-weight client which allows researchers to launch complex analysis expe-
riments and monitor the progress using their mobile devices. Starting from the 
analysis of existing functionality in current bioinformatics clients for web-
services, we have selected, designed and implemented a complete set of func-
tions for accessing computational resources in bioinformatics and biomedicine 
through mobile devices. 

Keywords:  Bioinformatics, mobile-based client, Web Services, Cloud Computing. 

1 Introduction 

It is a commonplace statement that bioinformatics is mostly a web-based domain. The 
major players in the field; i.e. EBI (EMBL European Bioinformatics Institute, 2013), 
NCBI (National Center for Biotechnology Information, 2013), INB (The Spanish 
Institute for Bioinformatics, 2013), etc. provide web-based services to access databas-
es and data analysis applications located in their servers through some form of web-
based interface.  

On the other hand, the rapid proliferation of mobile devices, including smartphones 
and tablets, makes the development of new scientific applications for these platforms an 
urgent issue. Since most mobile devices are endowed with some sort of web-browser it 
would be reasonable to expect that resources and clients from bioinformatics would be 
easily adapted to mobile devices. However experience dictates that, from the bioinfor-
matics user perspective, the transition is anything but satisfactory. Moving or adapting 
web-based applications to mobile devices requires a detailed study on the capabilities of 
these new devices to define the best way to cover the required functionality. 

In this document we describe our experience in client development for mobile devices 
in bioinformatics. In particular, web-based bioinformatics platforms (e.g. MOWServ 2 
(Mateos, 2010) was used as the starting point to move into the mobile’s environment  
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(see Section 2). In Section 3, we will describe the developed prototype and finally we 
will discuss and conclude in Section 4. The prototype is being evaluated in the context of 
the Mr.SymBioMath EU-project and will become part of the services offered by the 
Spanish National Institute for Bioinformatics. 

2 Background 

Although there are several bioinformatics applications already ported to mobile devic-
es, such as: Biocatalogue (http://bit.ly/15m2Rtp), SimAlign (http://bit.ly/188GlGo), Oh 
BLAST it!... (http://bit.ly/1yYS32q) (full list in supplementary material). However, 
although such applications are certainly useful, the amount of effort needed to develop 
specific applications for all bioinformatics software would be unreasonable. This paper 
reports a general approach in which is only needed to register a new application de-
scribing its metadata information to make it available for the general user. 

2.1 Considerations for Mobile Interfaces 

Many studies address the appropriate transition between WIMP (Windows, Icons, 
Menus, and Pointer) interfaces and mobile (or touch user) interfaces (GUI), and the 
details, such as the substitution of the legacy hovering effects with distinct types of 
animation (Cheung et al., 2012). The interaction style and the metaphor to use must 
be to redesign.  

In particular, biomedical informatics applications require specific considerations 
regarding the distraction issue in order to be suitable in complex settings (Deegan, 
Robin, 2013); and they also require particularly suited graphic design to ease handling 
and avoid cluttering, especially in genetic related displaying (Pfeifer, 2012; Plumlee, 
2006). In this environment, achieving trustworthy and usable interactive devices re-
quires the application of Human Computer Interaction (HCI) research techniques, and 
the awareness of HCI issues throughout the lifecycle, from design through procure-
ment, training and use (Acharya, 2010). 

Development of mobile applications is an emerging area and follows few stan-
dards, if any. Due to the success of the iOS platform, Android and others, smart-
phones account for half of all mobile phones in 2013, http://bit.ly/1DTeK9e). It is 
possible to characterize the development of mobile applications in the following pro-
gramming models: 

 

• Native applications are developed entirely in the device’s native language. 
This kind of applications is highly coupled to a specific platform, but has 
access to all the internals of the device (GPS, accelerometer, contacts, calen-
dar, etc.). 

• Web-based applications are platform independent and only require a web 
browser. An important drawback is that they do not have access to some 
parts of the device.  

• Hybrid applications are a merge of the two previous models. There provide an 
application container developed in the native language, which is in charge of 
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loading the HTML5 application and displaying it to the user. This model shares 
some of the advantages of native applications such as access to device’s APIs 
and App Store distribution and also some advantages of HTML5 applications 
(cross-platform). 

2.2 Repositories of Bioinformatics Services: Browsing, Discovering and 
Invocation 

In the very dynamic world of bioinformatics and biomedicine, the number of services 
is not only high but growing continuously as new tools and data types appear. The 
large number of such available resources suggests the need for some type of intelli-
gent software organization to facilitate the integrated exploitation of tools (i.e. to 
avoid the construction of specific interfaces for the services or help the user to dis-
cover appropriate tools). 

Repositories or catalogues of services and datatypes appear as the option of choice 
to organise this information. Repositories store the meta-data of the services (parame-
ters, data types, documentation, etc.) in a centralized way. Currently, there are a num-
ber of these meta-data repositories in the bioinformatics field, with BioCatalogue 
(Bhagat et al., 2010) being one of the most representative.  

Several tools for browsing, discovering and service invocation from metadata re-
positories are available (i.e. jORCA (V. Martín-Requena  et al, 2010), MOWServ, 
Taverna (T. Oinn, et al. 2004). In general, these applications offer solutions for typi-
cal laptops and desktops computers which are not suitable for mobile devices whose 
screen is much smaller. For example, searching for a resource can be an issue, espe-
cially on large ones lists. Navigating through the entire tool/data type list searching 
for a specific item can be a tedious and inefficient task. In addition, data entry will be 
done by touching the screen and not by clicking with a mouse. 

2.3 Additional Functionality 

The previously mentioned functionality is the most common one in a bioinformatics 
platform, but additional functionality is also needed: 

• File up- and down-load: the system requires a component which allows the 
users to up- and down-load their files into/from the system (decoupling the 
data transfer from the invocation call). The component should be able to 
work for multiple files at the same time; cancel/resume on-going processes 
and to provide progress information. 

• User accounting: the system requires also a component to manage user au-
thentication 

• Multi-repository manager: this component should allow the user to select a 
repository among a list of available repositories. New catalogues can be add-
ed by modifying configuration files. 
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MAPI (Karlsson, 2013) -a framework for the development of Web Services- allow 
us to use service inputs and outputs in a different format than the one accepted by the 
native service in a transparent way. The use of MAPI for the invocation also permits 
the execution of any kind of service that has a corresponding worker (Service invoca-
tion module).  

3.2 Implementation 

After considering the three possible programming models explained in Section 2.1 
and benchmarking the available programming options, we determined that web-based 
development is the best option for our application.  Web-based developments are the 
best choice for those applications that require portability. The state of web-based 
development tools using HTML5 and JavaScript have matured and offer functional 
and well-designed frameworks while at the same time is compatible for all major 
platforms (iOS, Android, Windows Phone). 

For this reasons this kind of development is cheaper and, perhaps, faster but results 
are more limited when it comes to native characteristics of the platform. Native devel-
opment environments and the amount of available libraries, on the other hand, allow 
really fast coding and testing but such developments are limited to the specific platform. 

3.3 User Interface 

The transition between an application thought for a WIMP (Windows, Icons, Menus 
and Pointer) desktop environment to a touch screen on mobile devices implies losing 
some of the abilities in the former model. There are also strong limitations such as 
screen sizes but especially the human-machine interaction should be re-evaluated to 
improve user experience. 

All the previous considerations must be taken into account, due to the importance 
of the user interface in the relationship between users and electronic devices. In fact, 
to do some kind of work you normally have to use more than one application. There-
fore, we evaluated the best option to present the information from MOWServ 2 in a 
mobile device. 

3.3.1 Browsing the Catalogue 
A “TableView” has been used to represent the tree as a list of folders and services. 
This provides the user a quick overview of the main categories of the entire tree. Then 
the user is able to navigate through the tree by selecting the categories to follow a 
path to a specific service. Once a category is selected, a new panel appears from right 
to left containing the children categories and services. 

3.3.2 Discovering Services  
A text-box component has been used to discover services filtering the tree depending 
on user input, showing only the matching services and categories Since the Magal-
lanes tool also demands a string to be used as the search criteria, the idea is the same 
(results not shown) but invoking a web-service to complete the discovering.  
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3.3.3 Invocation 
The invocation of a Web Service with the mobile application is done in the same way 
as for MOWServ 2 (i.e. through the MAPI service). Naturally, before making the ser-
vice call, the user needs to fill the parameters data out (strings and numeric values), 
paths to data files (including special characters such as backslashes, dots, etc.), or se-
lect one entry from a list of files stored remotely. Secondary parameters will be filled 
with default values as described in the Web Service catalogue. Once the user has filled 
all the required parameters, it is possible to invoke the service. Following a similar 
criteria as for the input file, the final result is stored in a remote endpoint. Our philoso-
phy is to provide mechanisms to download results from external storage systems.  

3.3.4 File System 
For the file system, the solution we have devised is to decouple the up- and down-load 
of data from the Web Services call. Typically, data for the service calls will not be 
stored on the mobile devices due to the large data sizes involved in current bioinfor-
matics analysis. In a first step, users must upload the data files to the data storage end-
points using services such as Globus Online. The result is a reference that is used later 
in the call to the service (i.e. call-by-reference). By following this approach, the user 
does not need to send the entire input data-files to the service during the call, but sends 
it before the execution so that it is stored in the server before performing the call. 

4 Results 

Life Cycle. The typical life-cycle for browsing, discovering, and invoking services in 
the cloud environment from external clients is illustrated in Figure 2. The process 
consists –in general- of several steps; The starting point (1) is to register the service(s) 
into the repository using the Flipper (Torreño, 2014) application. Once the service is 
registered, its metadata information becomes available for the Client. In order to (2) 
discover the appropriated service and once users select a given service (3) they pro-
vide interfaces to complete the service parameters by accept the user parameter for 
tuning the application behaviour, based on the metadata retrieved from the repository.  

Data consumed and results produced by services are stored in the data storage and 
can be used instantly as data entry for other services. 

Diving into the mORCA application 

In order to demonstrate the potential of providing access through mobile devices (i.e. 
developing such applications), we present two different exercises: The first one is 
focused on service discovery and the second on enacting a typical service (blast). In 
fact, these two exercises together conform a simple workflow. In the first service, we 
will retrieve a sequence that will be used as input for the Blast service. 

The mobile client is available at http://bit.ly/1yfr8NC 
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In the second exercise, we will execute the well-known Blast application to com-
pare the retrieved sequence against the SwissProt database. For this example, the 
sequence is already available in the server by our previous exercise but other options 
are available, i.e. uploading the data or copy and paste the sequence manually. 

We use the ‘cloud’ icon to select our previously obtained sequence and after filling 
the rest of parameters, we can launch the Blast service. 

 

          

Fig. 4. Dynamically generated interface for Blast 

5  Discussion and Conclusions 

Mobile devices are increasingly important, as we have said in Section 1, not only 
because their social environment and human interaction but also due to the possible 
strong impact on scientific applications. We must capitalize their main advantages 
such as ubiquity and universal availability. 

Our main contribution lies in the experience we got from the development and 
provision of bioinformatics and biomedical web-services. These application domains 
are well known to be based on the remote provisioning of services that work over big 
data collections. This is the framework in which the migration from web to mobiles 
has been addressed. 
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Some of the abilities of the interaction language are lost in the translation process, 
but other possibilities emerge in the new environment. These possibilities do not exist 
nor were possible / necessary in the legacy software. One of the most notorious is the 
hovering effect -impossible in the touching interaction- that gives the user an informa-
tive feedback when their mouse pointer is over some interactive item.  On the other 
side, effects such as “pinching” (thumb and finger approaching), rotating, two-finger 
moving, etc. are difficult on WIMP interfaces. However, they are not impossible; we 
have the example of Apple’s Magic Trackpad which can provide this kind of effects 
in a desktop environment. 

Screen sizes are also much more limited and constrain the amount of information 
that can be displayed, not only because of size but also because the user attention is 
not only on the device. Another consideration is related to the precision the input 
devices (fingers) have compared to the exactness of the mouse pointer. 

Although some Android-based and Windows Phone-based mobiles have file man-
agers, they are not enough for big data files upload (even if the user is under a Wi-Fi 
connection). For this reason we decided to separate the file transfer from the service 
invocation.  

We have made an initial evaluation based on real users whom we have asked to 
test the application.  The users were not trained in advance. They did not know any 
details neither of the interface nor the steps to follow.  There were only given a two 
paragraph description of the goal and the file with the data needed.  The first exercise 
was fairly simple and only intended to be a first step and to provide familiarity with 
the interface.  The second one required the users to change parameters before launch-
ing a “Clustal” multi-sequence comparison and implied a two step approach using the 
corresponding tools from the application 

After the completion of the experiments, the user filled out a questionnaire form 
with 21 points, answering questions about experience with mobile devices, know-
ledge of the field. In particular, the question about “tasks in which you felt lost” was 
particularly relevant and helpful for developers. 

In summary, this paper reports a prototype mobile application able to browse vari-
ous service repositories, generate user interfaces dynamically based on service meta-
data and execute/monitor service progress. The development of the application was 
preceded by an exhaustive evaluation of an existing web-service client for traditional 
laptops / desktop computers. The user interface was re-designed to fit the usability 
aspects of mobile devices. 
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Abstract. Computational simulation of plasmid DNA (pDNA) mole-
cules, owning a closed-circular shape, has been a subject of study for
many years. Monte-Carlo methods are the most popular family of meth-
ods that have been used in pDNA simulations. However, though there
are many software tools for assembling and visualizing DNA molecules,
none of them allows the user to visualize the course of the simulation in
3D. As far as we know, we present here the first software (called isDNA)
allowing the user to visualize 3D MC simulations of pDNA in real-time.
This is sustained on an adaptive DNA assembly algorithm that uses
Gaussian molecular surfaces of the nucleotides as building blocks, and
an efficient deformation algorithm for pDNA’s MC simulations.

Keywords: pDNA, Monte-Carlo, simulation, visualization, software.

1 Introduction

As known, DNA plays an important role in life sciences research. DNA is made of
four subsidiary molecules called nucleotides : adenine (A); cytosine (C); guanine
(G); and thymine (T). A DNA molecule is usually represented by its base-pairs
sequence because there is a unique correspondence between the nucleobases in
the two strands, in addition to the fact that the atomic structure of the nu-
cleotides is widely known. Thus, a DNA molecule can be assembled using either
its atoms or, alternatively, its nucleotides. The advantage in using nucleotides
as building blocks of DNA is that we have a speedup of 34×, since a nucleotide
has about 34 atoms in general, what is relevant for visualisation purposes [1].

In turn, pDNA molecules own a closed-circular shape, being widely used in
several fields including biotechnology, pharmaceutical sciences, and medical re-
search. In a simple way, we can say that pDNA molecules are DNA molecules
whose double helix’s extremeties are tied up one to another. pDNA molecules
are very dynamic and flexible, and the term “closed-circular” does not mean this
type of molecules exhibits a perfect circular conformation. Instead, pDNA may
acquire a large variety of conformations including supercoiled, or even knotted
conformations. On the other hand, the production of pDNA in laboratory is done
in two major steps: fermentation and purification. In the fermentation step, the
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pDNA that we want to produce is replicated by a bacterium. The purification
step serves the purpose of separating the pDNA of interest in relation to the
DNA of the bacteria and other contaminants. This is where pDNA computer
simulations can play an important role.

In this sense, computational methods based on laboratory data have been
developed to simulate possible conformations for pDNA molecules under certain
thermodynamic conditions. The MC method, due to its reliability, is proba-
bly the most popular simulation tool for pDNA. The principle behind the MC
method is to make the molecule achieve an elastic energy equilibrium state in as
few iterations as possible without compromising the effectiveness and reliability
of the method. The deformation method traditionally used in MC simulations,
known as crankshaft move, has a very low acceptance ratio of trials, i.e., many
trials are rejected. Even worse, it is the fact that the crankshaft move presents a
very unnatural behavior, as it features very sudden motions along large portions
of the molecule. To solve these problems, Raposo and Gomes developed a more
efficient deformation algorithm for pDNA’s MC simulations [2].

In this paper, we combine assembling and visualization algorithms together
with the Raposo-Gomes move into a new software tool, called isDNA, which
is seemingly the first to allow real-time 3D visualization of pDNA’s MC simu-
lations. For that purpose, this new software implements an adaptive assembly
algorithm for DNA [1], and an efficient deformation algorithm of pDNA in MC
simulations [2]. The pDNA deformation algorithm adopted by isDNA also con-
tributes to the smoothness of the 3D animation with small and controlled changes
in the molecule between iterations.

isDNAis implementedas aC++package,whichalready includesa simpleGLUI/
OpenGL graphical user interface (GUI) capable of loading GBK (GenBank) files,
allowing also 3D interaction with the user. The main canvas of the GUI shows in
real-time the animated course of the pDNA simulation in 3D. Besides, pDNA con-
formations resulting from MC simulations can be saved into text files. These con-
formation files can later been used to re-assemble the pDNAmolecules. The isDNA
source code is publicly available at: https://github.com/ISDNA.

2 Related Work

Let us now briefly review DNA assembly methods, as well as traditional defor-
mation algorithms used in Monte Carlo simulations of pDNA.

2.1 DNA Assembly Methods: Predictive versus Adaptive

The predictive methods for DNA assembly include two different approaches: the
Cambridge meeting method [3]; and the wedge angle method [4]. These ap-
proaches try to predict possible trajectories of DNA molecules just from their
base-pair sequences. This prediction is based on previously obtained geometric
values between consecutive DNA nucleotides. This DNA assembling paradigm is
specifically suitable for scenarios where we want to know the likely conformation

https://github.com/ISDNA
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(or topology) of DNA base-pair sequences. It is important to clarify that neither
the Cambridge methods [3] nor the wedge angle methods [4] are adequate for
pDNA simulation purposes, in largely because they assume that the trajectory
of the DNA axis in the process of dinucleotide stacking is determined by the
sequence of nucleotides. Examples of Cambridge-based software packages are:
FREEHELIX [5]; 3DNA [6]; w3DNA [7]; Curves [8]; and Curves+ [9]. In respect
to wedge angle software packages, we have the following: CURVATURE [10];
DNACURVE (http://www.lfd.uci.edu/~gohlke/dnacurve); NAB [11]; ADN
Viewer [12]. However, because they use predictive DNA assembly methods, none
of these tools allows 3D visualization of Monte Carlo simulations of pDNA.

In turn, the adaptive methods include those due to Raposo and Gomes [1],
and to Hornus et al. [13]. These methods are able to adapt specific base-pair
sequences to arbitrary conformations, i.e., these methods allow the base-pair
sequence to be assembled along an arbitrary DNA trajectory. In this sense,
we can say that adaptive DNA assembling methods are particularly suitable for
simulation scenarios of DNA, in particular pDNA. This is so because a simulation
process produces a sequence of DNA conformations, so that we need to proceed
to the DNA assembling for each conformation.

The software presented in this paper belongs to the family of adaptive assem-
bly algorithms; more specifically, it implements the stacking algorithm previously
proposed by Raposo and Gomes [1]. In the literature, we find only a few other
codes that implement the DNA assembling for arbitrary conformations, namely:
NAB [11]; and GraphiteLifeExplorer [13]. Currently, NAB is bundled as part
of AmberTools v.13 [14]. Interestingly, GraphiteLifeExplorer enables the user
to model DNA molecules of arbitrary length by modeling its helical axis as a
quadratic or cubic Bézier curve in space. Finally, it is also important to clarify
that, even presenting adaptive capabilities, neither NAB nor GraphiteLifeEx-
plorer allow real-time 3D visualization of pDNA’s MC simulations. The real-
time capability is achieved by isDNA mainly because the DNA assembly algo-
rithm adopted [1] uses pre-triangulated molecular surfaces of the nucleotides as
building blocks (see Figure 1, instead of their atoms, dramatically reducing the
number of graphical objects to be assembled and rendered. Taking the pUC19
molecule as an example, adopting an atomistic representation implies rendering
approximately 180,000 atoms. In turn, using a nucleotide-based representation
for the same molecule, we only have to render about 5,000 building blocks.

2.2 Deformation Methods for pDNA Simulations

In pDNA simulations, it is usual to simplify a DNA molecule through a linear
skeleton (i.e., polygonal line consisting of with equal sized segments connect-
ing consecutive nucleotides) that represents its topological conformation. Then,
new pDNA conformations are randomly generated by applying deformations to
molecule’s skeleton. These trial conformations are then subject to evaluation
for acceptance/rejection by the simulation method. However, the deformation
method used to generate the new trials has been, in essence, the same since it
was first introduced in the context of lattice polymer chains. This move was later

http://www.lfd.uci.edu/~gohlke/dnacurve
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Fig. 1. DNA building blocks: (A) adenine, (C) cytosine, (G) guanine, and (T) thymine.
(Image courtesy of Raposo and Gomes [2]).

adapted for pDNA simulation using MC methods. This deformation method is
known as the standard crankshaft move, with its origins dating back to the early
1960s [15][16].

Later, Klenin et al. [17][18] proposed a biased crankshaft move that starts by
randomly choosing two vertices vm and vn of the skeleton, rotating then ran-
domly all the vertices —and, consequently, all connecting segments— between
vm and vn by the angle θ around the axis defined by the line connecting vm
and vn (Figure 2 (left)). The value of θ is uniformly distributed over a certain
interval, and must be continuously adjusted during the simulation to guarantee
that about half the steps are accepted [17].

Fig. 2. Crankshaft move (left) and reptation move (right). (Image courtesy of Raposo
and Gomes [2]).

In the literature, we can find an alternative deformation method that was
thought to increase the acceptance ratio of the simulation trials, which is known
as reptation motion [18] (Figure 2 (right)). In a simple way, this deformation
move is just a sub-chain translation. First, two vertices vi and vj are randomly
chosen. Then, the sub-chain between vi and vj is translated by one segment
length along the chain contour. The segment placed immediately after vj is also
translated to fill the gap between vi and vi+1.

More recently, Raposo and Gomes [2] presented a more efficient unbiased
move for pDNA, whose skeleton is a closed polyline. This move, implemented in
the isDNA software package, not only preserves the size of each segment and its
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connectivity, but also is very effective in maximizing the acceptance ratio of the
trials and stabilizing the molecule, thereby allowing steady, gradual temperature
changes during the simulation. Our method also generates natural and realistic
animations that can be used in real-time simulation and visualization.

Other types of motion can be adopted if Metropolis’ microscopic reversibility
is satisfied, i.e., if the probability of each trial conformation is the same as that
one of the reverse movement [19].

3 Real-Time Adaptive DNA Assembly

For 3D visualization of pDNA simulations in real-time, isDNA implements the
DNA assembly algorithm introduced by Raposo and Gomes [1]. This DNA as-
sembly algorithm uses four three-dimensional building blocks representing DNA
nucleotides (Figure 1), namely, adenine (A), cytosine (C), thymine (T), and
guanine (G). Each building block is a pre-triangulated isosurface generated by
a triangulation algorithm for molecules [20].

Fig. 3. Piece of assembled DNA. (Image courtesy of Raposo and Gomes [2]).

The DNA axis is approximated by a polyline whose segments have a length of
H = 3.3 Å (the axial distance between two consecutive nucleotides) [21]. Then,
the assembly procedure for nucleotides can be thought of as the operation of
wrapping helicoidal DNA backbones around cylinders along the DNA skeleton
segments as follows (Figure 3):

1. Given a nucleobase ni, two geometric instances of nucleotides must be gener-
ated, the first for the building block bi and the second for the mate building
block Bi.

2. The base pair biBi is aligned and positioned at the origin laying on the plane
z = 0.

3. The base pair biBi is aligned with the plane perpendicular to segment i.
This alignment is also done about the origin o of the coordinate system.

4. The base pair biBi is translated to the plane perpendicular to segment i.
5. Finally, bi and Bi are displaced to their correct positions in relation to the

midpoint of the corresponding segment i of the DNA axis.

For complete details on the adaptive DNA assembly algorithm implemented
in isDNA, the reader is referred to [1].
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4 Plasmid DNA Monte-Carlo Simulation Method

The MC simulation method, originally introduced by Metropolis et al. [19], gen-
erates pDNA conformations combining energy calculations, random conforma-
tional changes, and statistics. This simulation method is considered the standard
in pDNA simulations.

4.1 Monte-Carlo Method

MC simulation methods are iterative methods that try to reach a thermody-
namic equilibrium state of pDNA molecules based on elastic energy calculations
and statistics. So, in each iteration, these methods perform random deforma-
tions on the pDNA skeleton until one of the conformation trials is accepted.
The acceptance of a new conformation is based on the principle of elastic energy
minimization, but the conformation trial can be also accepted if it has a certain
probability of occurrence. In isDNA, we used the same MC simulation method
and parameters as those used in [22]. For more details on the Monte-Carlo meth-
ods, the reader is referred to [2].

4.2 Deformation Algorithm

The pDNA deformation algorithm that was implemented in isDNA has been re-
cently presented as a more efficient way of generating pDNA conformation trials
for pDNA’s MC simulation procedures [2]. When compared to the traditional
deformation methods used in MC simulations, this new deformation method has
a higher acceptance ratio of trials, and generates smoother and more controlled
deformations, what enhances the real-time animation of the simulation course.

The deformation algorithm implemented in isDNA uses a linear skeleton (i.e.,
a polyline) with equal sized segments (corresponding to approximately to 30 base
pairs of the double helix [23]), henceforth called the DNA skeleton. The pDNA
skeleton can assume any closed unknotted conformation, being the completely
relaxed circular conformation the simplest of those conformations. Then, the
first step of the algorithm is to determine the number of segments of the DNA
skeleton, ensuring around 30 base pairs per segment.

Let Pk a three-dimensional closed polyline representing the DNA skeleton.
Now, we need to find a new polyline Pk+1 by deforming Pk, but keeping the
same number s of equal sized segments and connectivity. From the set of vertices
{vi}, i = 0, ..., s−1 of the polyline, we choose a random vertex vm, 0 ≤ m ≤ s−1
as the current mobile vertex, i.e., the vertex that most moves in the current trial
conformation. It happens that any move of vm implies moving its closest neigh-
bors vm−1 and vm+1, here called semi-mobile vertices. The remaining neighbors
vm−2 and vm+2 remain fixed, i.e., they do not move in a deformation step.
Therefore, in each deformation step, only three vertices will be displaced: vm,
vm−1 and vm+1.

But, vm cannot be freely moved around, unless within the sphereNm centered
at vm itself; the radius of its sphere is r = 2Δ, where Δ = 3.3 Å stands for the
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distance between two consecutive base pairs. In true, the new position of vm is
obtained randomly in the intersection of the three spheres,Nm, Sm−2 and Sm+2,
with the latter two spheres with radius 2l centered on the fixed vertices vm−2

and vm+2, respectively, where l is the length of each DNA skeleton segment.
Note that the small radius r of sphere Nm guarantees a transition from Pk to
Pk+1 without noticeable jumps.

In order to calculate the new position of vm, we first need to convert the
Cartesian coordinates (x, y, z) to spherical coordinates (d, θ, φ) relative to vm−2,
where d is the distance between vm−2 and vm. Then, one randomly generates
a new position for vm as (d + Δd, θ + Δθ, φ + Δφ), where Δd ∈ [−r, r] and
Δθ,Δφ ∈ [−π, π]. The new position of vm+1 is calculated in a similar manner.

So, the algorithm also converts the Cartesian coordinates of vm−1 to spherical
coordinates (l, α, β) relative to vm−2, where l is the radius of the three spheres
sm, sm−1, and sm−2 centered on vm, vm−1, and vm−2, respectively. Moving
vm−1 to a new position must be done without changing its distance l to vm−2

and vm. That is, the new vm−1 must lie on the circumference on the intersection
of the two surfaces bounding sm and sm−2. If Δd = 0, the new position of vm−1

relative to vm−2 is given by (l, α+Δθ, β +Δφ); otherwise, the new location of
vm−1 is (l, α+Δθ+Δψ, β +Δφ), where Δψ is the angle of the angular motion
of vm−1 on sm−2 resulting from the translational displacement Δd of vm along
the line defined by vm and vm−2. We compute Δψ by rearranging the equation
that describes the reciprocal motion of the piston with respect to the crank angle
(cf. [24], p.44).

Being aware that knots can occur when random deformations are applied to
pDNA conformations, we must check for the existence of knots and reject the
deformation if we find one or more knots. For knot detection isDNA uses the
method of Harris and Harvey [25].

As an example of isDNA output, Figure 4 shows a snapshot of a 3D animated
MC simulation performed by isDNA using the pUC19 molecule. The MC simula-
tion conditions were the same as the ones presented in [2] when the temperature
of the experiments decreases. This snapshot was taken about 1 minute after the
beginning of the simulation, with a circular conformation used as the initial con-
formation of the simulation. For more details on the MC deformation algorithm
implemented in isDNA, the reader is referred to [2].

Fig. 4. Snapshot of a 3D animated MC simulation of the pUC19 molecule performed
by isDNA
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5 The Software

isDNA aims at helping users to perform real-time MC-based pDNA simulation
and 3D visualization. However, we can see isDNA as a bundle with two different
components: the isDNA GUI (Graphical User Interface) and the isDNA API
(Aplication Programming Interface). The idea is to satisfy the needs of two dif-
ferent categories of end users: (a) those needing a simulation tool with embedded
3D visualization capabilities; and (b) those wanting to integrate the isDNA API
into third-party 3D visualization tools.

In terms of system requirements, both isDNA GUI and API can be used
in general-purpose personal computers without high-performance requirements
(i.e., CPU multi-threading and GPU computing) or graphics acceleration. The
results presented in this paper were obtained using a laptop equipped with an In-
tel Core i5-2430M CPU, 2.4GHz clock, 4GB of RAM, and an Nvidia GEFORCE
GT 520MX graphics card with 1GB of memory, running Microsoft Windows 7.

5.1 The GUI

The isDNA GUI is very simple and spartan, because it only provides the essential
functionalities for 3D visualization and interaction with the pDNA molecules.
More specifically, the user interface includes: a 3D canvas where the molecules
are rendered; one button that allows the user to rotate de molecules; two buttons
to translate the user point of view (one of them for zooming purposes); a select
box that allows the user to choose the pDNA molecule; two check buttons that
hide and show the molecule components, one for the skeleton and the other for
the nucleotides; and, finally, a button to close the application. It it worthy to
mention that the user interface was implemented using the GLUI User Interface
Library, a GLUT-based C++ user interface library that provides controls such
as buttons, checkboxes and radio buttons to OpenGL applications. This means
that those who want to recompile isDNA will need the GLUI library that is
available at http://glui.sourceforge.net.

The aim of this user interface is just to provide the users with a ready-to-use
solution for pDNA simulation and real-time visualization in 3D. In the future
we intend to enhance isDNA user interface with much more functionalities that,
at this moment, are just possible for users that integrate isDNA API into their
own, or into third-party, visualization tools. Among those new functionalities,
we count having a way of saving and loading pDNA conformations and GBK
files directly from the user interface. The isDNA API is presented in more detail
in the following section.

5.2 The API

The API briefly described in this section is the core of the isDNA software
package. This section is particularly useful for those users who want to knowmore
details about how the algorithms are implemented, and also for those users who
want to include the isDNA functionalities into their own software tools. However,

http://glui.sourceforge.net
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at this point, it is important to remember that this is a C++ API, and thus it is
only usable in a C++/OpenGL development context. As previously mentioned,
the isDNA API source code is available at https://github.com/ISDNA.

The two essential classes in the isDNA API are Dna and BuildingBlock. The
Dna class is the core class of the API. In this class, we use constants to define
DNA geometric properties and MC simulation parameters. The most important
methods implemented in the Dna class are the following:

– Dna(char*,char*) - The constructor of the class. The first parameter is
the path to the GBK containing the DNA base pairs sequence. The second
parameter is the path to the file that contains the conformation to be loaded.

– void draw(void) - Draws the molecule.
– void drawSkeleton(void) - Draws the skeleton of molecule.
– void drawAxis(void) - Draws the axis of the molecule.
– void circularConformation(void) - Builds a circular conformation.
– void buildAxis(void) - Builds the axis of the molecule.
– double randomMoveNew(void) - Implements the deformation method used

by the MC simulation.
– double twist(void) - Calculates and returns the twist value of themolecule.
– double writhe(void) - Calculates and returns the writhe value of the

molecule.
– long double bendingEnergy(void) - Calculates and returns the bending

energy value of the molecule used in MC simulations.
– long double torsionalEnergy(void) - Calculates and returns the tor-

sional energy value of the molecule used in MC simulations.
– int countKnots(void) - Counts and returns the number of knots in the

molecule.
– void saveConformation(char* file) - Saves the current conformation of

the molecule to the file specified in the parameter.
– int loadConformation(char* file) - Load a conformation for the mole-

cule from the file specified in the parameter.
– void translate(double x, double y, double z) - Translates the mole-

cule.
– void rotate(double angle, Point p, Point q) - Rotates de molecule.

The BuildingBlock class is very important because the building blocks used
to assemble the molecules are instances of it. The methods implemented in this
class are the following:

– BuildingBlock(char) - The constructor of the class. The parameter is the
nucleotide letter (A, C, G or T).

– char getNucleotide(void) - Returns the nucleotide of the building block.
– GLfloat* getVertex(void) - Returns the array of vertices of the building

block surface mesh.
– GLfloat* getNormals(void) - Returns the array of normal vectors of the

building block mesh triangles.

https://github.com/ISDNA
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– GLint getVertexCount(void) - Returns the number of vertices in the build-
ing block mesh.

– GLfloat* getColor(void) - Returns the color of the building block accord-
ing to its nucleotide.

– void draw(void) - Draws the building block.

isDNA API also implements other generic classes for 3D geometric purposes
like, for example, Vector, Point and Tuple, which are not presented here for
sake of brevity. Note that isDNA API does not include molecular surface tri-
angulation functionalities. Instead, isDNA API includes four pre-triangulated
mesh templates, one for each type of nucleotide building block.

5.3 Features and Future Work

This section presents a summary of the key features of isDNA, as well as an
example of a simulation performed with it. At this point, it is also worthy to
say that all the simulations presented in [2] were performed using isDNA, which
was also used to generate the pictures published therein. Summing up, the most
relevant features of isDNA are:

– Real-time visualization of pDNA MC simulations in 3D;
– Loading of GBK (GenBank) files containing the base-pairs sequences of

pDNA molecules;
– The user can choose between starting the simulations from a circular con-

formation or, alternatively, from a previously saved conformation generated,
for example, by a former isDNA simulation;

– The user can save conformations into a text file at any point of the pDNA
MC simulations;

– The user is allowed to adjust the MC simulation parameters according to
their own needs;

– The isDNA API can be fully integrated as a library in the source code of
any C++/OpenGL software;

– The isDNA GUI allows the user to choose between a 3D representation and
a simplified skeleton representation of a given pDNA molecule;

– The isDNA GUI allows the user to interact with the pDNA molecules in 3D.

In the future, we intend to improve the GUI with more user-friendly function-
alities like menus and buttons to save or load pDNA conformations and GKB
files, which at this point are only accessible to the API users. We also intend
to include adequate functionalities to export the graphical results to image files
with illustration quality. Another improvement can be the implementation of a
3D curve smoothing algorithm (like the one due to Kummerle and Pomplun [22]),
in order to eliminate sharp kinks that may occur in the simulated conformations.
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6 Conclusions

This paper presents isDNA, a novel software tool specifically developed for real-
time 3D visualization of pDNA molecules subject to Monte Carlo simulations. As
far as the authors know, this is the first software that has these funcionalities, i.e.,
the existing tools for DNA simulation do not include realistic 3D representation
of the molecules and the real-time visualization of the simulation course. These
objectives were achieved with the implementation of an adaptive algorithm for
DNA assembly that uses instances of the molecular surfaces of the nucleotides
as building blocks [1], together with the adoption of an efficient deformation
algorithm for pDNA MC simulations [2]. isDNA includes a GUI with basic 3D
interaction functionalities that provides a ready-to-use pDNA simulation and
visualization tool. Nevertheless, the isDNA API can be integrated into third-
party C++/OpenGL sofwtare tools.
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Abstract. We present novel molecular dynamics studies of transport properties
of RNA nanotubes. Specifically, we determine the velocity trajectories for the
phosphorous atom at the phosphate backbone of the RNA nanotube, the oxy-
gen atom at sugar ring, and the 23Na+and 35Cl−ions in physiological solutions.
At the constant temperature simulation it has been found that the fluctuation of
the velocities is small and consistent with simulation time. We have also pre-
sented the velocity autocorrelation function for the phosphorous atom in RNA
nanotubes that provides better insight into the diffusion direction of the system in
physiological solution. We compare our results calculated computationally with
the available experimental results.

1 Introduction

The RNA nanoclusters have a wide range of current and potential applications in a vari-
ety of fields, and in particular in nanomedicine. As a result, it is becoming increasingly
important to study the properties of these systems in solutions. Particularly, in studies
of transport phenomena, properties, and characteristics, including diffusion coefficients
and velocity autocorrelation functions for these systems, are the subject of interest. Sev-
eral experimental studies have been performed to analyze the diffusion coefficients of
the biomolecular systems [1,2,11,12]. Furthermore, substantial efforts were devoted to
computational studies where molecular dynamics simulations and other methodologies
were applied to DNA polymers (e.g. [8,14]). In some such cases the average diffusion
coefficient for the solvent as a function of the distance from the solute was reported. By
using the molecular dynamics simulation the diffusion coefficient for the single strand
RNA can also be calculated [15].

The self-diffusivity of the system of molecules under such studies in molecular dy-
namics simulations is defined by the random motion of the molecules in the media in
which the change of the mass flux is zero. The self-diffusion coefficient can be cal-
culated in two different ways. One is from the root mean square deviation and the
other one is from the velocity autocorrelation function. More specifically, once the mean
square deviation of the system is defined as

MSD(t1, t2) =
1
N

N

∑
i=1

‖xi(t2)− xi(t1)‖2, (1)
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Fig. 1. (Color online.)The VMD generated structure of the RNA nanotube with 5 rings in a phys-
iological solution (water molecules are not shown)

then the self-diffusion coefficient can be expressed as

Ds = lim
t→0

1
6Nt

N

∑
i=1

‖xi(t2)− xi(t1)‖2. (2)

The autocorrelation function of the system can be expressed as

VACF(t) =
< v(t)v(0)>

(v(0))2 . (3)

In the study of the dynamic properties of the system consisting of RNA nanoclusters we
use the structures modeled in the earlier studies [4,9,16]. However, unlike these earlier
papers our focus here is on the transport properties such as velocity trajectories, autocor-
relation functions and the diffusion coefficient of the nanocluster in physiological solu-
tions The building blocks for these RNA nanoclusters are based on the RNAIi/RNAIIi
complexes which are taken from the protein data bank with the pdb code (2bj2.pdb) [6].
A typical example of the RNA nanocluster in the physiological solution is presented in
Figure 1.

This contribution is organized as follows. In section 2, we describe computational
details used in our analysis of RNA nanoscale systems and highlight the main features
of this analysis. The results are presented and discussed in Section 3, while concluding
remarks are found in Section 4.
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2 Computational Details

In order to perform all atom molecular dynamics simulations on the RNA nanoclusters
we used CHARMM27 force field [10] implemented by NAMD package [7] The po-
tential of the system used during the molecular dynamics simulation using CHARMM
force filed can be expressed as follows:

Vtotal = ∑
bond

Kb(r− r0)
2 + ∑

angle

Kθ (θ −θ0)
2 + ∑

dihedral

Kφ (1+ cos(nφ− γ))

+ ∑
Hbond

(
Ci j

r12
i j

− Di j

r10
i j

)+ ∑
Vanderwaals

(
Ai j

r12
i j

− Bi j

r10
i j

)+∑ qi j

εri j
, (4)

where the first term corresponds to bonds, second corresponding to angle parameters,
the third term corresponds to the potential energy and interactions arised from the dihe-
dral angles in the molecular system, the fourth term defines the interaction coming from
the hydrogen bonds which includes the base pairing as well as the hydrogen bonding
between the RNA and the water molecules. Finally the last term in the potential expres-
sion represents the long distance interactions known as the (van der Waals’ interactions).
As it was done for the nanoclusters in [4,9] the modeling of RNA nanotube including
pre and post processing of the input-output files have been performed by using the visu-
alization software software VMD and gnuplot. The main features of our analysis here
are to calculate the velocity trajectory along the path of molecular dynamics simulation
and then to calculate the autocorrelation function which can later be used for calculation
of the diffusion properties of the RNA nanocluster in physiological solutions. We note
that the RNA-nanotube was solvated by the water in a water box. The size of the box is
taken in such a way that the distance wall of the water box is at a distance larger than
the cut off radius used in the MD simulation. In order to make the system neutral we
have added 594, 924, 1254 and 1584 23Na+ for two ring, three ring, four ring and five
ring nanotubes, respectively. Furthermore, in order to make the solution equivalent to
the physiological solution we have added extra 23Na+ and 35Cl− ions. This system was
simulated at constant temperature and pressure using NAMD software. The temperature
in the system is controlled by the Langevin method [5] with damping η = 5 ps−1.

3 Results and Discussion

Recently, we succeeded in describing RNA nanoclusters of variable sizes by using the
molecular dynamics techniques [3,4]. Specifically, we used the RNA building blocks
and self assembled them to construct the RNA nanotube using the VMD and the proto-
cols available in the software NAMD. Now, for these nanoclusters we have calculated
the trajectories for the velocities, focusing on atoms that may influence substantially
dynamical properties of these RNA nanoclusters. Hence, this contribution represents
a new steps in the study of transport properties including diffusion phenomena in the
RNA nanocluster that can be analyzed via molecular dynamics simulations. In partic-
ular the trajectories for the phosphorous atom in the phosphate backbone, the sodium
ion in physiological solution, the chloride ion and the oxygen atom at sugar ring of the



Transport Properties of RNA Nanotubes Using Molecular Dynamics Simulation 581

−0.6

−0.4

−0.2

 0

 0.2

 0.4

 0.6

 0.8

 0  100  200  300  400  500

V
el

oc
ity

Time / ps

(a) Vx at 310K
Vy at 310K
Vz at 310K

−0.6

−0.4

−0.2

 0

 0.2

 0.4

 0.6

 0.8

 0  100  200  300  400  500

V
el

oc
ity

Time / ps

(b) Vx at 310K
Vy at 310K
Vz at 310K

−0.6

−0.4

−0.2

 0

 0.2

 0.4

 0.6

 0.8

 0  100  200  300  400  500

V
el

oc
ity

Time / ps

(c) Vx at 310K
Vy at 310K
Vz at 310K

−0.8

−0.6

−0.4

−0.2

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  100  200  300  400  500

V
el

oc
ity

Time / ps

(d) Vx at 310K
Vy at 310K
Vz at 310K

Fig. 2. (color online)The trajectories of the velocity for (a) Phosphorus at the phosphate backbone
(b) Sodium ion in a physiological solution (c) Chloride ion in a physiological solution and (d)
The oxygen atom at a sugar ring

five ring RNA nanotube are presented in Figure 2. For each of the atoms the veloci-
ties have been tracked consistently along all directions i.e x, y, and z. From the plots it
is clear that the variation in the velocities during the molecular dynamics simulations
is small and consistent in all directions, given constant temperature. This consistency
of the velocity components during the MD simulation is due to the consistency of the
temperature, along with some variations due to damping. The nature of the fluctuation
of the velocities during molecular dynamics simulations is similar to the fluctuations
observed for the temperature reported in earlier studies [3,4]. This feature has been ob-
served because the classical velocities are proportional to the temperature of the system.
In Figure 3, we have also presented the results for the velocity autocorrelation function
in three different directions for the phosphorus atom in the RNA nanotube using molec-
ular dynamics velocity trajectories in physiological solutions. From the plots in Figure
3, we conclude that the variations of the velocity autocorrelation function(VACF) in
x direction is significantly different than those in the y and z directions. These veloc-
ity autocorrelation functions are primary characteristics for the estimates of diffusion
coefficients of the molecular systems under considerations.

Up till now, very limited experimental studies have been done for the diffusion prop-
erties of the RNA nanoclusters. However, it is worthwhile noting that some experi-
mental studies on the conformational diffusion coefficient for a typical biopolymer has
recently been performed by using the experimental technique force spectroscopy [13].
This shed further light on the inter chain motion in complex biological polymers.
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Fig. 3. (color online) Velocity autocorrelation function for the phosphorous atom in the RNA
nanotube using molecular dynamics simulation

4 Conclusions and Outlook

In this contribution, we presented new results on dynamic properties of RNA nanotubes,
in particular the velocity trajectories and velocity autocorrelation functions for P, O,
23Na+, and 35Cl−atoms during molecular dynamics simulations of RNA nanotubes in
physiological solutions. Such systems are of particular interest in nanomedical appli-
cations [4,9]. In typical NVT runs of constant temperature molecular dynamics sim-
ulations for these RNA nanotubes, we found that the velocity is fluctuating in all di-
rections rather uniformly. We have presented the VACFs, focusing on the phosphorous
atom at the phosphate backbone of the RNA nanotubes. At the same time, it would be
very interesting to calculate the VACFs for other atoms in order to better understand
the trend of their velocity variations in different directions. Using these autocorrelation
functions deduced from velocity trajectories, a detailed study of diffusion characteris-
tics of such systems represents an important avenue of future work that should provide
additional insight into transport phenomena in RNA nanotubes and their applications
in biomedicine as well as other fields. Finally, we note that, despite efficient coarse-
graining procedures, our current studies have been limited by severe computational
challenges and were naturally limited in time scales smaller than realistically required
for many biological processes. Longer simulations would provide a better understand-
ing about the transport properties of the RNA nanoclusters. Undoubtedly, these studies
should encourage experimentalists to do such kind of measurements that would provide
the diffusion parameters on the RNA nanoclusters.
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Abstract. A high-throughput virtual screening pipeline has been extended from 
single energetically minimized structure Molecular Mechanics/Generalized Born 
Surface Area (MM/GBSA) rescoring to ensemble-average MM/GBSA rescor-
ing. For validation, the binding affinities of a series of antithrombin ligands have 
been calculated by using the two MM/GBSA rescoring methods. The correlation 
coefficient (R2) of calculated and experimental binding free energies has been 
improved from 0.36 (for single-structure MM/GBSA rescoring) to 0.69 (for en-
semble-average one). Decomposition of the calculated binding free energy re-
veals the electrostatic interactions in both solute and solvent play an important 
role in determining the binding free energy. The increasing negative charge of 
the compounds provides a more favorable electrostatic energy change but creates 
a higher penalty for the solvation free energy. Such a penalty is compensated by 
the electrostatic energy change, which results in a better binding affinity. The 
best binder has the highest ligand efficiency.  

Keywords: MM/GBSA, Molecular dynamics, Binding Affinity, Antithrombin, 
Heparin. 

1 Introduction 

High-throughput virtual screening is an important tool for computer-aided drug discov-
ery. We have developed a high throughput virtual screening pipeline for in-silico 
screening of a virtual compound database using high performance computing (HPC) 
[1]. The previous pipeline consists of four modules: receptor/target preparation, ligand 
preparation, VinaLC docking calculation [2], and single-structure MM/GBSA rescoring. 
All modules are parallelized to exploit typical cluster-type supercomputers. The 
MM/GBSA method is selected for rescoring because it is the fastest force-field based 
method that computes the free energy of binding, as compared to the other computa-
tional free energy methods, such as free energy perturbation (FEP) or thermodynamic 

                                                           
* Corresponding author. 
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integration (TI) methods [3]. The MM/GBSA method has been widely exploited in free 
energy calculations [4, 5]. One of the notable features of this pipeline is an automated 
receptor preparation scheme with unsupervised binding site identification, which 
enables automatically running the whole pipeline with little or no human intervention. 
Perez-Sanchez and co-workers have developed a similar approach to improve drug 
discovery using massively parallel GPU hardware instead of supercomputers [6]. Their 
GPU-based program, BINDSURF [7], takes advantage of massively parallel and high 
arithmetic intensity of GPUs to speed-up the calculation in low cost desktop machine. 

In this study, we have extended our pipeline from single-structure to ensemble-
average MM/GSBA rescoring. To validate the new approach, we have gathered a 
panel of antithrombin ligands (Figure 1), including heparin and non-polysaccharide 
scaffold compounds. For the purpose of comparison, both single-structure and en-
semble-average MM/GSBA rescoring are employed in the binding affinity calcula-
tions of antithrombin ligands. We must point out that estimation/calculations of en-
tropy term are tricky. In most scenarios, the entropy term is neglected in the calcula-
tion for relative free binding energies. Quite a few researchers dispute the benefits of 
including the entropy term, which can be a major source of error due to the drawback 
of the entropy calculation method [8, 9], despite others who advocate its usage [10]. 
We choose to neglect the entropy term in our calculations. 

 

 

Fig. 1. Compounds targeting antithrombin. Compound NTP is a synthetic pentasaccharide 
compound from the crystal structure (PDB ID: 1AZX). 

Antithrombin is a glycoprotein that plays a crucial role in the regulation of blood 
coagulation by inactivating several enzymes of the coagulation system and, thus, is an 
important drug target for the anticoagulant treatment. Antithrombin has two major 
isoforms, α and β, in the blood circulation [11]. α-Antithrombin is the dominant form 
of antithrombin and consists of 432 amino acids with 4 glycosylation sites, where an 
oligosaccharide occupyies each glycosylation site [12]. Heparin is the first compound 
that was identified and used as an anticoagulant and antithrombotic agent. It is a sul-
fated polysaccharide containing a specific pentasaccharide fragment (Figure 1, NTP) 
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that binds and activates the antithrombin [13]. This binding localized the function of an-
tithrombin to inhibition of serine proteases in the coagulation cascade in the bloodstream, 
which allows coagulant activity in damaged tissue outside the vascular system [12]. 

Due to increasing interests in clinical applications, computational studies have 
been carried out to investigate the structure and behavior of antithrombin. Verli and 
co-workers performed molecular dynamics simulations to study the induced-fit me-
chanism of the antithrombin-heparin interaction and effects of glycosylation on hepa-
rin binding [14, 15]. Several detailed conformational changes associated with heparin 
binding to antithrombin were revealed. They also confirmed an intermediate state 
between the native and activated forms of antithrombin. Because of the weak surface 
complementarity and the high charge density of the sulfated sugar chain, the docking 
of heparin to its protein partners presents a challenging task for computational dock-
ing. Wade and Bitomsky developed a protocol that can predict the heparin binding 
site correctly [16]. Navarro-Fernandez and colleagues screened a large database in 
silico by using FlexScreen docking program [17] and identified a new, non-
polysaccharide scaffold able to interact with the heparin binding domain of antith-
rombin [18]. They predicted D-myo-inositol 3,4,5,6-tetrakisphosphate (Figure1, 
L1C4) to strongly interact with antithrombin, which was confirmed by experimental 
binding affinity study.  

Here, we carried out molecular dynamics (MD) simulations of ligand recognition 
upon binding antithrombin and calculate the ligand binding affinity, using the ensem-
ble-average MM/GBSA rescoring method, as a complementary study to previous 
docking works [16, 18]. The advantage of long-time MD simulations is that more 
configurational space can be explored and dynamical properties of systems can be 
revealed. 

2 Method 

The initial structure for the antithrombin complex with Compound NTP is obtained 
from the PDB bank (PDB ID: 1AZX). The initial structures for the antithrombin 
complex with the other 6 ligands (Figure 1) are obtained from the FlexScreen docking 
program [17]. The MM/GBSA calculations are applied to these initial structures by 
using our in-house developed pipeline [1, 2] and Amber molecular simulation pack-
age [19]. The Amber forcefield f99SB [19] is employed in the calculation for the 
antithrombin receptor. Ligands use the Amber GAFF forcefield [20] as determined by 
the Antechamber program [21] in the Amber package. Partial charges of ligands are 
calculated using the AM1-BCC method [22]. The fourth module of the pipeline is 
employed for the single-structure MM/GBSA calculation, where the receptor-ligand 
complexes are energetically minimized by the MM/GBSA method implemented in 
the Sander program of the Amber package [23]. The atomic radii developed by Onu-
friev and coworkers (Amber input parameter igb=5) are chosen for all GB calcula-
tions [24]. For the ensemble-average MM/GBSA rescoring, energetically minimized 
structures from single-structure MM/GBSA rescoring are served as initial structures. 
The systems are heated from 0 K to room temperature, 300 K. The MD simulations 



 Molecular Dynamics Simulations of Ligand Recognition upon Binding Antithrombin 587 

with a time step of 2 fs for the integration of the equations of motion are carried out at 
room temperature. The systems are equilibrated at room temperature for 500 ps. Each 
MD trajectory is followed to 100 ns after equilibrium. Binding affinities of antithrom-
bin and its 7 ligands are calculated by post-processing the ensembles of structures 
extracted from MD trajectories using MM/GBSA calculations. In the MM/GBSA 
calculation, the binding free energy between a receptor and a ligand is calculated 
using the following equations: 

 
∆Gbind =Gcomplex -Greceptor –Gligand                              (1) 
∆Gbind =∆H-T∆S ∆Egas +∆Gsol -T∆S                (2) 

  ∆Egas = ∆Eint +∆EELE +∆EVDW     (3) 

∆Gsol = ∆GGB + ∆GSurf                              (4) 

 
The binding free energy (∆Gbind) is decomposed into different energy terms. Be-

cause the structures of complex, receptor, and ligand are extracted from the same tra-
jectory, the internal energy change (∆Eint) is canceled. Thus, the gas-phase interaction 

energy (∆Egas) between the receptor and the ligand is the sum of electrostatic (∆EELE) 

and van der Waals (∆EVDW) interaction energies. The solvation free energy (∆Gsol) is 

divided into the polar and non-polar energy terms. The polar solvation energy (∆GGB) 
is calculated by using the GB model. The non-polar contribution is calculated based on 

the solvent-accessible surface area (∆GSurf). A value of 80 is used for the solvent di-
electric constant, and the solute dielectric constant is set to 1. The calculated binding 
free energy (∆Gbind) is the sum of the gas-phase interaction energy and solvation free 

energy because we neglect the entropy term. The experimental binding free energy is 
estimated from the experimental dissociation constant (Kd) by the equation: 

 
∆GExp =RT·ln(Kd)    (5) 

 
where R is the gas constant, and T is the temperature. 

3 Results and Discussion 

The calculated binding free energies of seven antithrombin ligands using the ensemble-
average MM/GBSA rescoring are shown in Table 1 together with their corresponding 
experimental values. Each calculated binding free energy is averaged from snapshots 
extracted from 100 ns MD trajectories. Except for Compound L1C1, all the antithrom-
bin ligands have experimental binding free energies. As determined experimentally, 
Compound L1C4 is the best binder with a Kd value of 0.088 uM [18]. As predicted by 
the MM/GBSA method, Compound L1C4 has the most negative binding free energy (-
308.01 kcal/mol), which is in agreement with the experimental results. The second best 
binder as predicted by the MM/GBSA calculation is Compound NTP with a calculated 
binding free energy of -279.57 kcal/mol, confirming the experimental ranking relative 
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to Compound L1C4. Compound L1C2 is predicted to have the worst binding free 
energy of the six ligands, which is also in agreement with its experimental ranking 
value. In summary, the MM/GBSA calculations rank the binding affinities of all six 
antithrombin ligands in same exact order as that of experimental binding free energy 
rankings.  

Table 1. Calculated and experimental binding free energies (kcal/mol) of antithrombin ligands 

Cmpd ΔEELE ΔEVDW ΔEgas ΔGSurf ΔGGB ΔGGB-ELE ΔGSol ΔGbind Kd(uM) ΔGExp 

L1C1 -552.67 -23.68 -576.35 -2.75 480.12 -72.55 477.37 -98.97 - - 

L1C2 -442.99 0.47 -442.52 -1.20 417.60 -25.39 416.41 -26.11 13700 -2.54 

L1C3 -836.77 -39.96 -876.73 -4.06 781.94 -54.83 777.88 -98.85 10.02 -6.81 

L1C4 -1599.09 33.02 -1566.07 -2.98 1261.05 -338.04 1258.07 -308.01 0.088 -9.62 

L1C5 -613.30 -19.00 -632.31 -2.57 525.82 -87.48 523.25 -109.06 0.69 -8.40 

L1C6 -818.73 8.21 -810.52 -1.54 752.94 -65.79 751.41 -59.11 17.52 -6.48 

NTP -2598.87 -60.89 -2659.76 -7.58 2387.77 -211.09 2380.20 -279.57 0.104 -9.52 

 
The calculated binding free energies of six antithrombin ligands using the ensem-

ble-average MM/GBSA rescoring have been plotted against the free energies derived 
from experimental dissociation constants. The correlation coefficient (R2) is 0.69, 
which indicates good correlation between the calculated and experimental values 
(Figure 2). By comparison, the correlation coefficient calculated by single-structure 
MM/GBSA is only 0.36, and Compound NTP is predicted to be the best binder, in-
stead of Compound L1C4. Thus, using the ensemble-average MM/GBSA rescoring 
method significantly improves the accuracy of the prediction over the single-structure 
MM/GBSA rescoring. 

As shown in Figure 1, all antithrombin 
ligands contain negatively charged 
groups, suggesting electrostatic interac-
tions should be a key factor in the bind-
ing affinity. Compound NTP has a total 
charge of -11, and Compound L1C4 has 
a total charge of -8. By decomposing the 
binding free energy, Compound NTP and 
L1C4 have the largest electrostatic ener-
gy changes upon binding in both gas 
phase (ΔEELE) and GB solvent (ΔGGB-ELE). 
The energy change upon binding in gas 
phase is equivalent to the energy change 
upon binding for the solute. Thus, in other 
words, Compound NTP and L1C4 have 
the largest electrostatic energy changes 
upon binding in solute and solvent. In contrast, Compound L1C2 has the smallest 
electrostatic energy changes in solute and solvent. Although Compound L1C4 has the 
least favorable van der Waals energy change upon binding, the electrostatic energy 

Fig. 2. The scatter plot of calculated MM/GBSA 
binding free energy versus experimental binding 
affinity estimated from dissociation constant 
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change compensates significantly. For all ligands, the van der Waals energy changes 
(ΔEVDW) upon binding are less than the electrostatic energy changes (ΔEELE) by 1-2 
orders of magnitude. The contribution of the van der Waals energy change has been 
overpowered by the electrostatic energy change. Non-polar contribution of solvation 
free energy of Compound NTP and L1C3 are more negative than that of the other 
compounds because the sizes of Compound NTP and L1C3 are larger than the other 
compounds. Nevertheless, non-polar contributions for all compounds are small. The 
non-polar contribution is overwhelmed by the polar contribution of solvation free 
energy. Thus, the two major factors to determine the binding affinity are the electros-
tatic energy change and solvation free energy change. The larger the total charge of 
the compound, the larger the penalty cost is for solvation free energy. However, high 
penalty for large total charge of compound has been paid by the large favorable elec-
trostatic energy changes. Although the electrostatic energy change of Compound 
L1C4 is less than that of Compound NTP, Compound L1C4 needs less compensation 
for the solvation free energy. Thus, Compound L1C4 is a better binder than Com-
pound NTP. 

Hydrogen bonding analysis determines the numbers of hydrogen bonds to antith-
rombin that are persistent at >20% of the time. Compound NTP has 40 hydrogen 
bonds to antithrombin, while L1C4 has 25 hydrogen bonds. For Compounds L1C1, 
L1C2, L1C3, L1C5, and L1C6, that number of hydrogen bonds are 5, 10, 12, 12, and 
12, respectively. Taking the molecular weight into account and using a similar ap-
proach as Reynolds’ ligand efficiency method [25], Compound L1C4 has the highest 
ligand efficiency.  

 

 

Fig. 3. Initial structures of Compounds L1C4 (A) and NTP (B) complexed with antithrombin 

Compound L1C4 forms double hydrogen bonds with Arg47 (Figure 3A). One hy-
drogen bond (O6-HH21-NH2) has 94.81% persistence, and the other one (O6-HE-
NE) has 89.55%. The average hydrogen bond distances between the heavy atoms are 
2.74 Å and 2.70 Å, respectively.  Compound L1C4 has strong hydrogen bonds with 
Arg47, and one of the four phosphate groups from Compound L1C4 is locked to the 
Arg47. According to the hydrogen bonding analysis, Compound L1C4 is also hydro-
gen bonded to Arg46, Arg13, Lys114, Lys11, Lys125, and Asn45, which are key 

A B 
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residues to the binding process. We find that the binding of Compound L1C4 to an-
tithrombin is non-specific. Except for the phosphate group locked to Arg47, the other 
three phosphate groups of Compound L1C4 can rotate so that key residues can form 
hydrogen bonds to different oxygen atoms of phosphate at different times during the 
MD trajectory. Notably, Arg13 starts far away from Compound L1C4 in the initial 
conformation. After 8 ns of MD simulation, Arg13 begins to make hydrogen bonds 
with the phosphate group of Compound L1C4, which suggests that long-time MD 
simulations are essential to obtaining accurate binding affinities. As shown in Figure 
3B, Compound NTP makes hydrogen bonds to antithrombin mainly via its negatively 
charged sulfate groups. Compound NTP forms high persistent hydrogen bonds with 
Arg13, Arg129, Arg47, and Asn45 (70~88%) and forms medium persistent hydrogen 
bonds with Arg132, Lys125, and Thr44 (43~66%). Only relatively weak hydrogen 
bonds are observed with Arg46, LYS114 and LYS11.  

Navarro-Fernandez and colleagues have also predicted the interacting residues by 
using FlexScreen scoring function [17]. For compound L1C4, they identified Lys11, 
Asn45, Arg46, Arg47, Lys114, and Lys125 as key residues, but Arg13 is missing 
from their list. For the Compound L1C4 docking calculation, they used the receptor 
structure from the X-ray crystal structure of antithrombin complexed with Compound 
NTP. Thus, the initial receptor structure for Compound L1C4 docking is biased. 
Docking calculations usually hold the receptor protein rigid. A few docking programs 
are able to have set side-chains of key residues in receptor as flexible. However, most 
docking programs cannot sample the larger configuration space for the whole ligand-
receptor complex. From our MD simulations, we find that Arg13 is quite flexible and 
can be adjusted to accommodate both large (e.g. Compound NTP) and small (e.g. 
Compound L1C4) compounds, which shows the advantages of using MD simulations 
over simple docking calculations. 

Judging from the hydrogen bond analysis on Compound L1C4 and NTP, Arg47, 
Arg13, and Asn45 play crucial roles in the antithrombin binding process. Antithrom-
bin provides multiple sulfate/phosphate binding sites, consisting of mostly positively 
charged residues (arginine, lysine) and neutral charged residues that can provide rich 
hydrogen bond donors/acceptors (asparagine). All four phosphate groups of Com-
pound L1C4 form hydrogen bonds with antithrombin while not all the sulfate groups 
of Compound NTP can form hydrogen bonds with antithrombin. As pointed out 
above, introducing positively charged group in the ligand will result in a penalty for 
solvation free energy. If adding a positively charged group cannot form favorable 
interactions (e.g. hydrogen bonding), ligand efficiency will be reduced, explaining 
why Compound L1C4 has higher ligand efficiency than Compound NTP.  

Comparing the results from single-structure and ensemble-average MM/GBSA 
rescoring, the latter yields more accurate results. The ensemble-average MM/GBSA 
rescoring ranks the binding affinities of antithrombin ligands in the order that agrees 
with the experimental results. The advantage of ensemble-average MM/GBSA rescor-
ing is that the binding affinity is averaged from an ensemble of structures extracted 
from long-time MD simulations. Long-time MD simulations can explore more confi-
guration space and find energetically favorable configurations, which could offset the 
bias of initial structures. This can be verified in the MD trajectory of Compound 
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L1C4. Arg13 is observed to form hydrogen bonds with the phosphate group of Com-
pound L1C4 after 8 ns of MD simulation.  

The ensemble-average MM/GBSA rescoring method is relatively accurate com-
pared to single-structure MM/GBSA. However, the method to obtain an ensemble of 
structures, long-time MD simulations, is computationally intensive. Since the drug-
like virtual libraries often contain millions of compounds, high-throughput virtual 
screening could be very costly, if using a more accurate but expensive method at the 
very beginning of the screening.  To bridge the gap, our virtual screening pipeline 
uses a down-select scheme to screen large virtual compound libraries. A standard 
procedure to run the pipeline is to down-select compounds after they pass each 
screening method as implemented in the pipeline. The first screening method in the 
pipeline is VinaLC docking, which can dock one million compounds in 1.4 h on about 
15K CPUs [2]. Top ranked poses of down-selected compounds after docking are res-
cored using a single-structure MM/GBSA rescoring method. Finally, the most expen-
sive ensemble-average MM/GBSA rescoring method in the pipeline can be applied to 
an amenable number of compounds down-selected after single-structure MM/GBSA 
rescoring, providing the accuracy needed for a fewer number of compounds.   

4 Conclusion 

In this article, we introduce a new addition, ensemble-average MM/GBSA rescoring, 
to our virtual screening pipeline. As a proof of concept, we calculated the binding 
affinities of seven antithrombin ligands by employing the previous single-structure 
MM/GBSA rescoring method and newly developed ensemble-average MM/GBSA 
rescoring method. The correlation coefficient of calculated and experimental binding 
affinities is improved from 0.36 to 0.69 when using ensemble-average MM/GBSA 
rescoring. The rank order of calculated binding free energies using ensemble-average 
MM/GBSA rescoring exactly matches the experimentally derived free energies. We 
demonstrate that long-time MD trajectory can explore more configuration space and 
find energetically favorable configurations so that it can offset the bias of initial struc-
tures and improve the accuracy of binding affinity prediction. The electrostatic inte-
ractions in both solute and solvent contribute favorably to the binding free energy. 
Adding more negatively charged groups to the ligand provides more favorable elec-
trostatic energy change. However, it creates a higher penalty for the solvation free 
energy simultaneously. The penalty can be compensated for by forming more hydro-
gen bonds as more negatively charged groups are added into the ligand. The negative-
ly charge groups added to the ligand must actively interact with receptor by forming 
hydrogen bonds to achieve high ligand efficiency. Compound L1C4 has higher ligand 
efficiency because it uses all its phosphate groups to form hydrogen bonds with an-
tithrombin while Compound NTP does not. 
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Abstract. Experimental evidence indicates that haemodynamic stimuli influ-
ence some properties of the arterial endothelium, such as cell geometry and 
permeability, leading to possible accumulation of blood-borne macromolecules 
and initiation of atherosclerosis. Patient-specific computational models are able 
to capture complex haemodynamic characteristics to explore and analyse the 
development of these diseases in silico. Patient-specific models are particularly 
beneficial in the case of aortic dissection (AD), a condition in which the aortic wall 
is split in two, creating a true and a false lumen.  In this condition, the proportion  
of blood through the main vessel and the main aortic branches is substantially  
modified and malperfusion (lack of blood supply) of the downstream vessels is  
often observed. Furthermore, AD alters the haemodynamics downstream of the  
lesion, potentially leading to the formation of atherosclerotic plaques at the iliac  
bifurcation. In order to correctly approximate the haemodynamic changes and  
analyse the role they play in the development of atherosclerosis formations in AD 
patients, a combined multiscale methodology is required. In this study, both, blood 
flow through an iliac bifurcation of a patient suffering from type-B aortic dissection 
and endothelium behavior are analysed, in order to investigate atherosclerosis  
formation.  

1 Introduction 

Cardiovascular diseases are the leading cause of death in developed countries [1]. 
Thoracic aortic diseases occur between 16 to 10 per 100000 per year for both men and 
women in Europe [2], among which, aortic dissection (AD), and its associated vascu-
lar diseases and further complications, are relatively poorly understood. One of these 
complication is calcification of the aortic wall, which carries with it significant risks 
and increased mortality rates [3, 4]. AD is initiated by the formation of a cleavage in 
the intimal layer of the aortic vessel wall, allowing blood to enter the vessel wall, 
                                                           
* Corresponding author. 



 Predicting Atherosclerotic Plaque Location in an Iliac Bifurcation 595 

forming a pathway between the layers and creating a so called false lumen (FL), as 
opposed to the true lumen (TL).  AD is highly prevalent in patients with hereditary 
connective tissue disorders such as Ehler-Danlos and Marfan syndrome [1, 5, 6], 
which would potentially affect the aortic wall distensibility, stiffness and tissue fragil-
ity [7, 8]. It has been reported that 31% of patients suffering from AD have a history 
of plaque formation [9] and atherosclerosis has been shown to be a major post-
operative factor in the mortality rate for dissections involving the descending part of 
the aorta (Stanford  type-B) [10] (as opposed to the ascending aorta: Stanford type-A). 
Calcification is present in both the TL and FL, as well as downstream of the dissected 
region [11, 12]. The dissection causes a pathological haemodynamic environment, 
prone to calcification of the vessel wall and atherosclerotic plaque formation down-
stream of the dissected thoracic aorta at the iliac bifurcation. 

The process of atherosclerotic plaque formation is complex, multifactorial and sys-
temic. Experimental evidence indicates that haemodynamic stimuli influence some 
properties of the arterial endothelium, such as cell geometry and permeability, leading 
to possible accumulation of blood-borne macromolecules (e.g. Low Density Lipo-
proteins – LDL) and initiation of atherosclerosis. In the early stages of the disease, an 
accumulation of lipid-laden macrophages (foam cells) is observed in the subendothe-
lium. As the disease develops, smooth muscles cells and fibrous tissue accumulate.  
Formation of lesions is promoted by plasma proteins carrying elevated levels of cho-
lesterol and triglycerides. Clinical manifestations of atherosclerosis, including coro-
nary artery disease, cerebrovascular disease, and peripheral arterial disease, occur in 2 
of 3 men and 1 in 2 women over the age of 40 [13].  

The management of these combined, complex conditions proves to be challenging 
for clinicians. Patient-specific computational models are able to capture complex hae-
modynamic characteristics to explore and analyse the development of these diseases in 
silico. Patient-specific models are particularly beneficial in the case of AD, as the pro-
portion of blood through the aorta and the aortic branches is substantially modified and 
malperfusion (lack of blood supply) of the downstream vessels is often observed [5, 
14]. AD also alters the haemodynamics downstream of the lesion, potentially leading 
to the formation of atherosclerotic plaques at the iliac bifurcation. To correctly approx-
imate the haemodynamic changes and analyse the role they play in the development of 
atherosclerosis formation in AD patients, a combined multiscale methodology is re-
quired. Several studies have been carried out to analyse haemodynamic parameters 
such as pressure, flow and wall shear stress (WSS) through the iliac arteries [15, 16]. 
Kim et al. [17] used a lagrangian method for the boundary conditions (BCs) for exam-
ple, while others have used electrical analogues to represent the characteristics of the 
downstream and upstream vasculature in dissected aortae. 

In this study, simulation of the blood flow through an iliac bifurcation of a patient 
suffering from type-B aortic dissection is used to estimate locations of atherogenesis 
using a mathematical model of atherosclerosis which includes the modelling of LDL 
transport from the lumen into the arterial wall (through the endothelium) using a 
three-pore modelling approach [18] and based in previous work [19, 20]. 

In order to capture detailed haemodynamic values that will affect the formation of 
plaque in individual patients, realistic fluid simulations are required and this requires 
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appropriate model definition.  In this work, the pressure and flow rate at each boun-
dary change during the cardiac cycle, a feature that is captured by the simulation by 
using dynamic boundary conditions. Coupling the three-dimensional (3D) domain 
with Windkessel models is an approach that can account for the interdependent time 
varying flow and pressure values along the patient’s cardiac cycle [21, 22].  The chal-
lenge in applying this approach is the estimation of the Windkessel parameters (resis-
tance or compliance) and there is no agreed methodology on how to select these  [23].  

In this paper, a numerical simulation to investigate the possibility of plaque forma-
tion in an individual patient is produced. The blood flow through a patient-specific 
iliac bifurcation is simulated by coupling the 3D domain to the three element Wind-
kessel models at each of the (3D) domain’s outlets. The Windkessel parameters are 
tuned using the invasive pressure measurements acquired on the same patient prior to 
the simulation.  These results are then coupled to an endothelial permeability model, 
as explained in Sections 2 and 3 in order to predict locations of atherosclerosis, using 
a ‘virtual follow-up’ approach.  

2 Methods  

2.1 Geometry 

An iliac bifurcation from a 54 year-old female patient suffering from type-B dissec-
tion and atherosclerosis was segmented from MSCT images (Ethics Reference num-
ber 13/EM/0143), obtained at University College Hospital (UCH). The 3D geometry 
was reconstructed from approximately 200 CT slices using ScanIP (Simpleware Ltd. 
UK).  In order to segment the region of interest (the fluid domain), multiple thre-
sholds and flood fills were applied to select the iliac arteries (IAs). Dilatation was 
used for ensure all pixels within the domain were selected. In order to miminise pix-
elisation artefacts, the final mask was smoothed using recursive Gaussian and median 
filters. Existing atherosclerotic formations observed in the images (identified by par-
ticularly bright regions at the vessel walls) were virtually removed to obtain a patent 
lumen. This geometry was then used to predict locations of atherosclerosis in the pa-
tient, using a ‘virtual follow-up’ approach. The final geometry can be seen in Figure 
1a, which shows the flow inlet at the distal abdominal aorta (DA) and four outlets of 
left and right, internal and external IAs (Rext, Rint,  Lext, Lint). Figure 1b shows the athe-
rosclerotic plaque visible in the lumen (upper panel) and segmented using ScanIP. 
The blue and yellow mask (lower panel), representing the lumen and plaque were 
added together to create a single lumen (virtually removing the plaque regions).  All 
boundaries were cropped to provide flat surfaces.  

2.2 Computational Fluid Dynamics 

Blood was considered to be an incompressible fluid with a density of 1056 kg m-3. To 
model the non-Newtonian properties of the blood flow, the Carreau-Yasuda model 
was used with parameters defined by Gijsen et al. [24]. The flow was considered to be 
laminar. The pressure wave at the DA from a previous study on the same patient [22]  
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The derivative terms are calculated using the backward Euler method. The vessel 
wall was assumed to be rigid with no slip condition and a time step of 5 ms was used 
for the simulation.  

In order to define the parameters of the Windkessel models, a tuning methodology 
was used to match invasive pressure measurements, which were available 3 cm up-
stream and 20 cm downstream, of the iliac bifurcation. Detailed analysis of this me-
thodology was reported in a previous study[22].  

2.3 Atherogenesis 

A mathematical model describing the processes related to the early stages of atheros-
clerosis was implemented.  Here, low density lipoprotein (LDL) is transported from 
the artery lumen into the arterial wall, taking into account the effects of local wall 
shear stress (WSS) on the endothelial cell layer and its pathways of volume and solute 
flux (see [19] and [20] for more details). The endothelium is described with a three-
pore modelling approach, taking into consideration the contributions of the vesicular 
pathway, normal junctions, and leaky junctions.  The fraction of leaky junctions is 
calculated as a function of the local WSS based on previous models and published 
experimental data [18, 19] and is used in conjunction with pore theory to determine 
the transport properties of this pathway.  

It is assumed that the endothelium is influenced by the mechanical stimuli exerted 
by the blood flow. Experimental findings show that in areas of altered hemodynamics, 
endothelial cells do not have a typical cobblestone shape, but a more circular shape 
instead and exhibit increased permeability. The model uses a relationship between 
endothelial permeability and local WSS based on the Endothelial Cell Shape Index 
(ECSI) taken after experimental findings [25]. ECSI is related to the cellular shape 
and takes values from zero to one, i.e. a circle has an ECSI of one whilst a straight 
line has an ECSI of zero. The relationship between WSS and ECSI was modelled as 
shown in equation (2): 

 0.380 . 0.225 . (2)
 
To model the LDL transport through the endothelium, a modified version of the Ke-
dem Ketchalsky's equations for membrane transport was used [19, 20]: 
                                   ∆ ∆   
 

(3) 
 

, 1 1  
 

 

(4) 

 

                                                              
 

(5) 

 
where Jv is the volumetric flux through the endothelium,  Lp is the hydraulic conduc-
tivity, ∆pend is the pressure difference through the endothelium, σd is the osmotic 
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reflection coefficient and ΔΠ is the osmotic pressure.  The solute flux, Js, can be 
divided into a convective component and a diffusive component (Equation 5). Pi is 
the diffusive permeability, Pe the modified Peclet number, cw,end the LDL concentra-
tion at the sub-endothelial layer and σ the solvent drag coefficient. 

As previously mentioned, three main penetration pathways were considered: leaky 
junctions, normal junctions and vesicular pathways [19]. The model considers that the 
bulk volume flux through the endothelial membrane is given by:  
                            , ,   
 

(6) 
 
where Jv,lj is the flux through leaky junctions and Jv,nj is the flux through normal junc-
tions.  Following the ‘three-pore theory’ [18], solute flux only occurs through endo-
thelial leaky cell junctions and vesicles: 
 , ,   
 

(7) 
  
where the solute flux through the vesicular pathway (Js,v) is calculated as 10% of the 
solute flux through the leaky junction pathway (Js,,lj) [18].  

Leaky cells have high permeability to LDL, which can be linked to the magnitude 
of WSS acting on the endothelium. Experimental findings show that in areas of low 
WSS and high ECSI, the number of mitotic cells (MC) is increased, leading to [18]: 

 0.003739 . · (8) 
 
Within the endothelium, it has been shown that the quantity of leaky mitotic cells is 
approximately 80.5% and since these represent approximately 45.3% of the total 
number of leaky cells (LC) in that area [26], the number of LC was calculated as: 
 

 0.307 0.805       (9) 
 
The ratio of endothelium (φ) covered by LCs is calculated as: 
 

 
     (10) 

 
where Rcell is the radius. Using these values, the transport properties of the endothe-
lium can be determined. The total hydraulic conductivity of the endothelial leaky 
junctions (Lp,lj) is defined as: 
 

 , · ,  (11) 
 

where Lp,slj is the hydraulic conductivity of a single leaky junction, w and llj are the 
half-width (20 nm) and the length (2 µm) of the LJ [27, 28]. 
 

, 3  (12) 
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As expected, regions with low WSS show higher values for ECSI and Lp (having a 
similar pattern as OSI).  Higher values of ECSI imply a higher number of endothelial 
cells producing leaky junctions, which in turn, would increase the permeability of the 
endothelium in those regions. Lp is inversely related to the resistance to mass flow 
provided by the endothelium, so higher values of Lp are associated with higher values 
of endothelial permeability. Thus regions where Lp is higher are expected to be more 
prone to develop atherosclerosis.  Normal junctions in the endothelium will decrease 
in regions where the LDL flux through leaky junctions increases. This is normally 
most pronounced around the flow separation and reattachment points, where WSS is 
low. The increase in LDL flux through leaky junctions is the result of the increased 
number of leaky junctions themselves, combined with a decreased flow resistance 
through the entire leaky junction pathway. Because normal junctions and leaky junc-
tions are parallel pathways, the decreased flow resistance of the leaky junction path-
way leads to a decrease in the LDL flux through the normal junction pathway. 

The areas that the model identified as prone to atherosclerosis formation were 
compared to the plaque distribution observed in the patient, prior to the virtual re-
moval. The technique was able to predict the key locations of plaque formation, pro-
viding validation for the approach.  

5 Conclusions 

Given the difficulties in preventive diagnosis and clinical management of the disease, 
patient-specific computational models of atherosclerosis can offer much needed help 
by allowing the study of plaque formation in silico for individual patients. Under-
standing the effects that different haemodynamic modelling approaches and haemo-
dynamic parameters have on the accuracy of detection of the atherosclerotic areas can 
lead to an improvement of in silico modelling techniques for atherosclerosis. These 
scenarios are currently being tested in the vascular services unit at UCH.  
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Abstract. Network modeling of high throughput biological data has emerged as 
a popular tool for analysis in the past decade. Among the many types of net-
works available, the correlation network model is typically used to represent 
gene expression data generated via microarray or RNAseq, and many of the 
structures found within the correlation network have been found to correspond 
to biological function. The recently described gateway node is a gene that is 
found structurally to be co-regulated with distinct groups of genes at different 
conditions or treatments; the resulting structure is typically two clusters con-
nected by one or a few nodes within a multi-state network. As network size and 
dimensionality grows, however, the methods proposed to identify these gateway 
nodes require parallelization to remain efficient and computationally feasible. 
In this research we present our method for identifying gateway nodes in three 
datasets using a high performance computing environment: quiescence in Sac-
charomyces cerevisiae, brain aging in Mus Musculus, and the effects of creatine 
on aging in Mus musculus. We find that our parallel method improves runtime 
and performs equally as well as sequential approach.  

Keywords: high performance computing, parallel algorithms, correlation net-
works, gateway nodes. 

1 Introduction 

As the popularity of network modeling for big biological data grows, the need for 
algorithms and methods that can analyze these data grows with it. Network modeling 
in biological data came of age in 2001 with the finding of small world property in 
complex system [12]; protein-protein interaction networks were one of the models 
analyzed. Then came the structure-function correspondence: in PPI’s, hub nodes are 
speculated to be linked with essential genes or proteins [3, 11, 12]; nodes in a clique 
tend to correspond to proteins in complex [3,7,10,16] , and the disassortativity of hubs 
could suggest that hub proteins are ancestral in nature [17]. The correlation network, 
where genes are represented as nodes, finds some measure of correlation between gene 
expression patterns to determine a relationship [13]. For example, linear relationships 
can be captured by the Pearson Correlation coefficient; networks built using this 
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measure have been found to tend toward assortativity [17], to have a lower hub 
lethality rate [5], and to contain clusters whose manipulation suggests that the 
expression system is robust to minor changes [6,7].  

The goal of the identification of gateway nodes is to identify the key genes in 
mechanistic changes between states. Gene expression experiments, particularly where 
sample size is large, provide an ideal experimental setup where comparison of states 
(treated, untreated or different time points) can occur while other key parameters are 
held consistent (tissue type, organism type and strain, etc). As such, in this research, 
we identify three datasets and the gateway nodes between the states found within them. 
Then, we take this gateway node analysis approach and parallelize it.  

The recent integration of high performance computing approaches and 
bioinformatics or biomedical informatics methods approaches have allowed for 
massive strides in systems biology, or the identification of the mechanistic dynamics of 
a system as a whole. Previous work in this area, for example, has improved sequence 
assembly via Energy Aware parallelization, which minimizes energy and 
computational resources while improving runtime [21]. This marriage of computing 
and biological expertise is critical in the advancement of technologies designed to 
diagnose and prevent diseases, and as such, continued research in this area is critical.  

 

 

Fig. 1. The sequential versus naively parallel gateway nodes analysis. On the left, we have two 
networks, which after clustering, need to have a sequential pairwise comparison of clusters. In 
the parallel approach, a scheduler (the master node) takes the number of jobs and distributes 
them evenly among nodes (worker nodes). 

2 Experimental Suite 

In this research, three datasets are presented to highlight the computational and biological 
power of the parallel gateway analysis. Known datasets were drawn from NCBI’s Gene 
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Expression Omnibus [9]. The first uses a model organism, Saccharomyces cerevisiae; 
this dataset is chosen for the vast array of knowledge available about the yeast organism, 
which allows for a more confident biological assessment of the gateway node functio-
nality without actually performing any experiments in vivo. The second, GSE5078, is one 
of the datasets used in the original gateway node analysis; this dataset is used largely to 
determine if the same gateway nodes are identified sequentially versus in parallel. The 
final dataset is chosen for its large network size (more specifically, larger number of 
clusters) to highlight the scalability of the parallel method. 

• GSE5078: Generated by Verbitsky et al. 2004 [14]; this dataset includes expres-
sion data from Bl/6 mice hippocampus separated into two groups: Young 
(YNG), at 2 months, and Middle-Aged (MID) at 15 months. Both sets have 9 
samples. 

• GSE8542: Generated by Aragon et al. 2008 [18]; this dataset includes expres-
sion data from BY4742 yeast separated into two groups: quiescent (QUI) or 
non-quiescent (NON).  

RandomClique: Six sets of “clusters” made by random generation of 100 cliques 
between the sizes of 5 and 100 nodes. The clusters were grouped into six sets, R1, R2, 
R3, R4, R5, and R6, all consisting of 100 cliques each. Comparisons of the faux net-
works were performed in the following matchups: R1 vs. R2 (R1-R2), R3 vs. R4 (R3-
R4), and R5 vs. R6 (R5-R6).  

2.1 Network Creation and Manipulation 

Networks were created by pairwise calculation of the Pearson Correlation coefficient 
(as described in [8]) with a correlation (ρ) threshold of 0.85 to 1.00; hypothesis testing 
was performed using the Student’s t-test and values with p-value > 0.0005 were 
thrown out. The resulting network uses gene probes as nodes and correlated expres-
sion patterns as edges. As a creation quality check, the networks were checked for 
duplicate and self-edges; none were found.  
 Clustering of the networks was performed with AllegroMCODE v.1.0 [16]. Nodes 
with degree less than 15 were not used in cluster finding, and a scoring cutoff of 0.2 
(the default) was used. Clusters with a minimum K-core of 10 were found using a 
maximum search depth of 10.  

2.2 Gateway Node Identification 

Per each dataset, gateway nodes are calculated as described in Dempsey 2014 and 
briefly here: Networks are first clustered to identify the dense groups within the net-
work, and then the clusters are compared to determine if any nodes are shared be-
tween them. If nodes are shared, the number of edges between them and the clusters 
they connect are determined to calculate a gatewayness score. This gatewayness score 
is calculated as: 
 

g

deg

deg
nodeA

nodeA
all atewaynodes

ree
gatewayness

ree
=

                   
(Equation 1) 



610 K.D. Cooper, S. Pawaskar, and H.H. Ali 

 

In this equation the gateway node A being studied is defined as any node shared 
between two clusters of a different state and the total degree of all gateway nodes is 
the sum of the degree of any node shared between two clusters of a different state. If 
node A is the only gateway node between two clusters 1 and 2 and has a degree of 50, 
the gatewayness score will be 50/50 = 1.00, or 100%. If there are two gateway nodes 
A and B, where the degree of A is 45 and the degree of B is 55, the gatewayness of A 
will be 45/(45+55) = 0.45 or 45%, and the gatewayness of B will be 55/(45+55) = 
0.55 or 55%. Thus, gatewayness is a measure of the responsibility of a node’s connec-
tivity between two clusters of a different state. 

One way to reduce the runtime of the gateway nodes analysis in large networks is 
by only allowing clusters of a certain density to be analyzed; for example, if a 
network has 100 clusters, a density filter can be imposed (say, where the edge 
density of the cluster is used to remove clusters); in previous studies, using a cluster 
density filter of 65% can remove up to 60% of the clusters analyzed. However, it is 
most beneficial to compare all possible clusters instead of imposing further 
restriction (and thus possibly removing more biological information), which our 
parallel algorithm approach allows for.  

 

Fig. 2. Parallel implementation process flow diagram 

2.3 High Performance Computing Environment 

The gateway node analysis is an easily parallelizable problem – the algorithm takes a 
pair of clusters, compares the nodes between them, and when nodes overlap between 
clusters, calculates the edge intersection between the two clusters. The runtime for 
this analysis increases in linear time increases when the size, density, or number of 
clusters increases. However, the problem can be scheduled to different processors by 
simply determining how many comparisons need to be made and then delegating 
them to respective worker nodes from one master.  

As shown in Figure 1, the sequential approach and parallel approach differ only in 
the determination of gateway nodes. First, networks are created or downloaded (the 
networks are assumed to originate from the same set of probes – genes, gene prod-
ucts, proteins, etc., or such that nodes can be paired together according to some map-
ping function). Next, networks are clustered – using any type of clustering function 
desired – and the resulting clusters are forwarded to the gateway analysis. In this study, 
we use a specific clustering approach known for its identification of small, dense clus-
ters (MCODE), but any type of clustering can be made. Since this approach borrows 
from previous studies, the same clustering method used in Dempsey et al. 2013 was  
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Fig. 3. Pseudo-code of parallel implementation 

 
used for comparison. Finally, the gateway analysis approach uses anywhere from 1-64 
nodes to identify gateway nodes using code written in Perl. 

2.4 Parallel Implementation 

The input dataset, consists of cluster files as mentioned above which are stored in 
their respective directories. Let us say that Organism1 cluster files are in Dir1 and 
contains m cluster files, and Organism2 cluster files are in Dir2 and contain n cluster 
files. The scheduling engines master process reads creates tasks for gateway analysis 
by comparing these files against each other. It takes two clusters as input and outputs 
any gateway nodes and their scores; a wrapper is used sequentially to run the script 
and deliver all possible combinations of clusters. The Big O of our parallel approach 
is O (m*n). The master thread sends each task with the 2 files as input to worker pro-
cessors running gateway analysis algorithm. The master thread manages the execution 
order of the gateway analysis step. Figure 2 below shows the process flow of our 
parallel implementation and the pseudo Code of this implementation is shown Figure 
3. The code was implemented on the Tusker Cluster described below as well. Tusker 
is a 40 TF cluster consisting of 106 Dell R815 nodes using AMD 6272 2.1GHz pro-
cessors, connected via Mellanox QDR Infiniband and backed by approximately  
350 TB of Terascala Lustre-based parallel filesystem. All experiments were run on 
this cluster. 
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Table 1. Top ten gateway nodes for mouse and yeast networks 

Network ID Dataset Nodes Edges Density Clusters Clustering 
Runtime 

Young YNG GSE5078 12368 72967 0.095% 35 
31.434 
seconds 

Middle-Aged MID GSE5078 12340 79176 0.104% 36 
20.298 
seconds 

Non-
quiescent 

NON GSE8542 1541 2515 0.212% 11 1.793 seconds 

Quiescent QUI GSE8542 2543 5363 0.166% 62 2.671 seconds 

3 Results 

The results of our naively parallel gateway node analysis study are below. Table 1 
describes the network sizes, edge density, number of clusters, clustering parameters, 
and clustering runtime. While the numbers of nodes and edges differ greatly due to 
difference in genome sizes, the density of the networks are relatively similar, and all 
networks are sparse. Using the same parameters to identify clusters in each network 
reveals a similar number of clusters in the mouse network (35 in the YNG and 36 in 
the MID) compared to the yeast network which has a more varied number (11 in the 
NON and 62 in the QUI). Clustering runtime appears to have no relationship with 
density, but rather seems to be linked to overall network size via edge count.  

Table 2. Top ten gateway nodes for mouse and yeast networks 

MOUSE - 0% Density MOUSE - 65% Density YEAST – 0% Density 

Gene ID Gatewayness 
Score: Gene ID Gatewayness 

Score: Gene ID Gatewayness 
Score: 

Map3k2 100.00% Sla 100.00% MCM21 33.33% 

Pira1 100.00% Matn3 100.00% CPR5 33.33% 

Ace 100.00% Dio1 100.00% TIM11 33.33% 

Cts7 100.00% Fbp1 100.00% YGR164W 33.33% 

Six3 100.00% Ceacam12 100.00% CBP4 33.33% 

Immp1l 100.00% Ptprb 100.00% RPL1B 33.33% 

Ythdf2 100.00% Plin4 100.00% GTR2 25.00% 

Krt25 100.00% Cldn1 100.00% HGH1 25.00% 

Tsks 100.00% Akr1c21 100.00% CRH1 25.00% 

Vil1 100.00% Ltc4s 100.00% CLC1 25.00% 

3.1 Model Organism – S. cerevisiae Gateway Nodes 

There were 97 gateway nodes identified in the sequential and all parallel runs of the 
yeast network dataset; there were no gateway nodes with a score of 1.00. The gateway  
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nodes identified in each respective run did not change with processor number. The den-
sity threshold used for yeast was 0%, meaning that any clusters that overlapped with one 
another were considered. While the yeast networks are relatively small, in larger net-
works, this all to all comparison with no density filter is desired. A density filter is typi-
cally used to reduce the amount of clusters to compare to improve runtime of gateway 
identification, but via naïve parallelization of the approach, all clusters can be compared. 
Further, this can be used to determine the distribution of gateway nodes and their rela-
tive functional impact according to cluster density, if such a relationship exists.  

Gene list analysis of the gateway nodes [15] was performed using PantherDB’s 
tool (version 8.1) [19, 20]. Gateway nodes were functionally classified according to 
Molecular Function, Biological Process, and Pathway. The results of these classifica-
tions are shown in Figures 4 and 5. The classifications of genes in terms of Molecular 
Function (MF) and Biological Process (BP) are largely standard with the majority of 
genes involved in metabolic processes and catalytic activity (the profile of BP and MF 
classification in the mouse dataset is very similar – see Figure 4). However, in the 
pathway classification set, telling evidence of gateway biological impact emerges. 
The EGF receptor signaling pathway has been implicated as an upstream regulator in 
astroglial cells in the transition from quiescence to reactivity [1]. The PDGF signaling 
pathway plays a similar role; stimulation of cell growth and proliferation; quiescence 
stems out of the metabolism by activation of certain elements [2]. Glycolysis, the 
third most pathway identified via the gateway node classification, plays a major role 
in the shift from non-quiescence to quiescence. Glucose levels available in media can 
be used to stimulate the shift from non-quiescence to quiescence; [2] suggests that this 
is due to the inherent changes caused in glucose metabolism when glucose is lacking 
or present in media. 

3.2 Known Dataset – GSE5078 Gateway Nodes 

There were 172 gateway nodes identified in the sequential and all parallel runs of the 
mouse network dataset at 0% density threshold in mice; for the 65% density thre-
shold, 25 gateway nodes were identified. In parallel and sequential runs for both pa-
rameterizations, all gateway nodes matched. Functional classification of gateway 
nodes at 0% density threshold and 65% density thresholds are shown in Figures 5 and 
6. The gateway nodes identified at 65% match up with those identified in Dempsey et 
al. The gateway nodes identified within this dataset have been found to be related to 
aging. One example of this is Klotho and Ins2 (not listed in the top 10 gateway nodes, 
shown in Table 2), which are involved in the insulin signaling pathway, which has 
long been known to be involved in biological aging. 

Of the top twenty gateway nodes identified in the mouse datasets for 0% and 65% 
densities, nine (45%) are protein binding molecules (Map3k2, Ace, Six3, Kr25, 
Vil1,Sla, Fbp1,Ptprb, and Cldn1), meaning that their gene products they bind with 
other proteins; nearly all of the gateway genes identified are pleiotropic, or having a 
number of roles in the cell. This follows with the concepts proposed in Dempsey et 
al., that gateway nodes are tied to the mechanistic changes in expression that occur to 
restore homeostasis in changing environments within the cell.  
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Fig. 4. The functional classifications of the yeast gateway nodes at 0% density. Blue – Biological 
process, Red – Molecular Function, and Green – Pathway. The axis is the percentage of genes in 
the gateway node list with that annotation compared to the background (mouse genome). 

3.3 Scalability 

The smaller model network analyses (mouse and yeast) both ran in minimal time se-
quentially – 144 seconds for yeast, 305 seconds for mouse at 0%, and 309 seconds at 
65%. While this time requirement hardly calls for parallelization, extending the gate-
way node analysis into larger and more dimensional studies will require analysis of 
much larger networks and datasets at many more states. Systems biology approaches 
nearly guarantee that the data available will continue. Regardless, parallelization of the 
gateway node analysis in these models shows good scalability, as shown in Figure 7. 

The random networks are designed to represent the scalability of these larger net-
works, and on this larger view, the scalability of this naively parallel approach  
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Fig. 5. Left: The functional classifications of the mouse gateway nodes at 0% density. Blue – 
Biological process, Red – Molecular Function, and Green – Pathway. The axis is the percentage 
of genes in the gateway node list with that annotation compared to the background (mouse 
genome). 

does not disappoint. For the R1-R2 analysis, the runtime takes 68 minutes using 1 pro-
cessor, and 1 minute and 25 seconds using 64 processors, a speedup of 48.6. The runtime  
and speedup for the random runs are shown in Figures 8 and 9. The naively parallel 
approach described reduces runtime, particularly as networks get larger. 

4 Discussion 

In recent years, modeling of high throughput biological data via network or graph 
theoretic modeling has emerged as a popular tool for analysis. The correlation network 
model, used to represent gene expression data, is one of many different types of mod-
els that rely on correlation of expression patterns to form internal graph structures. One  
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Fig. 6. Left: The functional classifications of the mouse gateway nodes at 65% density. Blue – 
Biological process, Red – Molecular Function, and Green – Pathway. The axis is the percentage 
of genes in the gateway node list with that annotation compared to the background (mouse 
genome). 

of these structures, the gateway node, has been found to represent co-regulation with 
distinct groups of genes at different conditions or treatments. The structure that results 
typically represents 1-10% of the original network, making them a desirable target for 
deciphering the mechanistic changes between states or environments. As network size  
and dimensionality grows, however, the methods proposed to identify these gateway 
nodes require parallelization to remain efficient and computationally feasible. In this 
research we have presented our method for identifying gateway nodes in three datasets 
using a high performance computing environment: quiescence in Saccharomyces cere-
visiae, brain aging in Mus Musculus, and the effects of creatine on aging in Mus mus-
culus. The results show that our parallel method improves runtime and performs equal-
ly as well as sequential approach, meaning that as network dimensionality and size 
increases, we will have the tools required to analyze the entire system.  
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Abstract. Virtual Screening (VS) methods can considerably aid clinical
research, predicting how ligands interact with drug targets. Most VS
methods suppose a unique binding site for the target, usually derived
from the interpretation of the protein crystal structure. But it has been
demonstrated that in many cases, diverse ligands interact with unrelated
parts of the target and many VS methods do not take into account this
relevant fact.However, this fact increases the computationally complexity
exponentially. In this work we enhance the parallelization of non-bonded
interactions kernel for VS methods on Nvidia GPU architectures. We
show several parallelization strategies that lead to a speed up factor of
15x compared to previous GPU implementations.

Keywords: Virtual Screening, GPUs, HPC.

1 Introduction

The discovery of new drugs can enormously benefit from the use of Virtual
Screening (VS) methods [4]. The different approaches used in VS methods differ
mainly by the way they model the interacting molecules but all of them have
in common that they screen databases of chemical compounds containing up
to millions of ligands [3]. Larger databases increase the chances of generating
hits or leads, but the computational time needed for the calculations increases
not only with the size of the database but also with the accuracy of the chosen
VS method. Fast docking methods with atomic resolution require a few minutes
per ligand [15], while more accurate molecular dynamics-based approaches still
require hundreds or thousands of hours per ligand [14]. Therefore, the limitations
of VS predictions are directly related to a lack of computational resources, a
major bottleneck that prevents the application of detailed, high-accuracy models
to VS.

In most of the VS methods the biological system is represented in terms of
interacting particles. For the calculation of the interaction energies, classical po-
tentials are commonly used, separated into bonded and non-bonded terms. The
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latter describe interactions between all the elements of the system. The rele-
vant non-bonded potentials used in VS calculations are the Coulomb and the
Lennard-Jones potentials, since these describe very accurately the most impor-
tant short and long range interactions between protein and ligand atoms [5].

In VS methods the most intensive computations are spent in the calculation
of non-bonded kernels. For example, in Molecular Dynamics it takes up to 80%
of the total execution time [7]. Thus this part can be considered as a bottleneck,
and it has been shown that its parallelization and optimization [10] permits
VS methods to deal with more complex systems, simulate longer time scales or
screen larger databases.

High Performance Computing (HPC) solutions like GPUs [6,11] have demon-
strated they can increase considerably the performance of the different VS meth-
ods, as well as, the quality and quantity of the conclusions we can get from
screening [12]. In this work, we enhance the simulation of the Lennard-Jones po-
tentials kernels of virtual screening on Graphics Processing Units. Our starting
point is the work described in [12]. Then, we provide two different new alter-
natives for this kernel. The former evenly distributes the atoms into warps to
avoid warp divergences and increase the Kepler’s SMx occupancy. The latter is
a new design that focuses on a region of interest to calculate the potential in-
stead of calculating the interactions with the whole protein. Although this latter
approach compromises the quality of the results, the computationally time for
the simulation is decreased drastically.

The rest of the paper is structured as follows: First, we introduce the sequential
baselines of the targeted kernel before our CUDA parallel designs are introduced
to the reader. Then, a preliminary experimental results are shown to finish with
some conclusions and directions for future work.

2 The Lennard-Jones Potential on the Graphics
Processing Units

This Section briefly summarizes the Lennard-Jones potential calculation kernel,
beginning from the sequential code, and analyzing different CUDA alternative
designs. We first briefly review the main characteristics of CUDA [9], for the
benefit of readers who are unfamiliar with the programming model. CUDA is
based on a hierarchy of abstraction layers; the thread is the basic execution unit;
threads are grouped into blocks, each of which runs on a single multiproces-
sor, where they can share data on a small but extremely fast memory. A grid
is composed of blocks, which are equally distributed and scheduled among all
multiprocessors. The parallel sections of an application are executed as kernels
in a SIMD (Single Instruction Multiple Data) fashion, that is, with all threads
running the same code. A kernel is therefore executed by a grid of thread blocks,
where threads run simultaneously grouped in batches called warps, which are
the scheduling units.
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Fig. 1. (A) Representation of the grid for the protein streptavidin. Length of the side
of the cube (L) is 50 Å, spacing between grid points d is 5 Å, and the total number of
grid points is equal to 113. (B) Biotin in the binding pocket of streptavidin.

2.1 The Roadmap for the Optimization

In our previous work, we pointed out the main bottleneck of Virtual Screening
methods are related to the computation of full non-bonded interactions Kernels
and how GPUs can yield speedups of up to 260 times [2]. Nevertheless, those ker-
nels need to perform up to N2 interaction calculations (being N = total number
of particles in the system) and even using GPUs, the required computation time
grows polynomially with N, which definitely limits the successful simulation of
large systems.

Taking a look at different algorithmic alternatives, we decided to evaluate
grid kernels as an alternative to enhance the computational complexity of our
simulations [8]. In [13], we empirically demonstrated that up to 200x speedup
factor could be obtained by those grid kernels, even though they were executed
in sequential architectures. An additional 30x speedup factor was provided by
applying GPUs to these grid kernels.

We briefly summarizes the calculation of non-bonded interactions using grids
(see Algorithm 1). The protein is placed inside a cube of minimal volume V ol =
L3 that encloses it. A three dimensional grid is created dividing the cube into
(N − 1)3 smaller cubes of identical volume, each one of side length d = L/N , so
that the total number of grid points is N3. A graphical depiction of the grid for
streptavidin can be seen in Figure 1 (A) and in more detail for the ligand biotin
on its binding pocket in Figure 1(B).

Once the protein grid is loaded into memory, the calculation of the Lennard-
Jones potential for the protein-ligand system is performed as follows; for each
ligand atom i with charge qi at point Pi we calculate which are the eight closest
protein grid point neighbours. Next, an interpolation procedure is applied to
estimate the value of the Lennard-Jones potential due to all protein atoms at
Pi. The same procedure is applied to all ligand atoms summing them up.
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Algorithm 1. Sequential pseudocode using grids for the calculation of the
Lennard-Jones potentials

1. for i = 1 to N simulations do
2. for j = 1 to nlig do
3. index = positionToGridCoordinates(V DWGRidInfo, j)
4. for k = 0 to numNeighbours(V DWGRid[index]) do
5. vdwTerm+ = vdwEnergy(j, V DWGRid[index][k])
6. end for
7. energy[i * nlig + j] =vdwTerm;
8. end for
9. end for

Algorithm 2. GPU pseudocode for the calculation of the Lennard-Jones po-
tentials

1. for all nBlocks do
2. rlig = rotate(clig[myAtom],myQuaternion)
3. ilig = shift(myShift, rlig)
4. index = positionToGridCoordinates(V DWGridInfo, ilig)
5. for k = 0 to numNeighbours(V DWGRid[index]) do
6. vdwTerm+ = vdwEnergy(ilig, V DWGRid[index][k])
7. end for
8. energy shared[myAtom] = vdwTerm
9. totalEnergy = parallelReduction(energy shared)
10. if threadId == (numThreads%nlig) then
11. energy[mySimulation]+ = totalEnergy
12. end if
13. end for

2.2 Our Departure GPU Design

The Algorithm 2 shows the pseudocode of the Lennard-Jones potentials, where
V DWGridInfo and V DWGrid are the grid description and the grid data, both
stored in the GPU global memory. Each thread calculates the energy of a single
atom. Each thread applies the rotation and displacement corresponding to the
simulation over the ligand model in order to obtain the current atom position
(lines 2-3). Then, it calculates the grid position, calculates the lennard-Jones
potential using the neighbors stored in the V DWGrid and stores the result
in shared memory (lines 4-9) . The parameters needed by the V DWEnergy
procedure is previously stored in the GPU constant memory. Finally, threads of
the same simulation sum up their results by a parallel reduction (line 9) and one
of these threads accumulates the final result in global memory (lines 11-12).

2.3 Improving Memory Usage and Throughput

This section summarizes two alternative GPU designs. The former reduces the
memory usage for our simulation. One of the main problem in docking simulation
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is the memory usage whenever large proteins are simulated to interact with
ligands. Even more so for our docking perspective as it scans the full protein
surface using several different ligand conformation.

In our previous design, the full protein is stored in GPU device memory as
all the protein’s atoms actually interact with every atom of the ligand. However,
this interaction can be limited to those atoms that are closer to the ligand as they
have more influence in whole kernel calculation. In this way, the neighborhood
to a particular ligand’s conformation is stored at a given time. The number of
atoms in the neighborhood is a degree of freedom which may affect to both:
performance and accuracy.

The latter design is based on the computation distribution among all threads
that execute a given kernel. In this design, a conformation is identified to a
warp not like our previous design which identified a conformation per block.
In this way, we can take advantage of the new shuffle instructions that allows
inter-thread communication among threads within the same warp.

3 Experimental Results

This section briefly shows the experimental results obtained with our implemen-
tations. First of all we review our experimental set up.

In this work, we target a Kepler-based architecture Tesla K40c. Kepler is the
last generation of Nvidia GPU architecture [1]. Compared to previous designs
(Fermi), it extends the number of cores within a multiprocessor from 32 to 192
and the scheduling units from 2 to up to 8 warps at a time. In addition the L2
cache doubles its size. Moreover, it also introduces new capabilities for irregular
computation like dynamic parallelism and Hyper Q. Despite the resource ad-
ditions (resulting in a far higher transistor count per unit area), Kepler GPUs
are three times more power-efficient than previous generations. This is mainly
achieved keeping the frequency below 1 GHz and using a manufacturing process
of 28 nm. It has up to 2880 cores running at 0.88 GHz, giving a raw process-
ing power up to 5068 GFLOPS. The memory speed is 3,0 GHz with a 384-bits
memory bus width that provides a bandwidth of 288 GB/sec. The memory size
is 12 GB of GDDR5 with ECC capabilities.

On the software side, The CUDA programming model is used to program
the Nvidia Tesla K40c. More precisely, CUDA toolkit 6.5 leverages the Nvidia
architecture. Moreover, we carried out VS calculations for the direct predic-
tion of binding poses using four different ligands, taken form the Protein Data
Bank (PDB), that conveniently represent chemical diversity of large compound
databases.

The Figure 3 shows the execution times for our GPU implementations. Our
departure point it was able to deal with the whole molecule but it developed
to leverage previous generation of Nvidia GPU architectures. Depending of the
protein and ligand size our both alternatives behave differently. The former ap-
proach is the less accurate solution although it also consume 80% less memory
than the others. The latter is however the fastest implementation and it fully
reproduce the non-bonded interactions.
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4 Conclusions and Outlook

In this work we have presented different GPU implementations to enhance the
most expensive part of Virtual Screening methods, i.e. the interactions between
all the elements of the system, and particularly, the Lennard-Jones potential. Our
experimental results reveal that the optimization on new generation of GPUs
can lead to an important speed-up factor compared to previous implementa-
tions. Moreover, the realistic simulation protein-ligand interactions can exceed
the memory capacity of the GPU and thus clever ideas need to be implemented
to place all the information on reduced GPU memories.

In the next steps we want to include these implementations on our docking
program called BINDSURF to deal with the simulation of larger systems. Lastly,
we are also working on improved scoring functions to include efficiently metals
and aromatic interactions, and a GPU based method, already developed in our
group for implicit solvation models.
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Abstract. In principle, the differential dynamics of a protein perturbed by vari-
ous ligands should be able to reflect ligands’ different functions.  However, in 
the field of G protein-coupled receptor (GPCR), the phenomenon of conforma-
tional heterogeneity, i.e., the sharing of conformations traversed by differently 
liganded receptors, poses a challenge for delineating ligand’s action on perturb-
ing protein dynamics. In a previous work, we have conduct multiple molecular 
dynamics (MD) simulations of the agonists- and antagonists-bound human A2A 
adenosine receptor (A2AAR) starting from an intermediate state conformation to 
maximize the sensitivity of ligand-perturbed dynamics. Conformational hetero-
geneity can be visualized directly by the Markov state model (MSM) analysis, 
which is a two-stage procedure first by performing clustering based on confor-
mational similarity to form microstates and then kinetic lumping based on state 
inter-convertibility to aggregate microstates into macrostates.  To delineate the 
geometric properties of these macrostates, we embedded them onto the low di-
mensional space constructed with a non-linear dimensionality reduction 
scheme. While the crystal structures of the G-protein coupled receptor in differ-
ent states (fully active, intermediate, inactive) can be projected onto divisible 
regions in the first two dimensions of the isomap embedding, conformations 
from three “purer” states (agonist-enriched, apo-enriched, antagonist-enriched) 
cannot be very clearly separated with this two-dimensional embedding. Dimen-
sionality higher than two may still be needed to specify dynamically discrimin-
able states even with nonlinear dimensionality reduction techniques.  

1 Introduction  

The time evolution of a biomolecular system in explicit solvent typically involves 
degrees of freedom of several tens of thousands to even millions.  However, the 
dynamics of biomolecules are usually highly cooperative and it has been shown poss-
ible to define collective variables of much smaller numbers to depict the major events 
and features of the biomolecular dynamics systems.1      

Non-linear dimensionality reduction (NLDR) belongs to one important class of general 
approaches to detect the dimensionality of the intrinsic manifold and to provide the projec-
tion scheme to do the embedding to the low dimension. Several classical approaches, e.g., 
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Table 1. Comparison of multiscale singular value decomposition and isomap on various data 
sets.  The data set can be retrieved at http://www.math.duke.edu/~mauro/code.html#MSVD. 

Source Data MSVD Isomap 

9-d sphere with little noise  9 10 

9-d sphere with large noise  9 10 

9-d sphere with large noise, single point  10 10 

Sphere and segment 3 3 

Spiral and plane 3 3 

47-dimensional sphere, 8000 points, large 
noise  

5 6 

Meyerstaircase  1 3 

6-D Cube with low sampling rate  6 6 

10-D cube with high noise  10 10 

9-D sphere with high noise  9 10 

Two lines and a plane  3 5 
( 3 when 

K=33 ) 

Isomap Faces  3 3 

CBCLFaces1  5 ~ 7 6 

CBCLFaces2  4 ~ 7 6 

HandVideo (shrink, due to memory prob-
lem)  

3 ~ 7 2 or 6 

FaceVideo 4 ~ 7 3 

ScienceNews  15 15 

Patches from image of Lena  4 4 
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Abstract. This study deals on estimation of ligand activity with its descriptors. 
So, to achieve this goal, two different approaches were implemented. In the first 
one, the intervals between samples were determined. But in the second method, 
the intervals were clustered with k-means method. Afterwards, best descriptors 
of each ligands were extracted with genetic algorithm. Then, observations were 
classified with One-Against-All method. Finally, the activity of each ligands 
were estimated by forty percent of samples. In the first method, AUC values 
were between fifty four to ninety seven percent. For second approaches, there 
were about ninety seven percent. 

Keywords: clustering, k-means, Genetic algorithm, classification, One-
Against-All. 

1 Introduction 

Xanthine is a common structural framework, as part of both natural and synthetic 
compounds, with broad therapeutic interest. Accordingly, biological effects of xan-
thine derivatives include a wide range of pharmacological targets, the most important 
of which are: xanthine oxidase, cholinesterases, phosphodiesterases; dipeptidyl pepti-
dase, and it should be emphasized that the target in which we can maybe find more 
examples of active ligands are adenosine receptors (ARs). 

Adenosine is a widespread and endogenous nucleoside that acts as powerful neu-
romodulator in the nervous system. It is also an intermediate of the metabolic path-
ways responsible for adenine nucleotide salvage and recycling that are critical for the 
maintenance of ATP (itself an adenine nucleotide) levels in all types of cells, includ-
ing neurones. The majority of the physiological effects of adenosine are believed to 
be mediated by interaction with specific extracellular ARs, which have been classified 
into four subtypes: A1, A2A, A2B, and A3. 
                                                           
* Corresponding author. 
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The structural similarity of xanthine derivatives with neurotransmitter adenosine has 
led that derivatives of this heterocyclic ring are one of the most abundant chemical 
classes of ligands antagonists of adenosine receptor subtypes. Small changes in the xan-
thine scaffold have resulted in a wide array of ligands adenosine receptor antagonists, 
including some compounds with selectivity over a particular receptor subtype. 

Among all adenosine receptor subtypes, specific ligands shortage A2B adenosine 
receptor subtype caused to be less well characterized. Besides, this subtype is defined 
as "low affinity" because it requires high micromolar concentrations of adenosine to 
be activated. Nevertheless, A2B AR regulates a number of pathological and physiolog-
ical process involving vital organs lungs, kidneys, brain, mast cells, eyes, bladder, 
liver and adipose or other tissues. 

Therefore, the search for ligands with affinity for A2B has been intense as of late, 
being particularly noteworthy xanthine derivatives family. 

Among natural compounds adenosine A2B antagonists, caffeine and theofylline 
only showed moderately binding affinities to this receptor. Nonetheless, modifications 
on 1, 3 and 8 positions of xanthine with certain alkyl or aryl groups, has given many 
compound with affinity to this receptor subtype and recently some of these com-
pounds have been patented for treating inflammatory diseases. 

Despite having been synthesized and studied a large number of xanthine deriva-
tives ligands, still no available guidelines for the rational design of new potent and 
selective A2B AR antagonists. In order to prioritize synthesis and testing of a com-
pound, a prediction of the binding affinity ligand-receptor is very valuable informa-
tion. With this aim, non-linear models are a useful tool. The aim of this study is to 
obtain a non-linear model capable to predict the activity of A2B AR antagonists. 

Prediction of binding ligand to target is the main goal of drug discovery. For 
achieving this aim, various computational approaches are available, and among these, 
virtual screening is important tool for finding the best groups. There are two catego-
ries of computational techniques for virtual screening [1-4]. 

1. Ligand based: It lies on knowledge of molecules that bind to the target. There are 
different categories for this method. One of them is machine learning. The machine 
learning techniques are divided to two main groups [5,6]. 

• Supervised: In this method, it is assumed that a set of training data are 
available and classifier is designed by using the priori known information 
about observation.  

• Unsupervised: In this technique, class labels are not available and cluster-
ing algorithms are used for dimension reduction to separate the molecules 
into different groups. 

2. Structure based: It is possible when 3D structural information for the target is 
available. This method is used for predicting the interaction of ligand-protein. It 
calculates the binding of a small molecule drug candidate to a target protein [7-11]. 

In this study, both of categories of ligand based approaches were used for extracting best 
ligands. First of all, it was proposed that any information about activity are available. So, 
K-means method was used for clustering samples by their log activities to find inter-
val between ligands. Second then, we used determined log-activity values for inter-
vals. After that, OAA1 method was used for classification. So, training and test 
                                                           
1  One Against All. 
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groups were chosen. The size of them are sixty and forty percent for training and test 
group respectively. 

GA_LDA2 was used for classification of training data. After finding the best descrip-
tors, test group was used to estimate activity values. 

So, this paper is organized as follows: 

• In section п, two main parts is presented in detail.  At the first, molecular proper-
ties and target were used in this study. Secondly, our methods were used to find 
statistical model for best ligand extraction. It includes ligand based methods using 
unsupervised and supervised techniques.  

• In section ш, the algorithm and obtained results was developed and illustrated. Our 
proposed methods was shown good results. 

• In last section, the obtained results with some conclusions was discussed. 

2 Material and Methods 

2.1 Material 

Data set 
The data set was retrieved from the literature. Among all of the binding data for spe-
cific targets, only measurements using human A2B adenosine receptor subtype cloned 
in HEK-293 cells and [3H]DPCPX, as the radiolabeled ligands, were considered. A 
rigorous curation of structural data and elimination of questionable data points was 
performed. They include the removal of duplicates, detection of valence violations, 
ring aromatization and standardization of tautomeric forms. Finally, in order to obtain 
a reliable datasets, incomplete or unclear data was deleted. The output data set con-
tains 413 xanthines and deazaxanthine. 
 
Molecular Descriptors 
A 2D molecular descriptors available in the DRAGON (version 6) and MOE (version 
2008.10) software has been used in the present work. They include, for instance, pure 
topological descriptors, walk and path counts, connectivity indices, information indic-
es, or 2D-autocorrelations. Taking into account the structural diversity of the com-
pounds an initial subset of descriptors was computed for each molecule from the 
SMILES (Simplified Molecular Input Line Entry Specification) inputting of chemical 
structures. By disregarding descriptors with constant or near constant values inside 
each class, two final subset of 403 and 146 molecular descriptors were generated by 
using DRAGON and MOE, respectively. 

2.2 Methods 

As we mentioned in the introduction, the project is based on two main parts: 

1. Sample interval selection 
2. Classification and estimation the range of each ligand activity 
                                                           
2  Genetic Algorithm _ Linear Discriminant Analysis.  
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Sample Interval Selection 

To achieve best results, two different interval were chosen. 

Determined interval.  
In this way, determined interval is intended. It is explained in the next session. 

Undetermined interval.  
Clustering method was used for sample clustering. A principal application of this 
method is the classification of compound databases into groups of similar compounds. 
This method depends on the calculation of log activity for all ligands. K-means me-
thod was used for clustering. It aims to partition n observations into k clusters in 
which each observation belongs to the cluster with the shortest path [12, 13]. 

K-means clustering aims to partition the n observations into k (≤ n) clusters and it 
wants to minimize the within-cluster sum of squares. The objective function is: 

  ∑ ∑                                        1  

The k-means algorithm is below. 

• Determine k (k is the number of cluster) 
• Initialize means 
• Assign each point to nearest mean.  

  :                                 2  

• Update all means   

  ∑                                                           3  

• Go back to third step 

Classification and Estimation the Range of Each Ligand Activity  

After choosing interval between ligands, we want to classify data. So, OAA method 
was used for this part.  

OAA 
The OAA modeling uses a system of M classifiers, where M is the number of classes. 
Each model is trained to define a discriminative boundary between a particular class 
of samples and the remaining ones. Every model is trained with the same dataset but 
different class labels. All models are trained independently. For classification in each 
step, GA_LDA was used [14, 15]. 

Ggenetic algorithm is adaptive heuristic search algorithm based on the evolutio-
nary ideas of natural selection and genetics. It mimics some of the processes observed 
in natural evolution. The idea with GA is to use this power of evolution to solve opti-
mization problems.  
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LDA is method used in machine learning to find a linear combination of features 
which characterizes some classes of objects. LDA is closely related to Bayesian classifi-
er. The distance to each class is usually calculated using Euclidean distance as follows: 

                                                 4  

3 Results 

We had 413 ligands and 416 different descriptors, activity and -logactivity were cal-
culated for each of them.  

As mentioned in prior section, two different parts were carried out. 

3.1 Interval Selection 

Two ways were used for interval suggestion. First method is choosing interval ma-
nually. But sizes of them didn’t have uniform distribution and the results were not 
good. So, for choosing the best interval estimation, the kmeans clustering method was 
used. See Table 1 and Fig 1, 2. 

Table 1. Range of sample intervals and size of each group. In below table, two different 
interval suggestion approaches are shown. (Manually selection and clustering selection). For 
the first approach, determined intervals were used but for the second one, clustering method 
was used.  As you can see, in the first method, group numbers are very different but in second 
method, these are close together. (Log activity values are used for sample interval).  

Interval Suggestion Method First 
group 

 
Second 
group 

 
Third 
group 

 
Forth 
group 

 
Fifth 
group 

Manually 
Selection 

Size 5 20 82 210 96 

Sample 
Interval 

-4:-3.4 
-3.4:-2.9  -2.9:-1.9 -1.9:-0.9 -0.9: 0.1 

Clustering 
Selection 

Size 91 74 77 89 82 

Sample 
Interval 

-4:-2.1 -2.1:-1.7 -1.7:-1.3 -1.3:-0.8 -0.8: 0.1 

3.2 Classification and Estimation the Range of Each Ligand Activity 

For classification and estimation ligand activities, GA_LAD was used. We have 416 
different descriptors for each ligands but all of them could not be used because of 
time and speed program execution. So, for feature reduction and extraction step, one 
of the best optimization methods (Genetic Algorithm) was used. Then, six of the best  
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Fig. 1. Categorized data based on manually interval  

 

Fig. 2. Clustering data with kmeans method. It was shown that all of classes have the same 
members. For example first class has 91 members (red color) and forth class has 89 members 
(black color).  
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Fig. 3. Sort results after clustering. Data numbers are different from before figure. As you can 
see, it is interesting because this distribution is the same as Gaussian distribution and it show 
that other classes can also be used such as Bayesian classification. 

 
Fig. 4. AUC values for ROC curve obtained by GA_LDA for two ways interval suggestion. As 
expected, when members of classes are near together, the results would be better. So, we can 
better evaluate classification results when the number of class members are close together. 
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Fig. 5. Error obtained by GA_LDA for two ways interval suggestion. It shown that when optimi-
zation algorithm was used for feature selection, the results of classification would be excellent  

Table 2. As it is shown in this table, some parameters were calculated for both methods. Output 
labels for test group is  P (positive) or N (negative). If the classification prediction is P and the 
actual value is also P, then it is called TP (True Positive) but if both the prediction and the 
actual value are N, TN (Talse Negative) had been occured.  

Interval Sugges-
tion Method 

Class 
number 

TP/P TN/N Sensitivity Specificity 

 
Mannually 
suggestion 

First class 2/2 145/163 1 0.889 
Second class 6/8 137/157 0.75 0.873 
Third class 33/33 126/132 1 0.954 
Forth class 72/84 60/81 0.857 0.741 
Fifth class 
 

38/38 100/127 1 0.787 

 
 
Clustering  
Selection 

 
First class 

 
36/36 

 
124/130 

 
1 

 
0.954 

Second class 30/30 128/136 1 0.951 
Third class 31/31 126/135 1 0.933 
Forth class 34/36 128/130 0.944 0.985 
Fifth class 33/33 123/133 1 0.925 

 
descriptors was estimated. For the objective function, error function was used. After 
that, for feature classification, LDA method was used. As we said in the previous 
section, sixty percent (60%) of data were used for training and forty percent (40%) 
were used for test randomly. 

0%

20%

40%

60%

80%

100%

120%

Group 1 Group 2 Group 3 Group 4 Group 5

Accuracy 

Manually Clustering
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For comparison of two approaches, Error of output classifier, AUC value, Sensitiv-
ity and Specificity were used. These results are shown in Fig 4, 5 and Table 2.  

We had 413 ligands that they were shown by their numbers in x axis. For example, 
the logactivity of 298th ligand is 3.34. In this figure, first interval suggestion was used. 
So, first class has five members only (dark blue color) and values of all of them are -4 
but the forth class has 210 members (red color).  

4 Discussion 

When sample intervals are chosen manually, data distribution is not uniform because 
it is depend on target and ligands. So, size of training and test sets for all group will 
be different and results are not reliable. For example, group members for second and 
forth classes are 20 and 210 respectively. So, test group numbers for both mentioned 
classes are 8 and 84. Therefore, claims concerning the activity ligand prediction is not 
correct. Thus, depending on ligands that we have, clustering can be used for choosing 
interval. 

Another important problem is ligand activity prediction with lowest descriptor 
numbers. There are lots of method can be used for optimization and classification but 
simplicity of model and runtime are important parameters to select method. GA is the 
famous method for optimization and LDA is linear classification, so all features can 
be found in this method.  

5 Conclusions 

In this study we have shown that how the GA algorithm can extract best descriptors 
and LDA can separate all classes. Also, we had shown clustering can give us good 
view to select best range interval to find active ligand. This model can be used for 
predicting range of activity for each ligand with no information about activity and 
only by its descriptors. 
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Abstract. The landscape in the high performance computing arena opens up 
great opportunities in the simulation of relevant biological systems and for ap-
plications in Bioinformatics, Computational Biology and Computational Che-
mistry. Larger databases increase the chances of generating hits or leads, but the 
computational time needed increases with the size of the database and with the 
accuracy of the Virtual Screening (VS) method and the model. 

In this work we discuss the benefits of using massively parallel architectures 
for the optimization of prediction of compound solubility using computational 
intelligence methods such as Support Vector Machines (SVM) methods. SVMs 
are trained with a database of known soluble and insoluble compounds, and this 
information is being exploited afterwards to improve VS prediction. 

We empirically demonstrate that GPUs are well-suited architecture for the 
acceleration of Computational Intelligence methods as SVM, obtaining up to a 
15 times sustained speedup compared to its sequential counterpart version. 

Keywords: SVM, GPU, CUDA, Bioinformatics, Computational Biology. 

1 Introduction 

The discovery of new drugs is a complicated process that can enormously profit, in 
the first stages, from the use of Virtual Screening (VS) methods. The limitations of 
VS predictions are directly related to a lack of computational resources, a major bot-
tleneck that prevents the application from detailed, high-accuracy models to VS. 
However, the emergent massively parallel architectures, Graphics Processing Units 
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(GPU), are continuously demonstrating great performances in a wide variety of appli-
cations and, particularly, in such simulation methods [1]. 

The newest generations of GPUs are massively parallel processors that can support 
several thousand concurrent threads. Current NVIDIA [2] GPUs contain scalar 
processing elements per chip and are programmed using C language extensions called 
CUDA (Compute Unified Device Architecture) [3] . On GPUs, speedup increase 
reaches 100 times [4], while  achieve a 200 times acceleration [5]. In NVIDIA Kepler 
architecture some GPUs models reached a peak performance above 3.52 TFLOPS [6]. 

In this paper, we focus on the optimization of the calculation of the solubility pre-
diction using computational intelligence methods as support vector machines (SVM). 
SVMs are trained with a database of known soluble and insoluble compounds, and 
this information is being exploited afterwards to improve VS prediction. 

The rest of the paper is organized as follows. Section 2 introduces the GPU ar-
chitecture and CUDA programming model from NVIDIA. Section 3 shows intelli-
gence computational methods as SVM, explains dataset and the molecular descriptors 
are the input for the prediction. Section 4 presents the experimentation SVM CPU vs. 
GPU. The performance evaluation is discussed in the Section 4. Finally, Section 5 
ends with some conclusions and ideas for future work.  

2 Methodology 

This section describes the methods we used to improve the prediction of solubility. A 
computational intelligence technique such as SVM is used for the prediction of solu-
bility and this method is trained with different datasets, and shows the GPU architec-
ture used to accelerate the process, the dataset and molecular descriptor used. 

2.1 GPU Architecture and CUDA Overview 

As we mentioned previously, the process of apply computional intelligence methods 
to predict the solubility in large databases of elements is time consuming. To accele-
rate this process we propose the use of high performance hardware. GPUs are devices 
composed of a large number of processing units that were initially designed to assist 
the CPU in graphics-related calculations but have evolved in the course of time into 
programmable devices capable of tremendous performance in terms of standard in-
teger and floating-point arithmetic. 

When programmed correctly, GPUs can be used as general-purpose processors. 
Previous code for serial processors have to be readapted to these architectures, and 
this is not always a straightforward process. During the last four years, an increased 
programming feasibility and the introduction of new programming tools and languag-
es has enabled a broader research community to exploit GPU programming. 

GPUs are highly parallel devices with hundreds or thousands of cores. Special ma-
thematical functions widely used in scientific calculations e.g. trigonometric and 
square root operations, are directly implemented in the hardware, allowing a fast  
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performing of such calculations. The theoretical peak performance varies between the 
different GPU models, the NVIDIA GPU architecture is based on scalable processor 
array which streaming processors (SPs) cores organized as streaming multiprocessors 
(SMs) and off-chip memory called device memory. Each SM contains SPs with on-
chip shared memory, which has very low access latency (see figure 1). 

The CUDA programming model allows writting parallel programs for GPUs using 
some extensions of the C language. A CUDA program is divided into two main parts: 
the program which run on the CPU (host part) and the program executed on the GPU 
(device part), which is called kernel. In a kernel there are two main levels of paral-
lelism: CUDA threads, and CUDA thread blocks[7] .  

 

Fig. 1. Flowchart of NVIDIA GPU system 

2.2 Support Vector Machines 

Support vector machines (SVM) [8] are a group of supervised learning methods that 
can be applied to classification or regression. They represent the decision boundary in 
terms of a typically small subset of all training examples, called the support vectors. 
In a short period of time, SVM have found numerous applications in chemistry, such 
as drug design (discriminating between ligands and no ligands, inhibitors and no 
inhibitors, etc.) [9], drug discovery [10], quantitative structure-activity relationships 
(QSAR), where SVM regression is used to predict various physical, chemical, or 
biological properties) [11] chemometrics (optimization of chromatographic separation 
or compound concentration prediction from spectral data as examples), and sensors  
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(for qualitative and quantitative prediction from sensor data), chemical engineering 
(fault detection and modelling of industrial processes) [12]. An excellent review of 
SVM applications in chemistry was published by Ivancicuc [13]. 

In our case, we exploit the idea that SVM produce a particular hyperplane in fea-
ture space that separates soluble or insoluble compounds, called the maximum margin 
hyperplane (see Figure 3). Most used kernels within SVM include: linear, Polynomi-
al, Neural (sigmoid, Tanh), Anova, Fourier, Spline, B Spline, Additive, Tensor and 
Gaussian Radial Basis or Exponential Radial Basis. 

 

 

Fig. 2. Support Vector Machine margin hyperplanes 

2.3 Ligand Databases and Molecular Properties 

We employed standard VS benchmark tests, such as NCI (Release 4 – May 2012) is 
large database of molecules [14]. Next, using the ChemoPy package [15] we calcu-
lated for all ligands of the sets a diverse of molecular properties derived from the set 
of constitutional, CPSA (charged partial surface area) and fragment/fingerprint-based 
descriptors, as described in Table 1. Constitutional properties depend on very simple 
descriptors of the molecule that can be easily calculated just counting the number of 
molecular elements such as atoms, types of atoms, bonds, rings, etc. These descriptors 
should be able to differentiate very dissimilar molecules, but might have problems for 
separating closely related isomers. CPSA descriptors consider finer details of molecu-
lar structure, so they might be able to separate similar molecules, but might also have 
difficulties for separating isomers. Lastly, fragment and fingerprint-based descriptors 
take into account the presence of an exact structure (not a substructure) with limited 
specified attachment points. In the generation of fingerprints, the program assigns an 
initial code to each atom. The initial atom code is derived from the number of connec-
tions to the atom, the element type, atomic charge, and atomic mass. This corresponds 
to an ECFP with a neighbourhood size of zero. These atom codes are then updated in 
an iterative manner to reflect the codes of each atoms neighbour. In the next iteration,  
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a hashing scheme is employed to incorporate information from each atom immediate 
neighbour. Each atom new code now describes a molecular structure with a neigh-
bourhood size of one. This process is carried out for all atoms in the molecule. When 
the desired neighbourhood size is reached, the process is complete and the set of all 
features is returned as the fingerprint. For the ECFPs employed in this paper, neigh-
bourhood sizes of two, four and six (ECFP 2, ECFP 4, ECFP 6) were used to gener-
ate the fingerprints. The resulting ECFPs can represent a much larger set of features 
than other fingerprints and contain a significant number of different structural units 
crucial for the molecular comparison, among the compounds. 

Table 1. Molecular descriptors used in this study 

CONSTITUTIONAL DESCRIPTORS
Natom Number of atoms 
MolWe Molecular Weight 
NRing Number of rings 
NArRg Numer of aromatic rings 
NRotB Number of rotatable bonds 
NHDon Number of H-bond donors 
NHAcc Number of H-bond acceptors 

CPSA DESCRIPTORS 
Msurf Molecular surface area 
Mpola Molecular polar surface area 
Msolu Molecular solubility 
AlogP Partition coefficient 

FRAGMENT/FINGERPRINT-BASED DESCRIPTORS
ECP2, ECP4, ECP6 Extended-connectivity fingerprints (ECFP) 
EstCt Estate counts 
AlCnt AlogP2 Estate counts 
EstKy Estate keys 
MDLPK MDL public keys 

 
In order to discriminate which is the best option for discriminating between so-

luble and insoluble compounds in these datasets we use fingerprint-based descrip-
tors and avoid the use of constitutional and CPSA descriptors. This is reasonable 
since fingerprint descriptors consider more details about the structure of mole-
cules, being able to efficiently discriminate with more accuracy between active 
compounds and their decoys. 

Next, we studied which combination of properties could lead to improvements on 
the predictive capability of these soft computing methods; it is clear that predictive 
capability increases (see Table 2). 
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Table 2. Combinations of molecular descriptors used in this study 

COMBINATIONS OF CONSTITUTIONAL DESCRIPTORS 
MNBH Molecular polar surface area (MPola)+ Number of rotatable 

bonds (NRotB) + Number of H-Bond acceptors (NHAcc) 
MNB Molecular polar surface area (MPola) + Number of rotatable 

bonds (NRotB) 
NBH Number of rotatable bonds (NRotB) + Number of H-Bond 

acceptors (NHAcc) 
MoN Molecular polar surface area (MPola) + Number of H-Bond 

acceptors (NHAcc) 
MoN Molecular polar surface area (MPola) + Number of H-Bond 

acceptors (NHAcc) 
COMBINATIONS OF FRAGMENT/FINGERPRINT-BASED 
DESCRIPTORS 
EAE246 Estate counts (EstCt) + AlogP2 Estate counts (AlCnt) 

+ Extended-connectivity fingerprints (ECFP) 
EA Estate counts (EstCt) + AlogP2 Estate counts (AlCnt) 
AE246 AlogP2 Estate counts (AlCnt) + Extended-connectivity 

fingerprints (ECFP) 
EE246 Estate counts (EstCt) + Extended-connectivity finger-

prints (ECFP) 

3 Experimentation SVM 

In this section we outline the experimentation of SVM over R[16] packages for the 
computational intelligence methods both for CPU and GPU versions. We will com-
pare the experimentation of the sequential version of SVM vs. parallel version of 
SVM in the prediction of solubility, with one simple molecular descriptor (ALOGP) 
and one complex molecular descriptor (EAE246). 

3.1 Sequential version of SVM (CPU) 

The package e1071 is based over the library LIBSVM [17] is currently  working on 
some methods of efficient automatic parameter selection. It is a sequentially package 
that makes use of the CPU. 

In R there are different implementations of SVM, in order to validate the results, 
we have chosen this package since it has a good performance on standardized dataset. 
In the Table 3, we compare the four SVM [18] implementations in terms of training 
time. In this comparison we only focus on the actual training time of the SVM exclud-
ing the time needed for estimating the training error or the cross-validation error. In 
these implementations we used the SVM package in R. The dataset used is the stan-
dard dataset from UCI Repository of Machine Learning Databases.” University of 
California [19]. 
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Table 3. Training times for the SVM implementations on different datasets in seconds. An 
AMD Athlon 1400 MHz computer running Linux was used. 

Dataset Kernlab E1071 klaR svmpath 
spam 18.50 17.90 34.80 34.00 
musk 1.40 1.30 4.65 13.80 
Vowel 1.30 0.30 21.46 NA 
DNA 22.40 23.30 116.30 NA 
BreastCancer 0.47 0.36 1.32 11.55 
HouseBoston 0.72 0.41 92.30 NA 

3.2 Parallel Version of SVM (GPU) 

The parallel version of SVM used is part of the package RPUDPRO [20], which is 
building round of a parallel version of SVMLIB. To process the parallel version of 
SVM, we consider that the problem of classification with SVM can be separated into 
two different tasks; the calculation of the kernel matrix (KM) and the core SVM task 
of decomposing and solving the classification model. The increasing size of the input 
data leads to a huge KM that cannot be calculated and stored in memory (see Algo-
rithm 1). Therefore, the solver needs to calculate on-the-fly portions of the KM, 
which is a processing and memory-bandwidth intensive procedure. LIBSVM is using 
double precision for calculations but only the latest GPUs do support double preci-
sion. The pre-calculation is performed combining CPU and GPU to achieve maxi-
mum performance. 

 
1: Pre-calculate on CPU the elements for each training vector. 

2: Convert the training vectors array into columns wise format. 

3: Allocate device memory on the GPU the training vectors ar-
ray. 

4: Load the training vectors array to the GPU memory. 

5: FOR (each training vector) DO 
•  Load the training vector to the GPU. 
•  Perform operations with CUBLAS.  
• Retrieve the dot products vector from the GPU.

END DO 

6: De-allocate memory from GPU. 

Algorithm 1. Parallel SVM pseudo code 

As can be seen into pseudocode of the Algorithm 1, the proposed algorithm is 
based on recalculating on the CPU for each training vector calculation using the 
CUBLAS [15] library provided from NVIDIA. 
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4 Experimentation 

The performance of sequential and GPU implementations are evaluated in a dual-core 
Intel E6400 (Conroe with 2 MB L2 cache), which acts as a host machine for our 
NVIDIA GeForce GT430 GPU. In previous papers, we show that selection of va-
riables is very import step for the best prediction [21].  

The benchmarks are executed by varying the number of molecules from the dataset 
and choosing different molecular descriptors as predictor for solver our classification 
problem (solubility or insolubility). From the simple molecular descriptors consisting 
of a number of small items such as CPSA descriptors (Msurf, Mpola, Msolu, AlogP) or 
constitutional descriptors (Natom, MolWe, NRing, NArRg, NRotB, NHDon, NHAcc) 
that have only a molecular features. The calculation of fragmement/fingerprint-based 
descriptors, vectors with some molecular characteristics, is computationally heavy. The 
combinations of constitutional descriptors (MNBH, MNB, NBH, MoN) or combina-
tions of fragment/fingerprint-based descriptors (EAE246, EA, AE246) are the mix of 
the previous simples descriptors, and need more process time. 

Results were obtained for different number of molecules from dataset, calculating 
the execution time with SVM with CPU and GPU versions. As predictor (input data), 
we choose a computational easy molecular descriptor (ALogp, Partition coefficient) 
and a computational heavy molecular descriptor (EAE246, Estate counts (EstCt) + 
AlogP2 Estate counts (AlCnt) + Extended-connectivity fingerprints (ECFP)). 

We note that, the speedup factor between GPU and CPU increases faster e when 
the number of molecules in dataset is higher. This is because the number of molecules 
will be increasing the number of thread blocks running in parallel, and then the GPU  
 

 

 

Fig. 3. Speedup GPU vs. CPU for simple descriptor (ALOGP). Increasing the runtime in 
seconds when increase the number of molecules (speeup x2). 
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Fig. 4. Speedup GPU vs. CPU for complex descriptors (EAE246). Increasing the runtime in 
seconds when increase the number of molecules (speedup x15). 

resources are fully used. However, it performs similarly compared to the GPU for the 
smallest benchmarks in which the GPU is not fully used, for the small molecular 
descriptor (ALOGP) and for a large number of molecules we have an speedup of 2x 
(GPU vs. CPU, see Figure 3). For complex molecular descriptors since a low number 
of molecules are use, the speedup to CPU vs. GPU is very significant. As shown in 
Figure 4 for large numbers of molecules and complex descriptor (EAE246), we have 
speedups of 15x (GPU vs. CPU). 

5 Conclusions and Future Work 

In this paper we have introduced the benefits of using massively parallel architectures 
for the optimization of prediction of solubility using computational intelligence me-
thods as support vector machines (SVM). SVMs are trained with a database of known 
soluble and insoluble compounds, and this information is being exploited afterwards 
to improve VS prediction for different emergent parallel architectures. The results 
obtained for GPU are indeed promising, given the obtained speedup values up to 15, 
compared with the sequential version, and the progression is up. 

The good results exposed open the way to use large databases for prediction of so-
lubility, using computational intelligence methods as support vector machines (SVM). 
These methods fit well in the GPU architecture for a bigger numbers of molecules, or 
complex descriptors that are necessary to obtain good values in the prediction. 

As future work we will use other computational intelligence methods, for classifi-
cation, regression or selection of variables.  
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Abstract. Diabetes mellitus is the 8th leading cause of death worldwide,
with 1.5 million deaths in 2012, andmedical costs that reached 245$ billion
in the US. Moreover, it is estimated that roughly 387 million people world-
wide suffer from diabetes mellitus, with numbers growing rapidly. These
facts demonstrate the importance of creating a completely new and inno-
vative method for the fast development of novel anti-diabetic compounds.
In silico prediction methods represent an efficient approach for the predic-
tion of diabetes drugs, aiming to explaining preclinical drug development
and therefore enabling the reduction of associated time, costs and experi-
ments.Wepresent hereDIA-DB, aweb server for the prediction of diabetes
drugs that uses two different approaches; a) comparison by similarity with
a curated database of anti-diabetic drugs and experimental compounds,
and b) inverse virtual screening of the input molecules chosen by the users
against a set of protein targets identified as key elements in diabetes. The
server is open to all users and is accessible at http://bio-hpc.eu/dia-db,
where registration is not necessary, and a detailed report with the predic-
tion results are sent to the user by email once calculations are finished. This
is the first public domain database for diabetes drugs.

Keywords: Diabetes, Virtual Screening, Database, High Performance
Computing.

1 Introduction

Diabetes mellitus is a group of chronic metabolic disorders defined by high blood
sugar levels (a condition known as hyperglycemia) over a prolonged period. The
two main types of Diabetes mellitus are:

� Corresponding author.
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– Type I: Also known as insulin-dependent diabetes. Hyperglycemia is caused
by the inability of the pancreas, due to the autoimmune destruction of beta
cells, to produce sufficient amounts of insulin, a hormone that promotes the
absorption of glucose by the cells and thus regulates sugar metabolism1.

– Type II: Also known as non insulin-dependent diabetes, caused by an im-
proper balance of glucose homeostasis and is characterized by peripheral
insulin resistance (cellular insulin receptors have lost the ability of activa-
tion by insulin) combined with impaired insulin production [1].

Recent statistics show that type I diabetes accounts for 5-10% of the total
cases of diabetes worldwide, whereas type II diabetes makes up to 90 % of
cases. As of November 2014, an estimated 347 million people were suffering from
diabetes mellitus, with rising tensions. Moreover, diabetes mellitus was the direct
cause of death for roughly 1.5 million people in 2012 and it is estimated that it
will be the 7th leading cause of death in 20302.

Because of these facts, discovering an efficient and innovative anti-diabetic
medication is in the forefront of anti-diabetic research. Moreover, there is a
great need for the assemble of all the important information not only about
each authorized anti-diabetic drug, but also for every promising compound that
is undergoing preclinical or clinical trials. This is the reason we developed DIA-
DB, a pioneering online server that, on one hand, presents all the information
about the activity of known anti-diabetic compounds and, on the other hand,
can be an effective tool for drug design.

More specifically, DIA-DB offers 3 main options:

Compound Data: DIA-DB has a database of every compound that is either
used for the treatment of diabetes or is under investigation and has shown
promising results. In this database a number of crucial information about each
compound is presented such as:

– Protein target
– Mechanism of action
– Compound family
– Side effects
– Binding affinity
– Crystal structure of protein + ligand
– Clinical trials among others

The database can also be used as a research tool. If a researcher has developed
a new anti-diabetic drug, he will be able to compare its activity with that of the
known compounds (for example, the binding affinity or the results from clinical
trials) and derive useful information about its potential, as a result. Apart from
that, the information mentioned above, and especially the crystallographic struc-
tures can act as a guide for drug design since the binding site-ligand interactions
provides useful information for the development of specific substructures.

1 http://autoimmune.pathology.jhmi.edu/diseases.cfm?

systemID=3&DiseaseID=23
2 http://www.who.int/mediacentre/factsheets/fs312/en/

http://autoimmune.pathology.jhmi.edu/diseases.cfm?systemID=3&DiseaseID=23
http://autoimmune.pathology.jhmi.edu/diseases.cfm?systemID=3&DiseaseID=23
http://www.who.int/mediacentre/factsheets/fs312/en/
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Compound Comparison: This tool has the ability of substructure compari-
son. As a result, a researcher can upload the structure of a potential anti-diabetic
compound and DIA-DB is going to compare that structure with every compound
of the database. That tool has limitless capabilities and many advantages since
it is easy, quick and accurate and offers a great variety of results. As such , the
researcher can learn about:

– The potential anti-diabetic activity of the desired compound
– The compounds and the drug family with which it is similar
– The protein target and the metabolic pathway
– Possible side-effects

In Silico Docking: The researcher can upload a pdb file of the desired
compound and then run in silico prediction, during which docking experiments
will be conducted between the compound and every known anti-diabetic protein
target. This tool offers highly accurate results about the:

– Potential interaction between the compound and the protein binding site
– Exact location of the compound inside the binding site
– Specific groups of the compound and the amino-acids of the binding site that

form interactions, and the exact nature of these intramolecular interactions
(hydrogen bond, pi interactions etc.)

– Interactions between the compounds and other hetero-atoms inside the bind-
ing site (water if hydrophilic, metals etc.)

It is obvious that by running both of the two prediction tools mentioned above,
the researcher will be able to have a full prediction of the potential anti-diabetic
activity of the desired compound. In a nutshell, DIA-DB is a reliable, easily ac-
cessible free server that can be used both as an informative tool or as a guide for
drug development. In the next sections we provide details about the database im-
plementation, virtual screening protocols and examples of some use cases. The rest
of the paper is as follows; section 2 explains the architecture of the database, while
section 3 gives details about the model used in the creation of the database. Next,
Virtual Screening techniques are explained in section 4, use cases are depicted in
section 5, and principal conclusions outlined in section 6.

2 DIA-DB Architecture

In order to accomplish the different services offered by DIA-DB we have deployed
a modular architecture. Figure 1 shows the main components of the DIA-DB
architecture. Firstly, a main server is the responsible for distributing and coordi-
nating user’s requests received from a Web server. These requests are forwarded
to the Database server either to register new experimental compounds to be
evaluated or to compare the compound in the request with similar anti-diabetic
drugs already registered in the database. Moreover, in the case that the request
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High Performance 
Computing Server

Database

Main Server

Web Server

Read Only UsersUsers introducing new compounds

Notification

N
otification

Fig. 1. DIA-DB architecture components: Main Server, Web Server, Database and
High Performance Computing Server

demands an in-silico docking, the main server sends a job to the High Perfor-
mance Computing (HPC) server. All these tasks are automatized by means of
scripts.

The Web server acts as the interface between users and the DIA-DB system.
It contains the different web pages to request comparing and/or docking services
and to visualize results, as well as restricted access for administrators in order
to update scripts, access the database, etc. Observe that in Figure 1 the Web
server is separated from the main server for clarification reasons, and it could
be perfectly integrated into the latter.

On the other hand, the Database server contains the database software and the
data related to diabetes study. There could be different configuration at this point.
The simplest configuration consists in a single relational database containing all
the data. This is a typical solution when a small amount of data is needed and it is
not distributed among different locations. A more usual intermediate configura-
tion resides in a distributed database composed of several nodes. Note that in this
case diabetes data could be stored in an heterogeneous form (for example, when
using a federated database with different owners) and a common language should
be defined to enable compound comparisons. Amore advanced configuration com-
bines relational databases (monolithic or distributed) with NoSQL databases [2]
when very large volumes of data are available (hundreds of gigabytes) and further
statistical relationships among compounds properties are to be studied. In the
first version of our proposal, the database server contains a single node managed
by the popularMySQL database software3, while we are evaluating the creation of

3 http://www.mysql.com

http://www.mysql.com
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a distributed database that includes our own database along with other diabetes
databases publicly available such as ZINC database4. In any case, the Database
server is kept with a private IP for security reasons. Section 3 shows our database
model proposed for representing diabetes data.

Finally, an in-house HPC server is the responsible for running the required
in-silico docking calculations. Once the experiment is finished, the HPC server
notifies the corresponding users directly (at this moment the notifications are
sent by e-mail). Section 4 explains the fundamental features of the process exe-
cuted in this HPC server.

3 Diabetes Database Model

One of the most important milestones in the DIA-DB project is the repre-
sentation of the available information on anti-diabetes compounds and their
trials. Based on previous studies and experiences on this field, we have de-
signed an Entity-Relationship model following the traditional methodology in
databases [3]. This section synthesizes the most relevant decisions and elements
of our model.

Figure 2 depicts a simplified version of the database model used in our anti-
diabetes study. One of the main entities in this model is Compounds, which
contains the core information about them, as for example their name, structure,
smiles (simplified molecular-input line-entry system), etc. A compound entity
is related to several additional entities representing extended information on it,
such as side-effects, the compound family, its ligands, binding protein affinity
and protein targets along with its PDB associated, among others.

Another fundamental entity is Clinical Trials, which stores information about
clinical experiments associated to each compound (note the relationship between
the two main entities in the model, Compounds and Clinical Trials). This entity
is also related to specific entities associated to clinical trials, such as the phases
of the trial, possible interventions and conditions, the parameters involved in the
study, sponsors defraying the trials and the outcomes obtained at the end of the
experiment.

Although not depicted in Figure 2, there are other two main entities in the
DIA-DB model aimed at representing user’s experiments requested through the
DIA-DB web page. These entities are User, containing at least the user’s e-mail
to contact her when the experiment is finished; and In-Silico Experiment, which
contains data about the compound proposed by the user (reusing the Compound
entity previously described), the state of the experiment, the HPC server where it
is being executed and the prediction value obtained as a result of the experiment.

It is worth mentioning that the design of the DIA-DB knowledge model has
been developed having in mind its use not only in anti-diabetes studies, but also
for other diseases such as Parkinson, Cancer, etc. As a result, the core entities
and relationships have been kept generic enough in order to be imported into
new studies without additional effort.

4 http://zinc.docking.org

http://zinc.docking.org
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Fig. 2. Simplified Entity-Relationship model for DIA-DB

4 Virtual Screening

We describe in this section the main aspects of Virtual Screening techniques,
and why and how are they used in our database.

Virtual Screening (VS) techniques [4] allow to provide predictions about which
chemical compounds might interact with a given protein target in some specified
way and thus achieving the desired biological function. They are mainly divided
into Ligand Based Virtual Screening [5] (LBVS) and Structure Based Virtual
Screening [6] (SBVS) and described below.

4.1 Ligand Similarity Based Virtual Screening

LBVS methods exploit all existing available information (structure, physico-
chemical parameters, binding affinities, etc) about known active and inactive
compounds. We will exploit the possibility of exploiting shape information for
checking whether in our diabetes compound database are compound similar to
the ones used in the input query. For that purpose our server uses internally the
shape complementarity tool WEGA [7].

4.2 Structure Based Virtual Screening: Docking

The activity of many proteins strongly changes when small ligands dock into well
defined cavities of protein receptors. These ligands can act as molecular switches
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of the protein and control its activity. For proteins involved in a metabolic path-
way related to a disease, artificial ligands can act as drugs. As more and more
metabolic pathways and associated key proteins are identified, the search for ar-
tificial ligands for such proteins has intensified to improve treatment of various
diseases. The number of known protein structures continues to grow exponen-
tially [8]. In addition, whole genome interaction screens and various large scale
efforts to elucidate signal transduction, generate an ever increasing set of inter-
esting target proteins.

Biomolecular screening has played an important role in drug discovery and ex-
perimental techniques are increasingly complemented by numerical simulation.
One important application, so called Virtual Screening (VS), identifies lead com-
pounds which can bind to a target protein with high affinity. This is achieved by
determining the optimal binding position for each molecule in a large database
of potential targets (docking) and then ranking the database according to the
estimated affinity (scoring). Afterwards these candidates are subjected to re-
finement and selection processes which can evolve to in-vitro studies, animal
investigations, and finally human trials. In addition to high-affinity the drug dis-
covery process must address many additional issues, such as toxicity, bioactivity
and specificity.

Most modern VS methods use an atomistic representation of the protein and
the ligand. They permit the exploration of thousands of possible binding poses
and ligand conformations in the docking process. As a result, binding modes are
predicted reliably [9] for many complexes.

The VS protocol implemented in our database exploits the capabilities of
the Autodock Vina [10] docking program. Vina finds well-binding ligands for
a protein receptor of known structure in a database that contains the three-
dimensional structures of many ligands. Each ligand of the database is docked
into the whole surface of the protein using an all-atom representation of the
protein and ligand.

5 Use Cases

This section describes the three most frequent use cases in DIA-DB: compound
queries, compound comparisons and in-silico or virtual screening experiment.
The first two involve the use of the database server, while the last one also
requires the intervention of the HPC Server.

A compound query starts when a user introduces a protein sequence or other
data in the DIA-DB web page. This query is sent to the main server, which
forwards it to the Database server by means of a SQL query. The obtained results
are sent back to the user and displayed in the web page. Likewise, compound
comparison follows a similar process, but in this case the SQL query is more
complex as it must search for similarity compounds according to the options
selected by the user. Note that the database could be composed of a single node
or several federated databases in a distributed manner, as explained in section 3.

The last use case regarding virtual screening is shown in Figure 3. In this case,
the user submits a PDB file including the compound to be tested through the
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Fig. 3. Use case for in-silico docking (virtual screening) process in DIA-DB

web page. The data in the PDB file are registered in the database along with
the applicant user data, and at the same time the PDB information is used for
the main server to query the database in order to obtain the protein target to
be evaluated in the in-silico experiment. Once this item has been retrieved, the
main server sends it together with the PDB file to the HPC server as the input
for the virtual screening process. After the experiment is completed, the results
are registered in the database and the user is notified by e-mail so as she could
view the results in detail in the web page.

6 Conclusion and Outlook

In this work we have stated the importance of creating a completely new and
innovative method for the fast development of novel anti-diabetic compounds.
With this purpose in mind we have created DIA-DB, a web server for the predic-
tion of diabetes drugs that uses two different approaches grounded on similarity
and structure based virtual screening. The server is open to all users and is ac-
cessible at http://bio-hpc.eu/dia-db, where registration is not necessary, and
a detailed report with the prediction results are sent to the user by email once
calculations are finished. This is the first public domain database for diabetes
drugs. As future steps we are considering the extension of this database to other
contexts of biological relevance such as Parkinson disease and cancer, and the
implementation of additional and improved virtual screening tools for improved
compound activity predictions.
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Abstract. As a part of our drug discovery program, we have synthesized  
various 2-amino-benzo[h]quinoline-6-carbonitrile derivatives and analyzed 
them on human colon cancer cells in the form of percentage inhibition at differ-
ent concentration gradient and time of incubation. Anticancer activity of these 
derivatives against the human HCT116 cancer cells using in vitro employing 
standard MTT assay. Compounds 3a-3e showed significant anti-cancer activity 
especially compound 3b and 3d exhibit the good inhibitory activity on HCT116 
cells. Additionally, docking study was performed on colon cancer target cyclin-
dependent kinase-2 to understand the cytotoxic mechanism of action of active 
compounds. 

Keywords: ADME/T, Benzo[h]quinoline, Colon cancer, Docking. 

1 Introduction 

Colorectal cancer is the fourth most commonly diagnosed malignant disease and is 
prevalent where the people have adopted western diets and also among the elderly. Its 
symptom is worsening constipation or bloody stool. It is a [1, 2] worldwide problem 
and is second most common cancer in women and the third in men. It is notable that a 
variety of research groups are paying attention on chemoprevention currently and 
working on new lead molecule development. It is well known that early detection of 
cancer and focus on improvement of current used drug can be very supportive for 
complete cure the disease. A careful literature search revels that the properly functio-
nalized quinoline ring system and their fused derivatives are important structural unit 

                                                           
* Corresponding author. 
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and present as substructure in various therapeutics and synthetic analogues, alkaloids, 
which demonstrate good biological activities [3-5]. Molecules with quinoline skelon 
are reported as anti-inflammatory, antimalarial, antiasthmatic, antihypertensive, anti-
bacterial and platelet derived growth factor receptor tyrosine kinase (PDGF-RTK) 
inhibiting agents [6]. Various quinoline derivatives are reported to display considera-
ble anticancer activities [7-8]. Quinoline skeleton act as anticancer agents through 
several mechanisms for example; inhibition of topoisomerase [9], cell cycle arrest in 
the G2 phase [10], and tubulin polymerization inhibition[11]. In this work, we report 
the five new compounds were synthesized and screened against human colon cancer 
cell lines. Most of compounds were found to exhibit potency compared to standard 
drug doxorubicin. The synthesis compounds 3a-3e showed anti-proliferative activity, 
especially compound 3b and 3d exhibit best inhibition activity on HCT116 cell line. 
Molecular docking studies have been performed to evaluate possible mode of action 
of molecules in active site. 

2 Material Methods 

2.1 Chemical Synthesis 

2.1.1 General Experimental Procedures 
We have used commercially available reagent and solvent purchased by sigma Al-
drich and Alfa aesar directly and the synthesis of all the compounds were carried out 
according to the procedure described in our recent publication (Figure 1). Synthetic 
procedure and characterization data of all the reported compound are available in the 
literature[12]. 

 

 

Fig. 1. Structures of benzo[h]quinoline-6-carbonitrile derivatives  

2.2 Biology 

2.2.1 Reagents and Consumables 
Colon cancer HCT116 cell lines were procured from KCLB (Korean Cell Line Bank, 
South Korea), all cells were maintained in DMEM supplemented with 10% fetal bovine 
serum, 1% nonessential amino acids, 1% glutamine, 1% penicillin (100 IU/ml) and 
streptomycin (100 mg/ml) (all from Hyclone, USA). Human colon cells culture were 
maintained at 37°C, 95% relative humidity and 5% CO2. The cells allowed to grow in 
75 cm2 tissue culture flasks until confluence were then sub-cultured for experimentation. 
The cell inhibiting activity of the compounds was determined using MTT assay  
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2.2.2 MTT Assay 
The MTT assay was carried out as per the protocols described by us earlier [13, 14]. 
In brief cells were seeded in 96-well plates at a concentration of 2 x 104 cells/well in 
200 µL of complete medium and incubated for 4 h at 37°C in a 5% CO2 atmosphere 
to allow for cell adhesion. Stock solutions (2 mM/100µL) of the compounds made in 
DMSO were filter sterilized, then further diluted to 0.2 mg/ml incomplete medium for 
treatment against HCT116 colon cancer cells lines. A 100-µL solution of compound 
was added to a 100-µL solution of fresh medium in wells to give final concentrations 
of 20µM-0.156 µM /mL after serial dilution. MTT assays were performed in two 
independent sets of quadruplicate tests. A negative (no drug treatment) and positive 
control group used as vehicle that was used for dilution of compound were run in each 
assay. After incubation upto 48h, expose the cells to the drug and each well was care-
fully rinsed with 1ml phosphate buffered saline (PBS).Viability was assessed using 
MTT (3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide). 20 μL MTT 
solutions (5 mg/mL in PBS) along with 200 µL of fresh medium were added to each 
well in the plate and the plates were incubated for 3h. Following incubation, the me-
dium was removed and the purple formazan precipitates in each well were released in 
the presence of 1ml DMSO (dimethyl sulphoxide). Absorbance was measured using a 
micro plate reader (Biotek, Techan, USA) at 540nm. The results are expressed as IC50 
and percentage of viabilities of cell were assessed as the ratio of absorbance between 
compound treated and control cells, which was directly proportional to the metaboli-
cally active cell number. 

2.3 Molecular Docking Study  

Molecular modeling studies of of various benzo[h]quinolines were performed by 
using molecular modeling software Sybyl-X 2.0, (Tripos International, St. Louis, 
Missouri, 63144, USA). Drawing of structure and geometry cleaning of compounds 
were done through Chem Bio-Office suite Ultra v12.0 (2012) software (Cambridge 
Soft Corp., UK). All the five compounds were studied for their binding affinity into 
colon cancer target cyclin-dependent kinase 2. We have constructed a 3D model of 
the structures using the Surflexdoc module of Sybyl. Energy minimization was made 
through Tripos force field Optimization using a distance-dependent dielectric and 
Powell gradient algorithm with a convergence criterion of 0.001 kcal mol−1 for deter-
mining low energy conformations with the most favorable (lowest energy) geometry. 
Among various deposited crystallographic structures of human colon cancer cells in 
protein data bank (PDB), we have selected Cyclin-dependent kinase 2 (CDK2) [15]. 
The crystal structure of CDK2 in complex with 3-bromo-5-phenyl-N-(pyridin-3-
ylmethyl)pyrazolo[1,5-a]pyrimidin-7-amine was obtained from the PDB http://www. 
rcsb.org/ pdb/explore/explore.do (ID: 2R3J). It was originated from Homo sapiens 
and its resolution was 1.65 Å. Hydrogen atoms and partial charges were added to the 
protein with the protonation 3D application in Sybyl. Gasteiger-Hückel method was 
used to assess the partial atomic charges. 2D structures were converted to 3D struc-
tures using the program Concord v4.0 and maximum number of iterations performed 
in the minimization was set to 2000.  Geometry was further optimized through 
MOPAC-6 package using the semiempirical PM3 Hamiltonian method [16,17]. 
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3 Result and Discussion 

3.1 Biological Evaluation Study 

3.1.1 Cytotoxicity 
Benzo[h]quinolines (3a- 3e) were evaluated against HCT116 human colon cancer cell 
lines and only four compounds exhibited noteworthy cytotoxicity one compound 
shows low activity (Table 1). Rom structure activity relationship study, we have ob-
served the presence of 4-substituted phenyl group enhances the activity. Compound 
3b and 3d were significant amongst them exhibiting IC50 7.6 (±1.1) and 7.2 (±1.6) µg 
against HCT116. However, IC50 of 3a, 3c and 3e was also good but less active than 
3b and 3d probably due to functionalization at other position of phenyl ring, when 
incubation time was enhanced to 48h. The inhibitory activities for derivatives 3a–3e 
were more than 50% at 0.612 µM (Figure 2). 

Table 1. In-vitro cytotoxicity of benzo[h]quinolines by MTT assay 

S. No. Compound Name HCT116 IC50  (µM) 

1.  3a 9.6 (±0.9) 

2.  3b 7.6 (±1.1) 

3.  3c 10.7 (±1) 

4.  3d 7.2 (±1.6) 

5.  3e 9.2 (±1.2) 

6.  Doxorubicin 2.1 (±0.5) 

 

 

Fig. 2. Effect of active compounds (3b, 3d and doxorubicin) on HCT116 in vitro using stan-
dard endpoint MTT assay. The cells were treated at different concentration of 20 µM - 0.156 
µM for different time intervals (48 h). 
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3.1.2 Molecular Modeling and Analysis of the Docked Results  
The aim of the molecular docking study was to elucidate whether 2-amino-
benzo[h]quinoline-6-carbonitrile derivatives and doxorubicin  modulate the anticancer 
target or not. However, this study is used to identify the binding site pocket against 
the well-known anticancer molecular targets CDK2 apo-protein receptor. To find the 
possible bioactive conformations of 3b and 3d, the Sybyl X 2.0 interfaced with Surf-
lex-Dock program was operated to dock the compounds into the active site of the 
known human colon cancer target protein CDK2 (PDB ID: 2R3J) [15]. To evaluate 
the binding affinity of the inhibitors within the protein molecules, docking study was 
performed. The docking energy in the form of total energy and hydrogen bonds be-
tween the ligand and amino acids in protein receptor was used to rank the binding 
affinity of all the synthesized compounds to colon cancer target CDK2. Evaluation of 
the hydrogen bonds was done by measuring length with in 3Å. This is most com-
monly used approach to see the molecular interaction and interlinked the experimental 
results very well. Through molecular docking simulations, we successfully explored 
the orientations and binding affinities (in terms of docking score refer here as ‘total 
score’) of 2-amino-benzo[h]quinoline-6-carbonitrile derivatives against the anticancer 
targets CDK2 apo-protein receptor.  

Table 2. Comparison of binding affinity of standard drug doxorubicin and active 
benzo[h]quinoline derivatives against colon cancer target protein (PDB ID:2R3J) 

Com-
pound 
Name 

Total 
Score 

Amino acid involved in active 
pocket in 3Å 

Involved 
group of 
Amino 
Acid 

Length 
of H-
bond Ă 

No. of 
Hydro
gen 
Bond 

Doxoru-
bicin 

5.164
7 

ILE-10, VAL-18, ALA-31, 
VAL-64, PHE-80, PHE-82, 
LEU-83, HIS-84, GLN-85, 
ASP-86, LYS-88, LYS-89, 
GLN-131, LEU-134, ALA-144 

ASP-86 
LYS-89 
LEU-83 

1.9 
2.0 
2.1 

3 

3b 5.584
1 

ILE-10, GLY-11, GLU-12, 
GLY-13, VAL-18, ALA-31, 
LYS-33,  LEU-83, His-84, 
GLN-85, LYS-89, GLN-131, 
ASN-132, LEU-134, ALA-
144, ASP-145 

LEU-83 
LYS-33 

1.9 
2.0 

2 

3d 5.240
7 

ILE-10, GLY-11, GLU-12, 
GLY-13, THR-14, VAL-18, 
ALA-31, LYS-33, GLU-81, 
PHE-82, LEU-83, HIS-84, 
GLN-85, ASP-86, LYS-89, 
LYS-129, GLN-131, ASN-
132, LEU-134, ALA-144, 
ASP-145 

LEU-83 2.0 1 

Surflex-Dock scores (total scores) were expressed in -log10(Kd)
2 units to represent binding 

affinities 
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Table 3. Compliance of active benzo[h]quinoline derivatives of computational parameters of 
pharmacokinetics (ADME)  

Compound 
Name 

log S  for   
aqueous 
solubility 

log 
Khsa 
for 
Serum 
Protein 
Binding 

log 
BB 
for 
brain/ 
blood 

No. of 
metabolic 
reactions 

Predicted 
CNS 
Activity 

log 
HERG 
for K+ 
Channel 
Blockage 

Apparent 
Caco-2 
Permeability 
(nm/sec) 

Apparent 
MDCK  
Permeability 
(nm/sec) 

vdW 
Polar 
SA 
(PSA) 

log Kp for 
skin 
permeability 

% Human 
Oral 
Absorption 
in GI (+-
20%) 

Qual. 
Model for 
Human 
Oral 
Absorption 

3a -6.358 0.843 -0.69 0 0 -5.082 664.661 318.128 61.328 -2.37 100 Low 

3b -7.096 0.946 -0.55 0 0 -5.095 664.16 776.185 61.329 -2.532 100 Low 

3c -7.246 0.989 -0.56 0 0 -5.2 663.685 788.149 61.328 -2.495 100 Low 

3d -6.739 0.861 -0.81 1 -1 -5.241 664.264 317.923 69.614 -2.448 100 Low 

3e -6.632 0.873 -0.63 0 0 -5.1 663.921 453.657 61.332 -2.431 100 Low 

Doxorubicin -2.775 -0.543 -3.1 9 0 -6.268 2.15 0.716 215.962 -7.957 20 Low 
 

Stand. 
Range* 

(-6.5 / 
0.5) 

(-1.5 / 
1.5) 

(-3.0 
/ 1.2) 

(1.0 / 
8.0) 

–2 (inac-
tive) 
+2 ac-
tive) 

(concern 
below -
5) 

(<25 poor, 
>500 great) 

(<25 poor, 
>500 great) 

(   7.0 / 
200.0) 

(–8.0 to –
1.0, Kp in 
cm/hr) 

(<25% is 
poor) 

(>80% is 
high) 

Note:  * For 95% of known drugs, based on –Qikprop v.3.2 (Schrödinger, USA, 2011) software 
results # indicates a QSAR-based predicted active derivative  

Table 4. Predicted ADME parameters (DS v3.5, Accelrys, USA) 

Compound 
Name 

Aqueous 
solubility 

CYP2D6 
binding 

Hepatotoxicity  Intestinal  
absorption 

Plasma Protein binding 

3a 1 False True (toxic) 0  (Good) True (Highly bounded) 

3b 1 True True (toxic) 1 (moderate) True (Highly bounded) 

3c 0 False True (toxic) 1 (moderate) True (Highly bounded) 

3d 1 False True (toxic) 0 (Good) True (Highly bounded) 

3e 1 True  True (toxic) 0 (Good) True (Highly bounded) 

Doxorubicin 2 False True (toxic) 3 (very poor) False (Poorly bounded) 
 

Doxorubicin (control compound) docked in to CDK2 apo-protein receptor and its 
docking score in the form of total score was 5.1647. Total fifteen residue in the bind-
ing site of the CDK2 had hydrophobic interaction with doxorubicin i.e. Ile-10, Val-
18, Ala-31, Val-64, Phe-80, Phe-82, Leu-83, His-84, Gln-85, Asp-86, Lys-88, Lys-89, 
Gln-131, Leu-134 and Ala-144. Three residues i.e. Asp-86, Lys-89 and LEU-83 inte-
racted with control compound doxorubicin via H-band. On the other hand docking 
result for colon cancer target CDK2 of benzo[h]quinoline derivatives 3b and 3d show 
significant binding affinity indicated by a total score 5.5841 and 5.2407 in figure 4A 
and 4B. There were formation of two H-bonds of length 1.9 and 2.0 Å between the 
protein and active derivative 3b and one H-bond of length 2.0 Å with 3d interact with 
nonpolar hydrophobic residue i.e. Leu-83 and  polar basic uncharged residues Lys-83 
participate in active pocket. In the docking poses of 3b, and 3d complex, the chemical 
nature of common residue in the binding site within radius 3Å was non polar hydro-
phobic residue, for example Ile-10 (Isoleucine), Val-18 (Valine), Ala-31 (Alanine),  
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Fig. 3. Active compounds 3b and 3d docked on anticancer target CDK2 (PDB ID:2R3J) reveal-
ing respective binding site residues.  

 
Leu-83, Leu-134 (Leucine); polar basic for example His-84 (Histidine), Lys-89 (Lysi-
cine); and polar uncharged residue, for example Gln-85, Gln-131 (Glutamine) as a 
result the bound compounds show a strong interaction with CDK2 compare to 
stranded drug doxorubicin, thus leading to more stability and activity in this com-
pounds (Table 2).   

3.1.3  Pharmacokinetic Parameters Compliance 
We considered several physiochemical properties related to pharmacokinetics, when 
screening for active derivatives. The results revealed that all of the derivatives fol-
lowed Lipinski’s rule of five. The hydrophilicity of each compound was measured 
through its logP value. Low hydrophilicity and therefore a high logP value may lead 
to poor absorption or permeation. The pharmacokinetics parameters such as ADME/T 
are important descriptors for human therapeutic use of any compounds. 

These ADME descriptors were calculated and checked for compliance with their 
standard ranges. Screening for active and ADME compliant benzo[h]quinoline deriva-
tives of namely, compounds 3a-3e were evaluated through its logP (octanol-water parti-
tion coefficient), which has been implicated in logBB (blood-brain barrier penetration) 
penetration and permeability studies. The logP descriptor used to correlate passive mo-
lecular transport through membranes. All compounds showed less than five calculated 
logP and therefore may have high hydrophilicity and membrane permeation. The aque-
ous solubility (logS) of a compound significantly affects its absorption and distribution 
characteristics. The calculated logS values of the studied compounds were within the 
acceptable interval. The compound distribution in human was evaluated by following 
factors e.g., logBB, permeability (apparent Caco-2 and MDCK permeability, logKp  
for skin permeability), the volume of distribution and plasma protein binding refer  
by logKhsa (Schrödinger, USA, 2012). Process of excretion by which eliminates the  
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Fig. 4. Plot of polar surface area (PSA) versus ALogP for benzo[h]quinoline derivatives show-
ing the 95% and 99% confidence limit ellipses corresponding to the blood brain barrier (BBB) 
and intestinal absorption  

compound from the human body was evaluated by molecular weight and logP [16-17]. 
All derivatives have polarities that enabled better permeation and absorption, as re-
vealed by the number of H-bond donors and H-bond acceptors. The calculated values 
of these ADME parameters showed close similarity with that of doxorubicin and  lies 
within the standard range of values exhibited by 95% of all known drugs (Table 3). 
We have also evaluated through through Discovery Studio v3.5 molecular modeling 
& drug discovery software (Accelrys, USA). Compounds 3a-3e were evaluated with 
standard descriptors and all the chemical descriptors and parameters of ADME were 
calculated (Table 4). The ADME results showed that there was no predictive hepato-
toxicity was comparable to standard range.  

The intestinal absorption and blood brain barrier penetration were predicted by de-
veloping an ADME model using descriptors 2D PSA and AlogP98 that include 95% 
and 99% confidence ellipses. These ellipses define regions where well absorbed com-
pounds are expected to be found. The results of DS-ADME model screening showed 
that active benzo[h]quinoline derivatives 3b and 3d possess 99% confidence levels 
for human intestinal absorption and blood brain barrier (BBB) penetration. Similarly, 
another predicted active derivative also showed 99% confidence level for intestinal 
absorption and 95% confidence level for BBB penetration. Doxorubicin falls outside 
the ADME model ellipses filter, which indicate its poor intestinal absorption and BBB 
penetration ability. The plot of polar surface area and ALogP of  benzo[h]quinoline 
derivatives are represented in Figure 5. 

4 Conclusion 

Developing promising colon cancer agents by synthesis of 2-amino-benzo[h]quinoline-6-
carbonitrile derivatives functionalized at C-5 positions has been synthesized by reaction of 
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6-aryl-4-sec.amino-2-oxo-2H-pyran-3-carbonitriles and 2-cyanomethylbenzonitrile under 
basic conditions. Compounds 3a-3e are not reported as anticancer agents and compounds 
2-amino-5-(4-chlorophenyl)-4-(piperidin-1-yl)benzo[h]quinoline-6-carbonitrile (3b) and 
2-amino-5-(4-methoxyphenyl)-4-(piperidin-1-yl)benzo[h]quinoline-6-carbonitrile (3d) 
showed promising cytotoxic activities, in in vitro mode, compared to the standard drug 
doxorubicin. This may act as source of lead anticancer drug. Binding  affinity of studied 
derivatives revealed on known anticancer targets CDK2 through  docking. All compounds 
showed compliance with standard range of known drug’s ADME parameters 
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Abstract. Over the past decade, only very few drugs made it to the market this 
bottleneck is mainly attributed due to their failures at the pre-clinical and clini-
cal stages of drug development pipeline. Several bioinformatics tools and mo-
lecular docking approaches have enormously contributed to the rational design 
of cost-effective, efficacious and novel lead molecules. Research over past few 
decades resulted in the development of virtual screening methods, where sev-
eral million compounds from various databases can be screened in limited time 
very effectively. Majority of the investigations performed so far focuses only on 
a single target ruling out the possibility that the same ligand can bind to an off-
target with a high-sequence similarity (especially isozymes) leading to un-
wanted effects. Glycogen phosphorylases (GP) are phosphorylase enzymes that 
are implicated in several metabolic disorders such as type-2 diabetes and also 
other disease like cancer and coronary disease. GP are present both in muscle 
and hepatic tissue as isozymes and many inhibitors of GP (GPi) due to lack of 
specificity cross-react between both these isozymes and lead to delirious side-
effects. Taking together the role and features of GP, the objective of the current 
work is to develop a strategy in molecular docking approach to pre-evaluate 
specificity of GPi using in silico derived pentacyclic triterpenes. 

Keywords: in silico pharmacodynamics, glycogen phosphorylase, glycogen 
phosphorylase inhibitors, pentacyclic triterpenes, preclinical evaluation, cross-
reactivity. 

1 Introduction 

Glycogen phosphorylase (GP) is a phosphorylase enzyme (EC 2.4.1.1) implicated in 
disease conditions such as type-2 diabetes, McArdle's disease [1], Hers' disease [2] 
and has been further proposed as a biomarker in gastric cancer [3]. In both liver and 
muscle, GP catalyzes the rate-limiting breakdown of glycogen to glucose-1-phosphate 
upon phosphorolytic cleavage of the R-1,4-linked glycosyl units. Type-2 diabetes is 
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associated with elevated blood glucose levels as a result of disorder in the glucose 
metabolism by liver and periphery [4]. To counteract this condition, an ideal anti-
diabetic agent is expected to be capable of lowering blood glucose in both fed and 
fasted states via insulin controlling the hepatic and peripheral glycogen metabolism 
[5]. Here, enzymes like GP being involved in gluconeogenesis and glycogenolysis, 
(the pathways by which glucose is formed in the liver), are potential targets for its 
treatment. GP exists in two interconvertible forms (a and b); the proportion that exists 
in each form is regulated by phosphorylation. In a study, Aiston et al. demonstrated 
that by inactivating glycogen phosphorylase GPa alone and not inhibiting glycogen 
kinase synthase-3 (GSK-3) could mimic insulin stimulation of hepatic glycogen syn-
thesis. Further, signaling pathway involving dephosphorylation of GPa leading to 
both activation and translocation of glycogen synthase was an important mechanism 
by which insulin stimulate hepatic glycogen synthesis [6]. In this regard, inactivation 
of GP would not only reduce glycogenolysis but would also stimulate glycogen syn-
thesis. GP inhibition has been regarded as a therapeutic strategy for blood glucose 
control in diabetes [7]. Several studies report the blood glucose lowering efficacy of 
GP inhibitors in animal models of diabetes [8, 9] and clinical trials [8]. A number of 
synthetic and natural GPi have shown good therapeutic potential for the treatment of 
type 2 diabetes. 

Pharmacological inhibitors of GP have been developed so far are used as a poten-
tial drug for attenuating hyperglycemia associated with type 2 diabetes [10]. These 
compounds decrease blood glucose levels in vivo and thereby validate GP as a target 
for the treatment of diabetes [7]. Several structural classes of potent GP inhibitors 
(GPi) have been developed that bind either to the active site, the allosteric effector 
AMP (AMP site), the purine site or the indole site [11]. Pentacyclic triterpenes 
represented a new class of GPi that are widely distributed throughout the plant king-
dom, and a variety of biological properties have been ascribed to this class of com-
pounds [12]. Oleanolic acid and ursolic acid are two well-known members of the 
family of pentacyclic triterpenes [13, 14]. In a recent human test, it was reported for 
the first time that corosolic acid exhibited a glucose-lowering effect on post-challenge 
plasma glucose levels in human [15].  

A major limitation for the current GPis is that they their lack specificity and have 
low degree of selectivity against muscle GP. This is due to significant sequence and 
structural homology between hepatic (hGP) and skeletal muscle GP (mGP) [16]. Now, 
it is question of great concern where any GPi, intended to inhibit hepatic glucose out-
put, will also limit muscle glycogen degradation during contraction resulting in im-
paired muscle function. Therefore, novel GPi are required to be designed that are 
potent and highly selective hGPi. In the present study, structure based drug design 
strategies and molecular docking approaches are employed using pentacyclic triter-
penes on the structure models of mGP and hGP. Apart from the binding energy other 
parameters like cluster orders, diversity in binding sites, sequence conservation were 
compared to obtain better lead compounds for specific targeting of hGP.  
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2 Materials and Methods 

2.1 Data Set 

The protein primary sequences for mGP (accession id: P11217, PYGM_HUMAN) 
and hGP (accession id : P06737, PYGL_HUMAN) were obtained from uniprot 
(www.uniprot.org). The X-ray crystal structure of hGP in complex with inhibitor 
GSK254 was obtained from Protein Data Bank (PDB) [17].  

2.2 Sequence Analysis 

Pairwise alignment of mGP and hGP were performed using ClustalW tool available at 
www.ebi.ac.uk/clustalw. 

2.3 Homology Modelling 

SWISS-MODEL tool was used to building and validation of homology models [18]. 
Pairwise sequence alignment of mGP and hGP primary sequences along with crystal 
structure of hGP (PDB id : 3DD1) was submitted to the SWISS-MODEL web-server. 
An optimized model of mGP was finally obtained upon satisfying the cut-off parame-
ters to model the target based on the BLAST target-template alignment and the cut-off 
parameters to model the target based on a Search target-template alignment. 

2.4 Computation Details 

The chemical structures of 86 ursolic and corosolic acid derivatives were drawn using 
ACD/ Chemsketch (Suppl table 1). The 2D structures were converted to 3D structure 
using Balloon 1.1.0.800 [19]. The energy optimization was performed using MMFF94 
force field for 300 generations. Such energy minimized ligand structures were taken 
for docking. 

2.5 Molecular Docking 

Autodock Vina was employed to dock the ligands and gain a better insight for the inte-
ractions between various ligands to mGP and hGP. The docking operation involves 
generation of grids, calculation of dock score and evaluation of conformers. A receptor 
and ligand file containing the coordinates in PDB or Mol2 format is a pre-requisite for 
performing docking using Autodock Vina. Prior to docking, the protein files were pre-
pared by keeping the polar hydrogen atoms and adding Gasteiger charges as partial 
charges to the corresponding carbon atoms. The receptor PDB file was transformed to 
a PDBQT file containing the receptor atom coordinates, partial charges and solvation 
parameters. The ligand file was transformed into PDBQT file upon merging the nonpo-
lar hydrogen atoms and defining the torsions. A blind docking was performed inorder  
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to identify novel and/or specific ligand binding sites between mGP and hGP. The grid 
maps were the calculated for the entire protein. Inorder to perform a blind docking, the 
protein was placed in a grid box of 80 x 80 x 80 cells (with a spacing of 0.375 A˚) to 
cover the entire protein surface. Structural visualizations and conformational analysis 
of rigid protein-flexible ligand docking of 86 different ligands was performed using 
PyMOL ver0.99. 

3 Results and Discussion 

Molecular targeting or specific targeting of isozymes with inhibitors is a major chal-
lenge in drug discovery. In this case, it is very important to develop specific inhibi-
tors as GP isozymes are involved in the fundamental metabolic process (gluconeo-
genesis and glycogenolysis) localised in vital tissues or organs (muscle and liver). In 
a study on rabbit liver and muscle GP, Sprang et al crystallographic and molecular 
simulation data reported structural conservation irrespective of the extent of se-
quence similarity [20].  

3.1 Sequence Analysis and Homology Modeling 

In the present study, pairwise alignment of mGP (842 aa) and hGP (847 aa) primary 
protein sequences showed that the isozymes share approx 80% sequence identity (673 
identical residues). Among the rest, 101 residues (~12%) are semi-conserved, 33 resi-
dues (~4%) are partially conserved and 40 residues (~5%) are unconserved. Design-
ing ligands for molecular targeting in such cases are challenging as there are few resi-
dues that are specific among both the proteins. In order to understand the distribution 
of dissimilar residues among these two isoforms a homology model of mGP was pre-
pared using the hGP structural template. The dissimilar residues (semi-conserved, 
partially conserved and unconserved) between both the protein sequences were 
mapped on the respective structures to identify potential specific pockets.  

3.2 Molecular Docking Studies 

The native inhibitor (GSK254) bound in the crystal structure of hGP was used in or-
der to validate the mGP and hGP structure template prior to docking with 86 energy 
minimised ligand library using Autodock Vina. GSK254 docked to hGP and mGP 
structure with a best docking energy of -10.3 kcal/mol and -9.5 kcal/mol respectively. 
Docking analysis of 86 ligands to mGP and hGP template yielded an average docking 
energy -8.39 ± 0.45 kcal/mol in both cases (hGP: min docking energy = -9.7 kcal/mol, 
max docking energy = -7.4 kcal/mol and mGP:  min docking energy = -9.4 kcal/mol, 
max docking energy = -7.3 kcal/mol). 

As individual docking studies, the docking energies thus obtained for docking 86 
library compounds for mGP and hGP are significant and closely match the docking  
 



678 V.B. Konkimalla 

 

energy of GSK254 for mGP and hGP. However, in order to address the issue about 
specificity for hGP the following parameters were considered to screen out potential 
lead ligands.   

• Relatively high difference in binding energy. 
• Bind to very few sites in the protein. 
• Binding to unique binding pockets/sites in the protein. 

Relatively High Difference in Binding Energy. A reasonable specificity of a ligand 
can be obtained when a ligand binds to hGP effectively and that the difference be-
tween the binding energy to mGP is relatively high. A binding energy of -8.39 
kcal/mol was considered a cut-off, as this being the average binding energy obtained 
for docking the 86 ligands to mGP and hGP. All ligands that docked to mGP with 
binding energy more than -8.4 kcal/mol and the ligands that docked to hGP with bind-
ing energy less than -8.4 kcal/mol were considered as shown in table 1. 

Table 1. Relative binding energy differences of ligand docked to mGP and hGP 

Ligand 
Binding to hGP 

(kcal/mol) 
Binding to 

mGP (kcal/mol) 

GSK254 -10.3 -9.5 

18 -9.0 -8.0 

67 -8.6 -7.8 

8 -9.0 -8.4 

46 -9.0 -8.4 

59 -8.6 -8.1 

62 -8.6 -8.1 

74 -8.4 -7.9 

Bind to Very Few Sites in the Protein. In molecular docking studies, specificity for a 
ligand is not restricted to ligand binding to its specific target protein alone but also the 
number of sites/pockets a ligand binds in the in the target protein. Visualisation of the 
number of binding sites preferred by a ligand to protein among the ligands was per-
formed using PyMOL. Table 2 shows that about 7 ligands were selective for atleast 4 
to 7 sites/pockets. Out of which, ligand 18 were observed to bind to 4 pockets in hGP 
and 5 pockets in mGP (fig 1). 
 

Binding to Unique Binding Pockets/Sites in the Protein. The 20% unconserved 
residues (101 residues) obtained from the pairwise sequence alignment of mGP and 
hGP were mapped on to their 3D structure. It was observed that most of residues were 
distributed throughout the protein that might increase the chances of unspecific binding 
of the ligand. Structural investigations on the docking results showed that ligand 18 in 
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fact bound only to those sites comprising of semi/partially conserved residues in other 
GP (fig 2). This is a very important parameter in dictating the specificity of a ligand for 
a given molecular target. Table 3 is a summary of those ligands that were observed to 
be docked either to the same site as in the crystal structure or to a new site. In some 
cases, the ligands 18, 46, 52 were found docked to two completely different binding 
sites/pockets in both mGP and hGP. 

Table 2. Number of pockets docked by the ligands in mGP and hGP structure with the best 
docking energy less than -8.4 kcal/mol 

Ligand hGP mGP 

GSK254 6 5 

18 4 5 

67 6 4 

8 5 5 

46 6 4 

59 7 6 

62 4 5 

74 6 5 
 

 

Fig. 1. Binding pockets for ligand 18. Right panel : Four binding pockets for ligand 18 in hGP 
Left panel : Five binding pockets for ligand 18 in mGP 
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Table 3. List of ligands observed to be docked either in the same site or a new site in the 
structure 

Ligand hGP mGP 

GSK254 AMP site AMP site 

18 new new 

67 AMP site new 

8 AMP site new 

46 new new 

59 new AMP site 

62 new new 

74 AMP site new 

 

Fig. 2. Binding site for GSK254 and ligand-18 in hGP. GSK254 docked best to highly con-
served AMP binding pocket in all GP (highlighted in red on right) whereas ligand 18 docked 
best to novel site that is semi/partially conserved in other GP (highlighted in pink on left). 

4 Conclusion 

In this study, pentacyclic triterpenes were investigated using AutoDock VINA tool to 
delineate the parameters that are required in the ligand for designing specific inhibi-
tors for hGP. From the molecular docking studies, it was observed that the docking 
energy for inhibitor GSK254 to hGP was low.  However, other observations showed 
that GSK254 lacked specificity since the difference in the binding energy of the inhi-
bitor to mGP and hGP was not very significant. Secondly, the number of pockets/sites 
docked by the inhibitor was more in hGP in comparison to mGP leading to a possi-
bility that the inhibitor might alter several downstream pathways due to allosterism. 



 Predicting Cross-Reactivity from Computational Studies for Pre-evaluation 681 

 

Thirdly, GSK254 was docked at the same site in both mGP and hGP where the resi-
dues are highly conserved.  

On the other hand, in this study the results from the molecular docking of 86 li-
gands on the mGP and hGP showed that ligands 18, 67, 8, 46, 59, 62 and 74 fulfilled 
atleast two out of three parameters set. Among these ligand 18 although it did not 
have the best docking energy in comparison to GSK254, nevertheless, ranked highest 
in all the three parameters. From this study, it is clear that the specific inhibitor of 
hGP can be obtained if the difference in the docking energy for mGP and hGP can be 
increased with reduced binding sites and ligand binding to unconserved residues to 
that of its isozyme. Ligand 18 identified from this approach can indeed serve as a lead 
for comparative and specific targeting of hGP to mGP. Therefore, by drawing rules 
for addressing selectivity and specificity a computation strategy can be developed to 
address cross reactivity for better drug development. 
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Abstract. Nowadays have already passed more than two years since
PATRICIA research project about using pet robots to reduce pain and
anxiety in hospitalized children was started and the advances made
are more than significant. Patients, parents, nurses, psychologists, en-
gineers... all of them have adopted with illusion Pleo robot, a kind of
robotic pet, working hard looking for new procedures and new solutions
to the current pediatrics diseases. From this work, a technological con-
tribution is provided going one step beyond to what seems a long path.
Concretely, it is wanted to develop a system to wirelessly communicate
with Pleo in order to help the coordinator who leads the therapy with
the kid, to understand and control Pleo’s behaviour at any moment.
This article explains how this technological part is being developed and
obtained technical results.

Keywords: ambient intelligence, bioemotional computing, communica-
tion, robotics.

1 Introduction

How far a robot can help overcome our traumas? Recent advances in the fields of
robotics and medicine go further than physical healing. Now to diagnostic robots,
to disability robots, to robots for rehabilitation or surgical robots, therapeutic
robots are added, designed to motivate and assist the patient with psychological
problems. Hence robotherapy consists of the interaction between human patients
and robotic creatures (humanoids, pet toys, dummies...) in order to help patients
build a positive attitude facing their disease [1].

Since pet robots are mainly considered in this study, we will focus on robots
that can be used with a similar therapeutic effect to zootherapy (animal-assisted
therapy) [2]. Ideally, an animal is the best solution. Unfortunately, these compan-
ion animals are not readily available. Concerns of dog bites, allergies, or disease
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have led to many nursing homes and hospitals to ban this therapy. When this
therapy is offered it is a very regulated experience. The animal must be in the
company of a trained professional at all times. Additionally, these sessions are
scheduled activity and only occur for a few hours or less each day, once or twice
a week. As a result of these restrictions this new form of therapy, robotherapy,
has emerged.

The Program Child Life was started in 2004 at Hospital Sant Joan de Déu
(HSJD), Barcelona, Spain, with the overall aim to design pioneering techniques
to improve the children’s experience when hospitalized by reducing pain and
anxiety [3]. In 2010, more than 200 children and teenagers and their families
have participated in this program in HSJD.

The PATRICIA project [4] is based on the use of social robots with the same
aim. HSJD cooperates with Universitat Politècnica de Catalunya (UPC), to-
gether with La Salle Universitat Ramon Llull (La Salle URL) like technological
partners. This kind of projects encourages easily to anyone to get interested in
it: it is an innovative project with many unresolved horizons to explore, with a
high diverge team, where so different concepts as robotics and human feelings
are mixed, therefore multidisciplinary. Engineers, doctors, psychologists... work-
ing together looking for improve the life quality of those kids that were unlucky
for living together with these disease.

1.1 Therapeutic Robots

It is not easy to build a machine able to satisfy the human need for compan-
ionship in hard times in the form of pet robots, however companies as Fujitsu,
Innvo Labs or PARO Robots are working hard on it. In the last 5 years many
studies worldwide have been presented with positive outcomes.

PARO is a baby seal shaped robot designed by Takanori Shibata in Japan
in 1993, but did not begin to be commercialized until 2004 [5]. It is equipped
with five kinds of sensors: temperature, touch, light, audio and position sensors.
Additionally Paro is able to learn behaviors. This pet offers similar benefits as
zootherapy, and is used in treatments to people with symptoms of Alzheimer
and other disabilities.

Huggable Teddy Bear, is being developed by Fujitsu as a therapeutic com-
panion for hospitals or nursing homes, for health care, education, and social
communication applications [6]. Hides a dozen sensors to recognize facial ex-
pressions and movements of the patient by the camera on its nose. It is intended
to record the patient’s emotional state and react accordingly using a range of
300 shares scheduled actions to interact with the people around it.

ROMIBO is an open coded therapeutic robot [7] specially designed to the
research and treatment of autism disease in kids. It brings all the wireless con-
nections in order to be remotely controlled.

Finally, Pleo, our chosen platform, is a robot, imitation of a Camarasaurus
dinosaur, that exhibits an appealing baby-likeness, expressiveness, and an array
of different behavior and mood modes. Pleo has been tested in several research
works [4,8,9,10] focused on the effect of Pleo in long-term interaction, especially
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Fig. 1. Pleo the Camarasaurus

with children. Another kind of interesting researches with this robot platform is
robot ethics [11], which plays a very important role in robotherapy.

Pleo is a commercial entertainment platform developed by Innvo Labs. It
is equipped with 2 ARM7 CPUs, 14 motors, 8 touch sensors, IR transceivers,
microphones, and 1 camera. It features also a pet like personality which develops
in time, internals drives like hunger or sleep, and several mood modes: happy,
extremely scared, curious...

The software running in Pleo is divided into three layers: the low-level software
deals directly with hardware. Sensor information is provided to the mid-level
layer through a blackboard system. The mid-level layer provides the application
functional support to the high-level scripting layer. The script layer implements
the highest-level functionality of Pleo. This is essentially Pleo’s personality, de-
termining how and when he responds to sensor input and internal goals.

1.2 Robot Autonomy

Four degrees of Pleo’s autonomy can be deployed when interacting with children
in the real scenario of the hospital:

1. Full autonomous behavior according to implicit –opaque to users– internal
states: Pleo always acts according to its own criteria. The problem is that in
this modality, Pleo’s behavior is not totally predictable by the user at any
time but may be inferred, anticipated or understood by the user according
to previous experience in interaction, expectations and social comprehension
of Pleos drives and situation awareness.

2. Full autonomous behavior according to observable internal states: The con-
ductor of the intervention can see Pleo’s internal states through a graphical
interface that externalize or make transparent Pleos’s internal states that
facilitates the understanding and management of the interaction.

3. External control of Pleo’s states: The coordinator is enabled to modify or
control Pleo changing the internal states and letting Pleo perform the cor-
relative activity.

4. External control of Pleo’s behaviour: Fully tele-operated control of the move-
ments and actions of Pleo. Always requires the presence of the coordinator
to handle the Pleo.
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Nowadays the best choice for testing Pleo in the hospital is located between
the second and the third levels, hence this will be the approach of this research.

1.3 Technical Framework

Latest advances in the research project shows the capability of Pleo’s platform
helping the kids of HSJD and their families to improve their treatment. Then,
the research group presents a prospective view of a new generation of health-
care robots – combining cloud robotics and artificial intelligence – that provide
children patients with an effective and individualized assistance [12].

The goal is to supply each young patient with a personal Pleo. Besides, a cloud
multi-agent system able to perceive, collect and share hospitalized children status
is build, and using artificial intelligence the behaviour of every patient’s robot is
modified. Finally, as all this information is in the cloud, the system can explore
the most effective actions that the Pleo can carry to improve its own patient
experience.

Until now, it is not achievable to modify the software system of Pleo due to it
is not a full open source. However, it allows to modify some values or to commit
some precise actions in a certain moment. For example, it can change or just show
how hunger is it, how happy is it, or also to ask it for walking or “to give paw”.

Hardware communication with the robot is not so easy as in previous Pleo com-
mercial versions, as long as the new one has the USB port, the serial interface and
the Bluetooth connectors behind the battery spot. In order to obtain data in “real
time” fromPleo whereas it is powered, it was connected to an external power while
stabling a gateway between the USB connector and remote computer.

It is possible to get in real time the distinct values for the different sensors
of Pleo adopting the method described. After that, some Bluetooth connections
appear connecting a Bluetooth module to the UART port [12] as a bridge be-
tween Pleo and a Raspberry Pi. Other processing platforms like Intel Galileo or
Edison and wireless communications like ZigBee or WiFi could be also consid-
ered, depending on the power, processing or privacy needs. Then, the Raspberry
Pi should be set into a little bag specially made for Pleo, and can access to
the Internet thanks to a wifi dongle, uploading the data to the cloud. However,
there were two problems in that communication: first a lack of space, because
original battery of Pleo was employed compacting the wires with the battery
and leaving the Bluetooth module in sight1 (see Figure 2). It is a trouble taking
in consideration that Pleo will be used by kids, then it will not accomplish the
user specifications. Secondly, new Pleo robots are not equipped with this UART
connector, so it could be exclusively tested in old versions.

Therefore, unfortunately each workshop that the psychologist/pediatric group
has performed with the children of HSJD (the real scenario) to test the interac-
tion between Pleo and the kids have been performed without any communication
provided. And as this platform is new not only for the kids but also for the pedi-
atric group, when Pleo has a bad mood or acts in a non-normal way there is no
manner to know exactly what is happening to it. So in that cases the pediatric

1 You can check a video at https://www.youtube.com/watch?v=2qNdZFt8by8.

https://www.youtube.com/watch?v=2qNdZFt8by8.
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Fig. 2. Pleo’s Bluetooth communication [12]

group interact with Pleo based in their personal experience in order to correct
the situation.

According to both, the desired robot autonomy, and the technical drawbacks
when using the platform, this set of objectives will be pursued along this work:

– Bluetooth (Bth) communication for Pleo: to build a removable part that will
be able to be mounted in any Pleo providing Bth communication.

– Modification of Pleo’s states: the coordinator must have the ability to control
Pleo to make a specific action because the situation requires it. Android
application has been chosen as interface to do that, due to it is an open
source easy to spread in the society.

– Bluetooth-battery package: the removable part would fit inside the battery
hole, in order to assemble the module in one package.

2 The Proposed Solution

This section includes a description of the solution to be developed and other
features that have been considered.

2.1 Hardware

The proposed solution for the hardware challenge, shown in Figure 3, is to switch
Pleo’s battery for a battery-Bluetooth package. Distinguishable components are
listed below.

1. PCB : Its main function is to become the conductive element between the
batteries to the springs that feed the robot. Based on the base of the battery,
it must fix the 4 pins that establish contact to the Bluetooth output of Pleo.

2. Connector pogo pins : They catch the signal that Pleo sends and will be
processed in the Bluetooth module.
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Fig. 3. (Left) Layout of the proposed assembly; (Middle) Modules JY-MCU and RN-
41; (Right) 3D print model

3. Bluetooth module: Receives the data signal from the robot and sends it to the
device connected. The JY-MCU industrial serial port is one of the cheapest
Bluetooth serial port modules in the market, but provided voltage is not
enough. Then, a more sophisticated module is needed, for instance RN-41
microchip (see Figure 3(Middle)).

4. Battery pack : Specifications of Pleo’s battery are for voltage (7.4V), charge
(2800mAh), power (20.72Wh) and max temperature (60oC). So, it should be
replaced by a couple batteries of 3,7V of size AA without problems However,
we will check in the Subsection 3.3 how this sentence is not really true.

Once all the components are assembled and tested, a case to pack it with a
3D printer is made2 (see Figure 3(Right)).

2.2 Interface

The interface must be as simple and comfortable for the user as possible, using
buttons and images to understand Pleo’s behaviour. Moreover connecting to
the Pleo robot must be user-friendly, Bluetooth must turn ‘on’ when the app is
launched and a button should be present to search Pleo’s signal and establish
the communication. A first sketch of the main menu is shown in Figure 4. It
should have a list of the different Pleo states, be able to modify the emotional
status of Pleo, allowing to the user to ask for their value. If needed, it is possible
to add more buttons for Pleo Actions, in order to make a specific action when
the situation requires it.

3 Development of the Solution

In this section, due to lack of space, more that a detailed ‘what has been done’
description, different troubles and how to manage them will be presented.

2 In fact, there are already some free models of Pleo’s battery case in the Internet to
download (http://www.thingiverse.com/thing:31721/#files

http://www.thingiverse.com/thing:31721/# files


Externalising Moods and Psychological States 689

Fig. 4. Sketch of the proposed interface

3.1 Connection via Terminal

Pleo does not support Win 64 bits, so a virtual image for XP 32 bits was imple-
mented. The easiest way to connect to the Pleo is via PuTTY and USB3.

3.2 Bluetooth Assembly

One of hardest challenges in this work is the difficulty to take measures to build
the Bluetooth assembly. On the rear face of the battery inside the hole it is
impossible to insert a vernier caliper to measure. Moreover the rear is a little
wider than the external perimeter of the hole.

To solve the problem of obtaining the correct pin positions, a thin sheet of
transparent plastic have been cut, introduced inside the hole and marked with a
fine-tipped pen. Then the plastic is extracted, measured with the vernier caliper
and drawn with a CAD tool.

Once drawn the layout, the next step is to build the PCB.
Finally, a 10x1 female header is welded to connect the RN-41 without welding

directly to the module, that could damage it.

3.3 Power Troubles

When the PCB is set inside the Pleo, batteries power the robot, but after pressing
its button to turn it on, the robot does not move. It was thought that probably
both batteries are not enough to power the robot and the Bluetooth module, so
a button cell of 3,3V was used to power the RN-41, without taking up too much
space. Then, after pressing the button, Pleo’s makes the sound as wakening up,
and sends some data to the screen of the terminal with it is communicating with,
but afterwards the robot snores and turns off stopping the communication.

It seemed like a power failure, hence theminimum tension and intensity to make
the robot work was measured. There it was discovered that the minimum power

3 In order to do this, it is necessary to download the Pleo Development Kit,
http://ipr10.wikidot.com/pleo

http://ipr10.wikidot.com/pleo
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Fig. 5. In the first picture the battery works perfectly. Once Pleo has no power to make
it run its battery have exactly 7,39V.

to supply to Pleo RB is 7,4V (equivalent to 3A), turning the robot to the sleep
position in case of reducing its values a little bit. That explains why the same
battery that Pleo carries provides more than 8,4V when it is completely full.

Another discover was that Pleo RB, unlike USB wired communication, does
not allow Bluetooth communication if the robot is not running.

3.4 Android App

Figure 6 shows how the interface looks like. First scene is a presentation to
introduce the user. Here the application itself turns ‘on’ the Bluetooth of the
smartphone or device where the app is installed.

Fig. 6. Different scenes of the application ”PleoSays”: (Left) Presentation; (Middle)
Pairing with Pleo; (Right) Communicate
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At the next scene there is a button that user must push once the module
RN-41 is powered in order to pair it with the device. Then the app searches the
corresponding MAC direction and in case that it does not find it, displays an
error message. On the other hand, if the communication is established the app
redirects the user to the third scene or command window, where the user sends
and receives data from Pleo.

When Pleo is switched on, unlike USB communication the robot starts send-
ing data, information of the initialization of the source. Hence, the application
developed cannot receive Pleo’s states values or to send any motion command
until all this initial info has been received and processed4.

4 Results and Discussion

Wireless communication between Pleo RB and an Android device is finally
achieved. With the Android app developed, the user is able to obtain any state
of the robot without stopping its interaction with the patient. It also contains
an editable textbox to allow the user to send orders to the robot, authorizing
the user to a long permission list of actions, as modifying Pleo’s states, ordering
to commit any action or sound, camera’s options, etc.

It has been a success to achieve the communication with the robot connecting
the Bluetooth module to the output set behind the battery spot. As newest
Pleo’s versions have no UART port connection, the incoming works with Pleo
should adapt to a solution similar to what has been explained in this article.
From now it can be ensured that the bottom connection works properly and can
be used in further research.

During the trials, it has been made evident that using a couple of 3,7V cells
is not enough to make Pleo run due to this values are too close to the operating
limit. Using a third cell is needed to make the Pleo robot move.

Moreover, the developed Android app can be installed in many devices and
its interface is easily understandable for users.

After many hours working with Pleo, several observations can be expressed
about it, which three have been highlighted and described below:

– Pleo is not a robust platform. It is a common fact for people that work
with Pleo that one day without doing anything different of what they have
already done before it does not turn on. Then, why to spend so many effort
in working with this tool, if sometimes it breaks without knowing why? The
answer is economy. If Pleo “survives” for more than one month working with
the kids in therapy, investment can be considered as recovered, since it is
very affordable.

– Pleo is selfish. It is not like a dog because Pleo does not react if the kid cries,
laughs, plays,... This is a very important issue because it leads to an interest
lost by the kid, and is known that the progress of the therapy is directly
proportional to the motivation of the patient. If Pleo does not care of the
kid, the kid will not care of Pleo and the therapy will be a failure.

4 It is possible to hide all this data to the user.
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– Related to the previous observation, and considering that the future of this
research is the cloud net as explained, the cloud should collect the “states”
of the kids.

5 Conclusions

The first one of the objectives of this project, the Bluetooth communication with
Pleo, has been achieved completely. Using the PCB with the extensible pins, we
can supply Bluetooth communication to any Pleo, even those without UART
connection.

The second objective, to modify Pleo’s states from an Android device, or
any of their possible actions, has been successfully achieved too, so helping the
coordinator to understand and to control the robot using an easy app.

The third objective, to assemble a Bluetooth + Batteries package has not
been fully completed. Pleo will work using 3 (not 2) AA cells and it will fit to
the designed package in this work, but it was not be completely developed, since
3D cage was build for two AA cells. However, it should be possible to build this
assembly.

As far as Pleo is a commercial closed platform, alternative platforms should
be considered in the near future. In this sense, two technical research lines are
opened. The first one is either to consider commercial platforms as Pleo’s alter-
native or to develop a pilot robotic platform to be certified for commercial use.
The second line is working in the possibility to certify the employed device as a
medical device for therapeutic purposes.
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2. López-Cepero, J., Rodŕıguez-Franco, L., Perea-Mediavilla, M.A., Blanco Piñero,
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Abstract. Clinical processes can be described, inside the Biomedical scope, like 
a systematic guideline to assist practitioner and patient decisions about appro-
priate health care for specific clinical circumstances. In industry, Product Life-
cycle Management (PLM) is the process of managing the entire lifecycle of a 
product from inception, through engineering design and manufacture, to service 
and disposal of manufactured products. Applying the concepts of PLM to Bio-
medical processes we create a synergy between the product’s concept in the in-
dustrial case and the patient into the health care environment. This point of 
view improves the actual clinical processes with a most specific treatment for 
each patient, by modifying the statements to assist the patient according to  
the needs of the patient and his illness. This research proposal tries to shift the 
focus of the eHealth systems onto the patient, adapts the existing and defined 
clinical processes or clinical paths to the patient’s needs, applies Big Data  
principles to bring even more attentions for the patient, and provides an easy to 
use system for the medical staff.   

Keywords: Biomedical, Biomedicine, Product Lifecycle Management, PLM, 
Clinical Processes, Patient, eHealth, Big Data, Software Engineering.   

1 Introduction 

In the last decade, the health care sector has used clinical guidelines and protocols as 
helpful instruments for decision-making. As defined by the Institute of Medicine, 
clinical guidelines are systematically developed statements to assist practitioner and 
patient decisions about appropriate health care for specific clinical circumstances [1]. 
They describe all the decision points and corresponding actions to be carried out de-
pending on a specific patient’s state or situation. Furthermore, clinical guidelines 
identify the clinical tests to be performed in order to confirm or determine the  
patient’s state. Based on the test results, the guideline determines the treatment alter-
natives. Among the most important potential advantages of documenting and using 
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clinical guidelines are assessing and improving the quality of care, providing support 
for medical decision-making, controlling health care costs and reducing both practice 
variability and the inappropriate use of resources [1,2]. 

In industry, product lifecycle management (PLM) is the process of managing the 
entire lifecycle of a product from inception, through engineering design and manufac-
ture, to service and disposal of manufactured products [3]. PLM integrates people, 
data, processes and business systems and provides a product information backbone 
for companies and their extended enterprise. 

The inspiration for the burgeoning business process now known as PLM came 
from American Motors Corporation (AMC). The automaker was looking for a way to 
speed up its product development process to compete better against its larger competi-
tors in 1985 [4]. The first part in its quest for faster product development was com-
puter-aided design (CAD) software system that makes engineers more productive [4]. 
The second part in this effort was the new communication system that allowed con-
flicts to be resolved faster, as well as reducing costly engineering changes because all 
drawings and documents were in a central database.  

The main motivation for this research comes from several projects, regarding 
health care and PLM, in which the research group is involved. After analyzing and 
identifying the advantages and disadvantages of each research area, we focus on try-
ing to improve health care systems using the main advantages that PLM paradigm 
brings. Our approach focuses on improving biomedical systems, by merging the main 
principle of clinical processes, or clinical pathways, with the Product Lifecycle Man-
agement paradigm in the industrial case. In this research proposal, we try to improve 
the attention of a patient with a chronicle illness, adapting the base clinical process, 
defined by specialist, for the patient. Biomedical informatics [5-12] incorporates a 
core set of methodologies that are applicable to data, information, and knowledge 
management across the translational medicine continuum, from bench biology to 
clinical care and research to public health [13]. 

The paper is structured as follows: Section 2 describes the PLM methodology as it is 
in the industrial environment. Section 3 explains our proposal to transform the idea of 
PLM to Patient Treatment. Finally, chapter 4 describes our conclusions and future work. 

2 About PLM 

Product Lifecycle Management (PLM) is the business activity of managing, in the 
most effective way, a company’s product all the way across their lifecycle; from the 
very first idea for the product all the way through until it is retired and disposed of 
[14]. As it is shown in Fig 1, the lifecycle of a product, in most cases, is cyclical. 
From the extraction of the raw materials, passing through the manufacturing produc-
tion and delivery, to the final customers; and once the product is useless, PLM covers 
the disposal of the product and its possible reutilization to recycling. 

One of the most important advantages of using PLM is the interconnection of 
every phase in the product lifecycle across the World; being easily for the company to 
handle its products having different factories placed in different countries. Further-
more, all the information is shared, so the knowledge about the product manufactur-
ing does not belong to a concrete sector. 
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Fig. 1. PLM Overview 

PLM manages both individual products and the Product Portfolio, the collection of 
all of a company’s products.  

PLM manages products from the beginning of their life, including development, 
through growth and maturity, to the end of life.  

The objective of PLM is to increase product revenues, reduce product-related 
costs, maximize the value of the product portfolio, and maximize the value of current 
and future products for both customers and shareholders [14].  

However, the benefits of operational PLM go far beyond incremental savings, 
yielding greater bottom line savings and top-line revenue growth not only by imple-
menting tools and technologies, but also by making necessary, and often tough, 
changes in processes, practices and methods and gaining control over product life-
cycle and lifecycle processes. The return on investment for PLM is based on a broader 
corporate business value, specifically the greater market share and increased profita-
bility achieved by streamlining the business processes that help deliver innovative, 
winning products with high brand image quickly to market, while being able to make 
informed lifecycle decisions over the complete product portfolio during the lifecycle 
of each individual product.  

The scope of product information being stored, refined, searched, and shared with 
PLM has expanded. PLM is a holistic business concept developed to manage a prod-
uct and its lifecycle including not only items, documents, and BOM’s (Bill Of Mate-
rials), but also analysis results, test specifications, environmental component informa-
tion, quality standards, engineering requirements, change orders, manufacturing pro-
cedures, product performance information, component suppliers, and so forth.  

On the other hand, modern PLM system capabilities include workflow, program 
management, and project control features that standardize, automate, and speed up 
product management operations. Web-based systems enable companies easily to con-
nect their globally dispersed facilities with each other and with outside organizations 
such as suppliers, partners, and even customers. A PLM system is a collaborative 
backbone allowing people throughout extended enterprises to work together more 
effectively.  
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Operational efficiencies are improved with PLM because groups all across the value 
chain can work faster through advanced information retrieval, electronic information 
sharing, data reuse, and numerous automated capabilities, with greater information 
traceability and data security. This allows companies to process engineering change 
orders and respond to product support calls more quickly and with less labor. They can 
also work more effectively with suppliers in handling bids and quotes, exchange criti-
cal product information more smoothly with manufacturing facilities, and allow service 
technicians and spare part sales reps to quickly access required engineering data in the 
field [15]. Nowadays, PLM is used in most of industrial sectors, like automotive, naval 
and aeronautical industry, and architecture among many of them. 

3 Patient Oriented Clinical Processes 

Nowadays, all the biomedical systems are based on new technologies and the interac-
tion with the doctors and medical staff, defining processes for different kinds of ill-
ness [16]. This kind of system improves the health systems by making them more 
efficient and easy to use for doctors. However, these systems overlook the most im-
portant factor in an eHealth system, the Patient. The next image shows the three ver-
tex of a triangle of any eHealth system. 

 

Fig. 2. eHealth System Organization 

As it is shown on Fig. 2, an eHealth system can be represented by three vertex of a 
triangle. The base of the triangle is focused on Medical Staff and the Technologies 
used in the system. The third vertex, called Patient, provides the information for the 
system. Nowadays, all the studied systems are focused on the base of the triangle, and 
are trying to improve the communication between the system and the medical crew or 
the system itself, by doing it in a more efficient way. 

As mentioned before, there are a large number of published guidelines since each 
guideline is focused on a desired health care outcome. Furthermore, guidelines may 
vary from hospital to hospital since they reflect variations in resources, staff and the 
design of the protocol, as well as in the working philosophy of the hospital in question 
[17]. Because of the vast amount of clinical guidelines, several organizations have 
undertaken efforts to publish them (using text formats such as HTML or PDF) in the 
literature and on the Internet to make them more accessible and to enable evidence-
based knowledge to be reused [18, 19]. 
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indicators for specific cases on each clinical process. These indicators could be misin-
terpreted because the proper patient may indicate a wrong value for its pain. For ex-
ample, we could use a one to five scale to measure patient’s pain, if the patient is 
frightened about his illness, could indicate that its pain is five. Another factor is the 
patient thinks that the most painful is his state will be attended faster, so he will al-
ways say that his pain is the maximum value. To avoid this false value of the indica-
tor, we will use Big Data principles to analyze the indicators of one patient according 
all patients with the same issue. Also it is very important to define the correct indica-
tors and algorithms to avoid mistakes during the patient analysis, providing the best 
process for each patient. 

Due to the high amount of data regarding clinical pathways, for our further re-
search we will focus on three main illness and its treatments; Endometriosis, AIDS 
and Malformations of spinal cord. Thereby we could reduce the scope of this research 
project focusing into three concrete cases. 

As for the future work for this research project, we will start analyzing the State-
Of-the-Art technologies in this domain by conducting a Systematic Literature Review 
[21, 22], and based on the review result, we will try to improve the Biomedical Sys-
tem by applying the proposed method as mentioned previously. 
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Abstract. In this paper a new neuroscience technique is applied into
Marketing, which is becoming commonly known as the field of Neuromar-
keting. The aim of this paper is to recognize how brain responds during
the visualization of short advertising movies. Using low cost electroen-
cephalography (EEG), brain regions used during the presentation have
been studied. We may wonder about how useful it is to use neuroscience
knowledge in marketing, what can neuroscience add to marketing, or
why use this specific technique. By using discrete techniques over EEG
frequency bands of a generated labeled dataset, C4.5 and ANN learn-
ing methods have been applied to obtain the score assigned to each ads
by the user. This techniques allows to reach more than 82% of accuracy,
which is an excellent result taking into account the kind of low-cost EEG
sensors used.

Keywords: neuromarketing, electroencephalography, advertising, brain,
eeg, brain-computer interaction.

1 Introduction

The use of electroencephalography has been used over the last decade for the
study of brain activity. In most of the studies is to determine the effects of
certain thoughts on the cerebral cortex. Thus a cause-effect relationship that ex-
plores the different cerebral cortex is established. The combination of medicine
and learning systems have been able to achieve milestones that were unthink-
able years. Since the isolation of brain activity based on the thoughts and your
use of electronic devices through a brain interface. This has led to a new era
in the field of interaction human-computer, characterized by the absence of di-
rect orders or actions by the user, to make way for management through direct
thoughts. In an effort to isolate the actions, researchers have found associations
for determining whether the music is heard or not the user’s taste, or if a TV ad
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captures or not the individual’s attention. This application is being exploited by
the advertising industry. These actions, in this special paper attention will be
paid to the relationship between the display of advertisements short video and
the effects they cause on the mental state of the user. Specifically, this study
aims to provide a solution to a recurring problem in the advertising field, as is
determining cortical level marketing preferences without user interaction How
does the cerebral cortex a given ad is user friendly? Are there effects electric level
when the user is viewing advertising content relevant to your tastes? Determin-
ing these partnerships will allow high-level go a step further in neuromarket-
ing [Lee et al.(2007)Lee, Broderick, and Chamberlain, Ariely and Berns(2010),
Morin(2011)]. So far, most studies in the field of neuromarketing have been based
on the use of electroencephalography sensors or sensors installed galvanic skin
resistance of the user to determine the impact of ads brainwave level isolation
[Senior and Lee(2008), Murphy et al.(2008)Murphy, Illes, and Reiner ]. However,
there have been few studies that have used this technology to classify information
binomial how classes [I like] or [I hate]. This first step described in this article
allow the development of a learning system based on neural networks [Hagan
et al.(1996)Hagan, Demuth, Beale, et al., Dreiseitl and Ohno-Machado(2002)]
and decision trees (C4.5) [Quinlan(1993)] to determine patterns of classification
of content. These patterns, in a second level, given the possibility to determine
independently whether an ad has not liked or user. The study of cortical signals
at a high level can be transcendent to establish direct and automatic relation-
ship between tastes and mental reflexes, which will make the user environment
to suit user preferences [Morin(2011)].

2 Related Works

The first psychological studies done using EEG date as far as 1979. His studies
and others later validated that electrical patterns were lateralized in the frontal
region of the brain. Generally, the measure of alpha-band waves (813 Hz) in the
left frontal lobe indicates positive emotions. A strong involvement of parietal ar-
eas during the observation of the TV commercials with an affective and cognitive
content was also noted in a previous study, performed by using sophisticatedMEG
recordings.Themagneto field tomography (MFT) results showedan increasing ac-
tivity during the observation of cognitive stimuli rather than affective commercials
in parietal and superior prefrontal areas. These regions are known to be associ-
ated with executive control of working memory and maintenance of highly pro-
cessed representation of complex stimuli. Although the affect-related activations
are more variable across subjects, these findings are consistent with previous PET
and fMRI studies showing that stimuli with affective content modulates activity
in the orbitofrontal and retrosplenial cortex, amygdale, and brainstem. However,
in this study is to use a low-resolution sensor and an absequible price for this task
[Vecchiato et al.(2011)Vecchiato, Astolfi, DeVico Fallani, Toppi, Aloise, Bez,Wei,
Kong, Dai, Cincotti, et al.]. There are several startups that have products under
development similar to Neurosky Mindwave (1) features, but with a much smaller
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size. Many of these products under development have a similar appearance to a
wireless headphones, which makes the user can wear them continuously. This step
in electroencephalograms wearable will require the use of simple devices and effi-
cient algorithms to determine various aspects and relationships such as neuronal
including a recognition of advertising tastes. There are also various applications
of brain computer interfaces oriented to domestic use. Home automation and ap-
plications may be fostered by the massive use of this technology. Today, thanks to
systems such as OSGi [Alliance(2003)] providers can connect context of this typol-
ogy [Mart́ın et al.(2009)Mart́ın, Seepold,Madrid, Álvarez, Fernández-Montes, and
Ortega, Mart́ınez Fernández et al.(2010)Mart́ınez Fernández, Seepold, Augusto,
and Madrid, Soria-Morillo et al.(2011)Soria-Morillo, Ortega-Ramı́rez, González-
Abril, and Álvarez-Garćıa].

Fig. 1. Neurosky mindwave device

3 Dataset

In order to carry out the taste ads recognition system, a dataset was produced.
This dataset has been carried out by displaying a set of 14 ads for a total of 10
people of different age and sex. The distribution of subjects in the experiment
is shown in Table 1.

The concentration level refers to the attitude presented by the person before
conducting the test. This attribute can have, average high values (high interest
in performing the test and little impact from external distractions) (high inter-
est in performing the test and noticeable impact from external distractions) and
low (average interest in conducting proof and high impact from external distrac-
tions). Users with different values in this attribute have been selected to test the
robustness of face recognition patterns of middle- and high distraction, which are
very common when users view the ads. The dataset was generated automatically
by an Android app developed for this purpose. This application stores the videos
which will be played. Once the videos have been played, the application prompts
the user to issue a rating on them and, previously, indicating which video reminds
(the latter can be understood as an indicator of the impact of the announce-
ment on the user). The result is an XML file that contains the user’s profile,
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Table 1. Subject profile on the data recovery process

Subject Age Gender Concentration
level

Subject 1 28 years man high
Subject 2 31 years woman medium
Subject 3 27 years woman medium
Subject 4 26 years man high
Subject 5 54 years man low
Subject 6 59 years woman medium
Subject 7 60 years man high
Subject 8 63 years woman low
Subject 9 42 years man high
Subject 10 46 years woman medium

Listing 1.1. content of dataset description XML

1 <s e s s i o n>
2 <s ta r t t ime>21 : 1 0 : 00</ s ta r t t ime>
3 <end time>21 :2 6 : 37</ end time>
4 <s ub j e c t>
5 <name>Rosa Maria Rodriguez Calvo</name>
6 <age>32</age>
7 <country>spa in</ country>
8 </ sub j e c t>
9 <t imes v i ewed>0</ t imes v i ewed>

10 <cond i t i on s>In the l i v i n g room . TV powered o f f . No sound headset connected .
A ch i l d s l e p t in the same room .</ cond i t i on s>

11 <ads t ime>
12 <ad time>
13 <s t a r t>00 :07</ s t a r t>
14 <end>00 :38</end>
15 </ ad time>
16
17 <ad time>
18 <s t a r t>00 :49</ s t a r t>
19 <end>01 :33</end>
20 </ ad time>
21 </ ads t ime>
22 <remembers>
23 <ad remembered>15</ad remembered>
24 <ad remembered>1</ad remembered>
25 </remembers>
26 <ads s co r e>
27 <ad sco r e>
28 <i d>1</ id>
29 <s cor e>3</ sco r e>
30 </ ad sco re>
31
32 <ad sco r e>
33 <i d>2</ id>
34 <s cor e>1</ sco r e>
35 </ ad sco re>
36 </ ads s co r e>
37 <ads viewed>
38 <ad>
39 <i d>1</ id>
40 <name>Car</name>
41 <l i n k>ht t p s : //www. youtube . com/watch?v=PBE98UMYsH0&amp ; index=1&amp ; l i s t

=PLrHbIqWxx2UdIurxjIWmcfnr6ROsMP4tK</ l i nk>
42 <durat ion>00 :32</ durat ion>
43 </ad>
44
45 <ad>
46 <i d>2</ id>
47 <name>Coke</name>
48 <l i n k>ht t p s : //www. youtube . com/watch?v=pDSU6q6eD34&amp ; l i s t=

PLrHbIqWxx2UdIurxjIWmcfnr6ROsMP4tK&amp ; index=2</ l i nk>
49 <durat ion>00 :47</ durat ion>
50 </ad>
51 </ ads viewed>
52 </ s e s s i on>
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temporal information on the beginning and end of display ads, ads remembered by
the user after completion of the test, score given for each ad and, finally, informa-
tion for each ad. The score for each ad can be in the range [0, 5], with 0 being the
minimum score (has not liked) and 5 high (liked it a lot). With this XML file, the
information visualization session is stored. This information is important when
learning process is conducting. On the other hand, while the user proceeds to dis-
playing content, by Neurosky MindWave device information about brain activity
associated is collected. All values delivered by the device are stored in order to
obtain new statistics from them. The base signals are meditation, attention, delta
amplitude, theta amplitude, low alpha amplitude, high alpha amplitude, low beta
amplitude, high beta amplitude, low gamma amplitude and high gamma ampli-
tude. This information can be seen in Figure 2.

Fig. 2. EEG data from Neurosky Mindwave

From this database is possible to obtain a total of 480 statistical sampling
parameters. These parameters will be considered hereafter as input variables
for the classification system. Thanks to statistical signal derivatives from base
values, discrete relationships can be established between instances with no tem-
porary data processing needed. By one side, this allows to reduce the complexity
of the learning and classification process and by other side, results will be more
readable.

4 Advertising Recognition Method

In order to implement the recognition system a learning process on the data
described above has been previously applied. With the purpose of allow compar-
ison between different classification techniques, two methods have been studied:
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Fig. 3. Linear regression of targets relative to outputs

neural networks and decision tree. In the first case it has been decided to use
a neural network where different statistical inputs are obtained from biometric
parameters of the EEG, and targets are the score associated with each instance
(advertising). For validation has established a set of 10-folds cross validation
with 70% of training data, 15% of validation and 15% of testing. The network
configuration, as shown in Figure 4, is composed of two layers (one hidden and
one output). The hidden layer consistes on five neurons, while the output layer
has only one neuron. This configuration has been obtained from experiments and
their results are shown in Figure 5. Sigmoid type of neurons have been employed
in both layers, the hidden and the output layers. The algorithm used for training
process was the Scaled Conjugate Gradient and performance is optimized by the
function Cross-Entropy. In Figure 3 regression line during the learning process
can be seen.

On the other hand, a decision tree for classifying instances has been used. In
this case, the classification algorithm is C4.5 [Quinlan(1993)] was applied from the
dataset of statistical inputs. The structure of the resulting tree is shown in Figure
6. Used this method, the accuracy is around 71 %. The testing and validation pro-
cess employed in this case has been the same to the previous setting using ANN
(Artificial Neural Networks) [Hagan et al.(1996)Hagan, Demuth, Beale, et al.], so
the results can be compared.

The results of the comparison made from EEG dataset using the above two
methods is shown in Table 2. Rows show the different classes based on the
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Fig. 4. Neural network configuration with 5 neurons in an unique hidden layer

Fig. 5. Neural network training error histogram

Fig. 6. Binary tree structure after the training process
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score assigned by users to each advertisement (1-5). Columns present the details
associated with each classification methods employed (ANN and C4.5). First
column shows the number of advertisement well-classified for each class using
ANN. the second one presents the number of advertisements misclassified. Same
items for results obtained from C4.5 algorithm are shown in the third and fourth
column. Next column represents the number of advertisements of the dataset on
each class (score). Finally, the accuracy obtained for ANN and C4.5 is presented
in the last two columns.

Table 2. Classification results for short advertising movies from EEG inputs

Class ANN suc-
cess

ANN er-
rors

C4.5 suc-
cess

C4.5
errors

Total in-
stances

ANN
accuracy
(%)

C4.5
accuracy
(%)

Class 1 15 3 13 5 18 83 72
Class 2 18 4 16 6 22 81 72
Class 3 12 4 11 5 16 75 68
Class 4 27 6 22 11 33 81 66
Class 5 19 5 16 8 24 79 66

Summary 91 22 78 35 113 80 69

5 Future Works

Future efforts can be oriented to improve the multimodal classification perfor-
mance of this works. In one hand, data-driven approach, e.g., principal compo-
nent analysis (Lin et al., 2009) and independent component analysis (Lin et al.,
2010a), might be feasible to further elaborate the EEG spatio-spectral dynamics
associated with implicit emotional responses. On the other hand, additional in-
formation could be included in the short advertising movies in order to determine
low-level details influences on users liking.

6 Conclusions

In this paper a system of recognition of tastes on TV ads has made. The system
proposed can automatically determine, through prior learning, whether users
like the advertisements displayed. For this purpose a dataset consisting of over
400 statisticians from 11 basic signals obtained through electroencephalography
device Neurosky Mindwave has been used. Subsequently a reduction process
variables using PCA has conducted, resulting in a dataset of 15 variables to
perform the statistical learning process. Two different algorithms, bye the one
side artificial neural network and on the other side binary classification tree, have
been used for the learning process. In the first case, an accuracy of approximately
80% was obtained, while in the second case the accuracy is lowered to 69% on
average. Although the results are not excessively high, it is an important step
towards inclusion of such systems on a daily life using low cost wearable sensors
such as Neurosky Mindwave.
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Mart́ın, J., Seepold, R., Madrid, N.M., Álvarez, J.A., Fernández-Montes, A., Ortega,
J.A.: A home e-Health System for Dependent people based on OSGi. In: Madrid,
N.M., Seepold, R.E.D. (eds.) Intelligent Technical Systems. LNEE, vol. 38, pp. 117–
130. Springer, Heidelberg (2009)

[Mart́ınez Fernández et al.(2010)Mart́ınez Fernández, Seepold, Augusto, and Madrid ]
Fernández, J.M., Seepold, R., Augusto, J.C., Madrid, N.M.: Sensors in trading pro-
cess: A Stress Aware Trader. In: IEEE 8th Workshop on Intelligent Solutions in
Embedded Systems (WISES), pp. 17–22 (2010)

[Soria-Morillo et al.(2011)Soria-Morillo, Ortega-Ramı́rez, González-Abril, and Álvarez-
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Abstract. Stress is recognized as a factor of predominant disease and in the fu-
ture the costs for treatment will increase. The presented approach tries to detect 
stress in a very basic and easy to implement way, so that the cost for the device 
and effort to wear it remain low. The user should benefit from the fact that the 
system offers an easy interface reporting the status of his body in real time. In 
parallel, the system provides interfaces to pass the obtained data forward for 
further processing and (professional) analyses, in case the user agrees. The sys-
tem is designed to be used in every day’s activities and it is not restricted to 
laboratory use or environments. The implementation of the enhanced prototype 
shows that the detection of stress and the reporting can be managed using corre-
lation plots and automatic pattern recognition even on a very light-weighted mi-
crocontroller platform. 

1 Introduction 

For humans stress is regarded as a negative sensation and organisations like the World 
Health Organisation (WHO) recognise stress as a predominant disease [1] because of its 
continuous presence in modern life. Among well-known consequences of high and per-
durable stress is failure to respond adequate to fiscal, mental and emotional demands [2, 
3, 4]  

As a result of high level of stress in modern society the amount of people who face 
long term limitations like burnouts or cardiac infarcts is increasing. This leads to the 
growth of the treating and healing costs for people suffering from stress illnesses. 
Assuming that many societies have an aging population, stress and the negative con-
sequences of stress will influence the age and healthiness of people. 

Stress appeared as a natural response that allowed people to react fast and effec-
tively in dangerous situations. Stress triggers biological mechanisms that reorganise 
the priorities and works of the organism in order to reach the maximum performance 
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when facing threat. This is also called the ‘fight or flight response’ [5]. 
Nowadays stress is the result of the exposure to high demands and pressure in daily 

life that can be both mental and physical [6], e. g. constant desertions demand or con-
stant time pressure. Stress became permanent and due to this it causes variety of disor-
ders. Among the symptoms of overabundance of stress are fatigue, sleep problems, etc. 
[7].  

Stress can be self-induced or induced in a laboratory by using special exercises like 
the Trier test [8] or the Strop test. Fig. 1 shows some of the symptoms of stress. The 
reaction to stress has not changed over the time although lifestyle, technologies and 
everyday habits changed a lot.  

 

Fig. 1. Symptoms and physical response of stress  

As shown in Fig. 1 in case of a threat, the body activates several processes that 
prepare it for a fight against the threat or for fleeing from it. The brain is supporting 
this process, when releasing cortisol and adrenaline hormones, reducing the function-
ality of systems that are not necessity for imminent surviving like genitourinary sys-
tem, digestion, hearing, peripheral view, etc. Furthermore, it is increasing the func-
tionally of mechanisms supporting successful flee or fight strategies like an increased 
heart rate or dilated pupils. 

One of the main reasons why stress is underestimated and at the same time one of 
the factors that complicate its detection is the subjective perception of stress: Some 
people demonstrate immediately symptoms of stress while others do not notice when 
passing the threshold of just ‘being busy’ to an objective high stress level [9]. This is 
why it is important to find an objective way to determine stress, or if possible, to de-
termine the moment before a person passes the threshold. 

The approach used in this work is based on the electrical characteristics of the heart 
(ECG). The system consists of hardware and software platform capable of hosting 
various algorithm and sensors for biological parameter measurement. The platform 
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provides basic connectivity to a body area network and telemetric support for profes-
sional online analysis. The user is continuously informed about the current status.  

 

2 State of the Art  

The monitoring of indicators detecting stress has a long history but often it is used 
only to capture physical parameters like the heart rate without correlating the parame-
ters directly. In only few cases the person will receive direct feedback but it is wear-
ing a black-box. The results are analysed offline and diagnosis are reported later. 
However, due to miniaturization we notice a shift from purely professional and certi-
fied systems into a grey zone of recommendation and reporting devices not directly 
involved in professional medical systems. Independent from the area of expertise and 
from cost factor, the availability and relevant type of devices for our approach can be 
divided into three categories:  

─ Approaches that do not use additional sensors 
─ Approaches that require a well-controlled laboratory environment 
─ Approaches that require external sensors  

The first group covers approaches that do not require sensors use and they analyse 
little differences in behaviour between not being stressed and being stressed. Exam-
ples are [10, 11] where examining and monitoring the way of typing while being 
stressed. The disadvantage of this approach is complexity and difficulty of adapting it 
to multiple environments and to calibrate to an individual. These approaches are most 
often context based and not human centred.  

The second group are approaches requiring laboratory environments. Most often, 
they provide accurate and precise stress detection. The hormones cortisol, adrenaline 
and other stress hormones that are released in saliva and blood are measured for de-
termining stress [12]. The limitation of these methods is that they lack mobility to-
gether with real time detection. Besides that these approaches are invasive and expen-
sive due to the necessary equipment and precision. 

The third group are characterized by approaches that use external psychological 
sensors like in [13]. For example, stress measurement while driving. The driver is 
monitored with an electrocardiogram (ECG) and an electromyogram that records the 
electrical activity of muscles (EMG), skin conductivity (SC), breath sensor and video 
camera that observes the driver. The main disadvantage is the limitation in the degree 
of movement and in this case the missing online analysis of all the data after it was 
collected. So, the driver is not receiving immediate feedback. 

The approach that we develop uses an own developed low cost ECG which is 
compact, wearable, non-invasive and real time capable what allows different and 
usage in different contexts. The analyses results can be reported directly to the user 
via different very simple (or more detailed) user-interfaces, while the raw data is 
buffered or passed online for further processing by professionals. The buffer capabil-
ity is relevant since mobile solutions do not offer connectivity in every place (e.g. 
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1 1 ,                                         

1 ,                                             

5 Application of System and Results Obtained  

The system has been implement on top of an Arduino Uno R3 prototyping board with 
the self-made ECG component stacked on top of the board. The ECG electrodes have 
been connected to the board and besides that a third board has been stacked in top of 
this providing a slot for a small SD memory card. The memory card may be inte-
grated in the future directly to the ECG board as part of a future redesign. All candi-
dates have been volunteer students aged between 23 and 28, none of them were 
smokers or alcoholics. The methods used in this work assume that none of the candi-
dates suffered from cardiac problems or mental anomalies nor used a pacemaker. 

As a method for inducing stress on the volunteers, we used the Trier Social Stress 
Test [8] because this method can be easily established in our laboratory environment 
and a driving simulator that has been used for the tests as well.  

The Trier Social Stress Test was realised in three phases (anticipation period, pres-
entation period and cool down period), the duration of each was 5 minutes. During the 
test, the volunteer has to prepare and make a small presentation on a random topic.     

The driving simulator that we used in the experiment requires two mechanism to 
induce stress. A points system is introduced to reward the volunteer for fast and com-
plex driving manoeuvres. The level of difficulty increases over time. As consequence, 
the fastest driver usually makes more complicated manoeuvres to increase the reward 
points but at the same time such driving manner increases the probability to lose all 
the points in case of mistake (accident).  

The data that was obtained during the experiment has been processed and visual-
ised using our approach. In the following, results from two volunteers are shown. The 
first person has a lower heart rate but is being under constant stress. The second per-
son has a higher heart rate but is not under stress. Both datasets have the same length. 

Fig. 5 and Fig. 6 show the correlations plots of the RR intervals and Fig. 7 and 
Fig. 8 show the HRV.  

Fig. 5 clearly shows that the values are more wide spread than in Fig. 6. This 
spreading of the values is caused by the stress and the conditions that were mentioned 
above (Fig. 1). Stress influences the heart rate and as the result the variation between 
two heart beats becomes bigger. Most of the values in Fig. 5 belong to the interval 
between 0.7 and 0.9 sec for the RR interval (heart rate interval is between 66.7 bpm 
and 85.7 bpm). 
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Fig. 7. Continuous HRV
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next step, it is planned to use a more powerful microcontroller boards in order to shift 
the processing functionality to the place where the data is captured, apply more so-
phisticated filters and overcome lacks in sensor signals during some sport activities. A 
third step will be the redesign of the ECG boards to tune it for low power and being 
more compact to be mobile. 
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Abstract. Diabetes Mellitus (DM) is a chronic metabolic disorder characterized 
by a deficiency in the function of β-cells, which are pancreatic cells responsible 
for the production of the hormone insulin. Psychological changes induce physi-
cal responses, which can be detected using sensors. It is believed that soon sen-
sor arrays will be available which will be able to detect specific behavioral 
changes within a patient. The psychological changes that occur to those with 
DM can have significant effects on metabolic control. One of the major hurdles 
in this area is the need for a better understanding of psychological changes and 
their influence on blood glucose changes. However, these changes have yet to 
be quantified in an appropriate manner. Using additional sensors can lead to 
new ways of gathering data that will assist us in overcoming many of the obsta-
cles of adequate diabetes care. 

Keywords: Diabetes, Stress, Insulin Sensitivity. 

1 Introduction 

Diabetes Mellitus (DM) is a chronic metabolic disorder characterized by a deficiency 
in the function of β-cells, which are pancreatic cells responsible for the production of 
the hormone insulin. The diminished level of this hormone produces chronic hyper-
glycemia [1, 2]. DM is associated with an increased risk of premature birth, particu-
larly because it is linked with a greater risk of cardiovascular diseases. In addition, 
DM patients are at greater risk of becoming blind, of suffering from renal insufficien-
cy and losing their lower limbs to amputation [2, 3]. DM is broadly classified into two 
categories, type 1 diabetes mellitus (T1DM) and type 2 diabetes mellitus (T2DM). 
Both arise from complex interactions between genes and the environment and are 
thought to result in the reduction of insulin-producing β-cells and deficits in β-cell 
function—however their pathogenesis is distinct [1], [4].  

Recently, T1DM research has increased as the potential for artificial pancreas (AP) 
has also increased. An AP is an electrochemical closed-loop device consisting of a 
continuous glucose monitor (CGM), insulin pump and controller that will alleviate 
many burdens encountered by DM patients. This research has led many researchers to 
focus on the physiological changes that occur in humans and their effect on DM pa-
tients as these changes will have to be accounted for by the controller in this device. 

                                                           
* Corresponding author. 
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Many of these physiological changes can be induced by different emotions expe-
rienced by individuals that can trigger a hormonal response, which in turn, is reflected 
in blood glucose (BG) levels.  

The influences of psychosocial and family factors on metabolic control have long 
been the subject of research, especially among children and youth with T1DM [5-7]. 
At the individual level, external locus of control, delayed intellectual and emotional 
development, impulsive and avoidant coping styles, and number of life events have 
been associated with poorer metabolic control [8-10]. 

Patients with DM must cope with a wide range of challenges specific not only with 
the disease but also to other areas of their lives, which influences their disease man-
agement and metabolic control. According to the American association of Diabetes 
educators: Psychological stress directly affects health and indirectly influences a per-
son’s motivation to keep their diabetes under control which can cause a deterioration 
in their ability to self-manage their disease [11]. 

Research on the effect of stress and how stress management could contribute to di-
abetes care began in the 1980s [12], including the role of depression and its relation-
ships with metabolic control and psychological interventions to treat it [13-17]. This 
also included how psychological, behavioral, emotional, metabolic, genetic, and other 
biological factors interact in the expression of disease, course, complications, longevi-
ty, and quality of life. The American Association of Diabetes Educators has advanced 
recognition of the many connections among coping, behavior, emotions, and metabol-
ism in diabetes management by identifying healthy coping as 1 of 7 key diabetes 
management behaviors.  

Psychological changes can sometimes take a longer period of time to detect using con-
ventional methods. In addition to healthy coping for the management of behavior changes, 
other methods can be employed to detect changes in behavior and counteract them. 

2 Stress, Illness and Diabetes 

Hyperglycemia resulting from medically stressful conditions is associated with a high 
degree of morbidity and mortality and is known to impair the healing of surgical and 
nonsurgical wounds. During periods of medical illness, emotional stress or treatment 
with medications such as corticosteroids, a fall in tissue sensitivity to insulin occurs. 
Such a change increases the requirement for insulin, and without compensation, pre-
dictability leads to hyperglycemia in those with DM [18-22]. Another cause of poorly 
controlled glycemia during periods of stress is the change in patient behavior that 
occurs. Changes in self-management with respect to diet, exercise and other behaviors 
may adversely affect glucose control [23]. 

Two studies on stress of note were done in 2010 and 2011 respectively both induc-
ing stress with the use of corticoid steroids, which induce insulin resistance in peri-
pheral tissues (muscle and fat) and in the liver [19], [24]. 

In 2010, a study by Finan et al. [24] uses a statistically based multivariate monitor-
ing technique to attempt to distinguish between normal days (regular insulin sensitivi-
ty) and abnormal days (decrease in insulin sensitivity) using principal component 
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analysis (PCA). This was based on statistical relationships among glucose measure-
ments, insulin infusion rates, and meal information. Two metrics were used to test the 
model: sensitivity, which is the ability to detect normal days and abnormal day and 
specificity, the ability to classify days correctly when identified. This study had an 
89% success rate with sensitivity and an 89% success rate with specificity. This study 
also investigated insulin pump occlusions and glucose sensor malfunction but did not 
report findings.  

In 2011 a study done by El Youssef et al. [19] tested a novel adaptive algorithm’s 
ability to detect and respond to reduced insulin sensitivity resulting from corticostero-
id administration. The algorithm estimates insulin sensitivity at regular intervals and 
responds to those changes. This algorithm was named the adaptive proportional-
derivative (APD) system and, based on insulin sensitivity, adjusts the gain factors 
used in a fading memory proportional-derivative (FMPD) algorithm that was pre-
viously developed. The FMPD algorithm incorporates the glycemic history, feeding 
exponentially-weighted errors of proportional and derivative components. This study 
compared glucose control using the APD algorithm vs. the FMPD algorithm. 

This study found that in response to steroids, the APD algorithm consistently 
raised the total daily insulin requirement (TDIR), which was used to determine meal 
boluses, and raised the control gain factors, leading to higher insulin infusion rates, 
which led to lower glucose levels than those observed during the comparable period 
of the FMPD algorithm and the APD algorithm did not increase the incidence of hy-
poglycemia as compared to the FMPD algorithm. The APD algorithm however, has a 
very slow response rate which would not be appropriate when there are rapid changes 
in glucose levels such as in the scenario of intense exercise, which can quickly lead to 
large changes in insulin sensitivity and noninsulin-mediated glucose uptake [19]. 

One item of note in the use of steroids to study stress and the decrease in insulin 
sensitivity is the effect of steroids on the patient. Some patients may be more sensitive 
to the effect of steroids than others causing a larger decrease in insulin sensitivity. 
Also, the effects of corticosteroids are widespread, including profound alterations in 
carbohydrate, protein, and lipid metabolism, and the modulation of electrolyte and 
water balance. Corticosteroids affect all of the major systems of the body, including 
the cardiovascular, musculoskeletal, nervous, and immune systems, and play critical 
roles in fetal development including the maturation of the fetal lung. The direct ef-
fects of corticosteroids are sometimes difficult to separate from their complex rela-
tionship with other hormones, in part due to the permissive action of low levels of 
corticosteroid on the effectiveness of other hormones, including catecholamines and 
glucagon. Quantifying the effect of steroids on a system may be difficult because of 
its complex interactions with multiple systems in the body [25]. This leads to one of 
the major hurdles in exploring different emotions and diabetes: defining methodolo-
gies to induce different emotions that are accurate and ethically sound is a major chal-
lenge faced by investigators.   

Several other stress related tests have been performed to measure the effect of 
stress on glycemic control in those with diabetes, although these tests found no signif-
icant effect of acute stress on glucose control. In 2005, a study done by Wiesli et al. 
[26], stress was assessed using the Trier Social Stress Test (TSST) both following 
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food intake and in the fasting state. The TSST consists of a 5-min preparation task, a 
5-min speech task where subjects have to introduce themselves and apply for a job, 
and a 5-min mental arithmetic task in front of an audience consisting of at least two 
members in white coats. To enhance stress, the session is videotaped, and the au-
dience is trained to appear emotionally neutral. At the beginning of the stress test, 
subjects are informed that during their performance, nonverbal communication is 
particularly looked at and analyzed post hoc by means of the tape. In both studies, 
blood pressure increased in response to TSST from 122/77 ± 14/9 mmHg at baseline 
to a maximum of 152/93  ± 21/13 mmHg (P < 0.001), and heart rate increased from 
80 ± 11 to 99 ± 19 bpm (P < 0.001). This study found that blood pressure and heart 
rate both increased in response to the TSST in both the fasting state and after food 
intake. However, it found the glucose concentrations were only affected following 
food intake, where patients experienced a significant delayed decrease of glucose 
concentrations, which became apparent 45 min after the onset of stress. A two-factor 
repeated-measures ANOVA revealed a significant difference of glucose concentra-
tions over time (F = 646.65/P < 0.001). 

In 2007 [27], a study on the effect of stress on diabetes was done where patients 
were exposed to acute mental stress by riding on two different rollercoasters within 15 
min. It was found that following a meal the increase of glucose concentrations on 
stress testing day was slightly attenuated, and glucose concentrations tended to remain 
lower throughout the experiment, this is in agreement with the previous study. During 
the rides, heart rate rose from 82 ± 7 bpm at baseline up to a maximum of 158 ± 16 
bpm (P < 0.001). Blood pressure increased from 124/79 ± 12/9 to 160/96 ± 17/14 
mmHg between the two rides (P < 0.001). Salivary cortisol increased from 6.3 nmol/L 
(range 2.8 –11.4) to a maximum of 19.3 nmol/L (5.6–49.3) 60 min following the ride 
(P = 0.008).Glucose concentrations of 10 patients investigated in the fasting state 
remained fairly stable, both during the control and stress testing day. At the time of 
stress application, glucose concentrations were 6.2 ± 1.6 mmol/L on control and 6.7 ± 
2.3 mmol/L on stress testing day (P = NS). This study found no significant effect on 
glucose control both in patients in the fasting state and with those following the intake 
of a meal.  

In 2013 [28], glucose control was tested during driving training in both type 1 and 
type 2 diabetes patients. The driving training consisted of 3 consecutive exercises: 
first, a slalom track on dry and wet asphalt, secondly, a full braking exercise with 
water obstacles. Thirdly, the car was hurled around by a mechanical plate and the 
patients had to regain control over it. During the 2 h-training, the patients were driv-
ing continuously, with only brief interruptions to conduct the measurements. On the 
stress testing day, blood pressure rose from 142/86 ± 16/9 mmHg to 162/95 ± 22/11 
mmHg (P < 0.001), heart rate from 72 ± 11 bpm to 86 ± 16 bpm (P < 0.001) and sub-
jective stress perception from 1.4 ± 0.6 to 4.7 ± 2.5 points (P < 0.001). Salivary corti-
sol concentrations increased from a median of 5.1 nmol/L (Interquartile Range (IQR) 
3.5–7.5 nmol/L) at baseline to 7.7 nmol/L (IQR 4.7–12.8 nmol/L, P < 0.001), all these 
measurements remained stable on the control day. Glucose showed no significant 
difference on the stress testing day compared to the control day (mean difference over 
time = 0.22 mmol/L, 95 %-CI − 1.5 to + 1.9 mmol/L, P = 0.794). 
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Systematic investigations are necessary to assess the effect size, reproducibility, 
and inter-individual variability on glucose concentrations and the remedial factors 
(e.g., increasing insulin delivery rates based on changes to insulin sensitivities) to 
inform and refine next-generation CLC algorithms [29]. 

3 Addition of Sensors 

Psychological changes induce physical responses, which can be detected using sen-
sors. It is believed that soon sensor arrays with be available which will be able to 
detect specific behavioral changes within a patient. Two studies of the AP have used 
additional sensors Turksoy et al. [30] which used a SenseWear® Pro3 armband which 
includes multiple sensors, and Breton et al. [31] which added a heart rate (HR) moni-
tor, both studies used sensors as a means to detect exercise. These studies can be ex-
tended to detect different emotional responses using additional sensors.  

Turksoy et al. [30] developed an adaptive closed-loop system for preventing hy-
poglycemia during and after exercise. The SenseWear® system has multiple sensors 
including: an accelerometer able to detect speed and type of motion, a galvanic skin 
response meter measures electrical conductivity of the skin which changes in response 
to sweat and emotional stimuli, a skin temperature sensor, and a heat flux sensor 
which measures the amount of heat dissipating from the body. The adaptive control 
system kept glucose concentration in the normal preprandial and postprandial range 
(70–180mg/dL) without any meal or activity announcements during the test period. 
After IOB estimation was added to the control system, mild hypoglycemic episodes 
were observed only in one of the four experiments. This was reflected in a plasma 
glucose value of 56mg/dL (YSI 2300 STAT; Yellow Springs Instrument, Yellow 
Springs, OH) and a CGM value of 63mg/dL). 

Breton et al. [31] was a pilot test using a small sample size of 12 patients to test the 
efficacy of preventing hypoglycemia due to exercise using a HR monitor. The HR 
was used to inform a closed-loop system when exercise was occurring. The study 
found that BG levels were kept within a suitable range however, significant results 
were not obtained due to the small cohort of patients used. A larger number a patients 
is expected to achieve statistically significant results.  

Ambient intelligence (Aml) is an emerging discipline that uses information from 
sensors, appliances, and other objects around us to bring intelligence to everyday 
environments. Aml research builds upon advances in sensors and sensor networks, 
pervasive computing and artificial intelligence [32]. The maturity of Aml combined 
with the expansion of wearable devices will result in technologies that revolutionize 
daily human life. In the specific case of DM, it will allow the development of new 
management tools and control algorithms that will take into account not only physical 
information but also emotion and the psychological state, leading to improved meta-
bolic control. 

A study done in 2009 [33] attempted a smart home-based health platform for be-
havioural monitoring and alteration for diabetic and obese individuals. This approach 
utilized personal connected devices such as commercially available wearable sensors 
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and smart space test beds, which included sensors for motion, light, temperature, hu-
midity and door usage. Activity recognition and a chewing classification algorithm 
were implemented into the design. Activity recognition used Markov models for the 
different activities. Using three-fold cross validation, the Markov model classification 
algorithm achieved 98% recognition accuracy. The chewing algorithm was able to 
automatically distinguish chewing with mouth closed versus chewing with mouth 
open. In one case, chewing was confused with talking.  

These different studies show that additional sensors provide additional information 
that may be useful to the patient, healthcare practitioners and an AP system. This will 
allow for suitable changes to be made based on varying patient conditions.  

4 Discussion 

The psychological changes that occur to those with DM can have significant effects on 
metabolic control. One of the major hurdles in this area is the need for a better under-
standing psychological changes and their influence on BG changes. However, as men-
tioned briefly before, doing controlled studies on different psychological responses is 
also challenging because ethical concerns associated with the nature of these tests.  

As seen in corticoid-steroid induced stress, which increases insulin sensitivity and 
increases the likelihood of hyperglycemia, other psychological responses could have 
similar effects on insulin sensitivity and BG levels. The next step is to determine 
changes induced by other psychological responses such as illness, depression, anxiety, 
etc. and the appropriate action that should be taken, especially when considering the 
controller in an AP. 

Using additional sensors can lead to new ways to gathering data that will assist us 
in overcoming many of the obstacles of adequate diabetes care. Through advances in 
analysis and diagnosis, this information will be utilized to improve the effectiveness 
of diabetes self-management education as well as the information available to health 
care professionals providing diabetes care, and one day an AP which will use this 
information to make informed changes to patient care. 

5 Conclusion 

There is still much work that must be done to better understand the relationship be-
tween psychological changes and diabetes. Although, it is well understood that nega-
tive physiological changes also negatively affect the ability to adequately control 
glucose, these changes have yet to be quantified in an appropriate manner. 

One way of addressing this issue is the application of additional technologies that 
will provide more information, which will lead the way to dramatic improvements in 
the lives of those living with diabetes and reduce the public and private health care 
costs associated with treating the disease. 
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Juřičková, Ivana I-54

Kabacik, Sylwia I-503
Kamensky, Vojtech I-163
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Lavrač, Nada I-134
Le, Viet-Hoang I-524
Lee, Sungyoung II-131
Lee, Vivian II-694
Leite, Vera I-30, I-42
Leung, Kwong-Sak II-238
Lexa, Matej I-120
Li, Guang-Pei I-1
Li, Hongjian II-238
Liao, Shao-Fu II-1
Lightstone, Felice C. II-584
Lima-Cabello, Elena I-96
Lin, Jung-Hsin II-627
Llanes, Antonio II-620
Lopes, Pedro I-8, II-165
Lounnas, Valère I-18

Maiorano, Francesco I-565
Malamateniou, Flora II-85
Maleki, Mina I-630



732 Author Index

Malluhi, Qutaibah M. II-333
Ma�lysiak-Mrozek, Bożena I-548
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