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Abstract. Synthetic evidential study (SES for short) is a novel technology-
enhanced methodology for combining theatrical role play and group discussion 
to help people spin stories by bringing together partial thoughts and evidences. 
SES not only serves as a methodology for authoring stories and games but also 
exploits the framework of game framework to help people sustain in-depth 
learning. In this paper, we present the conceptual framework of SES, a compu-
tational platform that supports the SES workshops, and advanced technologies 
for increasing the utility of SES. The SES is currently under development. We 
discuss conceptual issues and technical details to delineate how much we can 
implement the idea with our technology and how much challenges are left for 
the future work.  

Keywords: Inside understanding, group discussion and learning, intelligent vir-
tual agents, theatrical role play, narrative technology. 

1 Introduction 

Our world is filled with mysteries, ranging from fictions to science and history. Mys-
teries bring about plenty of curiosities that motivate creative discussions, raising in-
teresting questions, such as “how did Romeo die in Romeo and Juliet?”, “why was 
Julius Caesar assassinated?”, and “why did Dr. Shuji Nakamura, 2014 Nobel laureate, 
leave Japan to become a US citizen?” to name just a few.   

It is quite natural that mysteries motivate people to bring together the partial argu-
ments, ranging from thoughts to evidences or theories, to derive a consistent and coherent 
interpretation of the given “mystery”. Let us call this discussion style an evidential  
study if it places a certain degree of emphasis on logical consistency. Discussions need 
not be deductive so long as they are based on a discipline such as an abduction. On the 
one hand, rigorous objective discussions were considered mandatory in an academic 
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successive execution of SES sessions until participants come to a (temporary) satis-
faction is called a SES workshop. 

In the theatrical role play phase, participants play respective roles to demonstrate 
their first-person interpretation in a virtual space. It allows them to interpret the given 
subject from the viewpoint of an assigned role.  

In the projection phase, an annotated agent play on a game engine is produced 
from the theatrical role play in the previous phase by applying the oral edit commands 
(if any) to theatrical actions by actors elicited from the all behaviors of actors. We 
employ annotated agent play for reuse, refinement, and extension in the later SES 
sessions. 

In the critical discussion phase, the participants or other audience share the third-
person interpretation played by the actors for criticism. The actors revise the virtual 
play until they are satisfied. The understanding of the given theme will be progres-
sively deepened by repeatedly looking at embodied interpretation from the first- and 
third- person views.  

The interpretation archive logistically supports the SES sessions. The annotated 
agent plays and stories resulting from SES workshops may be decomposed into com-
ponents for later reuse so that participants in subsequent SES workshops can adapt 
previous annotated agent plays and stories to use as a part of the present annotated 
agent play.  

Let us use a hypothetical example to illustrate on more details. Consider the fol-
lowing story is given as a subject for a SES workshops: 

 
The Ushiwaka-Benkei story: When Ushiwaka, a young successor to a noble 
Samurai family who once was influential but killed by the opponents, walked out 
of a temple in a mountain in the suburbs of Kyoto where he was confined, to 
wander around the city as daily practice, he met Benkei, a strong priest Samurai 
on Gojo Bridge. Although Benkei tried to punish him as a result of having been 
provoked by a small kid Ushiwaka, he couldn’t as Ushiwaka was so smart to 
avoid Benkei’s attack. After a while, Benkei decided to become a life-long guard 
for Ushiwaka. 

 
One interest here is to figure out exactly what happened during the encounter of 

Ushiwaka and Benkei on Gojo Bridge. Let us assume that three people participate in 
the SES session, to discuss the behaviors of Ushiwaka, Benkei, and a witness during 
the encounter. It is assumed that before a SES workshop starts, a preparatory meeting 
is held in which the role assignment is made so each participant is asked to think 
about the role she or he is to play.  

In the theatrical role play phase of the SES session, the participants may do a role 
play for the given subject, which may be similar to, but slightly different from the one 
as shown in Fig. 2(a). It is similar, in the sense that each participant tries to bodily 
express her/his interpretation. It is different, as participants are expected play in a 
shared virtual space in the SES theatrical role play phase and we do not assume that 
participants need to physically play together, need carry props such as a sword prop, 
or physically jump from a physical stage, though production of a virtual image and 
motion is a challenge. 
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Fig. 2. (a) Left: Theatrical role play by the SES participants is similar to, but slightly different 
from the role play like this. (b) Right: Agent play to be reproduced from theatrical role play on 
the left. One or more parts of the agent play may be annotated with the player’s comments. 

A think aloud method is employed so each actor can not only show her/his inter-
pretation but also show the rationale for the interpretation, describe their intention of 
each action using an oral editing command, or even criticize role play by other actors. 
The actor’s utterances will be recorded and used as a resource for annotations associ-
ated with the agent play. It is an excellent opportunity for each participant to gain a 
pseudo-experience of the situation through the angle of the given role’s viewpoint. 
Each actor’s behaviors are recorded using audio-visual means.  

The goal of the projection phase is to reproduce an annotated agent play such as 
shown in Fig. 2(b) from the theatrical role play.  

Ideally, the projection should be automatically executed on-line while participants 
are acting in the theatrical role play phase. In order to do so, separation of the behav-
iors of each actor into the genuine theatrical role play, the editing behavior, and the 
meta-level actions such as commentating. 

In the critical discussion phase, the participants watch the resulting annotated agent 
play and discuss the resulting interpretation from various angles (Fig. 3).  

 

Fig. 3. Critical discussion based on the annotated agent play will help participants to deepen 
objective understanding. In actual SES sessions, the participants may well meet virtually to 
criticize the annotated agent play. 

Again, we do not necessarily assume that the participants need to hold a physical 
meeting. Most importantly, the participants are provided with an opportunity to dis-
cuss the theatrical role play from the objective third person view, in addition to the 
subjective view gained in the theatrical role play phase. A 3D game engine such as 
Unity allows the group to switch between the objective and subjective views of a 
given role to deepen the discussion. Furthermore, it might be quite useful if the partic-
ipants can modify the annotated agent play on the fly during the discussions, while we 
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editorial comments during their play. The behaviors of participants are not only rec-
orded for review but also projected onto synthetic characters by incorporating editori-
al comments and isolating critical comments into a separate track.  

4 Technologies for SES 

Technologies we have developed so far can be adapted to plug in to the SES computa-
tional platform. 

4.1 Capturing the Realworld Environment 

The background for a theatrical role play is an integral part of the evidential study. It 
is often the case that we can import a useful background data from the Internet. Flexi-
ble Communication World (FCWorld) [7] allows us to project an external source on 
the net such as Google Street View to the immersive display. An alternative approach 
is to build the data for the shared virtual space by measuring the realworld. A wide- 
range area visualizer [8] can automatically construct a 3D panoramic model for an 
outdoor scene from a collection of ordinary 2D digital photo images for the place by 
combining structure from motion, multi view stereo, and other standard techniques. 
Capturing first person view and gaze is critical in estimating the mental process of 
actor. Our corneal imaging method allows for going beyond the current human view 
understandings that uses only the 'point' of the gaze information in a static planar 
environment to capture the whole peripheral visual field in an arbitrary dynamic 3D 
environment without the need for geometric calibration [9].  

4.2 Capturing Realworld Interaction 

Capturing the motion of an actor in an immersive interaction cell becomes ready with 
existing technologies, by mapping the skeleton data from a Kinect to animate a Unity 
character. However, we need to overcome several limitations.  

A theatrical role play by multiple actors can be captured by our 3DCCbyMK tech-
nology [2]. It exploits Kinect technology to measure and critique physical display of 
interpretation played together one or more local participants. The system allows us to 
simultaneously capture the behaviors of up to four participants, by integrating data 
captured by multiple Kinects, thereby to project the interaction by multiple partici-
pants to the shared virtual space as it is. It assumes that the scene consists of the static 
background and moving people in the foreground.  

Two subsystems were developed for capturing the static background and the dy-
namic foreground. OpenNI is used to capture an RGB image, depth map, skeleton 
data, user masks and tracking IDs. To reconstruct a static 3D model for the surround-
ing background, a single Kinect is carried around in the environment to gather data 
from continuous viewpoints. SLAM (simultaneous localization and mapping) is used 
to build a local 3D model from the data from each point. Image features calculated by 
the SURF method [10] are used to calculate the similarity to integrate the local 3D 



 Synthetic Evidential Study as Primordial Soup of Conversation 81 

 

model into the global 3D model. The LMedS method [11] is used to reduce errors in 
image feature matching.  

The motion estimation subsystem of the 3DCCbyMK technology estimates the mo-
tion of each participant using the skeleton data from multiple Kinect sensors. Time 
series data are checked to reduce the confusion between the left and right joints. The 
output of the two subsystems are integrated to produce an interaction scene. A prob-
lem remains regarding incorporating the results into the 3D coordinate system of a 
game engine.  

4.3 Estimating Attitudes and Emotion 

Mind reading or estimating the internal mental state of the human from external cues 
or social signals is necessary to build an advanced service for the SES participants, 
such as discussion support as discussed later in this section or even producing a better 
annotated agent play in the theatrical role play.  

DEEP [12] is a method for estimating a dynamically changing emphasizing point 
by integrating verbal behaviors, body movements, and physiological signals of the 
user. DEEP is applied to situations where many known/unknown factors must be 
considered in choosing a satisfactory option. DEEP repeats the cycle consisting of 
explanation, demand-seeking, and completion-check until the user is satisfied with the 
proposed option. User’s emphasizing point is obtained at the same time. gDEEP is a 
method for estimating emphasizing point for a group using DEEP as a component. 
gDEEP repeats the cycle similar to DEEP.  

4.4 Discussion Support 

Our discussion support method centers on a chairperson agent that can support dis-
cussions by estimating distribution of opinions, engagement, and emphasizing points. 
We addressed interactive decision-making during which people dynamically and in-
teractively change the emphasizing points and have built several prototypes of a 
group decision-making support agent [12-14].  

A recent prototype [14] can guide the divergence and convergence processes [15] 
in the facilitation by producing appropriate social signals as a result of grasping the 
status of the decision-making process by the group of participants. The system uses 
the gDEEP method to estimate the emphasizing point of the group from verbal 
presentation of demands and nonverbal and physiological reactions to the information 
presentation by the agent. If it has turned out that the group has not yet well formulat-
ed an emphasizing point, the system will present information obtained from a broad 
search in the problem space with reference to the emphasizing point so that it can 
stimulate the group’s interest to encourage divergent thought. When it has turned out 
that the group has formulated an emphasizing point, the system will focus on the de-
tails to help the group carry out convergent thought for making decision. 

Our technologies allow for capturing not only explicit social signals that clearly 
manifest on the surface but also tacit and ambiguous cues by integrating audio-visual 
and physiological sensing.  
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4.5 Fluid Imitation Learning 

Learning by mimicking is a computational framework for producing the interactive 
behaviors of conversational agents from a corpus obtained from the WOZ experiment.  
In this framework, the learning robot initially “watches” how people interact with 
each other, estimates communication principles underlying the way the target actor 
communicates with other partners, and applies the estimated communication patterns 
to produce the communicative behaviors of the conversation agent.   

Currently, we focus on nonverbal behaviors and approximate the communicative 
behaviors as a collection of continuous time series.  A suite of unsupervised learning 
algorithms [16,17] are used to realize the idea.  

By having this algorithm in combination with action segmentation and motif dis-
covery algorithms that we developed, we have a complete fluid imitation engine that 
allows the robot to decide for itself what to imitate and actually carry on the imitation 
[18].  

We designed, implemented and evaluated of a closed loop pose copying system 
[19]. This system allows the robot to copy a single pose without any knowledge of 
velocity/acceleration information and using only closed loop mathematical formulae 
that are general enough to be applicable to most available humanoid robots. This sys-
tem makes it possible to reliably teach a humanoid by demonstration without the need 
of difficult to perform kinesthetic teaching. 

5 Concluding Remark 

Synthetic evidential study (SES) combines theatrical role play and group discussion to 
help people spin stories. The SES framework consists of (a) the SES sessions of theat-
rical role playing, projection into the annotated agent plays and a critical group dis-
cussions, and (b) a supporting interpretation archive containing annotated agent plays 
and stories. We have described the conceptual framework of SES, a computational 
platform that supports the SES workshops, and advanced technologies for increasing 
the utility of SES. The SES is currently under development. So far, we have imple-
mented basic components. The system integration and evaluation are left for future 
work. Future challenges include, among others, automatic production of actor’s in-
tended play, self-organization of the interpretation archive, and automatic generation 
of the virtual audience from critical discussions.  
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