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Preface

Business data analytics in scientific domains depends on computing infrastruc-
ture. A scientific exploration of data is beneficial for large-scale public utility
services, either directly or indirectly. Many research efforts are being made in di-
verse areas, such as big data analytics and cloud computing, sensor networks and
high-level user interfaces for information accesses by common users. Government
agencies in many countries plan to launch facilities in education, health-care, and
information support as a part of e-government initiatives. In this context, infor-
mation interchange management has become an active research field. A number
of new opportunities have evolved in design and modeling based on the new com-
puting needs of the users. Database systems play a central role in supporting
networked information systems for access and storage management aspects.

The 10th International Workshop on Databases in Networked Information
Systems (DNIS) 2015 was held during March 23–25, 2015 at University of Aizu
in Japan. The workshop program included research contributions, and invited
contributions. A view of research activity in information interchange manage-
ment and related research issues was provided by the sessions on related topics.
The keynote address was contributed by Prof. Divyakant Agrawal. The session
on “Information and Knowledge Management” had an invited contribution from
Dr. Paolo Bottoni. The following section on “Business Data Analytics and Vi-
sualization,” had an invited contribution from Dr. Arnab Nandi. The session
on “Networked Information Resources” includesd an invited contribution by Dr.
Shelly Sachdeav. The section on “Business Data Analytics in Astronomy and
Sciences,” had an invited contribution by Dr. Naoki Yoshida. I would like to
thank the members of the Program Committee for their support and all authors
who considered DNIS 2015 in making research contributions.

The sponsoring organizations and the Steering Committee deserve praise for
the support they provided. A number of individuals contributed to the success of
the workshop. I thank Dr. Umeshwar Dayal, Prof. J. Biskup, Prof. D. Agrawal,
Dr. Cyrus Shahabi, Prof. T. Nishida, and Prof. Shrinivas Kulkarni for providing
continuous support and encouragement.

The workshop received invaluable support from the University of Aizu. In
this context, I thank Prof. Ryuichi Oka, President of University of Aizu. Many
thanks also to the faculty members at the university for their cooperation and
support.

March 2015 Wanming Chu
Shinji Kikuchi

Subhash Bhalla
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The Big Data Landscape:

Hurdles and Opportunities

Divyakant Agrawal1,2 and Sanjay Chawla1,3

1 Qatar Computing Research Institute, Qatar
2 University of California Santa Barbara, USA

3 University of Sydney, Australia

Abstract. Big Data provides an opportunity to interrogate some of the
deepest scientific mysteries, e.g., how the brain works and develop new
technologies, like driverless cars which, till very recently, were more in
the realm of science fiction than reality. However Big Data as an entity
in its own right creates several computational and statistical challenges
in algorithm, systems and machine learning design that need to be ad-
dressed. In this paper we survey the Big Data landscape and map out the
hurdles that must be overcome and opportunities that can be exploited
in this paradigm shifting phenomenon.

1 Introduction

Big data has emerged as one of the most promising technology paradigm in
the past few years. Availability of large data arises in numerous application
contexts: trillions of words in English and other languages, hundreds of billions
of text documents, a large number of translations of documents in one language
to other languages, billions of images and videos along with textual annotations
and summaries, thousands of hours of speech recordings, trillions of log records
capturing human activity, and the list goes on. During the past decade, careful
processing and analysis of different types of data has had transformative effect.
Many applications that were buried in the pages of science fiction have become
a reality, e.g., driverless cars, language agnostic conversation, automated image
understanding, and most recently deep learning [6] to simulate a human brain.

In the technology context, Big Data has resulted in significant research and
development challenges. From a systems perspective, scalable storage, retrieval,
processing, analysis, and management of data poses the biggest challenge. From
an application perspective, leveraging large amounts of data to develop models
of physical reality becomes a complex problem. The interesting dichotomy is
that the bigness of data in the system context makes some of the known data
processing solutions that were “acceptable” to “not acceptable.” For example,
standard algorithms for carrying out join processing may have to be revisited in
the Big Data context. In contrast, the bigness of data allows many applications to
move from being “not possible” to “possible.” For example real time, automated,
high quality and robust language translation seems entirely feasible. Thus, new

W. Chu et al. (Eds.): DNIS 2015, LNCS 8999, pp. 1–11, 2015.
c© Springer International Publishing Switzerland 2015



2 D. Agrawal and S. Chawla

approaches are warranted to develop scalable technologies for processing and
managing Big Data [7]. In the same vein, designing and developing robust models
for learning from big data remains a significant research challenge.

In this paper, we explore the Big Data problem both from the system perspec-
tive as well as from the application perspective. In the popular press, “bigness”
or the size of data is touted as a desirable property. Our goal is to clearly compre-
hend the underlying complexity that must be overcome with the increasing size
of data and clearly delineate the hurdles and opportunities in this fast developing
space.

The rest of the paper is structured as follows. In Section 2 we use the record
de-duplication application to delve into some of the intrinsic computational,
systems and statistical challenges when operating in a Big Data environment. In
Section 3 we use the classical clustering problem to highlight how simple machine
learning tasks can result in complex computational problems and the resulting
trade-offs in learning in a Big Data environment. We briefly review the dictionary
learning problem in Section 4 and its connects with deep and representational
learning. We conclude in Section 5 with a discussion and directions for future
work.

2 The Big Data Problem

To understand the “Big Data” problem consider a table S(r, c) whose rows (r)
and columns (c) can grow infinitely. Assume the growth rate of the table (in
terms of r and c) outstrips the corresponding increase in unit computational
processing power and storage capacity. We refer to this setting as the Big Data
Operating Paradigm (BDOP).

A task T on table S is an operation which maps S onto another entity E,
where E can be another table or the state of a mathematical model specified
as part of the task T. The Big Data problem is to understand the feasibility
of carrying out T both in terms of computational tractability and statistical
effectiveness in BDOP as S grows.
Example: Let S(r, c) be a merged table of customer records from two databases.
Let T be the task of record de-duplication, i.e., identify records in S which belong
to the same customer. The computational challenge arises because all pairs of
records (O(|r|2)) in S have to be compared. The statistical hardness comes into
fore because of the high dimensionality of the problem as the number of columns
(|c|) increases.

2.1 Distributed Computational Complexity

For concreteness consider the record de-duplication task [3] which can be speci-
fied as

T : S × S →d {0, 1}
Here, d is a “dis-similarity” function between two records which is either specified
by a domain expert or learnt separately from the data. As noted earlier, the
computational complexity of T is O(|r|2).
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In a BDOP setting it becomes necessary that S is stored in a distributed
environment and the task T carried out in parallel. However, if we assume that
in a given time window, data grows by an order of magnitude but unit processing
speed and storage capacity are constant, then for the O(|r|2) de-duplication task
T, the number of computation nodes required to maintain the same response time
grows at least quadratically! This might appear as a paradox as the resources
required to maintain the same quality of service is an order of magnitude greater
than the corresponding increase in data size. However, in practical real data
settings, even if |S × S| grows quadratically, the computational complexity of T
is governed by |S �� S| which grows at the rate O(α.|r|), where α is typically a
small fraction. Thus the task T becomes feasible as the corresponding bi-partite
graph is sparse. However, while α maybe small, the distribution of the degree of
the bi-partite graph is highly non-uniform (often Zipfian). Thus the processing
time in a distributed environment is lower bounded by the size of the largest
partition which can be large. Designing the appropriate trade-off between data
partitioning and task parallelism in a cloud environment becomes a major design
and research challenge.

Fig. 1. From a computational and systems perspective, a Big Data task reduces to pro-
cessing a table as a bi-partite graph in a distributed setting, where the edge similarity
is derived as a function of the columns of a table. In a BDOP setting, computational
is feasible only because the number of edges grow at constant rate as the number of
rows increase, i.e., the bi-partitite graph is sparse.

2.2 Statistical Effectiveness

From a statistical perspective, we focus on the columms of S. For the de-
duplication task the objective is to infer a function f : {C} → 2{C} on the
columns such that for any pair of records r1, r2

πf(C)(r1) = πf(C)(r2) → r1 ≡ r2

We can interpret f(C) as a subset of columms of S. Now, given the statistical na-
ture of data, every subset of columns has a small probability p of being selected
by the inference function f . However as |c| increases then the probability that an
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Fig. 2. Observational data tends to be highly redundant, i.e., there is a large degree
of correlation (possibly non-linear) between the different columns of table S. This is
often referred to as “data lives in a low-dimensional manifold.”

arbitrary subset of columns will be selected by f is given 1− (1− p)2
|c| → 1.

Thus from a statistical perspective, Big Data settings can lead to situations
where the danger of inferring spurious relationships becomes highly likely. How-
ever, in practice, observational data (i.e., data collected serendipitously and
not as part of an experimental design), tends to be highly redundant. High
redundancy implies that the number of degrees of freedom which govern data
generation is small. This is often referred to as “observational data lives in a
low-dimensional manifold.” The manifold structure of the data explains the
widespread use of dimensionality reduction techniques like PCA and NMF in
machine learning and data mining.

3 Machine Learning

Machine Learning tasks are often formulated as optimization problems. Even the
simplest of tasks can result in hard and intractable optimization formulations.
In BDOP, the constraint on the solution is often determined by a “time budget,”
i.e., obtain the best possible approximate solution of the optimization problem
within time T . We highlight the trade-off between large data and the quality of
the optimization solution using two examples: clustering and dictionary learning.
The latter in intimately tied to “deep learning.”
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3.1 Clustering

Consider a set of one dimensional data points: D = {x1, . . . , xn}. For example,
D could record the height of a group of n people. How do we summarize D ? One
obvious answer is the mean (average) of D, but lets cast the summarization task
as an optimization problem. Thus, the objective is to find a y which minimizes
the following objective function:

min
y ∈ R

n∑
i=1

(xi − y)2

If we denote F (y) as
∑n

i=1(xi − y)2, then a necessary condition to obtain y is to
set dF

dy = 0 and solve for y to obtain:

y∗ =
1

n

n∑
i=1

xi

Thus, as expected, the “optimal” summarization of D is to use average or mean
of the data set. Now suppose we would like to summarizeD with two data points,
y1 and y2. The motivation for this task is to possibly obtain a representative male
and female height in the group. Note, the data set D is not labeled, i.e.,we are
not given which data point records a male or female height. In this situation,
what might be an appropriate objective function? The first instinct is perhaps
to set up the optimization problem where the aim is to find y1 and y2 which
minimizes

G(y1, y2) =
n∑

i=1

2∑
j=1

(xi − yj)
2

However, an examination ofG reveals that it may not be an appropriate objective
function. For example, we do not want to take the difference between every pair
of xi and yj but only between xi and its most representative yj, which of course
is not known. Thus a more suitable objective is to minimize:

H(y1, y2) =
n∑

i=1

min
j∈{1,2}

(xi − yj)
2 (1)

The appearance of the min inside the summation, makes the objective non-
convex and is a typical optimization pattern in many machine learning problem
formulations. In Figure 3, the objective functions G and H are plotted which
clearly show that H (the relevant objective function) is non-convex.

3.2 Clustering in BDOP

Having specified a clustering objective function in Equation 1, the question re-
mains how to solve the resulting optimization problem and understand the im-
pact of Big Data on the solution. An important observation is that the clustering
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Fig. 3. The figure on the left is the shape of the objective function G(y1, y2). G is
convex but not appropriate for the clustering task. The figure on the right is the shape
of H(y1, y2) which is more suitable for clustering but non-convex.

problem is inherently imprecise. Even in the case where each data point repre-
sents a person’s height and the goal is to obtain separate clusters for males and
females, there are bound to be misclassified data points, i.e., males will be as-
signed to the female cluster and vice-versa. The availability of large amounts of
data will not mitigate the imprecision and thus a case can be made to design
an algorithm where the ability to trade-off between exactness of the solution
and the time to obtain the solution is transparent [2]. For example, instead of
optimizing H(y1, y2), perhaps a more reasonable objective is to optimize

Ex[H(y1, y2, x)] (2)

where the expecation is over different samples of x from the same underlying
(but unknown) distribution P (x). Bottou et. al. [2] have precisely investigated
the decomposition of Equation 2 in a general case which we customize for the
case of clustering.

3.3 Error Decomposition for Big Data Learning

Notice that the objective function H(y1, y2, x) is highly specialized as we have
used (xi− yj)

2 term inside the summation. In a high-dimensional setting, this is
equivalent to enforcing the resulting clusters to be spherical. Thus if the original
clusters were elliptical then the choice of the objective function already results
in an error which is independent of the size of the data ! This is known as the
approximation error. Now because our objective is to minimize Ex[H(y1, y2, x)]
but we only have access to finite number of samples from P (x), the solution of
any algorithm will result in value Hn such that Hn ≤ Ex[H(y1, y2, x)] + ρ. The
discrepancy (bounded by ρ) is known as the estimation error. In a Big Data
environment, where a given time budget may force us to stop the optimization
task before all the samples are processed will lead to an objective value of Ĥn,
which is an approximation of Hn. This is known as the computation error.
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3.4 Stochastic Gradient Descent

A simple but extremely versatile optimization algorithm where the trade-off
between the estimation and computation error can be controlled is the Stochastic
Gradient Descent Algorithm (SGDA). Recall that in order to optimize

min
y

f(x, y)

the gradient descent algorithm iterates on the following step till an approximate
fixed point is obtained

yt+1 = yt − γ∇f(yt, x).

Now since in many machine learning formulations, f(x, y) is of the form f(x, y) =∑n
i g(xi, y), the cost of the gradient step is O(n). However, in stochastic gra-

dient a random sample xr from the training set is selected in each iteration to
approximate the gradient

∇̂f(y) ≈ ∇g(xr, y)

The above approximation reduces the computation cost of the gradient com-
putation from O(n) to O(1) and it has been shown that as n → ∞, yt+1 =
yt − γ∇g(xr, y) approaches the optimal solution of miny Ex[f(x, y)].

The SGDA algorithm can easily be adapted to solve the clustering problem
with objective function H(y1, y2) as given in Equation 1. Here are the steps [1]:

1. Initialize y1 and y2 and set n1, n2 = 0.
2. Randomly permute D to obtain {xi1 , . . . xin}
3. For j = 1 : n

(a) Choose yk closest to xij :

k∗ = arg min k(xij − yk)
2

(b) Increment the count associated with yk∗

nk∗ ← nk∗ + 1

(c) Update yk∗ (the gradient descent step):

yk∗ ← yk∗ +
1

nk∗
(xij − yk∗)

4. End For

Notice that SGDA is especially suitable in a Big Data setting compared to the
traditional batch k-means algorithm as it is online and can start emitting results
incrementally.
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4 Dictionary Learning

Some of the most promising applications of Big Data include language transla-
tion, speech recognition, image search and cross-modality querying, i.e., given
an image automatically generate a textual description of the image and given
a piece of text find the most appropriate image. Deep learning (aka neural net-
works) have been re-emerged as the algorithm of choice for these applications.
However, the fundamental reason for success in these applications is because of
the ability for algorithms to learn the appropriate representation in the presence
of Big Data. The learning of an appropriate representation is often called the
Dictionary Learning or sparse coding problem. We briefly describe the dictionary
learning problem and note its similarity with the clustering problem described
above. While we will not provide the algorithm, it should become clear that
SGDA can be used to solve the dictionary learning problem.

We again start with a data set D = {x1,x2, . . . ,xn}, where each xi ∈ R
m.

For example the set D may be a collection of images and xi is a vector of pixel
values. In signal and image processing, data is often represented as a linear
combination of pre-defined basis functions using Fourier or Wavelet transforms.
In dictionary learning (also called sparse coding), the objective is to find a set
of data-dependent basis functions E ∈ R

m×k, and a set of k−dimensional sparse
vectors {αi}ni=1,such that

xi ≈ Eαi ∀i = 1, . . . , n

The columns of E are the basis function and α’s are the weights. Note that the
columns of E are not restricted to be orthogonal and this provides a degree of
flexibility that is not available in the case of Fourier or Wavelet transform or an
SVD decomposition.

In order to infer both E and α, we can setup an objective function which has
to be minimized

gn(E,x) =

n∑
i=1

min
αi

‖xi − Eαi‖22 + λ‖αi‖1 (3)

Notice the similarity between the clustering objective in Equation 1 and the
dictionary learning objective in Equation 3. Both objectives have a min inside the
sum function and in the case of dictionary learning there is a coupling (product)
between the two unknowns (E and α) which makes the objective non-convex.
More details about dictionary and represenational learning can be found in [9,5].

4.1 Distributed Stochastic Gradient Descent

Many machine learning problems are formulated as optimization problems with
a very specific form. For example a typical optimization pattern will be of the
form

n∑
i=1

	(xi,w) +Ω(w) (4)
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Here, 	(x,w) is the loss function which accounts for the mismatch between the
data and the model. The regularization term Ω(w) is often used to prevent
overfitting of the model to the data. An important observation is that the loss
function is applied pointwise to each data point and this can be used to design
efficient distributed implementations.

A common distributed computation design pattern for machine learning is the
parameter server pattern which consists of the following components: (i) data
is partitioned (horizontally) and distributed across computational nodes, (ii) a
parameter server node maintains the global state of the variable w, (iii) each
computation node i applies (stochastic) gradient descent to its data partition
and computes a gradient ∇i(w), (iv) the parameter server periodically polls the
compute nodes and pulls ∇i from each node. It then carries out a global ‘sync’
operation and pushes the updated w vector to the nodes [4,8].

The nature of machine learning problems tasks i that they can afford to tol-
erate a level of imprecision which is not available in other application domains
(e.g., airplane engine simulation). Together with specific optimization pattern
that emerges in many machine learning provides an opportunity for creating
“near embarrassingly parallel” implementations.

5 Discussion and Conclusion

The availability of Big Data across many application domains has led to the
promise of designing new applications which hitherto were considered out of
reach. For example, Big Data has been instrumental in designing algorithms for
real time language translation, high quality speech recognition and image and
video search. Large amount of FMRI and MEG brain data collected while people
are carrying out routine tasks holds the promise of understanding the working
of the brains.

To fully utilize the promise of Big Data several hurdles in the computational,
systems and algorithmic aspects of data processing have to be overcome. In the
Big Data Operating Paradigm (BDOP) the growth rate of data is higher than the
corresponding increase in computational processing speed and storage capacity.
This necessarily leads to an environment where data has to be processed in
a distributed manner. Since many algorithm for data processing and machine
learning are super-linear, increase in data size results in a much higher increase
in infrastructure resources - if quality of service constraints have to be met.
From a computational perspective many data analytic tasks can be abstracted
as the processing of a bipartite graph where the nodes are rows of a table and
the edges are determined by a similarity function based on the columns. If the
edges of the graph were uniformly distributed then processing in BDOP would be
impossible. However bipartite graphs of real data tends to be highly sparse and
skewed. Sparsity provides an opportunity to process data efficiently in BDOP
but skewness results in a lower bound on the computation. The interplay between
sparsity and skewness is a major systems challenge that is currently addressed
on a case by case basis.
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From a statistical perspective, availability of Big Data does not necessarily
result in better quality or stable results. In fact the danger of deriving spurious
relationships are greater in a high-dimensional than a low-dimensional setting.
For real data it has been observed that even though the ambient dimension of the
data may be high, its intrinsic dimension is low. This is often referred to as “data
living in a low dimensional manifold.” The low intrinsic dimensionality explains
the widespread use of dimensionality reduction techniques like SVD and NMF.
Most dimensionality reduction techniques have high computational complexity
(often O(n3)). Sometimes the use of random projection in conjunction with
dimensionality reduction can lead to improved efficiency without substantial loss
in accuracy as machine learning task output can afford a degree of imprecision
which is greater than in many other domains (like aircraft engine design or
exactness of OLTP query result).

Machine Learning tasks are often cast as optimization problems. Even the
simplest of tasks, like data summarization, can result in complex optimization
formulations. The intrinsic coupling between the approximation, estimation and
computational error while solving the optimization task has several implications
including the ability to use simple first order algorithms like stochastic gradient
descent which trade-off between estimation and computational error in a trans-
parent manner. For example, the typical cost of solving the k-means algorithm
on a data set of size n is O(nI) where I is the number of iterations. In BDOP
the standard k-means algorithms is near impossible to use as it requires multiple
passes over the data. However, SGDA can start producing reasonably accurate
clusters within one pass and time budget can be used to settle on the quality
of the result. Furthermore the form of a typical optimization objective function
and tolerance of a certain amount of imprecision makes machine learning tasks
amenable to highly efficient distributed and parallel implementations.

In the last five years there has been a resurgence of interest in deep learn-
ing. While deep learning is synonymous with neural networks, the key insight is
to infer a representation of raw data specific for the task at hand. This is often
referred to as dictionary learning or sparse coding. The dictionary learning prob-
lem can be cast as optimization problem where the objective has a similar form
like the clustering problem. SGDA algorithms have been successfully employed
for dictionary learning which attest to their versatility.

A grand challenge in the Big Data landscape continues to be a lack of a system
which has the robustness and scalability of a traditional relational database
management system while offering the expressive power to model a large and
customizable class of machine learning problems.
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Abstract. This paper investigates the partial periodic behavior of the
frequent patterns in a transactional database, and introduces a new class
of user-interest-based patterns known as chronic-frequent patterns. Infor-
mally, a frequent pattern is said to be chronic if it has sufficient number
of cyclic repetitions in a database. The proposed patterns can provide
useful information to the users in many real-life applications. An example
is finding chronic diseases in a medical database. The chronic-frequent
patterns satisfy the anti-monotonic property. This property makes the
pattern mining practicable in real-world applications. The existing pat-
tern growth techniques that are meant to discover frequent patterns
cannot be used for finding the chronic-frequent patterns. The reason
is that the tree structure employed by these techniques’ capture only the
frequency and disregards the periodic behavior of the patterns. We in-
troduce another pattern-growth algorithm which employs an alternative
tree structure, called Chronic-Frequent pattern tree (CFP-tree), to cap-
ture both frequency and periodic behavior of the patterns. Experimental
results show that the proposed patterns can provide useful information
and our algorithm is efficient.

Keywords: Data mining, knowledge discovery in databases, frequent
patterns and periodic patterns.

1 Introduction

A time series is a collection of events obtained from sequential measurements
overtime. Periodic patterns are an important class of regularities that exist in
a time series. Periodic pattern mining involves discovering all those patterns
that have exhibited either complete or partial cyclic repetitions in a time series.
Periodic pattern mining has several real-world applications including prediction,
forecasting and detection of unusual activity. A classic application is market-
basket analysis. It analyzes how regularly items are being purchased by the
customers. For example, if the customers are purchasing ‘Bread’ and ‘Jam’
together at every hour of a day, then the set {Bread, Jam} represents a periodic
pattern.

W. Chu et al. (Eds.): DNIS 2015, LNCS 8999, pp. 12–26, 2015.
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The problem of finding periodic patterns has been widely studied in [1–6].
The basic model used in all of these studies, however, remains the same and is
as follows:

1. Split the given time series into distinct subsets (or periodic-segments) of a
fixed length.

2. Discover all periodic patterns that satisfy the user-defined minimum support
(minSup). The minSup controls the minimum number of periodic-segments
in which a pattern must appear.

Example 1. Given the time series TS = a{bc}baebace and the user-defined
period as 3, TS is divided into three periodic-segments: TS1 = a{bc}b, TS2 = aeb
and TS3 = ace. Let {a � b} be a pattern, where ‘�’ denotes a wild character that
can represent any single set of events. This pattern appears in the periods of TS1

and TS2. Therefore, its support count is 2. If the user-defined minSup count is
2, then {a � b} represents a periodic pattern. In the above time series, we have
applied braces only for the events having more than one item for brevity. An
event represents a set of items (or an itemset) having some occurrence order.

The popular adoption and successful industrial application of this basic model
suffers from the following issues.

– The basic model considers time series as a symbolic sequence. As a result,
this model fails to consider the actual temporal information of the events
within a sequence.

– This model suffers from the sparsity problem. That is, most of the discovered
patterns contain many wild characters with a very few number of events. For
example, a � � � � � � � � � � � � � bc � � � � � � � �a � � � � � � � �b. This problem
makes the discovered patterns impracticable in applications.

– The periodic patterns satisfy the anti-monotonic property [7]. That is, all
non-empty subsets of a periodic pattern are also periodic patterns. However,
this property is insufficient to make the pattern mining practical or com-
putationally inexpensive in the case of time series. The reason is number of
frequent i-patterns shrink slowly (when i > 1) as i increases in a time series.
The slow speed of decrease in the number of frequent i-patterns is due to the
strong correlation between frequencies of patterns and their sub-patterns [2].

To confront these issues, researchers have introduced periodic-frequent pattern
mining which involves discovering all those frequent patterns that have exhibited
complete cyclic repetitions in a temporally ordered transactional database [8–
11]. As the real-world is generally imperfect, we have observed that the existing
periodic-frequent pattern mining algorithms cannot discover those interesting
frequent patterns that have exhibited partial cyclic repetitions in a database.

With this motivation, this paper investigates the partial periodic behavior
of the frequent patterns in a transactional database, and introduce a class of
user-interest-based patterns known as chronic-frequent patterns. Informally,
a frequent pattern is said to be chronic-frequent if it has sufficient number of
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cyclic repetitions in a database. A novel measure, called periodic-recurrence, has
been introduced in this paper. This measure assess the periodic interestingness of
a frequent pattern with respect to the number of cyclic repetitions in the entire
database. The patterns discovered with this measure satisfy the anti-monotonic
property. That is, all non-empty subsets of a chronic-frequent pattern are also
chronic-frequent. This property makes the chronic-frequent pattern mining prac-
ticable in real-life applications. The existing pattern-growth techniques that are
meant to discover frequent patterns in a transactional database [12] cannot be
used for finding the chronic-frequent patterns. It is because the tree structure
used by these techniques’ capture only the frequency and disregard the peri-
odic behavior of the patterns. In this paper, we have introduced another tree
structure, called Chronic-Frequent Pattern Tree (CFP-tree), to capture both fre-
quency and periodic behavior of the patterns. A pattern-growth algorithm, called
Chronic-Frequent pattern-growth (CFP-growth), has been proposed to discover
the patterns from CFP-tree. Experimental results show that CFP-growth is run-
time efficient and scalable as well.

The rest of the paper is organized as follows. Section 2 describes the related
work on periodic pattern mining. Section 3 introduces our model of chronic-
frequent patterns. Section 4 describes the working of CFP-growth algorithm.
The experimental evaluation of CFP-growth has been presented in Section 5.
Finally, Section 6 concludes the paper with future research directions.

2 Related Work

Finding periodic patterns has been widely investigated in various domains as
temporal patterns [13] and cyclic association rules [14]. These approaches dis-
cover all those patterns which are exhibiting complete cyclic repetitions in a time
series data. Since the real-world is imperfect, Han et al. [1] have introduced a
model to find periodic patterns which are exhibiting either complete or partial
cyclic repetitions in a time series. Later, they have proposed the max-subpattern
hit set property to reduce the computational cost of finding the periodic patterns
[2]. Berberidis et al. [4] and Cao et al. [5] have tried to address an open problem
of specifying the period using autocorrelation and other methods. Yang et al. [3]
have used information gain to discover periodic patterns involving both fre-
quent and rare items. All of these approaches consider time series as a symbolic
sequence, and therefore, do not consider the actual temporal information of the
events within a series.

Tanbeer et al. [8] have represented each event in time series as a pair con-
stituting of an itemset and its timestamp. Next, they have modeled time series
as a temporally ordered transactional database, and investigated the full peri-
odic behavior of the frequent patterns to discover a class of user-interest-based
patterns known as periodic-frequent patterns. The approach of representing time
series as a transactional database has the following advantages:
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– Symbolic sequences do not consider the temporal information of the events
within a time series. On contrary, the same information is considered in
temporally ordered transactional databases.

– The anti-monotonic property can not effectively reduce the search space in
symbolic sequences [2]. However, the same property reduces the search space
effectively in transactional databases.

– Fast algorithms, such as pattern-growth technique, can be employed to dis-
cover the patterns efficiently.

Recently, Chen et al. [15] have shown that by representing a symbolic sequence
as a transactional database, one can employ a pattern-growth technique to out-
perform the max-subpattern hit set algorithm [2]. Thus, many researchers are
extending Tanbeer’s work to address the rare item problem [9, 10] and top−k
[11] periodic pattern mining. All of the above approaches try to discover those
frequent patterns that are exhibiting complete cyclic repetitions in the entire
database. On the contrary, our model focuses on finding the frequent patterns
that are exhibiting either complete or partial cyclic repetitions in a
database.

In [16, 17], we have introduced a measure known as periodic-ratio to assess
the partial periodic behavior of a frequent pattern. Unfortunately, finding the
patterns with this measure is a computationally expensive process because the
discovered patterns do not satisfy the anti-monotonic property. In this paper,
we have introduced an alternative interestingness measure which not only assess
the partial periodic behavior of a frequent pattern, but also ensures that the
discovered patterns satisfy the anti-monotonic property.

Overall, the proposed model of finding chronic-frequent patterns in a trans-
actional database is novel and distinct from the existing models.

3 Proposed Model

Let I = {i1, i2, · · · , in} be the set of items. Let X ⊆ I be a pattern. A
pattern containing k number of items is called a k-pattern. A transaction,
tr = (tid, Y ), is a tuple, where tid represents the transaction-identifier (or a
timestamp) and Y is a pattern. A transactional database TDB over I is a set
of transactions T = {t1, t2, · · · , tm}, m = |TDB|, where |TDB| represents the
size of TDB in total number of transactions. For a transaction tr = (tid, Y ),
such that X ⊆ Y , it is said that X occurs in tr and such transaction-identifier
is denoted as tidX . Let TIDX = {tidXj , · · · , tidXk }, j, k ∈ [1,m] and j ≤ k,
be the set of all transaction-identifiers at which X has appeared in TDB. The
size of TIDX is defined as the support of X , and denoted as S(X). That is,
S(X) = |TIDX |. The pattern X is said to be frequent if S(X) ≥ minSup,
where minSup is the user-defined minimum support threshold.

Example 2. Consider the transactional database shown in Table 1. It contains
10 transactions. The tid of each transaction represents its sequential occur-
rence order with respect to a particular timestamp. The set of items, I =
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{a, b, c, d, e, f, g, h}. The set of items, ‘a’ and ‘b’, i.e., ‘{a, b}’ is known as an item-
set (or a pattern). This pattern contains two items. Therefore, it is a 2-pattern.
For brevity, we refer this pattern as ‘ab’. The pattern ‘ab’ appears in the transac-
tions having tids 1, 3, 5, 8 and 10. Therefore, TIDab = {1, 3, 5, 8, 10}. The sup-
port of ‘ab’ is the size of TIDab. Therefore, S(ab) = |TIDab| = |{1, 3, 5, 8, 10}|=
5. If the user-defined minSup = 4, then ‘ab’ is a frequent pattern as S(ab) ≥
minSup.

Table 1. Transactional database

TID Items TID Items TID Items TID Items TID Items
1 a, b, h 3 a, b, g 5 a, b, c, d 7 c, d, h 9 c, d, g
2 e, f 4 e, f, h 6 e, f, g 8 a, b, c, d 10 a, b, c, d

Definition 1. (A period of pattern X.) Let tidXp and tidXq , p, q ∈ [1,m] and
p < q, be the two consecutive transaction-ids where X has appeared in TDB.
The number of transactions (or the time difference) between tidXp and tidXq can

be defined as a period of X, say pXi . That is, pXi = tidXq − tidXp .

Example 3. Continuing with Example 2, the pattern ‘ab’ has consecutively ap-
peared in the tids of 1 and 3. Therefore, a period of ‘ab,’ i.e., pab1 = 2 (= 3− 1).
Similarly, the other periods of ‘ab’ are as follows: pab2 = 2 (= 5− 3), pab3 = 3 (=
8− 5) and pab4 = 2 (= 10− 8).

Definition 2. (An interesting period of pattern X.) Let PX = {pX1 , pX2 , · · · ,
pXk }, k = S(X) − 1, be the complete set of all periods of X in TDB. A pXj ∈
PX is said to be interesting iff pXj ≤ maxPrd, where maxPrd refers to the
user-defined maximum period threshold. This definition captures the periodic
occurrences of a pattern in the database.

Example 4. The complete set of periods for ‘ab’, i.e., P ab = {2, 2, 3, 2}. If the
user-defined maxPrd = 2, then pab1 is an interesting period because pab1 ≤
maxPrd. Similarly, pab2 and pab4 are interesting periods, however, pab3 is not an
interesting period as pab3 �≤ maxPrd.

Definition 3. (The periodic-recurrence of pattern X.) Let IPX ⊆ PX be the
set of periods such that ∀pXj ∈ IPX , pXj ≤ maxPrd. The size of IPX gives the

periodic-recurrence of X, say PR(X). That is, PR(X) = |IPX |.

Example 5. The complete set of all interesting periods of ‘ab’, i.e., IP ab =
{pab1 , pab2 , pab4 }. Therefore, the periodic-recurrence of ‘ab’, i.e., PR(ab) = |IP ab|
= 3.

The above definition measures the number of periodic occurrences of a pattern
X in TDB. Now, we define chronic-frequent patterns using the support and
periodic-recurrence measures.
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Definition 4. (The chronic-frequent pattern X.) The frequent pattern X is said
to be chronic-frequent if its periodic-recurrence is no less than the user-
defined minimum periodic-recurrence threshold (minPR). That is, X is a
chronic-frequent pattern if S(X) ≥ minSup and PR(X) ≥ minPR.

Example 6. If the user-defined minPR = 3, then the frequent pattern ‘ab’ is a
chronic-frequent pattern as PR(ab) ≥ minPR.

The support and a period of a pattern can be normalized to the scale of
[0%, 100%] by expressing them in the percentage of |TDB|. Similarly, the
periodic-recurrence of pattern X can also be normalized to the same scale by
expressing it in percentage of |TDB|− 1, where |TDB|− 1 represents the maxi-
mum number of periods a pattern can have in a database (see Property 3). The
patterns discovered with this normalization method satisfy the anti-monotonic
property. The correctness of our argument is based on the Properties 1, 2 and 3
and shown in Lemma 1.

Property 1. The total number of periods for a pattern X , i.e., |PX | = S(X)−1.

Property 2. (Apriori property [7]) If X ⊂ Y , then TIDX ⊇ TIDY .

Property 3. The maximum support a patternX can have in a database is |TDB|.
From Property 1, it turns out that the maximum number of periods a pattern
X can have in a database is |TDB| − 1.

Lemma 1. Let X and Y be the patterns such that X ⊂ Y . If S(X) < minSup
and PR(X) < minPR, then S(Y ) < minSup and PR(Y ) < minPR.

Proof. IfX ⊂ Y , then TIDX ⊇ TIDY (see Property 2). Thus,PX ⊇ PY , IPX ⊇
IPY , S(X) ≥ S(Y ) and PR(X) ≥ PR(Y )

(
= |IPX |

|TDB|−1 ≥ |IPY |
|TDB|−1

)
. Therefore,

if S(X) < minSup and PR(X) < minPR, then S(Y ) < minSup and PR(Y ) <
minPR. Hence proved.

Definition 5. (Problem definition.) Given a transactional database (TDB)
and the user-defined minimum support (minSup), maximum period (maxPrd)
and minimum periodic-recurrence (minPR) thresholds, discover the complete
set of chronic-frequent patterns having support and periodic-recurrence no less
than the minSup and minPR, respectively.

In the next section, we discuss our algorithm to discover the complete set of
chronic-frequent patterns from a transactional database.

4 The CFP-Growth Algorithm

The CFP-growth algorithm involves two steps: (i) compressing the database
into a tree-structure, called CFP-tree and (ii) recursive mining of CFP-tree to
discover the patterns. Before describing these two steps, we explain the structure
of CFP-tree.
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4.1 Structure of CFP-Tree

The CFP-tree includes a prefix-tree and a chronic-frequent item (or 1-pattern)
list, called CFP-list. The CFP-list consists of four fields – item name (I), total
support (f), periodic-recurrence (pr) and a pointer pointing to the first node in
the prefix-tree carrying the item.

The prefix-tree in CFP-tree resembles the prefix-tree in FP-tree. However,
to capture both frequency and chronic behaviour of the patterns, the nodes in
CFP-tree explicitly maintains the occurrence information for each transaction by
keeping an occurrence transaction-id list, called tid-list. To achieve memory
efficiency, only the last node of every transaction maintains the tid-
list. Hence, there are two types of nodes maintained in a CFP-tree: ordinary
node and tail-node. The former is the type of nodes similar to that used in FP-
tree, whereas the latter is the node that represents the last item of any sorted
transaction. The structure of tail-node is I[tid1, tid2, · · · , tidm], where I is the
node’s item name and tidi, i ∈ [1,m], (m be the total number of transactions
from the root up to the node) is a transaction-id where item I is the last item.
The conceptual structure of CFP-tree is shown in Figure 1. Like in FP-tree, each
node in a CFP-tree maintains parent, child and node traversal pointers. However,
irrespective of the node type, no node in a CFP-tree maintains support value in
it.

{}

tidi, tidj, ...

Fig. 1. The conceptual structure of prefix-tree in CFP-tree. The dotted ellipse rep-
resents the ordinary node, while the other ellipse represents the tail-node of sorted
transactions with tids.

To facilitate high degree of compactness, items in a CFP-tree are arranged
in support-descending item order. It has been proved in [18] that such tree can
provide a highly compact tree structure, and an efficient mining phase using
pattern-growth technique.

One can assume that the structure of prefix-tree in CFP-tree may not be mem-
ory efficient as it explicitly maintains tids of each transaction. However, it has
been argued in the literature [8] that such a tree can achieve memory efficiency by
keeping transaction information only at the tail-nodes and avoiding the support
count field at each node. Furthermore, CFP-tree avoids the complicated combina-
torial explosion problem of candidate generation as in Apriori-like algorithms [7].
In the literature, keeping the information pertaining to transactional-identifiers
in a tree can also been found in efficient frequent pattern mining [19, 20].
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I f pr idl
a 1 0 1
b 1 0 1
h 1 0 1

I f pr idl
a 1 0 1
b 1 0 1
h 1 0 1
e 1 0 2
f 1 0 2

I f pr idl
a 2 1 3
b 2 1 3
h 1 0 1
e 1 0 2
f 1 0 2
g 1 0 3

I f pr idl
a 5 3 10
b 5 3 10
h 2 0 4
e 4 3 7
f 4 3 7
g 3 0 9
c 5 4 10
d 5 4 10

I f pr
a 5 3
b 5 3
c 5 4
d 5 4
e 4 3
f 4 3

(a) (b) (c) (d) (e) (f)

for each transaction tcur in TDB do
for each item i in tcur do

if tcur is i’s first occurrence then
Set f=1, pr=0 and idl=tcur

else

endif

if tcur-idl <= maxPrd then
Set ++pr.

Set ++f and idl=tcur.
endif

endfor
endfor
Prune the items in the CFP-list that 
have f<minsup or pr <minPR.

Fig. 2. Construction of CFP-list. (a) Procedure (b) After scanning first transaction
(c) After scanning second transaction (d) After scanning third transaction (e) After
scanning every transaction and (f) Sorted list of chronic-frequent items.

4.2 Construction of the CFP-Tree

Since chronic-frequent patterns satisfy the anti-monotonic property, chronic-
frequent items (or 1-patterns) play a key role in efficient mining of these patterns.
Using the CFP-list, we perform a scan on the database to discover these items.
Let tcur denote the tid of current transaction. Let idl be a temporary array that
explicitly records the tids of last occurring transactions of all items in the CFP-
list. Figure 2(a) shows the procedure followed to discover the chronic-frequent
items. We illustrate this procedure using the database shown in Table 1.

The scan on the first transaction ‘1 : a, b, h’, with tcur = 1, inserts the items ‘a’,
‘b’ and ‘h’ into the CFP-list with f = 1, pr = 0 and idl = 1 (see Figure 2(b)). The
scan on the second transaction ‘2 : e, f ’, with tcur = 2, inserts the items ‘e’ and
‘f ’ into the CFP-list with f = 1, pr = 0 and idl = 2 (see Figure 2(c)). The scan
on the third transaction ‘3 : a, b, g’, with tcur = 3, adds the item ‘g’ into the CFP-
list with f = 1, pr = 0 and idl = 3. Simultaneously, the ‘f ’, ‘pr’ and ‘idl’ values
of ‘a’ and ‘b’ are updated to 2, 1 and 3, respectively. Figure 2(d) shows the CFP-
list constructed after scanning the third transaction. Similar approach is followed
for the remaining transactions and CFP-list is updated accordingly. Figure 2(e)
shows the CFP-list constructed after scanning all transactions in the database.
The items having support less than the minSup or periodic-recurrence less
than the minPR are pruned from the CFP-list. The remaining items are sorted
in descending order of their frequencies. Figure 2(f) shows the sorted list of
chronic-frequent items in CFP-list. Let CF denote this sorted list of items.

Using the FP-tree construction technique, only the items in the CF will take
part in the construction of CFP-tree. The tree construction starts by inserting
the first transaction, ‘1 : a, b, h’, according to CFP-list order, as shown in Figure
3(a). The tail-node ‘b : 1’ carries the tid of the transaction. Please note that
the item ‘h’ was not considered in the construction of CFP-tree as it is not a
chronic-frequent item. Similar process is repeated for other transactions in the
database. Figure 3(b), (c) and (d) respectively show the CFP-tree constructed
after scanning second transaction, third transaction and entire database. For
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Fig. 3. Construction of CFP-tree. (a) After scanning first transaction (b) After scan-
ning second transaction (c) After scanning third transaction and (d) After scanning
entire database.

the simplicity of figures, we do not show the node traversal pointers in trees,
however, they are maintained in a fashion like FP-tree does.

The CFP-tree explicitly maintains tids of each transaction at the nodes. As
a result, one can argue that the structure of a CFP-tree may not be memory
efficient. We argue that the CFP-tree achieves the memory efficiency by keeping
such transaction information only at the tail-nodes and avoiding the support
count field at the each node. It was also shown in the literature [8] such trees
are memory efficient. Moreover, keeping the tid information in tree can also be
found in the literature for efficient mining of frequent patterns [19].

4.3 Mining CFP-Tree

Even though both CFP-tree and FP-tree arrange items in support-descending
order, we can not directly apply the FP-growth mining on a CFP-tree. The rea-
son is that, CFP-tree does not maintain the support count at each node, and
it handles the tid-lists at tail-nodes. Therefore, we devise an alternative pat-
tern growth-based bottom-up mining technique that can handle the additional
features of CFP-tree.

The basic operations in mining CFP-tree involves (i) counting length-1
chronic-frequent items, (ii) constructing the prefix-tree for each chronic-frequent
patterns, and (iii) constructing the conditional tree from each prefix-tree. The
CFP-list provides the length-1 chronic-frequent items. Before discussing the
prefix-tree construction process we explore the following important property
and lemma of a CFP-tree.

Property 4. A tail-node in a CFP-tree maintains the occurrence information
for all the nodes in the path (from that tail-node to the root) at least in the
transactions in its tid-list.

Lemma 2. Let Z = {a1, a2, · · · , an} be a path in a CFP-tree where node an is
the tail-node carring the tid-list of the path. If the tid-list is pushed-up to the
node an−1, then an−1 maintains the occurrence information of the path Z ′ =
{a1, a2, · · · , an−1} for the same set of transactions in the tid-list without any
loss.
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Proof. Based on the Property 4, an maintains the occurrence information of the
path Z ′ at least in the transactions in its tid-list. Therefore, the same tid-list at
node an−1 exactly maintains the same transaction information for Z ′ without
any lose.

Choosing the last item ‘i’ in the CFP-list, we construct its prefix-tree, say
PTi, with the prefix sub-paths of nodes labeled ‘i’ in the CFP-tree. Since ‘i’ is
the bottom-most item in the CFP-list, each node labeled ‘i’ in the CFP-tree
must be a tail-node. While constructing the PTi, based on Property 4, we map
the tid-list of every node of ‘i’ to all items in the respective path explicitly in a
temporary array. It facilitates the calculation of support and periodic-recurrence
for each item in the CFP-list of PTi. Moreover, to enable the construction of
the prefix-tree for the next item in the CFP-list, based on Lemma 2, the tid-lists
are pushed-up to respective parent nodes in the original CFP-tree and in PTi

as well. All nodes of i in the CFP-tree and i’s entry in the CFP-list are deleted
thereafter. Figure 4 (a) shows the prefix-tree of ‘f ’, i.e., PTf . Figure 4(c) shows
the status of the CFP-tree of Figure 3(d) after removing the bottom-most item
‘f ’.

The conditional tree CTi for PTi is constructed by removing all non-chronic-
frequent items from the PTi. If the deleted node is a tail-node, its tid-list is
pushed-up to its parent node. Figure 4(b) shows the conditional tree for ‘f ’,
CTf constructed from the PTf of Figure 4(a). The contents of the temporary
array for the bottom item ‘j’ in the CFP-list of CTi represent the TIDij (i.e.,
the set of all tids where item i and j occur together in the database). Therefore,
it is rather simple calculation to compute S(ij) and PR(ij) from TIDij. If
S(ij) ≥ minSup and PR(ij) ≥ minPR, then the pattern ‘ij’ is generated
as a chronic-frequent pattern. The same process of creating prefix-tree and its
corresponding conditional tree is repeated for further extensions of ‘ij’. The
whole process of mining for each item is repeated until CFP-list�= ∅.
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Fig. 4. Prefix-tree and conditional tree construction with CFP-tree. (a) Prefix-tree for
‘f ’ (b) Conditional tree for ‘f ’ and (c) CFP-tree after removing item ‘f ’.
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5 Experimental Results

Since there is no existing approach to discover chronic-frequent patterns, we
only investigate the performance of CFP-growth algorithm. In addition, we also
discuss the usefulness of proposed patterns using a real-world database.

The CFP-growth algorithm was written in Java and run on Ubuntu on a 2.66
GHz machine having 4GB of memory. The databases used for our experiments
are as follows:

– T10I4D100K and T10I4D1000K Databases. These two databases are
synthetic transactional databases generated using the procedure given in
[7]. The T10I4D100K dataset contains 100,000 transactions and 941 distinct
items. The T10I4D1000K contains 983,155 transactions with 30,387 items.

– Shop-14 Database. A Czech company has provided clickstream data of
seven internet shops in ECML/PKDD 2005 Discovery challenge [21]. In this
paper, we have considered the click stream data of product categories vis-
ited by the users in “Shop 14” (www.shop4.cz), and created a transactional
database with each transaction representing the set of web pages visited
by the people at a particular minute interval. The transactional database
contains 59,240 transactions (i.e., 41 days of page visits) and 138 product
categories (or items).

– BMS-WebView-1 Database. This is a real-world database containing
59,602 transactions with 497 items [22].

– Kosarak Database. This is a very large real-world database containing
990,002 transactions with 41,270 distinct items.

The Kosarak and BMS-WebView-1 databases have been downloaded from the
Frequent Itemset MIning (FIMI) repository (http://fimi.ua.ac.be/data/).

5.1 Generation of Chronic-Frequent Patterns

Table 2 shows the different minSup, maxPrd and minPR values used for find-
ing chronic-frequent patterns in T10I4D100K, Shop-14 and BMS-WebView-1
datasets. It can be observed that we have set low minSup and minPR values to
discover the patterns involving both frequent and relatively infrequent (or rare)
items.

Table 2. The user-defined minSup, maxPrds and minPR values in different datasets.
The Greek letters α, β and γ represent the minSup, maxPrd and minPR thresholds,
respectively.

Datasets minSup (α) maxPrd (β) minPR (γ)
α1 α2 α3 β1 β2 β3 γ1 γ2 γ3

T10I4D100K 0.1% 0.3% 0.5% 1% 5% 10% 0.1% 0.2% 0.3%

Shop-14 0.1% 0.3% 0.5% 1% 5% 10% 0.1% 0.2% 0.3%

BMS-WebView-1 0.1% 0.3% 0.5% 1% 5% 10% 0.1% 0.2% 0.3%

http://fimi.ua.ac.be/data/
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Table 3. The number of chronic-frequent patterns generated at different minSup,
maxPrd and minPR threshold values

γ1 γ2 γ3
Dataset α β1 β2 β3 β1 β2 β3 β1 β2 β3

α1 20077 26384 26511 10115 12643 12644 3768 4432 4432
T10I4D100K α2 4476 4476 4476 4476 4476 4476 3768 4432 4432

α3 1069 1069 1069 1069 1069 1069 1069 1069 1069

α1 1215 27320 30382 4268 6377 6537 2428 3000 3058
Shop-14 α2 3089 3089 3089 3089 3089 3089 2428 3000 3058

α3 1244 1244 1244 1244 1244 1244 1244 1244 1244

α1 1410 3227 3680 572 777 796 362 431 432
BMS-WebView-1 α2 435 435 435 435 435 435 362 431 432

α3 201 201 201 201 201 201 201 201 201

Table 4. Runtime requirements of CFP-growth. The runtime is expressed in seconds.

γ1 γ2 γ3
Dataset α β1 β2 β3 β1 β2 β3 β1 β2 β3

α1 207 263 268 105 126 136 37 44 44
T10I4D100K α2 45 45 45 45 45 45 37 43 43

α3 19 19 19 19 19 19 19 19 19

α1 121 220 303 42 63 65 24 30 32
Shop-14 α2 30 30 30 30 30 30 24 32 33

α3 14 14 14 14 14 14 14 14 14

α1 103 257 287 97 189 234 182 166 156
BMS-WebView-1 α2 78 91 251 58 79 165 38 43 98

α3 71 92 124 55 69 83 20 34 79

Table 3 shows the number of chronic-frequent patterns generated in different
datasets at various minSup, maxPrd and minPR threshold values. The fol-
lowing observations can be drawn from this table. (i) At a fixed maxPrd and
minPR, increase in minSup has decreased the number of chronic-frequent pat-
terns. (ii) At a fixed minSup and minPR, increase in maxPrd has increased
the number of chronic-frequent patterns. It is because the occurrences of a fre-
quent pattern which were earlier (i.e., at low maxPrd threshold) considered as
aperiodic have been considered as periodic with in maxPrd threshold. (iii) At
a fixed minSup and maxPrd, increase in minPR has decreased the number
of chronic-frequent patterns. The reason is that many frequent patterns were
unable to occur periodically for longer time durations in a database.

Table 4 shows the runtime taken by CFP-growth to discover chronic-frequent
patterns in T10I4D100K, Shop-14 and BMS-WebView-1 datasets. The runtime
involves both the construction and mining of CFP-tree. The changes on the
minSup, minPR and maxPrd shows the similar effect on runtime consumption
as that of the generation of chronic-frequent patterns. It can be observed that
the proposed algorithm discovers the complete set of chronic-frequent patterns
at a reasonable runtime even at low minSup and minPR thresholds.
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Table 5 shows some of the chronic-frequent patterns discovered in Shop-14
dataset at minSup = 1%, maxPrd = 5% and minPR = 1%. It can be observed
that none of these patterns were appearing periodically throughout the database,
however, there were periodically appearing in distinct subsets of the database.
Using the approach discussed in [8], we have made an effort to find periodic-
frequent patterns with minSup = 1% and maxPrd = 5%. Unfortunately, no
pattern was discovered at these threshold values. It because all frequent patterns
have failed to reappear at very short intervals throughout the database. Thus,
the proposed model was able to discover useful patterns.

Table 5. The chronic-frequent patterns discovered in Shop-14 dataset

Chronic-frequent patterns Range of tids containing the pattern

{{TV’s}, {Analog camcorders}} [9,4447], [6591,15843],
[16964,25508][26649,32654]

{{Speakers for home cinemas}, [18, 5970], [7971, 11473],
{Home cinema systems-components}} [18905, 24096]

{{Washer dryers}, {Refrigerators, freezers, [4,4655], [13824, 19589],
show cases}, {built-in ovens, hobs, grills}} [40232, 45721]

{{Built-in dish washers}, [13639,19544], [48495, 53310]
{Refrigerators, freezers, show cases}}
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Fig. 5. Scalability of CFP-growth. (a) T10I4D1000K dataset and (b) Kosarak dataset.

5.2 The Scalability Test

We study the scalability of our CFP-growth algorithm on execution time by
varying the number of transactions in T 10I4D1000K and Kosarak datasets.
In the literature, these two datasets were widely used to study the scalability
of algorithms [23, 8]. The experimental setup was as follows. Each dataset was
divided into five portions with 0.2 million transactions in each part. Then we
investigated the performance of CFP-growth after accumulating each portion
with previous parts. For each experiment, we set minSup = 10%,maxPrd = 1%
and minPR = 10%.
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Figure 5 (a) and (b) respectively show the runtime requirements of CFP-
growth on the T10I4D1000K and Kosark datasets with the increase of dataset
size. It is clear from the graphs that as the database size increases, overall tree
construction and mining time increases. However, CFP-growth shows stable per-
formance of about linear increase of runtime with respect to the database size.
Therefore, it can be observed from the scalability test that CFP-growth can mine
the patterns over large databases and distinct items with considerable amount
of runtime.

6 Conclusions and Future Work

We introduced a new class of user-interest-based patterns known as chronic-
frequent patterns. We also proposed a model for discovering such patterns. A
highly compact tree structure, called CFP-tree, was proposed to capture the
database contents in a compact form. A pattern-growth technique to discover the
complete set of chronic-frequent patterns from CFP-tree has been introduced.
The experimental results suggest that our CFP-growth can be runtime efficient,
and highly scalable as well.

As a part of future work, we would like to extend our work to improve the
performance of association rule-based recommender systems. Furthermore, it
is interesting to investigate the chronic behavior of the patterns in time-series
databases, sequential databases, and data streams.
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Abstract. High-Utility Rare Itemset (HURI) mining finds itemsets from
a database which have their utility no less than a given minimum utility
threshold and have their support less than a given frequency threshold.
Identifying high-utility rare itemsets from a database can help in better
business decision making by highlighting the rare itemsets which give
high profits so that they can be marketed more to earn good profit.
Some two-phase algorithms have been proposed to mine high-utility rare
itemsets. The rare itemsets are generated in the first phase and the high-
utility rare itemsets are extracted from rare itemsets in the second phase.
However, a two-phase solution is inefficient as the number of rare item-
sets is enormous as they increase at a very fast rate with the increase in
the frequency threshold. In this paper, we propose an algorithm, namely
UP-Rare Growth, which uses UP-Tree data structure to find high-utility
rare itemsets from a transaction database. Instead of finding the rare
itemsets explicitly, our proposed algorithm works on both frequency and
utility of itemsets together. We also propose a couple of effective strate-
gies to avoid searching the non-useful branches of the tree. Extensive
experiments show that our proposed algorithm outperforms the state-of-
the-art algorithms in terms of number of candidates.

Keywords: Data Mining, Pattern Mining, Rare Itemset Mining, Rare
Utility Itemset, Utility Mining.

1 Introduction

High-Utility Rare Itemset mining finds those itemsets from the database which
are rare as well as of high utility. An itemset is defined as a high utility itemset
if its utility value is no less than a given minimum utility threshold. The utility
of an itemset is a function of its quantity and the profit value associated with
it. An itemset is rare if its support is no greater than a given maximum support
threshold. Mining high-utility rare itemsets (HURI) [1] from a database may be
interesting for business organizations. For example, identifying HURI in a retail
store will help the retail owner to focus on items that should be marketed well to
earn more profit. High utility rare itemset mining also finds its use in applications
of anomaly detection such as identifying fraudulent credit card transactions,

W. Chu et al. (Eds.): DNIS 2015, LNCS 8999, pp. 27–40, 2015.
c© Springer International Publishing Switzerland 2015
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medicine [2], molecular biology [3] and security [4]. A lot of work has been done
in the areas of Frequent Itemset Mining (FIM) [5–7] and high-utility itemset
mining [8–11] separately. FIM mines those itemsets from the database which are
frequent without considering the profit value or quantity value associated with
the items. High utility itemset mining removes this limitation, but still does not
consider the frequency of itemsets into account. Itemsets which are interesting
in utility as well as frequency aspects may not be identified if only utility or
frequency objective is considered.

In this paper, we focus on mining high-utility rare itemsets from transaction
databases. Jyothi et al. [1] proposed a two-phase algorithm to find high utility
rare itemsets from transaction databases. The rare itemsets are mined in the
first phase and utility of rare itemsets are computed in the next phase to find
high utility rare itemsets. Jyothi et al. [12] proposed an approach similar to their
previous work [1] for finding profitable transactions along with high utility rare
itemsets from a transaction database. However, the two-phase approach to mine
high utility rare itemsets is not efficient as the amount of rare itemsets increase
rapidly with the increase in frequency threshold resulting in longer excecution
time.

We propose an algorithm called, UP-Rare Growth, which uses a UP-Tree data
structure [13] to find high utility rare itemsets. Our proposed algorithm works
on both utility and frequency dimensions together and generates candidate high
utility rare itemsets in the first phase which are then verified in the second phase.
Our approach for high-utility rare itemset mining is efficient because of following
reasons:

1. UP-Tree allows for a compressed representation of the database and allow
to develop an efficient algorithm which takes both frequency and utility
dimensions simultaneously into account,

2. Our approach is a pattern-growth approach which allows for the generation
of a significantly lesser number of candidates as compared to a level-wise
approaches like Apriori [5].

Our novel research contributions can be summarized as follows:

1. We propose an efficient algorithm, UP-Rare growth, to find high-utility-rare
itemsets from a transaction database.

2. We propose effective pruning strategies which help in computation of results
faster by pruning the non-promising search space.

3. We conduct extensive experiments on Mushroom dataset to show that our
proposed algorithm outperforms state-of-the-art algorithms in terms of the
number of candidates.

2 Related Work

Frequent-itemset mining [5–7] has been studied extensively in the literature.
Agrawal et al. [5] proposed an algorithm named Apriori, for mining association
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rules from market-basket data. Their algorithm was based on the downward clo-
sure property [5]. The downward closure property states that every subset of a
frequent itemset is also frequent. Park et al. [14] proposed a hash based algorithm
for mining association rules which generates less number of candidates compared
to Apriori algorithm. Zaki et al. [15] proposed an algorithm, namely ECLAT,
for mining association rules which used itemset clustering to find the set of po-
tentially maximal frequent itemsets. Han et al. [6] proposed a pattern-growth
algorithm to find frequent itemsets by using FP-tree data structure. Other vari-
ants of itemset mining problem that have been proposed in the literature are
high utility itemset mining, high utility-frequent itemset mining and high-utility
rare itemset mining. However, frequent-itemset mining algorithms can’t be used
to find high utility itemsets as it is not necessarily true that a frequent itemset
is also a high utility itemset in the database. On the other hand, mining high-
utility patterns is challenging compared to the frequent-itemset mining, as there
is no downward closure property [5], like we have in frequent-itemset mining
scenario.

Several algorithms have also been proposed to find high utility itemsets. Liu
et al.[10] proposed a two-phase algorithm which generates candidate high utility
itemsets in the first phase and verification is done in the second phase. Ahmed
et al.[16] proposed another two-phase algorithm, which uses a data structure
named IHUP-Tree, to mine high utility patterns incrementally from dynamic
databases. The problem with the above mentioned algorithms is the generation
of a huge amount of candidates in the first phase which leads to longer execution
times. In order to reduce the number of candidates, Tseng et al.[13] proposed
a new data structure called UP-Tree and algorithms, namely UP-Growth [13]
and UP-Growth+ [9]. The authors proposed effective strategies like DGU, DGN,
DLU and DLN to compute better utility estimates.

Some work has also been done on high frequency-high utility [17] and high
utility-rare itemset [1], [12]. Yeh et al. [17] proposed a bottom-up and top-down
two phase algorithms to find frequent high utility itemsets. They introduced
the concept of quasi-utility-frequency which is upward closed with respect to
the lattice of all itemsets. The top-down algorithm finds quasi-utility-frequency
candidates in the first phase, which are verified in the second phase. The problem
of finding rare itemsets have been investigated by some authors [18], [19], [20].
Koh et al. [18] proposed an algorithm Apriori-Inverse for discovering sporadic
rules by discarding all the itemsets which have their support greater than the
maximum frequency threshold. Troiano et al. [20] proposed a top-down algorithm
which used power set lattice to find rare itemsets. Pillai et al. [1] proposed an
algorithm HURI for finding high utility rare itemsets. Their proposed algorithm
used the concept of Aprori-Inverse. Pillai et al. [12] proposed a modified HURI
algorithm to find profitable transactions which contained rare itemsets and the
share of such items in the overall profit of transactions. However, the above
mentioned algorithm generates rare itemsets in the first phase, which are verified
in the second phase.
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Table 1. ExampleDatabase

TID Transaction TU

T1 (C : 5) (D : 20) 70

T2 (C : 1) (F : 40) 42

T3 (A : 1) (B : 1) (C : 2) (G : 10) 20

T4 (A : 1) (B : 1) (C : 2) 10

T5 (A : 5) (C : 10) 45

T6 (B : 1) (C : 1) (E : 1) 5

T7 (B : 1) (C : 1) (E : 1) (G : 10) 15

T8 (B : 1) (C : 1) (E : 1) (H : 1) 6

T9 (C : 10) (E : 10) 40

T10 (A : 1) (B : 1) (C : 1) 8

Table 2. Profit Table

Item A B C D E F G H

Profit 5 1 2 3 2 1 1 1

3 Background

In this section, we present some definitions given in the earlier works and describe
the problem statement formally. We also discuss the UP-Tree data structure
briefly.

3.1 Preliminary

We have a set of m distinct items I = {i1, i2, ..., im}, where each item has a
profit pr(ip) (external utility) associated with it. An itemset X of length k is
a set of k items X = {i1, i2, ..., ik}, where for j ∈ 1.....k, ij ∈ I. A transaction
database D = {T1, T2, ....., Tn} consists of a set of n transactions, where every
transaction has a subset of items belonging to I. Every item Ip in a transaction
Td has a quantity q(ip, Td) associated with it.

Definition 1. The utility of an item Ip in a transaction Td is the product of the
profit of the item and its quantity in the transaction i.e. u(ip, Td) = q(ip, Td) ∗
pr(ip).

Definition 2. The utility of an itemset X in a transaction Td is denoted as
u(X,Td) and defined as

∑
X⊆Td∧ip∈X u(ip, Td).

Definition 3. The utility of a transaction Td is denoted as TU(Td) and defined
as

∑
ip∈Td

u(ip, Td).

Let us consider the example database shown in Table 1 and the profit values
in Table 2. The utility of item {A} in T3 = 1× 5 = 5 and the utility of itemset
{A,B} in T3 denoted by u({A,B}, T3) = u(A, T3) + u(B, T3) = 5 + 1 = 6.

Definition 4. The utility of an itemset X in database D is denoted as u(X)
and defined as

∑
X⊆Td∧Td∈D u(X,Td).
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For example, u(A,B) = u({A,B}, T3) + u({A,B}, T4) + u({A,B}, T10) =
7 + 7 + 7 = 21.

Definition 5. An itemset is called a high utility itemset if its utility is no less
than a user-specified minimum threshold denoted by min util.

For example, u(A,C) = u({A,C}, T3) + u({A,C}, T4) + u({A,C}, T5) +
u({A,C}, T10) = 9 + 9 + 45 + 7 = 70. If min util = 30, then {A,C} is a high
utility itemset. However, if min util = 75, then {A,C} is a low utility itemset.

Table 3. Rare ItemsetTable

Itemsets List of rare itemsets

1-itemset { D }, { F }, { H }
2-itemset { AG }, { BH }, { CD }, { CF }, { CH }, { EG }, { EH }
3-itemset { ABG }, { ACG }, { BCH },{ BEH }, { BEG }, { CEG }, { CEH }
4-itemset { ABCG }, { BCEG }, { BCEH }

Definition 6. The support of an itemset X denoted by sup(X) is the number
of transactions in database D which contain itemset X.

For example, the sup({A,C}) = 4.

Definition 7. An itemset X is called a rare itemset, if sup(X) < max sup
threshold.

Let max sup threshold = 2. The rare itemsets are shown in Table 3.

Table 4. RareHighUtility ItemsetTable

Itemsets List of high utility rare itemsets

1-itemset {D}, { F }
2-itemset { CD }, { CF }
3-itemset {∅}
4-itemset {∅}

Problem Statement. Given a transaction database D, a minimum utility
threshold min util and maximum support threshold max sup threshold , the
aim is to find all the itemsets which are rare as well as of high utility, i.e.
itemsets which have utility no less than min util and support value less than
max sup threshold.
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Table 5. MIU Table

Item A B C D E F G H

MIU 5 2 2 60 2 40 10 1

Let min util = 30 and max sup threshold = 2. The set of high utility rare
itemsets are shown in Table 4.

We will now describe the concept of transaction utility and transaction
weighted downward closure(TWDC)[8].

Definition 8. The transaction utility of a transaction Td is denoted by TU(Td)
and defined as u(Td, Td).

For example, the transaction utility of every transaction is shown in Table 1.

Definition 9. Transaction-weighted utility of an itemset X is the sum of the
transaction utilities of all the transactions containing X, which is denoted as
TWU(X) and defined as

∑
X⊆Td∧Td∈D TU(Td).

Definition 10. An itemset X is called a high-transaction-weighted utility item-
set (HTWUI), if TWU(X) is no less than min util.

Property 1 (Transaction-weighted downward closure). For any itemset
X , if X is not a (HTWUI), any superset of X is not a HTWUI.
For example, TU(T1) = u({CD}, T1) = 70;TWU({A}) = TU(T3) + TU(T4) +
TU(T5) + TU(T10) = 83. If min util = 80, {A} is a HTWUI. However, if
min util = 100, {A} and any of its supersets are not HTWUIs.

We will now describe the concepts [9] for computing ovestimated utility of an
item.

Definition 11. Minimum item utility of item ip in database D, denoted as
miu(ip) is i′ps utility in transaction Td if there does not exist a transaction T ′

d

such that u(ip, T
′
d) < u(ip, Td).

The minimum item utility of the items in database D is shown in the Table 5

Definition 12. Assume that Nx is the node which records the item x in the
path p in a UP-Tree and Nx is composed of items x from the set of transactions
TIDSET (TX). The minimum node utility of x in p is denoted as mnu(x, p) and
defined as min∀T∈TIDSET (TX)(u(x, T )).

3.2 UP-Tree

Each node N in UP-Tree [13] consists of a name N.item, overestimated utility
N.nu, support count N.count, a pointer to the parent node N.parent and a
pointer N.hlink to the node which has the same name as N.name. The root of
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Fig. 1. Global UP-Tree

the tree is a special empty node which points to its child nodes. The support
count of a node N along a path is the number of transactions contained in that
path that have the item N.item. N.nu is the overestimated utility of an itemset
along the path from node N to the root. In order to facilitate efficient traversal, a
header table is also maintained. The header table has three columns, Item, TWU
and Link. The nodes in a UP-Tree along a path are maintained in descending
order of their TWU values. All nodes with the same label are stored in a linked
list and the link pointer in the header table points to the head of the list.

4 Mining High Utility Rare Itemsets

In this section, we will describe our algorithm UP-Rare Growth for mining high
utility rare itemsets. We will illustrate the working of our algorithm with an
example and will formally prove its correctness.

4.1 Construction of a Global UP-Tree

In this subsection, we will discuss how to construct the global UP-Tree from the
database D. The global UP-Tree is constructed in two scans of the database. In
the first scan, the TWU value of every item is computed. The unpromising items
are removed from the transaction database and transactions are reorganized in
decreasing order of their TWU values. Unpromising items are the items which
have their TWU value less than the minimum utility threshold. The removal of
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unpromising items from the database is called Discarding Global Unpromising
items (DGU).

For example, consider the example database as shown in the Table 1 and the
profit value associated with each item in Table 2. Let the minimum utility thresh-
old be 30 and maximum frequency threshold be 2. Item {H} is an unpromising
item as TWU( {H}) is 6 which is less than the minimum utility threshold. The
reorganized transactions are shown in Table 6.

Each transaction is now processed and inserted to form the global UP-Tree as
shown in the Figure 1. Let us consider the insertion of the reorganized transac-
tion T ′

1 in the global tree. The global UP-Tree is initially empty. The item {C} is
processed and a new node NC is created with NC .item = C and NC .count = 1.
The utility value of each node in the UP-Tree is reduced further by applying
Discarding Global Node Utilities (DGN) strategy. DGN strategy is that the
node utility of a node in the global tree can be reduced further by removing
the node utilities of the descendant nodes. The rationale behind removing the
node utilities of descendant nodes from the utility of a node N is that the local
tree of N will not include its descendants as the transactions are ordered ac-
cording to TWU values. The utility of node NC is computed by subtracting the
utilities of its descendants, i.e. the items after C in the reorganized transaction.
In our example, NC .nu=RTU(T ′

1) − u({D}, T ′
1)=70-60=10. Next, item {D} is

processed. A new node ND is created with ND.item = D and ND.count = 1.
Since, there is no item after {D} in the transaction T ′

1, its utility is equal to
RTU(T ′

1) i.e. 70. If the node of the item to be inserted in the tree is already
present along that path, the support count and node utilities are simply incre-
mented. Similarly, other reorganized transactions are inserted to construct the
global UP-Tree. The strategies DLU and DLN are similar to DGU and DGN,
but are applied to the local UP-Tree. Since, exact utilities are not stored in the
global UP-Tree, utilities of unpromising items are estimated using the minimum
item utility and minimum node utility as per Definition 11 and 12.

Table 6. ReorganizedTransactions

TID Reorganized Transaction RTU

T ′
1 (C : 5) (D : 20) 70

T ′
2 (C : 1) (F : 40) 42

T ′
3 (C : 2) (A : 1) (B : 1) (G : 10) 20

T ′
4 (C : 2) (A : 1) (B : 1) 10

T ′
5 (C : 10) (A : 5) 45

T ′
6 (C : 1) (E : 1) (B : 1) 5

T ′
7 (C : 1) (E : 1) (B : 1) (G : 10) 15

T ′
8 (C : 1) (E : 1) (B : 1) 5

T ′
9 (C : 10) (E : 10) 40

T ′
10 (C : 1) (A : 1) (B : 1) 8
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4.2 UP-Rare Growth

The algorithm UP-Rare Growth takes as input a UP-Tree, a header table, an
itemset, a minimum utility threshold, a maximum support threshold and returns
the candidate rare high utility itemsets. The steps of the algorithm are shown
in Algorithm 1. The algorithm starts with an empty prefix and extends the
prefix with item ik of the header table. In this process of extension (growth),
a conditional pattern base(CPB) is constructed from the prefix. The CPB of
the prefix extended with item ik consists of all the paths through which ik is
reachable from the root of the tree. A local UP-Tree is constructed and strategies
DLU and DLN are applied. We apply the following strategies while processing
for a prefix X just extended with item ik to prune the search space:

1. If X has low TWU i.e. estimated utility of any itemset containing X is less
than the minimum utility threshold, X prefix is not processed further and
the algorithm proceeds with the next alternative of the header table. Else,
X is processed further.

2. If the support count of every leaf node of the UP-Tree is greater than the
given support threshold, it is guaranteed that no rare itemset can be found
using item ik as a prefix. In this case, prefix ik is not processed further.

Algorithm 1. UP-Rare Growth(Tx, Hx, X)

Input: A UP-Hist tree T x, a header table H x for T x, an itemset X, a minimum
utility threshold min util and maximum support threshold max supthreshold.
Output: All candidate rare High Utility Itemsets in T x.

1: for entry i k in H x do
2: Traverse the linked list associated with i k and accumlate sum of node utilities

nu sum(i k).
3: if nu sum(X) ≥ min util then
4: if ( then sup(i k) < max sup threshold))
5: Consider Y = X ∪ i k as a candidate and construct CPB of Y .
6: else
7: Construct the CPB of Y .
8: end if
9: Put local promising items in Y −CPB into H Y and apply DLU to reduce

path utilities.
10: Insert every reorganized path into T Y after applying DLN.
11: if TY �= null then
12: if support of every leaf node of T Y > max sup threshold then
13: continue
14: else
15: Call UP-Rare Growth(T Y ,H Y ,Y )
16: end if
17: end if
18: end if
19: end for
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Now, we will illustrate the working of our algorithm with an example. Consider
the global UP-Tree shown in the Figure 1. Let the minimum utility threshold
be 30 and maximum frequency support be 2. The algorithm picks the lowest
entry from the header table i.e. G and accumulates its node utility. Since the
accumulated node utility nusum(G) i.e. 35 is greater than the maximum utility
threshold, item {G} will be processed further. However, {G} is not added to the
set of candidate itemsets as the sup(G) is not less than the maximum frequency
threshold. The conditional pattern base of {G} is constructed as shown in the
Table 7. The TWU values of the items in the CPB of {G} are computed and the

Table 7. {G} − CPB after applyingDGU DGN andDLN

Retrieved Path:
Path utility

Reorganized Path: Path
utility (after DLU)

Support

< CAB >: 20 < CB >: 15 1

< CEB >: 15 < CB >: 13 1

unpromising items are removed to get the reorganized paths. In the CPB of {G},
Item {A} and {E} are unpromising as TWU({A}) = 20 and TWU({E}) = 15
is less than the minimum utility threshold. The reorganized path utilities are
computed using minimum node utilities similar to UP-Growth+ i.e.,
pu(< CAB >, {G} − CPB) = 20 - A.mnu× < CAB > .support=20-5×1=15.
pu(< CEB >, {G} − CPB) = 15 - E.mnu× < CEB > .support=15-2×1=13.
The algorithm is called recusively for the itemset {GC}, {GB} and {GCB}.
However, all the itemsets which have G as a prefix are low utility itemsets as
their TWU value is less than the minimum utility threshold. Similarly, the next
item {F} is processed from the header table.

Table 8. {B} − CPB after applying DGU DGN andDLN

Retrieved Path:
Path utility

Reorganized Path: Path
utility (after DLU)

Support

< CA >: 28 < CA >: 28 3

< CE >: 15 < CE >: 15 3

We will now focus on the processing of item {B} in the global header table.
The linked list associated with B is traversed from the header table and the
sum of node utilities is accumulated. Since the TWU of {B} is greater than the
minimum utility threshold, it is processed further. However, {B} is not added
to the candidates as sup(B) is 6 which is greater than the maximum frequency
threshold. The conditional pattern base of {B} is constructed as shown in the
Table 8. There are no unpromising items in the CPB of {B} and a local UP-
Tree is constructed as shown in the Figure 2. However, there is no rare itemset
containing {B} as the support of every leaf node in the local UP-Tree is greater
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than the maximum frequency threshold. After processing the remaining items
in the global header table, the complete set of candidate high utility rare item-
sets are generated. The candidate itemsets obtained from UP-Rare Growth are
{F}, {CF}, {D} and {CD}. The generated candidates are verified by scanning
the original database again and computing the exact utilities of the candidate
itemsets.

C

E

A

{R}

(108,6)

(15,3)

(28,3)

Item Link

C 129

A 84

E 45

PU

Fig. 2. Local UP-Tree

Claim 1. Algorithm UP-Rare Growth does not generate any false negatives.

Proof. The algorithm UP-Rare Growth prunes an itemset and its supersets on
the basis of two rules: (1) If the overestimated utility of an itemset is less than
the minimum utility threshold, (2) the support count of all leaf nodes in the
tree constructed from the CPB of the itemset, is greater than the maximum
support threshold. We know that the TWU value associated with every itemset
is an upper bound on the exact utility value and satisfies the downward closure
property. Therefore, if an itemset is marked off as low utility, it is guaranteed that
this itemset and its supersets will be of low utility. So, rule 1 will not generate
any false negatives. The algorithm also prunes the supersets of an itemset if all
the leaf nodes have their support count greater than the maximum frequency
threshold. Since the transactions are reorganized in the decreasing order of TWU
values, the leaf nodes have the least support value compared to its ancestors in
the tree. Therefore, if the support of all the leaf nodes of the UP-Tree constructed
from the conditional pattern base of an itemset is greater than the maximum
support threshold, it is guaranteed that there can’t be any superset of that
itemset which is rare. This proves the claim.

5 Experiments and Results

In this section, we compare the performance of our proposed algorithm UP-
Rare Growth against the state-of-the-art algorithm HURI [1]. We implemented
all the algorithms in Java on Eclipse 3.5.2 platform with JDK 1.6.0 24. The
experiments were performed on an Intel Xeon(R) CPU=26500@2.00 GHz with
64 GB RAM. We ran our experiments on the Mushroom dataset which was
obtained from FIMI repository [21]. The quantity and external utility for the
Mushroom datasets was generated using log-normal distribution.
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We studied the impact of the parameters, maximum support threshold and
minimum utility threshold on the performance of the algorithms. We observed
that there were no high-utility itemsets in our Mushroom database for the util-
ity threshold 2,50,00,000. Therefore, we set this value as the maximum utility
threshold and represent the different values of min util as percent with respect
to this value. We compare the performance of the algorithms in terms of the
number of candidates generated after the first phase. The number of candidates
is represented on a log scale with base 2. In order to study the effect of the max-
imum support threshold, we fixed min util = 0.32% and the results are shown
in Figure 3(a).

We expect the number of rare itemsets to increase exponentially with varying
support threshold and the results meet our expectation. The results show that
our algorithm generates a significantly lesser number of candidates compared
to HURI and the verification time taken by HURI will be very large as the
verification time depends upon the number of candidates. In order to study the
effect of minimum utility threshold, we fixed the maximum support threshold to
3 and the results are shown in Figure 3(b). The number of candidates generated
by HURI remains constant with the varying minimum utility threshold as the
algorithm doesn’t take the utility dimension into account while computing the
number of candidates. We also observe that the number of candidates generated
by our algorithm decrease with an increase in the minimum utility threshold.
The results clearly demonstrate the importance of taking the utility dimension
into account when computing the candidate high-utility rare itemsets.

6 Conclusion and Future Work

In this paper, we proposed a novel algorithm UP-Rare Growth, for mining high-
utility rare itemsets. Our algorithm considers both utility and frequency dimen-
sions simultaneously and uses effective strategies to reduce the search space.
Experimental results show that our proposed algorithm outperforms the state-
of-the-art algorithm in terms of number of candidates.
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Abstract. Skyline computation fails to response variant queries that
need to analyze not just individual object of a dataset but also their
combinations. Therefore set skyline has attracted considerable research
attention in the past few years. In this paper, we propose a novel vari-
ant of set skyline query called the “skyband-set” query. We consider
a problem to select representative distinctive objectsets in a numerical
database. Let s be the number of objects in each set and n be the to-
tal number of objects in the database. The number of objectsets in the
database amounts to nCs. We propose an efficient algorithm to compute
skyband-set of the nCs sets where the cardinality of s varies from 1 to n.
We investigate properties of skyband-set query computation and develop
pruning strategies to avoid unnecessary objectset enumerations as well
as comparisons among them. We conduct a set of experiments to show
the effectiveness and efficiency of the propose algorithm.

Keywords: Skyline queries, Objectset, Skyband-set, Dominance rela-
tionship.

1 Introduction

A skyline query retrieves a set of objects, each of which is not dominated by
any other objects. Consider an example in the field of financial investment: an
investor tends to buy the stocks that can minimize the commission costs and
predicted risks. As a result, the target can be formalized as finding the skyline
stocks with minimum costs and minimum risks. Figure 1(a) shows seven stocks
records with their costs (a1) and risks (a2). In the list the best choice for a client
comes from the skyline, i.e., one of {O1, O2, O3} in general (see Figure 1(b)).
Since the notion of the skyline operator [2] was introduced by Borzsonyi in 2001,
it has attracted considerable attention due to its broad applications including
product or restaurant recommendations [9], review evaluations with user rat-
ings [8], querying wireless sensor networks [20], and graph analysis [22]. A num-
ber of efficient algorithms for computing skyline objects have been reported in
the literature [4,7,12,21].

One of known weakness of the skyline query is that it can not answer various
queries that require us to analyze not just individual object of a dataset but also
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ID a1(cost) a2(risk)

O1 2 8

O2 4 4

O3 8 2

O4 8 4

O5 6 6

O6 4 6

O7 10 10

O1

O2

O3

O7

O5

O4

O6

a2(risk)

a1(cost)

b) Skyline a) Dataset

Fig. 1. A Skyline Problem

their combinations or sets. It is very likely that an investor will not invest just
in one stock, but in a combination of stocks which may allows the investor to
obtain a lower investment and/or a lower risk. For example, investment in O1 will
render the lowest cost. However, this investment is also very risky. Are there any
other stocks or sets of stocks which allow us to have a lower investment and/or
a lower risk? These answers are often referred to as the investment portfolio. An
investment portfolio can easily be found by applying objectset skyline query. Let
s be the number of objects in each set and n be the number of objects in the
dataset. The number of sets in the dataset amounts to nCs.

Assume an investor has to buy two stocks. Look at the example in Figure 1
again. The conventional skyline query outputs {O1, O2, O3} doesn’t provide suf-
ficient information for the objectset selection problem. Users may want to choose
the portfolios which are not dominated by any others in order to minimize the
total costs and the total risks. Figure 2(b) shows two objectsets consisting of
stock records. Assume that their attribute values are the sums of their com-
ponent values, and the objectset skyline problem is to find objectsets that have
minimal values in attributes a1 (cost) and a2 (risk). Objectsets {O1,2, O2,3, O2,6}
cannot be dominated by any other objectsets and thus they are the answer for
the objectset skyline query when the objectset size s is equal to 2. There exists
some efficient studies on the objectset skyline problem. The notion of the object-
set skyline operator was introduced by Siddique et al. in 2010 [14]. They tried to
find skyline objectsets that are on the convex hull enclosing all the objectsets. Su
et al. proposed a solution to find the top-k optimal objectsets according to a user
defined preference order of attributes [15]. Guo et al. proposed a pattern based
pruning (PBP) algorithm to solve the objectsets skyline problem by indexing
individuals objects [6].

The main obstacles of the objectsets skyline is that for any scoring function
it is always retrieve top-1 objectset and sometimes retrieve too few objectsets
as a query result. It can not solve the problem if an user wants more than one
objectsets for a specific scoring function. To solve those problems in this paper,
we propose a novel variant query of objectset skyline called “skyband-set” query.
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Skyband-set query for K-skyband returns a set of objectsets, each objectset of
which is not dominated by K other objectsets. In other words, an objectset is
in the skyband-set query may be dominated by at most K − 1 other objectsets.

The skyband-set query helps us to retrieve desired objectsets without any
scoring function. It also can increase the number of objectsets by increasing the
skyband value of K. From skyband-set result an user can easily choose his/her
desired objectsets by applying Top-k set queries. For the dataset in Figure 1,
the skyband-set query for objectset size s = 1 and K = 1 retrieves objectsets
{O1, O2, O3}. For s = 2 and K = 1 it retrieves objectsets {O1,2, O2,3, O2,6}
shown by double circles in Figure 2(b). Again, from Figure 1(b) for s = 1 and
K = 2 we get objectsets {O1, O2, O3, O6}. For s = 2 and K = 2 skyband-set will
retrieve {O1,2, O1,3, O1,6, O2,3, O2,5, O2,6, O3,4} (see Figure 2(b)). Therefore, one
can use the skyband-set query at the preprocessing step for Top-k set query It
is useful for candidate set generation to select his/her desired objectsets without
any scoring function.

ID a1(cost) a2(risk)

O1,2 6 12

O1,3 10 10

O1,4 10 12

O1,5 8 14

O1,6 6 14

O1,7 12 18

O2,3 12 6

O2,4 12 8

O2,5 10 10

O2,6 8 10

O2,7 14 14

ID a1(cost) a2(risk)

O3,4 16 6

O3,5 14 8

O3,6 12 8

O3,7 18 12

O4,5 14 10

O4,6 12 10

O4,7 18 14

O5,6 10 12

O5,7 16 16

O6,7 14 16

a) Sets of 2 Stocks

O1,6

O1,2

O2,6

O2,3 O3,4

O1,7

O5,7O6,7

O4,7

O3,7

O2,7

O4,5

O3,5

O1,5

O1,4,O5,6

O1,3,O2,5

O4,6

O2,4,O3,6

b) Objectset skyband for s = 2 

a2(risk)

a1(cost)

Fig. 2. An skyband-set Problem

The rest of this paper is organized as follows: Section 2 reviews related work.
Section 3 presents the notions and properties for objectsets as well as the problem
of skyband-set query. We provide detailed examples and analysis of propose
algorithm for computing skyband-set in Section 4. We experimentally evaluate
the proposed algorithm in Section 5 under a variety of settings. Finally, Section 6
concludes the paper.
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2 Related Work

Our work is motivated by previous studies of skyline query processing as well as
objectsets skyline query processing.

2.1 Skyline Query Processing

Borzsonyi et al. first introduced the skyline operator over large databases and
proposed three algorithms: Block-Nested-Loops(BNL), Divide-and-Conquer
(D&C), and B-tree-based schemes [2]. BNL compares each object of the database
with every other object, and reports it as a result only if any other object does not
dominate it. A window W is allocated in main memory, and the input relation is
sequentially scanned. In this way, a block of skyline objects is produced in every
iteration. In case the window saturates, a temporary file is used to store objects
that cannot be placed in W . This file is used as the input to the next pass. D&C
divides the dataset into several partitions such that each partition can fit into
memory. Skyline objects for each individual partition are then computed by a
main-memory skyline algorithm. The final skyline is obtained by merging the
skyline objects for each partition. Chomicki et al. improved BNL by presorting,
they proposed Sort-Filter-Skyline(SFS) as a variant of BNL [4]. Among index-
based methods, Tan et al. proposed two progressive skyline computing methods
Bitmap and Index [16]. In the Bitmap approach, every dimension value of a point
is represented by a few bits. By applying bit-wise AND operation on these
vectors, a given point can be checked if it is in the skyline without referring
to other points. The index method organizes a set of m-dimensional objects
into m lists such that an object O is assigned to list i if and only if its value
at attribute i is the best among all attributes of O. Each list is indexed by
a B-tree, and the skyline is computed by scanning the B-tree until an object
that dominates the remaining entries in the B-trees is found. The current most
efficient method is Branch-and-Bound Skyline(BBS), proposed by Papadias
et al., which is a progressive algorithm based on the best-first nearest neighbor
(BF-NN) algorithm [12]. Instead of searching for nearest neighbor repeatedly, it
directly prunes using the R*-tree structure.

Recently, more aspects of skyline computation have been explored. Chan et
al. proposed k-dominant skyline and developed efficient ways to compute it in
high-dimensional space [3]. Lin et al. proposed n-of-N skyline query to support
online query on data streams, i.e., to find the skyline of the set composed of
the most recent n elements. In the cases where the datasets are very large and
stored distributedly, it is impossible to handle them in a centralized fashion [10].
Balke et al. first mined skyline in a distributed environment by partitioning the
data vertically [1]. Vlachou et al. introduce the concept of extended skyline set,
which contains all data elements that are necessary to answer a skyline query
in any arbitrary subspace [18]. Tao et al. discuss skyline queries in arbitrary
subspaces [17]. More skyline variants such as dynamic skyline [11] and reverse
skyline [5] operators also have recently attracted considerable attention.
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2.2 Objectsets Skyline Query Processing

Two related topics are “top-k combinatorial skyline queries” [15] and “convex
skyline objectsets” [14]. Su et al. studied how to find top-k optimal combinations
according to a given preference order in the attributes. Their solution is to re-
trieve non-dominated combinations incrementally with respect to the preference
until the best k results have been found. This approach relies on the preference
order of attributes and the limited number (top-k) of combinations queried. Both
the preference order and the top-k limitation may largely reduce the exponential
search space for combinations. However, in our problem there is no preference
order nor the top-k limitation. Consequently, their approach cannot solve our
problem easily and efficiently. Additionally, in practice it is difficult for the sys-
tem or a user to decide a reasonable preference order. This fact will narrow down
the applications of [15]. Siddique et al. studied the “convex skyline objectset”
problem. It is known that the objects on the lower (upper) convex hull, denoted
as CH , is a subset of the objects on the skyline, denoted as SKY . Every object
in CH can minimize (maximize) a corresponding linear scoring function on at-
tributes, while every object in SKY can minimize (maximize) a corresponding
monotonic scoring function [2]. They aims at retrieving the objectsets in CH ,
however, we focuses on retrieving the objectsets in CH ⊆ SKY . Since their
approach relies on the properties of the convex hull, it cannot extend easily to
solve skyband-set query problem.

The similar related work is “Combination Skyline Queries” proposed in [6].
Guo et al. proposed a pattern based pruning (PBP) algorithm to solve the object-
sets skyline problem by indexing individuals objects. The key problem of PBP
algorithm is that it needs object selecting pattern in advance and the pruning
capability depends on this pattern. If a wrong pattern choose at first this may
largely increase the exponential search space for objectsets. Moreover, it fails to
vary the cardinality of objectset size s. Our solution does not require to con-
struct any pattern previously and also vary the objectset size s from 1 to n.
There are some other works focusing on the combination selection problem but
related to our work weakly [13,19]. Roy et al. studied how to select “maximal
combinations”. A combination is “maximal” if it exceeds the specified constraint
by adding any new object. Finally, the k most representative maximal combina-
tions, which contain objects with high diversities, are presented to the user. Wan
et al. studies the problem to construct k profitable products from a set of new
products that are not dominated by the products in the existing market [19].
They construct non-dominated products by assigning prices to the new products
that are not given beforehand like the existing products.

However, none of the previous work do not focus on skyband-set query and
are not suitable to solve this type query. Therefore in this studies we consider a
new approach to solve the skyband-set query efficiently.
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3 Preliminaries

Given a dataset D with m-attributes {a1, a2, · · · , am} and it has n objects
{O1, O2, · · · , On}, we use Oi.aj to denote the j-th dimension value of object
Oi. Without loss of generality, we assume that smaller value in each attribute is
better.

Definition Dominance: An object Oi ∈ D is said to dominate another object
Oj ∈ D, denoted as Oi ≤ Oj , if Oi.ar ≤ Oj .ar (1 ≤ r ≤ m) for all m attributes
and Oi.at < Oj .at (1 ≤ t ≤ m) for at least one attribute. We call such Oi as
dominant object and such Oj as dominated object between Oi and Oj .

Definition Skyline: An object Oi ∈ D is said to be a skyline object of D, if and
only if there does not exist any object Oj ∈ D (j �= i) that dominates Oi, i.e.,
Oj ≤ Oi is not true. The skyline of D, denoted by Sky(D), is the set of skyline
objects inD. For dataset shown in Figure 1(a), object O2 dominates {O4, O5, O6,
O7} and objects {O1, O3} are not dominated by any other objects in D. There-
fore, skyline query will retrieve Sky(D) = {O1, O2, O3} (see Figure 1(b)).

In the following, we first introduce the concept of objectset, and then use it
to define skyband-set query. A s-objectset OS is made up of s objects selected
from D, i.e., OS = {O1, · · · , Os} and for simplicity denoted as OS = O1,···,s.
Each attribute value of OS is given by the formula below:

OS.aj = fj(O1.aj , · · · , Os.aj), (1 ≤ j ≤ m) (1)

where fj is a monotonic aggregate function that takes s parameters and returns
a single value. For the sake of simplicity, in this paper we consider that the
monotonic scoring function returns the sum of these values; i.e.,

OS.aj =

s∑
i=1

Oi.aj , (1 ≤ j ≤ m) (2)

though our algorithm can be applied on any monotonic aggregate function. Re-
call that the number of s-objectsets in D is nCs =

n!
(n−s)!s! , we denote the number

by |S|.
Definition Dominance Relationship: A s-objectset OS ∈ D is said to dominate
another s-objectset OS′ ∈ D, denoted as OS ≤ OS′, if OS.ar ≤ OS′.ar (1 ≤
r ≤ m) for all m attributes and OS.at < OS′.at (1 ≤ t ≤ m) for at least
one attribute. We call such OS as dominant s-objectset and OS′ as dominated
s-objectset between OS and OS′.

Definition Objectset Skyline: A s-objectset OS ∈ D is said to be a skyline s-
objectset if OS is not dominated by any other s-objectsets in D. The skyline of
s-objectsets in D, denoted by Skys(D), is the set of skyline s-objectsets in D.
Assume s = 2, then for the dataset shown in Figure 2(a), 2-objectset O1,2, O2,3,
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and O2,6 are not dominated by any other 2-objectsets in D. Thus, 2-objectset
skyline query will retrieve Sky2(D) = {O1,2, O2,3, O2,6} (see Figure 2(b)).

Definition Skyband-set: Skyband-set query returns a set of objectsets, each
objectset of which is not dominated by K other objectsets. In other words,
an objectset in the skyband-set query may be dominated by at most K − 1
other objectsets. If we want to apply skyband-set query in D and choose
objectset size s = 2 and K = 2, then the skyband-set will retrieve
{O1,2, O1,3, O1,6, O2,3, O2,5, O2,6, O3,4} as query result.

4 Objectsets Skyband Algorithm

In this section, we present our skyband-set method. It is an iterative algorithm
also called level wise search. Initially, it computes 1-objectsets skyband; then all
2-objectsets skyband, and so on.

Initially, consider a skyband-set query where objectset size s = 1 and skyband
size K = 1, that means we are seeking answer for normal skyline query and it
will retrieve objects that are not dominated by other objects. Any conventional
algorithm can be applied to answer this query. In this paper we use SFS method
proposed in [4] to compute initial skyband-set query with s = 1 andK = 1. After
performing domination check it will construct the following domination relation
table called domRelationTable for objectset size s = 1.

Table 1. domRelationTable for 1-objectsets

Object Dominant Object

O1 ∅

O2 ∅

O3 ∅

O4 O2, O3

O5 O2, O6

O6 O2

O7 O1,···,6

Table 1 shows that O1, O2, and O3 are not dominated by other object thus for
s = 1 and K = 1 skyband-set query result is {O1, O2, O3}. If we keep objectset
size s = 1 and increasing the skyband value of K = 2 then skyband-set result
becomes {O1, O2, O3, O6}. Similarly, skyband-set query for s = 1 and k = 3 will
retrieve {O1, O2, O3, O4, O5, O6} and query for s = 1 and K = 4 will retrieve all
objects as a result.

For the skyband-set query problem, the number of objectsets is |S| = nCs

for a dataset D containing n objects when we select objectsets of size s. This
poses serious algorithmic challenges compared with the traditional skyline prob-
lem. As Figure 2(a) shows, |S| = 21 (7C2) possible combinations are generated
from seven objects when s = 2. Moreover to generate domRelationTable like
Table 1 we need to perform domination check with 420 (21 * 20) comparisons.
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Even for a small dataset with thousands of entries, the number of objectsets
is prohibitively large and required huge number of comparisons. Thanks to the
Theorem 1 and Theorem 2 which give us opportunity to receive objectsets domi-
nance relationship without composing them. It also gives us opportunity to avoid
many unnecessary comparisons required for domination check.

Theorem 1. Suppose OS1, OS2, and OS3 be the three objectsets in D. If ob-
jectset OS1 ≤ OS2, then their super objectset with OS3 also dominates, i.e.,
OS1OS3 ≤ OS2OS3 is true.

Proof: Suppose OS1OS3 ≤ OS2OS3 is not true. After eradicate OS3 from
both objectsets we get OS1 ≤ OS2, which contradict our assumption. Thus, if
OS1 ≤ OS2 and OS3 is another objectset then OS1OS3 ≤ OS2OS3 is always
true. �
Theorem 2. If an objectset is dominated by at least K other objectsets then
we do not need to compose super objectsets for skyband-set computation with
dominated objectset and all other objectsets except the dominant objectset.

Proof: Assume OS1, OS2, OS3, and OS4 be the four objectsets inD. If objectset
OS1 is dominated by OS2 and OS3 then we do not need to compose super
objectset OS1OS4 for K = 2. This is because according to Theorem 1 if OS2 ≤
OS1 is true then for super objectset OS2OS4 ≤ OS1OS4 is also true. Similarly,
OS3OS4 ≤ OS1OS4 is true. Therefore there exist at least two other objectset
such as OS2OS4 and OS3OS4 that can dominate super objectset OS1OS4. Thus,
it is proved that if an objectset is dominated by at least K other objectsets then
we do not need to compose super objectsets for skyband-set computation with
dominated objectset and all other objectsets except the dominant objectset. �

Theorem 1 and 2 gives us opportunity to obtain objectset dominance re-
lationship without computing all objectsets. Table 1 shows that object O4 is
dominated by O2 and O3. By considering {O1, O5, O6, O7} as non dominant
objectset and using Theorem 2 without any computation as well as with-
out any comparisons we get following dominance relationship for 2-objectsets
{O1,2, O1,3 ≤ O1,4}, {O2,5, O3,5 ≤ O4,5}, {O2,6, O3,6 ≤ O4,6}, {O2,7, O3,7 ≤
O4,7}. Moreover, we also get two more dominance relationship for O4 such
as O2,3 ≤ O2,4 and O2,3 ≤ O3,4. Similarly, object O5 is dominated by
{O2, O6} and using {O1, O3, O4, O7} as non dominant objectsets give us dom-
inance relationship {O1,2, O1,6 ≤ O1,5}, {O2,3, O3,6 ≤ O3,5}, {O2,4, O4,6 ≤
O4,5}, {O2,7, O6,7 ≤ O5,7}. In addition we also get O2,6 ≤ O2,5 and O2,6 ≤ O5,6.
For O2 ≤ O6 gives us O1,2 ≤ O1,6, O2,3 ≤ O3,6, O2,4 ≤ O4,6, O2,5 ≤ O5,6,
and O2,7 ≤ O6,7. Finally, for {O1, O2, O3, O4, O5, O6 ≤ O7} proposed method
will compute following dominance relationship {O1,2, O1,3, O1,4, O1,5, O1,6 ≤
O1,7}, {O1,2, O2,3, O2,4, O2,5, O2,6 ≤ O2,7}, {O1,3, O2,3, O3,4, O3,5, O3,6 ≤ O3,7},
{O1,4, O2,4, O3,4, O4,5, O4,6 ≤ O4,7}, {O1,5, O2,5, O3,5, O4,5, O5,6 ≤ O5,7}, and
{O1,6, O2,6, O3,6, O4,6, O5,6 ≤ O6,7}. Thus, according to Theorem 1 and The-
orem 2 we can easily construct another domRelationTable for objectset size
s = 2 using Table 1 without composing objectsets as well as performing any
comparisons among them. The new domRelationTable is shown in Table 2.
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Table 2. domRelationTable for 2-objectsets

Objectset Dom. Objectset Objectset Dom. Objectset

O1,2 ∅ O3,4 O2,3

O1,3 ∅ O3,5 O2,3, O3,6

O1,4 O1,2, O1,3 O3,6 O2,3

O1,5 O1,2, O1,6 O3,7 O1,3, O2,3, O3,4, O3,5, O3,6

O1,6 O1,2 O4,5 O2,5, O3,5, O2,4, O4,6

O1,7 O1,2, O1,3, O1,4, O1,5, O1,6 O4,6 O2,6, O3,6, O2,4

O2,3 ∅ O4,7 O1,4, O2,4, O3,4, O4,5, O4,6, O2,7, O3,7

O2,4 O2,3 O5,6 O2,6, O2,5

O2,5 O2,6 O5,7 O1,5, O2,5, O3,5, O4,5, O5,6, O2,7, O6,7

O2,6 ∅ O6,7 O1,6, O2,6, O3,6, O4,6, O5,6, O2,7

O2,7 O1,2, O2,3, O2,4, O2,5, O2,6

Dominance relation Table 2 retrieves candidate for objectsets skyband queries
when objecetset size s = 2. For example if an user specify skyband-set query
for s = 2 and K = 1, then from Table 2 proposed algorithm will retrieve
candidate objectsets {O1,2, O1,3, O2,3, O2,6}. Therefore the proposed algorithm
will compose only these four objectsets and perform domination check among
them to obtain skyband-set result {O1,2, O2,3, O2,6}. Here objectset O1,3 is dom-
inated by objectset O2,6. Next, if the user is interested about skyband-set query
with s = 2 and K = 2, then proposed algorithm will select candidate ob-
jectsets {O1,2, O1,3, O1,6, O2,3, O2,4, O2,5, O2,6, O3,4, O3,6} and perform domina-
tion check among these objectsets. Finally, it retrieves skyband-set query result
as {O1,2, O1,3, O1,6, O2,3, O2,5, O2,6, O3,4}. Therefore dominance relation Table 2
can retrieves candidate objectsets for any skyband-set query when s = 2. Pro-
posed method will continue similar iterative procedure to construct dominance
relation table each time for higher value of s and ready to answer skyband-set
queries for any skyband value of K.

5 Performance Evaluation

We conducted a set of experiments with different dimensionalities (m), data
cardinalities (n), and objectset size (s) to evaluate the effectiveness and efficiency
of our proposed method. All experiments are run on a computer with Intel Core
i7 CPU 3.4GHz and 4 GB main memory. We compiled the source codes under
Java V6 in Windows 8.1 system. We also compared the performance with naive
method. To make the comparison fair, we have include all the preprocessing cost,
i.e., cost of naive method objectset generation. Each experiment is repeated five
times and the average result is considered for performance evaluation. Three
data distributions are considered as follows:

Correlated: a correlated dataset represents an environment in which, objects
are good in one dimension are also good in the other dimensions. In a correlated
dataset, fairly few objects dominate many other objects.
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Anti-Correlated: an anti-correlated dataset represents an environment in
which, if an object has small coordinates on some dimensions, it tends to have
large coordinates on other dimensions or at least another dimension.

Independent: for this type of dataset, all attribute values are generated inde-
pendently using uniform distribution. Under this distribution, the total num-
ber of non-dominating objects is between that of the correlated and the anti-
correlated datasets.

5.1 Effect of Cardinality

For this experiment, we fix the data dimensionality m to 6, objectset size s to 3,
and vary dataset cardinality n ranges from 2k to 10k. Figure 4(a), (b), and (c)
shows the performance on correlated, independent, and anti-correlated datasets.
Where both of the methods are highly affected by data cardinality. If the data
cardinality increases then their performances decreases. The result shows that
proposed method significantly outperforms the naive method. However, the per-
formance of naive method degrades rapidly as the size of the dataset increases,
especially when the data distribution is anti-correlated. This implies that pro-
posed method can successfully avoid objectset composing as well as unnecessary
comparisons.

5.2 Effect of Dimensionality

We study the effect of dimensionality on our technique. We fix the data cardinal-
ity n to 10k, objectset size s to 3 and vary dataset dimensionality m ranges from
2 to 8. The run-time results for this experiment are shown in Figure 3(a), (b),
and (c). The result shows that as the dimension increases the performance of
the both methods becomes slower. This is because for high dimension the num-
ber of non dominant objectset increases and the performance become slower. It
is clear that the performance of the naive method is much worse than that of
proposed method under all data distributions. However, the result on correlated
data dataset is 10 times faster than independent data dataset. Where as it is 15
times faster than anti-correlated data dataset.

5.3 Effect of Objectset Size

In another experiment, we study the performance of proposed method under
various objectset size s. We fix the data cardinality n to 10k and dataset dimen-
sionality m to 6. The results are shown in Figure 5(a), (b), and (c). The result
exhibits that as the objectset size s increases the performance of the both meth-
ods becomes slower. However, the result of naive method is much worse than
that of proposed method when the value of objectset size s is greater than 1.
The reason is in the beginning proposed method use SFS algorithm to construct
domRelationTable for s = 1, and performing domination check. After that for
higher s it does not required to compose all objectset set as well as succeeded
to avoid huge number of unnecessary comparisons.
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6 Conclusion

This paper addresses a novel variant of skyline query called “skyband-set” query
for sets of objects in a dataset. We propose an efficient algorithm to compute
skyband-set query result for any objectset size s as well as for any skyband size
K. In order to prune the search space and improve the efficiency, we have devel-
oped a pruning strategy using domRelationTable. Using synthetic datasets, we
demonstrate the scalability of proposed method. Intensive experiments confirm
the effectiveness and superiority of our proposed algorithm.

It is worthy of being mentioned that this work can be expanded in a number
of directions. First, how to solve the problem when the aggregation function
is not monotonic. Secondly, to design more efficient objectsets computation on
distributed MapReduce architectures. Finally, to find small number of represen-
tative objectsets is another promising future research work.
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Abstract. The pipeline concept is widely used in computer science
to represent non-sequential computations, from scientific workflows to
streaming transformation languages. While pipelines stand out as a highly
visual representation of computation, several pipeline languages lack vi-
sual editors of production quality. We propose a method by which a
generic pipeline editor can be built, centralizing the features needed to
maintain and edit different pipeline languages. To foster adoption, espe-
cially in less programming-savvy communities, the proposed visual editor
will be web-based. An ontology-based approach is adopted for the de-
scription of both the general features of the pipelines and the specific
languages to be supported. Concepts, properties and constraints are de-
fined using the Web Ontology Language (OWL), providing grounding
in existing standards and extensibility. The work also leverages existing
ontologies defined for scientific worlkflows.

1 Introduction

The concept of pipeline of processes dates back to the 60’s, when Douglas McIlroy
was working on UNIX shells and devised a mechanism to compose data handling
commands executed in parallel. The concept is now widely used in computer
science to represent a form of non-sequential computation. Pipelines visualize the
dataflow paradigm, where a sub-process is run anytime its inputs are available.

They are used in the context of the description of workflows, where processes
are either instances of a library of local operators or remote calls to web services.
They are especially well suited when a top down approach is mostly effective, like
for scientific workflows in which researchers often need to reuse workflows defined
by other researchers outside their own group or even their own community.

Pipelines are also used to represent transformations or actions in a way that
permits streaming evaluation. Examples range from UNIX system pipes to lan-
guages offering complex manipulation capabilities of structured data, like XProc
for XML documents [1]. The pipeline metaphor can also be used for declarative
data languages in which a data view is built on top of data sources or other data
views through a set of basic operators, e.g. relational algebra operators. Data
languages of this kind have been used in several contexts: database management
systems, complex event processing, ETL systems, Semantic Web applications.

W. Chu et al. (Eds.): DNIS 2015, LNCS 8999, pp. 56–73, 2015.
c© Springer International Publishing Switzerland 2015
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Pipelines stand out as a highly visual representation of computation, so it is
natural to expect to use visual editors for creation and modification of pipelines.
Moreover, visual programming helps significantly in reducing barriers to pro-
gramming in communities where programming skills are unusual.

Despite this, visual pipeline editors do not keep up with the available pipeline
languages. Some pipeline languages have no visual editor, while others have
visual editors that remained of prototypical quality or that are not maintained.
To develop a visual editor for new or existing pipeline languages is a non-trivial
effort, thus hindering the adoption potential of this kind of languages.

In this work we explore the possibility of building a generic visual pipeline edi-
tor. In the proposed vision the editor centralizes the features needed to maintain
and edit pipelines. Each specific pipeline language is defined through a profile
that specifies the available components, their properties, the constraints and how
the pipeline is converted to the native language. To foster adoption, especially in
less programming-savvy communities, the proposed visual editor is Web-based.

While the editor does not need to be aware of the full semantics of each spe-
cific language, it needs some information on the syntax, expressed somehow in
the language profile. We propose an ontology-based approach, in which compo-
nents, properties and constraints of each specific language are defined using the
Web Ontology Language (OWL), an established standard offering great expres-
siveness to define and constrain specific languages. The basic pipeline concepts
– common to all the languages – are defined in an ontology too. This is the base
ontology from which the ontologies representing specific languages will extend.

OWL is defined on top of the Resource Description Framework (RDF) data
model. The standard query language of RDF (SPARQL) can thus be used to
map a pipeline defined through a specific ontology to the corresponding native
pipeline language.

In the rest of the paper, after discussing technology background in Sect. 2 and
related work in Sect. 3, Sect. 4 describes the proposed method. Sect. 5 presents
a proof-of-concept implementation inside an existing project. Finally, Sect. 6
discusses conclusions and future work.

2 Scientific/Technological Context

In this chapter the context of the work will be sketched, briefly introducing the
relevant scientific and technological concepts.

2.1 The Semantic Web

In 1999 Tim Berners-Lee coined the term Semantic Web to describe a future
Web of machine-processable data. The vision encompassed the extension of the
World Wide Web from a web of documents to a web of data and a way to
attach actionable semantics to the data, to allow autonomous agents to infer
useful facts [2]. While some ideas proposed by Berners-Lee and colleagues are
still unrealized, in the last few years a lot of structured data became available
and started being reused on the Web. This happened in part thanks to a new
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concept introduced by Berners-Lee in 2006: Linked Data [3]. Linked Data is used
to refer to a set of recipes to make the web of data work in practice. Today the
terms Semantic Web and Linked Data are used somehow interchangeably, the
second one putting less focus on the use of logical models to formally define the
semantics of data. In the rest of the section the Semantic Web technologies used
in this work are discussed.

Resource Description Framework. The relational model is widely used to
represent virtually any kind of structured information. The Resource Descrip-
tion Framework (RDF) [4] generalises the relational model to the universe of
structured data in the World Wide Web. In the RDF data model, knowledge
is represented via RDF statements about resources, where a resource is an ab-
straction of any piece of information about some domain. An RDF statement is
represented by an RDF triple, composed of subject (a resource), predicate (spec-
ified by a resource as well) and object (a resource or a literal, i.e. a value from
a basic type). An RDF graph is therefore a set of RDF triples. Resources are
uniquely identified by a Uniform Resource Identifier (URI) [5], or by a local (to
the RDF graph) identifier if they have no meaning outside of the local context
(in which case they are called blank nodes). The resources used to specify pred-
icates are called properties. A resource may have one or more types, specified
by the predefined property rdf:type. An RDF dataset is a set of graphs, each
associated with a different name (a URI), plus a default graph without a name.
We use RDF through the framework to represent any kind of information and
its transformations. In RDF, prefixes can be used in place of the initial part of
a URI, representing specific namespaces for vocabularies or sets of resources.

Different syntaxes have been defined for writing RDF. In the present work the
Turtle syntax [6] will be mostly used for its conciseness and compatibility with
parts of SPARQL syntax (described in 2.1). The system is nevertheless designed
to be compatible with all the established RDF syntaxes.

Vocabularies. One key requirement to provide reusability on linked data is to
reuse existing vocabularies (especially if widely used as general purpose vocabu-
laries or established in the specific relevant community). An RDF vocabulary is
a set of classes and properties (and possibly specific resources) to be used with
a certain meaning. The maintainer of a vocabulary is encouraged to publish it
in a machine readable format, documenting formally the restrictions to its use,
together with the intended meaning expressed in natural language.

The RDF Schema [7] is a vocabulary used in turn for defining vocabularies.
It can be used to define the class hierarchy, possibly a property hierarchy and
define domain and range of properties. To define more complex constraints –
e.g., that a class has a certain property – a more powerful language is used: the
Ontology Web Language (OWL) [8].

SPARQL. We extensively use SPARQL1 [9], the standard query language for
RDF datasets. SPARQL has a relational algebra semantics, analogous to those

1 Originally a recursive acronym SPARQL Protocol and RDF Query Language, the
extended form has then been dropped from W3C documents.
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of traditional relational languages, such as Structured Query Language (SQL).
The current version of the standard is SPARQL 1.1, but much of the existing
literature refers to the previous version, SPARQL 1.0 [10]. The SPARQL 1.1
algebra offers an expanded set of operators, effectively allowing the expression
of queries that were not expressible before.

A SPARQL query takes as input an RDF dataset and can be in one of four
different forms: SELECT, CONSTRUCT, ASK or DESCRIBE. In the present work only
the first two forms are used. The basic building block of SPARQL is the triple
pattern, a triple in which each of the components can be replaced by a variable.
A basic graph pattern is a set of triple patterns associated with a specific input
graph (the default graph, a named graph specified by an URI or a generic named
graph specified by a variable). Each basic graph pattern is matched against the
input dataset and the result is a relation in which each tuple corresponds to a
variable set assignment. The relations generated through basic graph patterns
are composed using relational operators. The output SPARQL SELECT query is,
as for a SQL query, an ordered multiset of tuples.

The SPARQL CONSTRUCT, on the contrary, produces as output an RDF graph.
A CONSTRUCT query uses another kind of element called triple template, similar
to triple pattern but using only the variables exposed in the top level relation.
A set of triple templates is thus used to build the output graph, adding for each
tuple of the relation the triples obtained by substituting the variables in the
triple templates.

While the SPARQL Query Language is “read-only”, the SPARQL Update
Language [11] defines a way to perform updates on a Graph Store, the “modi-
fiable” version of an RDF Dataset. A SPARQL Update request is composed of
a number of operations. There are different available kinds of operations, corre-
sponding to different data manipulation needs. In this work the DELETE/INSERT

operation is used, in which the modification of a dataset is specified through a
query from which the sets of deleted and added triples are derived.

2.2 Rich Web Applications

The ubiquity of Web browsers and Web document formats across a range of
platforms and devices drives developers to build applications on the Web and
its standards. Requirements for browsers have dramatically changed since the
first days of the Web. Now a browser is an interface to an ever-growing set of
client capabilities, exemplified by the Rich Web Client activity at W3C2. All
modern browsers support the Scalable Vector Graphics (SVG) standard [12],
a language representing mixed vector and raster content, based on Extensible
Markup Language (XML) [13]. Together with the long established Document
Object Model (DOM) events [14,15] and ECMAScript3 [16] support, SVG al-
lows the realisation of complete interactive visualisation applications. Indeed,
ECMAScript libraries for interactive data visualization are proliferating, from

2 http://www.w3.org/2006/rwc/Activity.html
3 Commonly called JavaScript, the dialect from Mozilla Foundation.

http://www.w3.org/2006/rwc/Activity.html
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standard visualisations [17,18,19] to specialized ones for specific domains [20],
especially leveraging the SVG technology.

2.3 Pipeline and Workflow Systems

During the last decade workflow systems have been gaining traction. They offer
complex functionality based on the integration of distributed web services. While
the initial model of workflow systems was mainly procedural and based on XML
syntax and tools, recently there is a trend in adding semantic information to
different components of the Web services and the workflow engines.

Semantic annotation of Web services typically adds some semantics to a syn-
tax descriptions based on XML – e.g. the Web Based Description Language
(WSDL) [21]. While WSDL gives information about the expected input and
output structure (described in turn using XML Schema [22,23]), RDF-based se-
mantic annotation vocabularies are used to describe the purpose of the service
and some properties of its implementation – e.g. security considerations. A num-
ber of vocabularies have been proposed for the purpose – of which OWL-S [24]
is especially noteworthy for its comprehensive approach – and in 2007 W3C pro-
duced the recommendation Semantic Annotations for WSDL and XML Schema
(SAWSDL) [25]. However none of the proposed vocabularies gained widespread
adoption, possibly due to some inherent complexity not balanced by immediate
advantages (partly due to lack of support from production tools).

Recently, other methods for semantical descriptions of Web services have been
proposed, avoiding the XML-based approach but leveraging the REST para-
digm [26] and providing a stronger connection between services input/output and
RDF representation. Examples are ReLL [27], RESTdesc [28], SSWAP [29] and
SADI [30]. A specific effort is SPARQL 1.1 Service Description [31], describing
properties and features of SPARQL endpoint or graph store. It is still to be seen
if these vocabularies will get more traction than WSDL-based ones. The purpose
of the semantic information associated with the Web services is to allow some
(centralized or decentralized) agents to (semi-)automatically look for services
and possibly even choose between them at runtime.

A complementary effort (coinciding with the previous one for some compre-
hensive languages as OWL-S), is to use semantics in the workflows. These have
been introduced especially for scientific workflows, in three main roles:

– to describe and/or annotate the workflow itself, e.g. for reproducibility and
discussion on a scientific workflow [32,33];

– to describe the executable behaviour of the workflow, e.g., declaratively
defining service composition [24,34];

– to describe and/or annotate the data itself, e.g. for keeping provenance in-
formation [35];

– to define data transformations, e.g. rule-based transformations on data [36].
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3 Related Work

A big amount of research work has been dedicated to different types of pipeline
languages, especially to workflow systems. In 2.3 some of the proposals for mod-
eling workflow systems have been cited. A smaller, but interesting, amount of
effort has gone to the study of the visual and interactive aspects of workflows
and pipelines (see for example [37,38]). The work presented here is in a way
orthogonal to these efforts, in the sense that it combines the modeling of the
pipeline language with the modeling of its visualization/interaction.

For the authors it has been motivating the work carried on by Gesing et
al. [39]. They recognize the need for “Consistent Web-Based Workflow Editors”
supporting multiple workflow languages and propose thus an application based
on an entity-relationship model representing the available languages and their
components.

The present work gets partial inspiration from their model but differ from
their design mainly for being based on ontologies rather than on an entity-
relationship model. OWL ontologies permit to define more complex constraints
on the languages syntax, simplifies the independent development of different
language profiles, and allow the system to be potentially distributed.

4 Proposed Method

In this section, the method proposed to build the generic editor is described. At
first an abstract model is proposed, then it is given a more concrete facet by
proposing specific technologies and ontologies.

4.1 The Model

The system, as we envision it, is composed of the following components:

– an ontology able to represent generic pipeline components and their connec-
tions;

– a Web-based generic pipeline editor driven by specific language profiles ;

– a mechanism for import/export from/to the target language format, also
based on language profiles.

A language profile is the way a specific pipeline language is specified for the
system. Each language profile consists of the following components:

– an ontology that represents the specific components and constraints of the
language, specializing the concepts defined in the generic ontology;

– some code snippets to be plugged in the editor to customize specific behavior;

– a declarative specification of the transformations from/to the target language
–in a way understood by the generic system.
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Fig. 1. Model proposed for building the generic pipeline editor
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In Figure 1, the proposed model is shown.
The specific ontology may specify constraints on the syntax of the pipeline,

from the type of parameters and inputs/outputs, to complex constraints on the
structure. User interface components can make use of the provided constraints
to guide the user in building the pipeline and configuring the components. A
formal validation is done in a separate step, previous to export, to ensure that
all the constraints are fulfilled.

In the editor a pipeline is represented by a graph structure, instance of the
language ontology –merged with the generic ontology. It should be noted that
the graph structure may differ from the pipeline native code in a number of
ways:

– the graph has visual information used for editing that cannot be encoded in
the native language;

– correspondence between visual components and native language is not nec-
essary one-to-one;

– the format may be different.

The composition of the transformations from native and to native should in any
case lead to a semantically equivalent pipeline.

4.2 Technologies

The model proposed in 4.1 must be realised through a suitable set of technology
choices. As the editor is designed to be Web-based and scalable through the Web
infrastructure, we propose to use a set of established Web standards –anticipated
in 2.1 and 2.2.

More in detail, the following technologies are proposed:

– the Web Ontology Language (OWL) to define both the generic ontology and
each specific language ontology;

– the RDF query language SPARQL to declaratively define the transforma-
tions from/to the native language;

– an RDF based representation for the native pipeline language format –e.g.,
an RDF representation of XML, if the pipeline language is XML-based;

– a rich web application for the actual creation, editing and management of the
pipelines, based on HTML, Scalable Vector Graphics (SVG), and JavaScript
technologies;

– language specific code snippets in JavaScript, to customize creation, parsing,
and serialization of each component.

In Figure 2 the model is shown again, showing now in detail the proposed
technologies. Format profiles have been included in the model to represent the
basic format upon which the syntax of the specific language is built: e.g., XML,
JSON. As SPARQL is used to define the transformations to and from the native
language, the language must be represented in the RDF model. The format
profile provides hence an ontology through which the basic format (e.g., XML)
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Fig. 2. The technologies used for building the generic pipeline editor
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can be represented in RDF and the implementations of a parser and a serializer
to convert between the native format and its RDF-based representation. Parser
and serializer are implemented in Java. Pipeline languages defined on top of the
RDF model do not need a format profile. The XML format profile is specially
useful as most used pipeline languages are based on XML.

4.3 Ontology

While providing a formal definition of the concept of pipeline, is outside the scope
of this paper, a generic description must be attempted to frame the present pro-
posal. A pipeline – for the purposes of this paper – consists of a set of components
(also called processes) from a finite set of component types interconnected by
connectors (also called channels), thus forming a graph (that depending on the
language may have topology constraints, like acyclicity). Each component may
have some inputs and/or some outputs and the connectors are defined as going
from an output of a component to an input of another ome –or even to the
same component, if this is allowed. A pipeline, on its own, has a set of inputs –
called sources – and a set of outputs –called sinks. Pipelines can be often used
in turn as components – directly or through an appropriate component type –
to compose new pipelines based on existing ones. It is important to stress that
this informal definition is on purpose minimal and agnostic with respect to the
exact pipeline semantics: the goal is to model the minimal structure needed by
a visual editor.

In order to represent this concept of generic pipelines a new ontology could be
designed. Nevertheless, it is worth building on the considerable amount of work
that has been done in modeling contiguous or overlapping domains. In particular,
much research is aimed at the construction of ontologies representing and/or
annotating workflows. As the concepts and relationships required to represent
pipelines overlap with several existing workflow ontologies, we looked for the
ones that do not add unnecessary complexity to what required by the proposed
pipeline editor and are actively maintained. At least two ontologies designed for
scientific workflows satisfy the requirements:

– mecomp4 in the myExperiment ontology [32];

– wfdesc5 in the Workflow for Ever (Wf4Ever) Research Object Model [33].

The myExperiment project [40] is an on-going effort to provide a Web portal
and technology framework to facilitate and encourage researchers to share their
workflows and methods in a re-usable way. The myExperiment ontology [32]
was designed for the RDF representation of scientific workflows and their rela-
tionships with other research products – e.g. researchers’ personal data, papers,
data sets. Having being designed by the developers of the Taverna workflow sys-
tem [41], the workflowmodel follows the structure of Taverna workflow language.

4 http://rdf.myexperiment.org/ontologies/components/
5 http://purl.org/wf4ever/wfdesc#

http://rdf.myexperiment.org/ontologies/components/
http://purl.org/wf4ever/wfdesc#
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The Wf4Ever Research Object Model has been recently proposed for the same
purpose, but not tied to a particular portal or workflow system. Concerning the
description of scientific workflows the two ontologies have very few differences.
In the present work, the myExperiment ontology is used,as it is generic enough
for our purposes and more established than the Wf4Ever model. Nevertheless,
due to the similarity of the two models, the proposed pipeline editor would work
also with the Wf4Ever model with small changes.

Fig. 3. The mecomp fragment of myExperiment ontology

The mecomp fragment of myExperiment ontology –shown in Figure 3 through
the compact representation proposed by Bārzdiņš et al. [42]– is used specifically
to describe the structure of scientific workflows and it will be used here to de-
scribe the general structure of pipelines. The ontology defines a mecomp:Dataflow

as composed by a set of resources of type mecomp:WorkflowComponent. The lat-
ter can be a mecomp:NodeComponent (corresponding to one of the components
of the pipeline), a mecomp:IOComponent (an input or output gate on a com-
ponent) or a mecomp:Link (the connection from an output gate to an input
gate). A mecomp:NodeComponent can in turn be a mecomp:Source (an input of
the pipeline), a mecomp:Sink (an output of the pipeline) or mecomp:Processor

(any other component). The myExperiment ontology reuses terms of the Dublin
Core ontology to provide metadata properties: textual descriptions and identi-
fiers for the dataflow components. The myExperiment ontology, however, does
not provide a way to express visual features like the layout and appearance of
the components in the editor. For that purpose, terms of the Visualization On-
tology (VISO) [43] have been used. VISO has been developed to classify the
multiple facets of data visualization applications, but in this case only terms
from the GRAPHIC module (graphic relations and representations) are used:
graphic:x position and graphic:y position to specify the visual positioning of
a component; graphic:shape named and graphic:color named to specify shape and
color of an input gate of a component (for output gates the appearance is fixed in
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the current version). VISO is work in progress and some of these properties are
still considered not stable, nevertheless it appeared to be worth reusing ontology
terms in the process of being consolidated, compared with developing new terms.

A specific pipeline language ontology must extend myExperiment ontology
providing specific components and constraints. At the very least it has to define
a set of subclasses of mecomp:Processor class. Other classes may be subclassed
as well, e.g. to define different kinds of link.

5 Implementation

A proof-of-concept implementation of the presented method was realized as part
of SWOWS, an on-going effort to build a platform for declarative linked data
applications [44,45]. In SWOWS, applications are built as pipelines of RDF op-
erators.

The existing SWOWS pipeline editor has been redesigned to provide support
for generic pipeline languages, following the method described in Section 4. In
the rest of this section the main components of the application are described.

5.1 The Repository

Figure 4 shows the structure of the pipeline repository, based on the Callimachus
Web server [46], a Content Management System (CMS) based on linked data.

Callimachus contains internally an instance of an OpenRDF Sesame triple
store, maintaining the data that represents the structure of the content. The
actual content of each uploaded file is stored in blobs (in the case of RDF files
they are stored both as blobs and as triples). Any content that is managed by
Callimachus is an instance of one of a set specific OWL classes such as Page,
Folder, File, User6.

The Web interface of Callimachus exposes the content of a server instance in
three ways:

– Web pages for view, creation, editing of resources associated via templates
to each class;

– REST APIs for programmatic access to resources, also dependent on their
class;

– direct SPARQL access to the underlying triple store.

Callimachus applications are composed of instances of existing classes, possi-
bly new classes, and supporting resources and code. For the pipeline repository,
a Callimachus application has been developed: it contains the generic ontology
and the common user interface components. Specific language profiles may be
included in the same application package – e.g., a set of predefined languages –
or as separate packages –possibly developed independently, as long as the same
generic ontology is extended and the same user interface components are reused.

6 The full ontology is at http://callimachusproject.org/rdf/2009/framework

http://callimachusproject.org/rdf/2009/framework
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Fig. 4. The blocks composing the repository and its interplay with a browser

A pipeline is represented in Callimachus as an RDF graph using the cor-
responding specific ontology. The visual pipeline editor is associated in Cal-
limachus with the activity of editing a resource of type mecomp:Dataflow. As
mecomp:Dataflow represents a generic pipeline, the association is actually used
for the concrete subclasses of mecomp:Dataflow, corresponding to the specific lan-
guages. In this way some parts of the user interface – whose implementation will
be described more in detail in 5.2 – can be customized for the specific language.

When a pipeline starts being edited, first the visual editor and then the RDF
graph representing the pipeline are downloaded to the client. The RDF graph is
converted by the editor in visual form to be visualized, modified by the user, and
saved back to the server as RDF graph at user request. The modules for execution
of the conversions to and from the native language format of the pipeline are not
included in the currently described implementation. In the special case in which
the basic format of the native language is RDF, only one (or a set of) SPARQL
query(ies) for the export and one (or a set) for the import have to be executed. In
this case, for the export the query(ies) can be executed by Callimachus obtaining
directly the pipeline in native language. As for the import, the query(ies) can
be sent by Callimachus to the endpoint holding the imported pipeline, obtaining
the pipeline as instance of the derived ontology.



Towards an Ontology-Based Generic Pipeline Editor 69

Fig. 5. The modules (HTML and Javascript) composing the editor

5.2 The Editor

The editor is implemented as a rich Web application with its client side logic
coded combining HTML, CSS, JavaScript and embedded in the CallimachusWeb
application described in Section 5. The main modules and their relationship are
shown in Figure 5.

The JavaScript application has been built on top of the following libraries:

– Underscore for functional programming operators in JavaScript [47];
– jQuery to abstract from browsers’ idiosyncrasies [48];
– URI for URIs manipulation;
– N3 for RDF in-memory manipulation and parsing (serializing) from (to)

Turtle syntax [49];
– RDFparser to parse RDF/XML syntax [50];
– AngularJS for form templates with two way data-binding [51];
– jsPlumb to visually manage the connections between components [52].

The last two libraries are central in building the user interface in a flexible
way. AngularJS permits the declarative definition of an HTML-based piece of
user interface, in such a way that the user interface is separate from the under-
lying model and the synchronization between the two is automated. In the app
AngularJS is used as the base to flexibly define forms for the configuration of
specific component properties.

jsPlumb is a library to visually show and manipulate pipeline structures.
Using jsPlumb most of the low level work for visual interaction with the pipeline
is avoided. A jsPlumb instance manages a set of endpoints (the inputs/outputs
of the components) and the connections between them.
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The main application modules are the following:

– WorldPipes.html, the entry point for the application; the editor is a single
page application, all the other resources are hence loaded in the context of
this web page;

– linkedPlumb, the module that interfaces the RDF graph of the pipeline (rep-
resented in-memory through the N3 library format) and the jsPlumb in-
stance;

– N3ServerSync, the module that synchronizes the in-memory RDF graph of
the pipeline with its server-side counterpart.

Figure 5 also shows the modules specific to a language (in this example DfPL,
the language used in the SWOWS platform). It is interesting to analyze the
interface points between the specific components and the generic editor. World-
Pipes.html interacts with the specific components in two main points: one for
the generic management of the pipeline (in this case embodied by the module
SWOWSPipes) and one for the integration of the specific forms for configuring
the component properties (in this case embodied by AngularJS module ngComp-
Props.js). The specific modules in turn use the common components to interact
with the server (through N3ServerSync) and with the jsPlumb instance (through
linkedPlumb).

6 Conclusions and Future Work

The authors recognized the need for a common generic pipeline editor and pro-
posed a general method to build such a system, centered around an extensible
ontological representation of pipelines.

The feasibility of this approach has been shown through the use of existing
established technologies. Furthermore, a proof-of-concept implementation has
been realized in a specific context.

The implementation is not still a full fledged generic pipeline editor. To that
purpose a more formal analysis of the interfaces between the generic editor and
the specific components is needed.

Nevertheless, the authors hope above all that with this work may contribute
to stimulate a discussion on the topic and on the ways to to tackle this issue.
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Pérez, J.M., Bechhofer, S., Klyne, G., Goble, C.: The research object suite of
ontologies: Sharing and exchanging research data and methods on the open web.
arXiv preprint arXiv:1401.4307 (2014)

34. Weigand, H., van den Heuvel, W.J., Hiel, M.: Rule-based service composition and
service-oriented business rule management. In: Proceedings of the International
Workshop on Regulations Modelling and Deployment, ReMoD 2008, Citeseer,
pp. 1–12 (2008)

35. Lebo, T., Sahoo, S., McGuinness, D.: PROV-O: The PROV Ontology. W3C REC
(April 30, 2013)

36. Coppens, S., Verborgh, R., Mannens, E., Van de Walle, R.: Self-sustaining plat-
forms: A semantic workflow engine. In: COLD (2013)

37. Wood, J., Wright, H., Brodie, K.: Collaborative visualization. In: Proceedings of
the IEEE Visualization 1997, pp. 253–259 (1997)

38. Maguire, E., Rocca-Serra, P., Sansone, S.A., Davies, J., Chen, M.: Taxonomy-based
glyph design&# 8212; with a case study on visualizing workflows of biological
experiments. IEEE Transactions on Visualization and Computer Graphics 18(12),
2603–2612 (2012)

39. Gesing, S., Atkinson, M., Klampanos, I., Galea, M., Berthold, M.R., Barbera, R.,
Scardaci, D., Terstyanszky, G., Kiss, T., Kacsuk, P.: The demand for consistent
web-based workflow editors. In: Proceedings of the 8th Workshop on Workflows in
Support of Large-Scale Science, pp. 112–123. ACM (2013)

40. Goble, C.A., Bhagat, J., Aleksejevs, S., Cruickshank, D., Michaelides, D., New-
man, D., Borkum, M., Bechhofer, S., Roos, M., Li, P., et al.: myexperiment: A
repository and social network for the sharing of bioinformatics workflows. Nucleic
Acids Research 38(suppl. 2), W677–W682 (2010)

41. Oinn, T., Addis, M., Ferris, J., Marvin, D., Senger, M., Greenwood, M., Carver, T.,
Glover, K., Pocock, M.R., Wipat, A., et al.: Taverna: A tool for the composition and
enactment of bioinformatics workflows. Bioinformatics 20(17), 3045–3054 (2004)
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Abstract. Synthetic evidential study (SES for short) is a novel technology-
enhanced methodology for combining theatrical role play and group discussion 
to help people spin stories by bringing together partial thoughts and evidences. 
SES not only serves as a methodology for authoring stories and games but also 
exploits the framework of game framework to help people sustain in-depth 
learning. In this paper, we present the conceptual framework of SES, a compu-
tational platform that supports the SES workshops, and advanced technologies 
for increasing the utility of SES. The SES is currently under development. We 
discuss conceptual issues and technical details to delineate how much we can 
implement the idea with our technology and how much challenges are left for 
the future work.  

Keywords: Inside understanding, group discussion and learning, intelligent vir-
tual agents, theatrical role play, narrative technology. 

1 Introduction 

Our world is filled with mysteries, ranging from fictions to science and history. Mys-
teries bring about plenty of curiosities that motivate creative discussions, raising in-
teresting questions, such as “how did Romeo die in Romeo and Juliet?”, “why was 
Julius Caesar assassinated?”, and “why did Dr. Shuji Nakamura, 2014 Nobel laureate, 
leave Japan to become a US citizen?” to name just a few.   

It is quite natural that mysteries motivate people to bring together the partial argu-
ments, ranging from thoughts to evidences or theories, to derive a consistent and coherent 
interpretation of the given “mystery”. Let us call this discussion style an evidential  
study if it places a certain degree of emphasis on logical consistency. Discussions need 
not be deductive so long as they are based on a discipline such as an abduction. On the 
one hand, rigorous objective discussions were considered mandatory in an academic 
                                                           
* Corresponding author. 
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successive execution of SES sessions until participants come to a (temporary) satis-
faction is called a SES workshop. 

In the theatrical role play phase, participants play respective roles to demonstrate 
their first-person interpretation in a virtual space. It allows them to interpret the given 
subject from the viewpoint of an assigned role.  

In the projection phase, an annotated agent play on a game engine is produced 
from the theatrical role play in the previous phase by applying the oral edit commands 
(if any) to theatrical actions by actors elicited from the all behaviors of actors. We 
employ annotated agent play for reuse, refinement, and extension in the later SES 
sessions. 

In the critical discussion phase, the participants or other audience share the third-
person interpretation played by the actors for criticism. The actors revise the virtual 
play until they are satisfied. The understanding of the given theme will be progres-
sively deepened by repeatedly looking at embodied interpretation from the first- and 
third- person views.  

The interpretation archive logistically supports the SES sessions. The annotated 
agent plays and stories resulting from SES workshops may be decomposed into com-
ponents for later reuse so that participants in subsequent SES workshops can adapt 
previous annotated agent plays and stories to use as a part of the present annotated 
agent play.  

Let us use a hypothetical example to illustrate on more details. Consider the fol-
lowing story is given as a subject for a SES workshops: 

 
The Ushiwaka-Benkei story: When Ushiwaka, a young successor to a noble 
Samurai family who once was influential but killed by the opponents, walked out 
of a temple in a mountain in the suburbs of Kyoto where he was confined, to 
wander around the city as daily practice, he met Benkei, a strong priest Samurai 
on Gojo Bridge. Although Benkei tried to punish him as a result of having been 
provoked by a small kid Ushiwaka, he couldn’t as Ushiwaka was so smart to 
avoid Benkei’s attack. After a while, Benkei decided to become a life-long guard 
for Ushiwaka. 

 
One interest here is to figure out exactly what happened during the encounter of 

Ushiwaka and Benkei on Gojo Bridge. Let us assume that three people participate in 
the SES session, to discuss the behaviors of Ushiwaka, Benkei, and a witness during 
the encounter. It is assumed that before a SES workshop starts, a preparatory meeting 
is held in which the role assignment is made so each participant is asked to think 
about the role she or he is to play.  

In the theatrical role play phase of the SES session, the participants may do a role 
play for the given subject, which may be similar to, but slightly different from the one 
as shown in Fig. 2(a). It is similar, in the sense that each participant tries to bodily 
express her/his interpretation. It is different, as participants are expected play in a 
shared virtual space in the SES theatrical role play phase and we do not assume that 
participants need to physically play together, need carry props such as a sword prop, 
or physically jump from a physical stage, though production of a virtual image and 
motion is a challenge. 
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Fig. 2. (a) Left: Theatrical role play by the SES participants is similar to, but slightly different 
from the role play like this. (b) Right: Agent play to be reproduced from theatrical role play on 
the left. One or more parts of the agent play may be annotated with the player’s comments. 

A think aloud method is employed so each actor can not only show her/his inter-
pretation but also show the rationale for the interpretation, describe their intention of 
each action using an oral editing command, or even criticize role play by other actors. 
The actor’s utterances will be recorded and used as a resource for annotations associ-
ated with the agent play. It is an excellent opportunity for each participant to gain a 
pseudo-experience of the situation through the angle of the given role’s viewpoint. 
Each actor’s behaviors are recorded using audio-visual means.  

The goal of the projection phase is to reproduce an annotated agent play such as 
shown in Fig. 2(b) from the theatrical role play.  

Ideally, the projection should be automatically executed on-line while participants 
are acting in the theatrical role play phase. In order to do so, separation of the behav-
iors of each actor into the genuine theatrical role play, the editing behavior, and the 
meta-level actions such as commentating. 

In the critical discussion phase, the participants watch the resulting annotated agent 
play and discuss the resulting interpretation from various angles (Fig. 3).  

 

Fig. 3. Critical discussion based on the annotated agent play will help participants to deepen 
objective understanding. In actual SES sessions, the participants may well meet virtually to 
criticize the annotated agent play. 

Again, we do not necessarily assume that the participants need to hold a physical 
meeting. Most importantly, the participants are provided with an opportunity to dis-
cuss the theatrical role play from the objective third person view, in addition to the 
subjective view gained in the theatrical role play phase. A 3D game engine such as 
Unity allows the group to switch between the objective and subjective views of a 
given role to deepen the discussion. Furthermore, it might be quite useful if the partic-
ipants can modify the annotated agent play on the fly during the discussions, while we 
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editorial comments during their play. The behaviors of participants are not only rec-
orded for review but also projected onto synthetic characters by incorporating editori-
al comments and isolating critical comments into a separate track.  

4 Technologies for SES 

Technologies we have developed so far can be adapted to plug in to the SES computa-
tional platform. 

4.1 Capturing the Realworld Environment 

The background for a theatrical role play is an integral part of the evidential study. It 
is often the case that we can import a useful background data from the Internet. Flexi-
ble Communication World (FCWorld) [7] allows us to project an external source on 
the net such as Google Street View to the immersive display. An alternative approach 
is to build the data for the shared virtual space by measuring the realworld. A wide- 
range area visualizer [8] can automatically construct a 3D panoramic model for an 
outdoor scene from a collection of ordinary 2D digital photo images for the place by 
combining structure from motion, multi view stereo, and other standard techniques. 
Capturing first person view and gaze is critical in estimating the mental process of 
actor. Our corneal imaging method allows for going beyond the current human view 
understandings that uses only the 'point' of the gaze information in a static planar 
environment to capture the whole peripheral visual field in an arbitrary dynamic 3D 
environment without the need for geometric calibration [9].  

4.2 Capturing Realworld Interaction 

Capturing the motion of an actor in an immersive interaction cell becomes ready with 
existing technologies, by mapping the skeleton data from a Kinect to animate a Unity 
character. However, we need to overcome several limitations.  

A theatrical role play by multiple actors can be captured by our 3DCCbyMK tech-
nology [2]. It exploits Kinect technology to measure and critique physical display of 
interpretation played together one or more local participants. The system allows us to 
simultaneously capture the behaviors of up to four participants, by integrating data 
captured by multiple Kinects, thereby to project the interaction by multiple partici-
pants to the shared virtual space as it is. It assumes that the scene consists of the static 
background and moving people in the foreground.  

Two subsystems were developed for capturing the static background and the dy-
namic foreground. OpenNI is used to capture an RGB image, depth map, skeleton 
data, user masks and tracking IDs. To reconstruct a static 3D model for the surround-
ing background, a single Kinect is carried around in the environment to gather data 
from continuous viewpoints. SLAM (simultaneous localization and mapping) is used 
to build a local 3D model from the data from each point. Image features calculated by 
the SURF method [10] are used to calculate the similarity to integrate the local 3D 
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model into the global 3D model. The LMedS method [11] is used to reduce errors in 
image feature matching.  

The motion estimation subsystem of the 3DCCbyMK technology estimates the mo-
tion of each participant using the skeleton data from multiple Kinect sensors. Time 
series data are checked to reduce the confusion between the left and right joints. The 
output of the two subsystems are integrated to produce an interaction scene. A prob-
lem remains regarding incorporating the results into the 3D coordinate system of a 
game engine.  

4.3 Estimating Attitudes and Emotion 

Mind reading or estimating the internal mental state of the human from external cues 
or social signals is necessary to build an advanced service for the SES participants, 
such as discussion support as discussed later in this section or even producing a better 
annotated agent play in the theatrical role play.  

DEEP [12] is a method for estimating a dynamically changing emphasizing point 
by integrating verbal behaviors, body movements, and physiological signals of the 
user. DEEP is applied to situations where many known/unknown factors must be 
considered in choosing a satisfactory option. DEEP repeats the cycle consisting of 
explanation, demand-seeking, and completion-check until the user is satisfied with the 
proposed option. User’s emphasizing point is obtained at the same time. gDEEP is a 
method for estimating emphasizing point for a group using DEEP as a component. 
gDEEP repeats the cycle similar to DEEP.  

4.4 Discussion Support 

Our discussion support method centers on a chairperson agent that can support dis-
cussions by estimating distribution of opinions, engagement, and emphasizing points. 
We addressed interactive decision-making during which people dynamically and in-
teractively change the emphasizing points and have built several prototypes of a 
group decision-making support agent [12-14].  

A recent prototype [14] can guide the divergence and convergence processes [15] 
in the facilitation by producing appropriate social signals as a result of grasping the 
status of the decision-making process by the group of participants. The system uses 
the gDEEP method to estimate the emphasizing point of the group from verbal 
presentation of demands and nonverbal and physiological reactions to the information 
presentation by the agent. If it has turned out that the group has not yet well formulat-
ed an emphasizing point, the system will present information obtained from a broad 
search in the problem space with reference to the emphasizing point so that it can 
stimulate the group’s interest to encourage divergent thought. When it has turned out 
that the group has formulated an emphasizing point, the system will focus on the de-
tails to help the group carry out convergent thought for making decision. 

Our technologies allow for capturing not only explicit social signals that clearly 
manifest on the surface but also tacit and ambiguous cues by integrating audio-visual 
and physiological sensing.  
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4.5 Fluid Imitation Learning 

Learning by mimicking is a computational framework for producing the interactive 
behaviors of conversational agents from a corpus obtained from the WOZ experiment.  
In this framework, the learning robot initially “watches” how people interact with 
each other, estimates communication principles underlying the way the target actor 
communicates with other partners, and applies the estimated communication patterns 
to produce the communicative behaviors of the conversation agent.   

Currently, we focus on nonverbal behaviors and approximate the communicative 
behaviors as a collection of continuous time series.  A suite of unsupervised learning 
algorithms [16,17] are used to realize the idea.  

By having this algorithm in combination with action segmentation and motif dis-
covery algorithms that we developed, we have a complete fluid imitation engine that 
allows the robot to decide for itself what to imitate and actually carry on the imitation 
[18].  

We designed, implemented and evaluated of a closed loop pose copying system 
[19]. This system allows the robot to copy a single pose without any knowledge of 
velocity/acceleration information and using only closed loop mathematical formulae 
that are general enough to be applicable to most available humanoid robots. This sys-
tem makes it possible to reliably teach a humanoid by demonstration without the need 
of difficult to perform kinesthetic teaching. 

5 Concluding Remark 

Synthetic evidential study (SES) combines theatrical role play and group discussion to 
help people spin stories. The SES framework consists of (a) the SES sessions of theat-
rical role playing, projection into the annotated agent plays and a critical group dis-
cussions, and (b) a supporting interpretation archive containing annotated agent plays 
and stories. We have described the conceptual framework of SES, a computational 
platform that supports the SES workshops, and advanced technologies for increasing 
the utility of SES. The SES is currently under development. So far, we have imple-
mented basic components. The system integration and evaluation are left for future 
work. Future challenges include, among others, automatic production of actor’s in-
tended play, self-organization of the interpretation archive, and automatic generation 
of the virtual audience from critical discussions.  
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1 Introduction

Service-oriented software and cloud computing significantly transformed the
ways we think about possibilities to provide access to numerous computational
resources. Currently there are many efforts about investigating possibilities to
use clouds in organizing research and collaborative work. Particularly, in the
domain of music information retrieval (MIR) researchers often develop software
programs implementing different algorithms. Many of such implementations still
remain desktop applications with command-line interface (CLI applications).
Originally they are not intended to be executed in networked or distributed en-
vironments. With respect to issues of facilitating access to such implementations
we have to mention the following problems:

1. A client local machine (where an application is assumed to be executed)
might not well suit long lasting resource consuming computations.

2. A local application is hardly accessible for other researchers that wish to use
the algorithm.

3. Client algorithms might require access to huge test collections which are
hard to download and to allocate on a desktop storage.

4. Some test collections (particularly, in music information retrieval (MIR))
might not be publicly available due to the copyright restrictions.

Research communities often complain that many software implementations
remain unpublished. Hence, it is often difficult to compare results achieved by
different researchers even if we have access to the test data they used. There is
another challenge: one researcher is often unable to reproduce results of others
(even if they are published).

In the domain of MIR the MIREX1 was organized to improve algorithms dis-
tribution and evaluation with using wide range of evaluation tasks [1]. However,
since the evaluation process is implemented in the form of an annual competi-
tion researchers are unable to experiment with MIREX tests at any time they
need. Researchers have very limited access to the solutions and test collections
of others.

First, let us take a look at the Vamp system2 [2]. Basically, the Vamp provides
a plugin based framework which makes the published MIR research software
accessible by the people outside the developer field. Properly speaking, the Vamp
defines an application programming interface forcing developers to unify the
application interface which has to conform the framework requirements. Despite
the Vamp became a popular mean of MIR algorithms distribution, the MIREX
still accepts CLI software implementations. Hence, the problem of CLI software
provisioning remains to be of current concern.

1 MIREX – Music Information Retrieval Evaluation eXchange:
http://www.music-ir.org/mirex/

2 http://www.vamp-plugins.org

http://www.music-ir.org/mirex/
http://www.vamp-plugins.org
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Second, we have to mention the NEMA environment3 [3]. The NEMA creates
a distributed networked infrastructure providing access to the MIR software and
data sets over the Internet. The NEMA architecture supports publishing client
algorithms as services implementing the required web interface. The deployment
process is partially automated: it is based on using a set of preconfigured virtual
machine images. Each image provides a platform (e.g. Python, Java, etc.) which
is completely configured to be used by the NEMA flow service. Image modifica-
tions are manual, hence developers are expected to have specific knowledge in
order to deploy their solutions.

The MEDEA4 system [4] enables deploying an arbitrary CLI application on
an arbitrary cloud platform. Special attention is paid to such cloud services as
Google App Engine, EC2, Eucalyptus, and Microsoft Azure. The MEDEA uses
standard virtual machine images provided by a cloud and uploads a special
wrapper (a task worker, in MEDEA terms) to the running virtual machine. The
wrapper initializes the respective runtime environment (e.g. Python, Java, etc.)
and executes a client application. Unfortunately, execution and configuration
errors are not analyzed, there is no any automatic mechanism to handle build,
execution and configuration errors conditioned not by the client code bugs, but
by the deployment process faults.

What are advantages we expect in provisioning research software in clouds?
First, clients are able to get quicker access to remote resources, be it a network
storage, a virtual machine or an applied software. Second, server side computing
decreases requirements for the client side hardware. Third, a public API can be
defined for a deployed cloud application: publishing the application source code
is not required, neither distributing software binary code. Fourth, test collections
stored within a cloud are not necessary to be downloaded to client machines.
In turn, clients require no direct access to test collections: there are less prob-
lems conditioned by copyright restrictions. Furthermore, clients pay only for the
resources rent for short periods of time. Finally, application deployment and
installation issues have to be resolved only once.

Despite there are many research efforts aimed to facilitate using cloud ser-
vices for provisioning research software, there are still many open questions.
Let’s make closer inspection of the problem. There are applications developed
for clouds and there are tools automating the deployment process. However,
CLI applications are commonly not intended to be executed in clouds, hence
they require different automation tools. Existing tools usually proceed from the
assumption that a virtual platform (e.g. a PaaS or an IaaS service)5 is config-
ured properly. It means that all external dependencies (e.g. libraries, external
resources, compiler or library versions, etc.) are resolved, and the only problem
is to upload and to run the code in a cloud [4]. As a matter of actual practice,

3 NEMA – Networked Environment for Music Analysis:
www.music-ir.org/?q-nema/overview

4 MEDEA – Message, Enqueue, Dequeue, Execute, Access.
5 We refer both a PaaS (platform as a service) and an IaaS (infrastructure as a service)
computing node as a virtual platform if the difference between them is not important.

www.music-ir.org/?q-nema/overview
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Fig. 1. A web-interface proxy is required in order to deploy CLI applications as web
services

this assumption is rarely true, and deploying becomes very complicated: research
software developers (being experts in their subject domain) might not be expe-
rienced enough in programming and in system administration. They might have
no special knowledge on how to transfer their applications to a cloud, and how
to configure a cloud runtime environment so as the application works the same
way as it works on a local machine.

A reasonable way to deliver a CLI application to a cloud is to define a wrapper
(or a proxy) providing a web interface to the application as Figure 1 shows. An
automation tool implements mechanisms of transferring a client module (cou-
pled with the related data) to a cloud service. The question is how to discover
and to handle software execution errors automatically, with special emphasis on
the errors conditioned by possible misconfiguration of a virtual platform. In [5]
we introduced an idea to use a knowledge driven approach based on an ontol-
ogy purposed to support processes of software building, its configuration and
execution and to describe build and execution errors and actions required to
fix recoverable errors automatically. In this work we describe this approach in
greater details with a particular focus on ontology design.

2 Introducing the Ontology Usage Domain

As is the case of software testing, there are two major approaches to discover
and handle configuration errors and client code external dependencies: source
and object modules static analysis and dynamic analysis (of the execution with
using some test data). Static analysis is used in such methods and algorithms as
ConfAnalyzer [6], ConfDiagnoser [7] and ConfDebugger [8]. Well-known exam-
ples of dynamic analysis tools are AutoBash [9] and ConfAid [10].

2.1 Sources

In order to formalize error description and the relationships between an error and
its resolution procedure, knowledge engineering formalisms are required. Despite
there isn’t any well-known ontology describing processes of software build, run
and runtime environment configuration, we have to cite some general-purpose
ontologies used in software engineering.
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In [11] the authors describe 19 software engineering ontology types. They give
a coat to various aspects of software development, documenting, testing and
maintenance. Considering the most relevance to the paper issues, the following
ontologies have to be mentioned:

– Software process ontology [12];
– System behavior ontology [13];
– Software artifact ontology [14];
– System configuration ontology [15].

Each of the above listed formalisms operates with a subset of concepts related
to the software build, run and environment configuration, but none of these
covers the subject in a whole. Beyond subject domain ontologies there are well-
known meta-ontologies which potentially fit a wide variety of problems. The
process ontologies (like PSL [16], BPEL [17], BPMN [18]) or the general purpose
ontology (like Cyc [19]) can serve as examples of such formalisms. Unfortunately,
meta-ontologies do not contain any concept or relationship which would allow
us to describe a specific knowledge area and its specific problems.

In the following sections we define an ontology aimed to describe and resolve
problems of CLI software provisioning to a virtual platform. We examine how
to construct a production knowledge base used to support client application au-
tomatic deployment in clouds. Let us mention again that in this paper we are
focused on deployment problems in relation to the special software class – re-
search software implementing algorithms developed in MIR mostly. The authors
of such programs are usually able to implement an algorithm in the form of CLI
console application which transforms input data to the output according to the
data formats required by a certain algorithm evaluation system. However it is
common that they might not be experienced enough to resolve runtime environ-
ment failures or to guarantee that virtual platform requirements are satisfied.

2.2 Target Architecture

It seems impossible and probably useless to try to define an ontology “in the vac-
uum”. In this paper we briefly examine the architectural aspects closely related
to the ontology definition. We follow our work [20] where we introduced a target
architecture consisting of a virtual platform, a cloud broker and a deployment
manager (see Figure 2), the latter being responsible for successful deployment
of CLI client console applications on a virtual platform. However that paper
doesn’t contain any detailed explanation of the software provisioning ontology.

A knowledge base (KB), an inference engine and its working memory are com-
ponents of an expert system controlling the provisioning process. A pre-installed
deployment manager agent provides a web interface to a client application, gath-
ers information about the client application state and environment state. The
deployment manager agent uses the knowledge base to resolve deployment prob-
lems. The agent interacts with the configuration manager by using high-level
commands which describe required actions in order to reconfigure the platform.
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Fig. 2. Managing application deployment in the cloud: an architectural view

In turn, the configuration manager interacts with the cloud broker by using low-
level commands. In so doing, it controls the installation of required cartridges6

as well as the recreation of virtual machines if necessary. Figure 3 represents the
general deploying procedure where the expert system is used to resolve possible
configuration errors.

There are two major ways to upload a client module on a virtual platform:

– An executable module is uploaded by a client.
– An executable module is generated as a result of a server side building pro-

cess.

In the latter case the executable module may be considered as a derived
artifact of the source code building process. Furthermore, the building process
itself can be described by using the same ontology terms. Indeed, the building
process is a kind of execution where a compiler (or a building system like make,
ant or maven) is an executable entity while a source code is considered to be
the input data for a compiler.

3 Constructing a Software Provisioning Ontology

In order to be capable to describe typical scenarios of CLI software automatic
deployment we defined a subject domain ontology “Automated CLI application

6 Cartridges encapsulate application components, for example, language runtimes,
middleware, and databases, and expose them as services.
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Fig. 3. Main stages of the deployment process

build and run with resolving runtime environment configuration errors” (for fur-
ther references we use an abridged name “Software provisioning ontology”).

3.1 Requirements That Compete: A Case Study

Following Gruber’s ontology definition where an ontology is considered as an
explicit specification of the conceptualization [21], there are five major ontology
design requirements [22]:
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1. Clarity: An ontology should operate with the intended meanings and with
complete (as possible) definitions of introduced terms.

2. Coherence: The defined axioms should be logically consistent and all the
assertions inferred from the axioms shouldnt contradict to informally given
definitions or examples.

3. Extendibility: An ontology should be designed so as to allow using shared
vocabularies and to support monotonic ontology extension or/and special-
ization (i.e. new terms might be introduced without revising existing defini-
tions).

4. Minimal Encoding Bias: The conceptualization should be specified at the
knowledge level without depending on a particular symbol-level encoding.

5. Minimal Ontological Commitment:An ontology should require the min-
imal ontological commitment sufficient to support the intended knowledge
sharing activities.

These requirements are competitive: they might contradict to each other. If
we consider using ontology term vocabularies in the domain of production knowl-
edge bases, the requirements (1), (3) and (5) are in opposition. If the ontology
terms are too common (term commonness being the easiest way to minimize on-
tological commitment), they are hardly usable to define production rules (since
they might produce too much ambiguity). To overcome term ambiguity we have
either to revise existing definitions (which contradicts the extendibility principle)
or to introduce new terms with complex semantics (which, in turn, contradicts
the clarity principle).

Let us consider the following situation: some software module M should be
executed triple times (in no particular order) with different arguments A1, A2,
A3. Suppose that in order to run the module M with the arguments A1 some
component K in version V1 is required (we use the name K1 for that). In order
to run the module M with the arguments A2 the same component K is required,
but in version V2 (the K2 component). In order to run the module M with the
arguments A3 the component K has not to be used at all. The K1 and K2
configurations are mutually exclusive (i.e the module can not be executed with
dependencies on both K1 and K2). At the beginning (e.g. when the module is
being loaded) all the mentioned dependencies are unknown.

Let us introduce facts NeedK1 and NeedK2 that declare correspondingly
that the component configuration K1 (for the fact NeedK1) or K2 (for the fact
NeedK2) is required in order to successfully execute the module M .

Suppose there are knowledge base rules R1 and R2 which define how to dis-
cover dependencies on K1 and K2 by analyzing existing installation or execu-
tion logs. As a result of executing the production rules R1 and R2, the facts
NeedK1 and NeedK2 are asserted into the inference engine working memory.
Suppose there is also a rule R controlling the module M execution depending on
the presence of the facts NeedK1 and NeedK2 with corresponding dependen-
cies K1 and K2. Suppose there is a rule R′ which is activated when there is no
NeedK1 nor NeedK2 (both facts are absent) in the working memory. Thuswise,
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Fig. 4. Running a software module: first attempt to define an ontology

the rule R′ controls execution of the module M without dependencies related to
the component K.

In fact, such a formal model describes a usual problem of compiling and con-
figuring software projects built from a source code. The different build systems
(e.g. maven or ant) can serve as examples of the module M , target projects can
serve as examples of builder arguments A, while third party libraries instantiate
dependencies on some component K.

The simple ontology shown in Figure 4 describes the subject domain as follows:
there is an A class representing arguments. The ontology entities A1, A2 and A3
are instances of A. Class NeedK describes the fact that some component K is
required in order to execute the module M . Entities NeedK1 and NeedK2 are
instances of NeedK class containing references to the K1 and K2 instances of
K class. For the reason that the K instances are used with the module M , the
K class has an attribute containing a reference to M . The Log entity has two
attributes: the log text and a reference to the respective module.

Straightforwardly, Listing 1 demonstrates how to define possible knowledge
base rules to be used with this rather näıve ontology.

Listing 1. Knowledge base rules to run a software module (näıve approach)

R1:

if

Log(text contains ‘‘dependency K1 missed’’)

then

assert NeedK1()

end
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R2:

if

Log(text contains ‘‘dependency K2 missed’’)

then

assert NeedK2()

end

R:

if

$dependency: (NeedK1() or NeedK2())

$arguments: (A1 or A2 or A3)

then

run M with $dependency and $arguments

end

R’:

if

not NeedK1()

not NeedK2()

$arguments: (A1 or A2 or A3)

then

run M with $arguments

end

It is evident that the ontological model shown in Figure 4 is insufficient to
control correct configuration and execution of the module M . There are at least
two problems. First, after a sequence of unsuccessful runs (e.g. after an attempt
to run the module M with the arguments A1 and with no dependencies on
K followed by an attempt to run the module M with the arguments A2 and
with no dependencies on K) the working memory might contain both NeedK1
and NeedK2 facts. Formally, one can expect that the module shall run with
both dependencies (K1 and K2) which contradicts to the restriction that the
components K1 and K2 are mutually exclusive. Second, the given rules might
yield infinite recursion as Table 1 illustrates for one possible series of steps for
the subsequently inserted A1, A2 and A3 arguments (in Table 1 the recent items
asserted to the working memory being shown bold).

In table 1 rows 7.2 and 7.3 activating the rule R implies executing the module
(which has already been successfully run) with beforehand wrong dependencies.
Moreover, the step 7 produces recursive rule activation. In the following step 8
the rules R1 and R2 are inevitably activated again, they assert the facts NeedK1
and NeedK2, and therefore the rule R is activated four times for every combi-
nation of {A1, A2} an {NeedK1, NeedK2}, and then the rules R1 and R2 are
activated all over again.

The latter problem can be fixed by the following improvements of the rules
R1 and R2 (see Listing 2), but this modification doesn’t lead to avoiding the
unnecessary and irrelevant steps with wrong dependencies.
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Table 1. Activating production rules: an issue of infinite recursion

Step Rule Facts and
Arguments

Working Memory

0 – – A1

1 R′ A1 A1, Log(“dependency K1 missed”)

2 R1 Log A1, Log(“dependency K1 missed”), NeedK1

3 R NeedK1, A1 A1, Log(“dependency K1 missed”), NeedK1,
Log(“success”)

4 – – A1, Log(“dependency K1 missed”), NeedK1, Log(“success”),
A2

5 R NeedK1, A2 Log(“dependency K1 missed”), NeedK1, Log(“success”), A2,
Log(“dependency K2 missed”)

6 R2 Log Log(“dependency K1 missed”), NeedK1, Log(“success”), A2,
Log(“dependency K2 missed”), NeedK2

7.1 R NeedK2, A2 Log(“dependency K1 missed”), NeedK1, Log(“success”), A2,
Log(“dependency K2 missed”), NeedK2, Log(“success”)

7.2 R NeedK1, A2 Log(“dependency K1 missed”), NeedK1, Log(“success”), A2,
Log(“dependency K2 missed”), NeedK2, Log(“success”),
Log(“dependency K2 missed”)

7.3 R NeedK2, A1 Log(“dependency K1 missed”), NeedK1, Log(“success”), A2,
Log(“dependency K2 missed”), NeedK2, Log(“success”),
Log(“dependency K2 missed”),
Log(“dependency K1 missed”)

Listing 2. Fixing the recursion issue

R1:

if

Log(text contains ‘‘dependency K1 missed’’)

not NeedK1()

then

assert NeedK1()

end

R2:

if

Log(text contains ‘‘dependency K2 missed’’)

not NeedK2()

then

assert NeedK2()

end

Furthermore, as Table 2 (steps 9.1 and 9.2) shows, due to the facts NeedK1
and NeedK2 the rule R′ responsible for executing the module M without any
external dependency (arguments A3) can not be activated. The problem can be
solved by adding new rules to the knowledge base in order to allow removing



Understanding Software Provisioning: An Ontological View 95

Table 2. Activating production rules: an issue of irrelevant steps

Step Rule Facts and
Arguments

Working Memory

8 – – Log(“dependency K1 missed”), NeedK1, Log(“success”),
A2, Log(“dependency K2 missed”), NeedK2,
Log(“success”), Log(“dependency K2 missed”),
Log(“dependency K1 missed”), A3

9.1 R NeedK1, A3 Log(“dependency K1 missed”), NeedK1, Log(“success”),
A2, Log(“dependency K2 missed”), NeedK2,
Log(“success”), Log(“dependency K2 missed”),
Log(“dependency K1 missed”), A3,
Log(“invalid dependency K1”)

9.2 R NeedK2, A3 Log(“dependency K1 missed”), NeedK1, Log(“success”),
A2, Log(“dependency K2 missed”), NeedK2,
Log(“success”), Log(“dependency K2 missed”),
Log(“dependency K1 missed”), A3,
Log(“invalid dependency K1”),
Log(“invalid dependency K2”)

the facts NeedK1 and NeedK2 from the working memory if necessary. Listing 3
fixes this problem.

Listing 3. Rules for running a module with no external dependencies

R11:

if

Log(text contains ‘‘invalid dependency K1’’)

$dependency: NeedK1()

then

remove $dependency

end

R12:

if

Log(text contains ‘‘invalid dependency K2’’)

$dependency: NeedK2()

then

remove $dependency

end

Nonetheless, because of new rules R11 and R12 appeared, improper rules acti-
vation sequences might produce an infinite cycle (consider the sequence R′(A1),
R1,R(A3, NeedK1),R11,R′(A1) for instance). Hence, while constructing a rule
for inserting facts we have to pay attention to the implementation of other rules.
Dependencies between different rules significantly complicate the knowledge base
design: rules become unevident and self-contradictory.

The question is how to struggle with this complexity?
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Fig. 5. Running a software module: the revised ontology

Let’s turn back to the beginning of the mentioned example and revise the
proposed ontology model. We defined the facts NeedK1 and NeedK2 (and then
used them in rules R1 and R2) as global scope facts. It means that they are in-
serted to the working memory regardless of their connections with the arguments.
In reality, the fact say NeedK1 has sense only for the concrete arguments. It
means that the fact NeedK1 should be interpreted not as “executing the module
M with K1 dependency” but as “executing the module M with K1 dependency
for arguments A1” or “executing M with K1 dependency for arguments A2”, etc.
Thus, these facts are context dependent and therefore an ontology should
provide concepts supporting the context representation. It means that
we should define an association between the arguments A and the facts NeedK
as well as between the Log and the class A. The revised sketch is shown in
Figure 5.

The rules corresponding to the just mentioned changes are shown in Listing 4.
The class A represents the context: every predicate within the production rule

scope refers to the same parameter $arguments. Semantics of the classes NeedK
and Log changed: now there is a relationship linking them to the class A.

Listing 4. Knowledge base rules for the revised ontology

R1:

if

$arguments: A()

Log($arguments, text contains ‘‘dependency K1 missed’’)

then

assert NeedK1($arguments)

end
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R2:

if

$arguments: A()

Log($arguments, text contains ‘‘dependency K2 missed’’)

then

assert NeedK2($arguments)

end

R:

if

$arguments: A()

$dependency: (NeedK1($arguments) or NeedK2($arguments))

then

run M with $dependency and $arguments

end

R’:

if

$arguments: A()

not NeedK1($arguments)

not NeedK2($arguments)

then

run M with $arguments

end

For the sake of compactness we skip here further analysis of the sample on-
tology design which allows us to discover the connection between the Log class
and the component K as well as the rule priority issues.

Nevertheless, even this simplified example implies an important consideration.
Paying attention to the competing principles mentioned in the beginning of
this section we have to admit that designing subject domain ontology (which
is targeted to be used in order to construct ontologies of specific tasks) is a
complex problem requiring both solid working experience and much intuition.
Indeed, for software engineering purposes one of the most important criteria
whether an ontology is successful or not depends on the question whether it is
consistent and flexible enough to be used to solve practical problems of software
configuration and execution (i.e. only minor extensions of a base ontology are
required in order to construct the derived ontologies of specific tasks).

3.2 Core Concepts: Activities, Requests and Related Facts

The software provisioning ontology major concepts are activities and activity
requests. These concepts might aggregate each other: a request might consist
of activities, and vice versa, an activity might aggregate requests (being subre-
quests, in a sense). An Activity is a sequence of actions provided by an expert
or by a user in order to achieve an activity goal, while a Request might be
considered as a new goal setting.



98 E. Pyshkin, A. Kuznetsov, and V. Klyuev

Request (Type 1)

Activity (Type 1) Activity (Type 1) . . . Activity (Type 1)

. . .

Request (Type 2) Request (Type 3) . . . Request (Type N)

Activity (Type 2) Activity (Type 3) Activity (Type 3) . . .

Fig. 6. A hierarchy of activities and requests

Formally, Activity/Request hierarchies can be represented by using trees (see
Figure 6).

In order to describe activity results, we introduce a concept of an Activity sta-
tus which is twofold: there is an Activity runtime status and there is an Activity
completion status. The Activity runtime status instances are an Activity being
executed and an Activity suspended. The Activity completion status instances
are an Activity succeeded and an Activity failed. Assume that an activity is com-
pleted successfully if the activity goal is reached (for example, for the activity
Unpacking the artifact has been successfully unpacked), otherwise the activity
is failed (for example, some file artifact has not been unpacked for the reason
that the required archiving utility has not been found).

The Request features a necessary and appropriate condition for starting the
activity. For each request instance the activity caused by this request should be
known.

Similar to an activity concept, a Request might also have its status which is
also twofold: there is a Request runtime status and there is a Request comple-
tion status. The Request runtime status instances are a Request being executed
and a Request suspended while the Request completion status instances are a
Request succeeded and a Request failed. If at least one activity for the request
is completed successfully, the request is considered to be completed successfully
too. By contrast, if all the activities associated with the given request failed, the
request is considered to be failed.

Since there might be many objects in the inference engine working memory
and these objects might activate many rules at once, assuring rules consistency is
a difficult problem. One of the possible ways to solve this problem is to design an
ontology in a way that big groups of rules are never activated at once, while all
the activated rules are easily computable. In order to support such an approach
we introduce the following concepts (see also Figure 7):
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Fig. 7. Activities and requests are major ontology concepts

– An Activity related fact (ARF) is a base concept for every fact corre-
sponding to a certain activity. This class has a reference ARF.activity to
an activity instance. Within the context of executing some activity Ac only
those facts should be considered which are either global scope facts or the
facts related directly to the activity Ac (i.e. ARF.activity = Ac).

– A Request related fact (RRF) is a base concept for every fact corre-
sponding to a certain request. This class has a reference RRF.request to
a request instance. Within the context of executing some request Rq only
those facts should be considered which are either global scope facts or the
facts related directly to the request Rq (i.e. RRF.request = Rq).

– An Activity status related fact(ASRF) is similar to an ARF but related
to the activity status.

– A Request status related fact (RSRF) is similar to an RRF but related
to the request status.

– An Activity life cycle state (ALCS) is a base class required to describe
the activity life cycle states.

– A Request life cycle state (RLCS) is a base class required to describe
the request life cycle states.

Let us explain the reasons why the activity and request life cycle stages con-
cepts are required. The first reason is production rules simplification. In most
cases in order to define rules for the specific tasks (e.g. building with maven,
running Java application, etc.) only rules for stages ALC-W and ALC-A (in-
troduced in Table 3) have to be defined. For other stages the default behavior
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provided by the axioms (see Section 3.4) is sufficient. The second one is the
correspondence between the life cycle stages and the steps experts usually do
while solving technical problems as Table 3 and Table 4 shows.

Table 3. Activity life cycle (ALC) stages and corresponding actions

Code Stage Description

ALC-P Preparation Copying facts from the request to the activity

ALC-W Work Actions aimed to reach the activity goal (e.g. deploy the
package).

ALC-A Analysis Final classification of activity results (success or error).
Taking actions to configure host platform in the case of
activity failure.

ALC-ASP Activity
status prepa-
ration

Generating ASRFs to be transferred to the level of activ-
ity requests. Normally the transferred facts should con-
tain activity execution results and failure recovery infor-
mation

ALC-C Completed Activity is completed (successfully or with errors). No
more actions required for this activity

Table 4. Request life cycle (RLC) stages and corresponding actions

Code Stage Description

RLC-P Preparation Copying facts from the parent activity to its subrequest

RLC-M Main Performing actions aimed to achieve the request goals:
performing an activity and activity status analysis. In
case of recoverable errors (which are fixed during ALC-A
phase) – re-executing the activity

RLC-RSP Request
status prepa-
ration

Generating RSRFs to be transferred to the level of the
parent activity. Normally the transferred facts should
contain successful request results

RLC-C Completed Request is completed. The goal is achieved (probably as a
result of several attempts to perform an activity) or not
(the request failed). No more actions required for this
request

3.3 Aliases, References, and Request Scoped Knowledge

Different activity instances might be (and often should be) isolated from each
other: analysis of an activity instance doesn’t depend on whether other activity
instances (of the same or of different types) exist. An activity instance scope
is supported by Activity related facts : only those facts which are related to this
instance should be regarded. Such facts grouping allows the Activity to represent
a fact interpretation context. Nonetheless, there are cases when neither grouping
is acceptable, nor isolation. Quite the reverse, it might be required that the facts
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Fig. 8. Aliases, references, and request scoped knowledge representation

are allowed to be transferred from one activity to another. We introduce two
ways of such a transfer: vertical and horizontal transfer (according to the Ac-
tivity/Request graph layout shown in Figure 6). There are four types of vertical
facts transfer:

– Transferring facts from the parent request to the child activity (RA-down-
transfer): transferring input arguments from the request to the activity.

– Transferring facts from the child activity to the parent request (AR-up-
transfer): transferring activity execution results to the parent request.

– Transferring facts from the parent activity to the child request (AR-down-
transfer): transferring input arguments from the activity to the request.

– Transferring facts from the child request to the parent activity (RA-up-
transfer): transferring (sub)request results to the parent activity.

The horizontal transfer is possible only between the activities within the re-
quest scope and implemented by combination of AR-up-transfer and RA-down-
transfer.

To support fact transfers the following concepts are introduced (see also Fig-
ure 8):

– Alias: A (fact) alias is an object containing a reference to an activity related
fact which, in turn, is either a request related fact or an activity related fact
or a request status related fact or an activity status related fact. Hence, if
an activity needs the fact to be up-transferred, this activity should create
an Upstream alias for this fact and “attach” the alias to an activity status.
If an activity needs the fact to be down-transferred (to the subrequest), a
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Downstream alias should be created and “attached” to the activity request.
The similar thing is valid for requests and request statuses.

– Reference: A reference is a connection to an activity related fact. At the
same time a reference is an activity related fact itself. It provides a way
for facts labeling for any purposes. Since the Reference itself constitutes
an activity related fact, it is possible to transfer the label vertically and
horizontally.

– Request Scoped Knowledge: A request scoped knowledge is an informa-
tion obtained as an activity execution result. It has sense only within the
context of the parent request and should be available for all the child ac-
tivities. The Request scoped knowledge class extends the Activity related fact
class without adding any new attributes or relationships.

– UseGlobalFact provides capability to bind a global fact to an activity
context

The fact transfer is a standard procedure controlled by the rules introduced
in Section 3.4.

3.4 Ontology Axioms

For the introduced concept model we defined the following axiomatic rules:

1. Activity Life Cycle Axioms
(a) For any activity there is always only one fact describing the activity life

cycle from the set {ALC-P,ALC-W,ALC-A,ALC-ASP,ALC-C}.
(b) For any activity its life cycle stages follow the only allowed sequence:

ALC-P, ALC-W, ALC-A, ALC-ASP, ALC-C. The transitions are pos-
sible only in the moments when there is no active knowledge base rules,
and no other operation on action facts is performed and no incomplete
subrequests (i.e. subrequests with a status different from RLC-C ).

2. Request Life Cycle Axioms
(a) For any request there is always only one fact describing the request life

cycle from the set {RLC-P,RLC-M,RLC-RSP,RLC-C}.
(b) For any request its life cycle stages follow the only allowed sequence:

RLC-P, RLC-M, RLC-RSP, RLC-C. The transitions are possible only
in the moments when there is no active knowledge base rules, and no
other operation on action facts is performed and no incomplete child
activities (i.e. child activities with a status different from ALC-C ).

3. Vertical Fact Transfer Axioms
(a) RA-Down-Transfer Axiom. For any request being in the stage RLC-

M and any child activity being in the stage ALC-P the following is
required: for any Downstream alias “attached” to the request the object
that this alias refers to should be copied and “attached” to the activity.

(b) AR-Up-Transfer Axiom. For any request being in the stage RLC-
M and any child activity being in the stage ALC-ASP the following is
required: for any Upstream alias “attached” to the activity status this
alias should be copied and “attached” to the request status.
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(c) AR-Down-Transfer Axiom. For any activity being in the stage ALC-
W or ALC-A and any child request being in the stage RLC-P the fol-
lowing is possible: for any fact “attached” to the activity a Downstream
alias can be created and “attached” to the request.

(d) RA-Up-Transfer Axiom. For any activity being in the stage ALC-
W or ALC-A and any child request being in the stage RLC-RSP the
following is required: for any Upstream alias “attached” to the request
status the object that this alias refers to should be copied and “attached”
to the activity.

4. Horizontal Fact Transfer Axiom: For any request being in the stage
RLC-M and any child activity being in the stage ALC-ASP the following
is required: for any request scoped knowledge fact created in the activity
stages ALC-W or ALC-A and “attached” to the activity the Downstream
alias should be created and attached to the request. Note that in contrast
to the AR-up-transfer axiom, the alias is “attached” to the request itself,
not to the request status. With using the RA-down-transfer axiom, it means
that the request scoped knowledge is transferred to all new activities.

5. Axiom about Creating an Activity in Response to the Request:
For any request if there is no child activity at all or if all the existing child
activities are in the stage ALC-C and all the child activities are completed
with error, and for every child activity at least one ErrorFixed fact exists,
then a new activity should be created and “attached” to the current request.

6. Request Status Axioms
(a) Successful Request Axiom: For any request if all the child activities

are in the stage ALC-C and there is at least one child activity with sta-
tus activity succeeded, then the request is completed with status request
succeeded.

(b) Failed Request Axiom: For any request if all the child activities are
in the stage ALC-C, there is no any child activity with status activity
succeeded, and conditions of the axiom (5) are not met, the request is
completed with status request error.

The ontology axioms define rules of transferring facts between requests and
activities. The axioms guarantee that an activity is re-performed (within the
context of the same request) until either the activity goal is reached or all known
error resolving procedures are examined.

3.5 Actions, Common Facts and Global Facts

The action facts are used to arrange indirect communications between a knowl-
edge base and an execution environment. The environment executes the required
actions and asserts the action status facts back into the working memory.

The important point is that action fact definitions allow retaining the declar-
ative (non-imperative) form of the knowledge base rules. For example, if it is
required to execute an application, the knowledge base simply asserts an ExecAc-
tion fact to be performed by the executor (instead of running the application
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by itself). However, asserting facts into the inference engine working memory
does affect neither an environment nor an expert system except the case that
new rules might be activated in the knowledge base. In the earlier described
target architecture (see Figure 2) there is a special component aimed to process
action facts – the executor. The implementation of how the executor interacts
with the expert system can affect the implementation of the knowledge base
rules. For our implementation we consider a model of deferred action execution
(where action facts are executed if and only if there is no more any active rule
left in the inference engine schedule). In the moment when there is no more any
rule scheduled for the inference engine, the executor takes control. The executor
checks whether there are the action facts in the working memory. As soon as the
action is executed, the new facts representing execution results are asserted into
the working memory. The processed facts are then removed from the working
memory.

We introduced several common actions as Figure 9 shows. Major action facts
in the software provisioning ontology are the following:

1. ExecAction: This fact represents a shell command to be executed. The
execution result is asserted into the working memory in the form of an Ex-
ecStatus fact.

2. AddFeatureAction: This fact means that the execution environment needs
to be changed (some external components should be added or deleted). The
AddFeatureAction is an abstract entity. Its subclasses should be defined (for
example, a subclass AddJDK7 ) in order to communicate properly with the
configuration manager.

3. UserAction: This fact represents a requirement that some action has to be
performed by a user

Common facts (see also Figure 9) are interpreted within the context of some
activity or some request (i.e. common facts are related fact instances). In con-
trast, global facts are context independent. Major common facts are represented
by the Artifact, ExecCommand and UserInfo classes. Here is the explanations
of major common facts:

1. Artifact is an artifact in the local file system, e.g. a file (FileArtifact) or
a folder (FolderArtifact).

2. ArtifactRef is an artifact (specified by a URL) in the remote file system.
3. ExecCommand describes a command line interpreter command. The com-

mand format includes a program name and positional and key/value argu-
ments. The command is executed under control of the deployment manager
agent in response to the action fact ExecAction.

4. UserInfo is an arbitrary information to be shown to a user.
5. FileArtifactList represents a list of FileArtifact facts.

We assume that within the ontologies of specific tasks new common fact types
may be added similar to the example as we demonstrate in section 4.
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Fig. 9. Actions, artifacts and user information facts

4 Designing an Ontology of Specific Tasks

Subject domain ontologies are rarely used in expert systems directly. The reason
is that such formalisms are usually too common to describe the subject domain
related specific tasks. However, we are able to define an ontology of specific tasks
by extending base entities of the core ontology.

4.1 Running a Module Example Revisited

With respect to the introduced concepts of the core ontology, the ontology of
specific tasks for the above mentioned example of running some software module
M can be revised as Figure 10 shows.
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Fig. 10. Ontology of specific tasks (example)

The corresponding rules can be rewritten with the use of the redefined ontol-
ogy (see Appendix).

4.2 Example of maven Build and Java Programs Execution

Figure 11 and Figure 12 demonstrate how to use the software provisioning on-
tology to describe the task of building an application with using maven build
system and the task of executing a Java application

As you can see, the core ontology concepts are descriptive enough to serve
as a foundation for definition of relatively complex derived specific ontologies
without introducing many new terms and without revision of existing concepts.
Let us note that for the sake of paper readability we skip the further detailed
demonstration on how to construct the knowledge base production rules in order
to manage processes of client application building and execution with detecting
respective errors while using some building tool (e.g. maven) as a kind of specific
building system.
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Fig. 11. An ontology of specific tasks: building applications with using maven
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Fig. 12. An ontology of specific tasks: executing Java applications

5 Conclusion

In this work we defined an ontology which provides a conceptual core for build-
ing a networked environment for provisioning software applications to computing
clouds and for resolving execution environment configuration errors automati-
cally. We introduced an architecture for application deployment automation in
computing clouds. By using a series of examples related to the software en-
gineering practices and with respect to the requirements of research software
we examined a question why designing an ontology is a complex problem and
analyzed major iterations in the process of ontology construction.

Since the proposed general-purpose ontology can’t be used directly to define ex-
pert system knowledge base rules, we demonstrated how the ontologies of specific
tasks can be designed within the subject domain of building software projects with
maven and their execution in the Java runtime environment. The general schema
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is applicable to different target languages, building systems and execution environ-
ments.Unlikemost of existing ontologymodels used in software engineering (which
are focused on process description), the software provisioning ontology is focused
on process execution (e.g. software build, run and environment configuration) from
the perspective of a command line interpreter. It allows using the proposed ontol-
ogy as a conceptual model for software execution automation.

The above mentioned ontologies of specific tasks have been formally defined7

by using Java language constructions and used as a subject domain model for
developing an expert system controlling the process of CLI applications auto-
matic deployment. We developed the expert system which uses the knowledge
base containing information about possible deployment errors and error resolu-
tion rules. Using the software provisioning ontology as a core model we defined
the production rule templates describing typical tasks to be solved in order to
execute the required software and to identify possible execution and configura-
tion errors. It is important that the approach allows further modifications of the
knowledge base by an expert with taking new situations discovered during the
deployment stage into consideration. After adding new rules to the knowledge
base such newly detected errors can be resolved automatically.

On the base of the core ontology we implemented a method for CLI software
automatic deployment in PaaS and IaaS clouds. Unlike to traditional scenarios,
our approach doesn’t require platform pre-configuration nor platform configura-
tion description (by using descriptor files or scripts), but allows installing neces-
sary modules automatically or guided by a user in interactive mode (i.e. a user is
able to choose one of several possible actions suggested by the deployment system).

We tested the approach in a prototype deployment system by using series of
model examples and two research projects [23,24] which proved suitability of our
approach to support automatic CLI-based software provisioning to computing
clouds. In further works we plan to describe the prototype system architecture
and a deployment manager implementation in more details, as well as to arrange
a series of experiments with a selection of MIR research projects.
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Appendix: Knowledge Base Rules Revised According to
the Edited Ontology of Specific Tasks

EI:

if // Error identification

$activity : A_M1()

ALCWork(activity == $activity)

Log(activity == $activity, text contains ‘‘dependency K[0-9] missed’’)

then

assert ErrInvalidK($activity)

assert ActivityFailed($activity)

logger.print(‘‘Activity failed because of missed component K’’)

end

SI:

if // Success identification

$activity : A_M1()

ALCWork(activity == $activity)

Log(activity == $activity, text contains ‘‘success’’)

then

assert ActivitySucceeded($activity)

logger.print(‘‘Activity succeeded’’)

end

R1:

if // need K1

$activity : A_M1()

ALCAnalyze(activity == $activity)

$err : ErrInvalidK(activity == $activity)

Log(activity == $activity, text contains ‘‘dependency K1 missed’’)

then

assert NeedK1($activity)

assert ActivityErrorFixed($activity, $err)

logger.print(‘‘Problem fixed - using K1 next time’’)

end

R2:

if // need K2

$activity : A_M1()

ALCAnalyze(activity == $activity)

$err : ErrInvalidK(activity == $activity)

Log(activity == $activity, text contains ‘‘dependency K2 missed’’)

then

assert NeedK2($activity)

assert ActivityErrorFixed($activity, $err)
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logger.print(‘‘Problem fixed - using K2 next time’’)

end

R’:

if // run with no dependencies

$activity : A_M1()

ALCWork(activity == $activity)

$a : A(activity == $activity)

not NeedK(activity == $activity)

then

//run M with $arguments

$cmd := ExecCommand($activity, M, $arguments)

assert ExecAction($activity, $cmd)

end

R:

if // run with dependencies

$activity : A_M1()

ALCWork(activity == $activity)

$a : A(activity == $activity)

$dependency: NeedK(activity == $activity)

then

//run M with $dependency and $arguments

$cmd := ExecCommand($activity, M, $dependency, $arguments)

assert ExecAction($activity, $cmd)

end
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Abstract. Some features of *AIDA language and its environment are
provided to show a way for possible preparing well-organized information
resources which are based on integrated-data architecture supporting
searching, understanding and immediate re-use of the resources needed.
A project of big information resources of the above mentioned type is
presented and relations of users and resource unit owners within Global
Knowledge Market are briefly considered. Some ideas behind knowledge
and experience transfer with permanent re-evaluating resource unit val-
ues and examples of the resource types are also provided.

1 Introduction

The potential of big data concept is really great. There are a number of successful
stories about big data of exhaust- web-search type applied in communication,
leisure, and commerce (see, for example [1-2]). The concept is especially pro-
moted by companies when they want something to sell. In many cases, data-rich
models of a theory-free approach are based on discovering statistical correlations
(statistical patterns in the data) rather than causations. Such discovering is not
so expensive and can be (depending on application) accurate enough. However,
the idea that “the numbers reliably speak for themselves” meets a lot of criticism
because without understanding what is a basis for a correlation it is difficult to
realize a possible reason for the correlation disappearance [3-5]. Some backlash
about the effectiveness of big data is expressed in [3]: “Big Data has arrived, but
big insights have not.” In many cases, big data sets are messy, non-transparent,
and difficult for finding what sampling biases hide inside them. In addition, big
data systems can be easily gamed. On the other hand, bad analysis of big data
and inappropriate actions do not mean that there are no examples where good
analysis combined with large volumes of data has been applied to gain good in-
sight. In any case, Big Data is a new tool and we should learn a lot to understand
how to efficiently use it [4-5].

Big information resources are also big data; the difference is in semantic rich-
ness of data components and their compositions. Though statistical patterns
can also be discovered within information resources, a primary goal of manipu-
lation with resource units is in understanding of how to make decisions based on
knowledge and experience of others and how to present your decision to others.

W. Chu et al. (Eds.): DNIS 2015, LNCS 8999, pp. 112–121, 2015.
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In other words, it is to acquire and transfer knowledge and experience between
people (including people of different generations [6]). We promote the concept
of big information resources as large-scale sets of well-organized, reliable, and
accurate units representing people knowledge and experience applicable for ed-
ucation, research, and business.

In this paper we present some features of *AIDA language and its environ-
ment for preparing well-organized information resources which are based on
integrated-data architecture of “self-explanatory features”; those are features
to be convenient for people searching, understanding and immediate use of the
resources needed. We also present a project of big information resources which
units with corresponding ownerships are acquired within the framework of Global
Knowledge Market where knowledge and experience transfer is permanently per-
formed and resource unit values are re-evaluated.

2 Related Work and Motivation

Our work presented here has relations with many trends in research and devel-
opment, aimed to exploit hybrid intelligence of software components, visual lan-
guages applied for developing such components and interfaces to access them. We
are interested in methods and techniques for analyzing semantic data to discover
connections, in intelligence summarization methods, exploratory search, visual-
ization and navigation, users’ modelling, annotation, adaptation, and feedback
(especially, within research and educational activities) [7-12].

In addition, we are interested in methods and related systems for acquiring
big sets of such components. In particular, ideas employed for organizing wiki-
type systems (and, first of all, Wikipedia [13]) should be mentioned. This includes
key human factors that influence the exploration of large interconnected complex
data and user-supportive environments helping users in discovering connections
and understanding meaning of different aspects of large volumes of data.

Though deploying big data into environment is important for us [1-6], here
we focus on cognitive and intelligent aspects of the component development
and on motivation of people involved in creating reliable and accurate units
of information resources [6,13-14]. This includes how people share their insight
and experience, make decisions based on such sharing and how integration of
information within a resource unit is performed and big information resources
are practically appeared. We are also interested in why MOOCs initiative, in
spite on top level experts involved, is not so successful [15].

People cognition abilities, in a great part, depend on their abilities to per-
form mental simulation. However, this simulation depends not only on internal
information processing mechanisms of the brain, but also on levels of abstrac-
tion connecting the physical world things and corresponding abstract models.
To make such simulation more efficient, it is necessary to decrease spending of
people energy and time for the recognition of semantics behind unknown termi-
nology, for understanding associations between objects which syntax-semantics
forms are based on rote memorization and for fighting with concepts and no-
tations that have a trend to be over-abstracted. In other words, disorientation
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and cognitive overload are serious obstacles for people. They become tired after
overcoming such obstacles and do not have enough energy and time for focus-
ing on their own ideas and models, and on the use of their real knowledge and
cognitive abilities [16].

3 Programming in Pictures

Programming in pictures (we also call it as Filmification of Methods) is a spe-
cial approach to help people for some saving their energy and time. It is an
approach where pictures and moving pictures are used as super-characters for
representing features of computational algorithms and data structures, as well as
for explaining models and application methods involved. *AIDA is a language
supporting programming in pictures. Within this approach some “data space
structures” are traversed by “fronts of computation” and/or some “units of ac-
tivity” are traversed by flows of data. There are compound pictures to define
algorithmic steps (called Algorithmic CyberFrames) and generic pictures to de-
fine the contents of compound pictures. Compound pictures are assembled into
special series to represent some algorithmic features. The series are assembled
into Algorithmic Cyberscenes and CyberFilm. The generic/compound pictures
and their series are developed and acquired in special galleries of an open type
where supportive pictures of embedded clarity annotations are also included.

*AIDA programs are presented as a set of information resources where appli-
cation people can present not only application requirements, specifications and
program texts, but also various features of models applied, ideas behind, meth-
ods involved, etc. In other words, *AIDA programs are information resources
which can be used for different goals and based on an idea of comprehensive ex-
planations and automatic generations of corresponding documents, presentation
slides, executable codes, etc.

In fact, such information resources can be a basis for a global environment of
active knowledge which can be much easier to search, understand, and immedi-
ately reuse. They can be applied for new schemes of decision making processes
based on knowledge and experience of others acquired in the global environ-
ment. They can also be a basis of educational materials of a new generation.
There are many publications where various explanations and comparisons of
*AIDA features and experiments related are presented. A selected list of these
publications can be found at [17]. Though *AIDA and its environment are an
experimental system, it includes a necessary set of components and subsystems
to support application people in developing and representing models, application
algorithms, and related information resources for various types of involvements.
Fig.1 illustrates some system features.

An extended set of applications where some experiments based on *AIDA have
been done is depicted by Fig. 2 super-symbols. Though, one of the goals of *AIDA
initiative has been creating a new language of the technical literature, now we
have realized that it can also be used for preparing other types of information
resources.
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To create and maintain the global environment of reliable and accurate in-
formation resources, the free style of Wikipedia is not appropriate. On the one
hand, a serious refereeing process should be involved, and on the other, the moti-
vation of people to create the resources should be high. That is why we propose a
project of big information resources which units with corresponding ownerships
are acquired within the framework of global knowledge market where Knowledge
and Experience Transfer is permanently performed and resource unit values are
re-evaluated. This is to start exploration and mining the global information re-
sources and marketing them in a style similar to oil, gas or gold.

4 Creating a Market of Knowledge and Experience
Transfer (KET Market)

A basic idea of the project is to establish a center (playing a role of a publisher,
data/knowledge house), that will be a starting pillar of managing the processes of
Knowledge and Experience acquisition, assessment, and transfer. Some features
of stock exchange, lotteries, and pachinko operations can be embedded into the
processes mentioned.

People, possessing interesting and important knowledge and experience (first
of all, experts in some application areas, as well as senior people) prepare their
knowledge and experience (including sweat and wisdom) in a form of special
information resources for transferring to other people (first of all, to beginners
or younger generation, but also to other experts). To start, two types of units of
information resources are introduced. The first type is related to the algorithm
representation in *AIDA language. In this case, an algorithm is considered as a
plan of actions to reach a goal; in fact, it is how transfer knowledge and experi-
ence into actions. The second type is related to the representation of a vision of
some life realities. In this case, the vision can also be in *AIDA language, but
with the focus on explanation through multiple views and annotations, rather
than on generating any executable code.

The center collects such information resources and after serious refereeing
and editing (in a sense, as for a conventional journal) puts them into a special
distributed database. A conventional subscription for access to the resources is
arranged and some ratings of the resource units are obtained based on sub-
scriber opinions. In addition, a few times a week, the center holds assessment
and transfer sessions in order participants of the market (not only subscribers)
could demonstrate their real-time interests to the information resources.

The demonstration of the interest to a resource (the importance of a resource
for people) can be done by participants in a form of rating evaluation through
putting some amount of money for certain information resources or in a form
requesting a partial or exclusive copy right transfer.

The market mechanism can be based on the following. Information resources
involved in session (the involvement is based on transparent rules) obtain a rating
depending on money put on them. Among these resources, shares are selected
and participants who demonstrated their interest to these resources obtain some
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money return which can be much higher than their investment used for the
rating evaluation. In fact, the amount of return is calculated by some standard
rules where all money collected are distributed between the center, to cover
spending and get some profit, some possible supportive organizations, successful
participants and resource creators to award their activities. Rating evaluation of
the resources is combined from the current rating of subscribers and the rating
of the latest assessment session. It can be used as an orientation for the market
participants during the next assessment sessions. In addition to the rating, some
part of money collected can be preserved for the next sessions.

A fundamental point of any information resources market is how to attrac-
tively explain features of corresponding resources and, on the other hand, to
protect owner rights. Multiple view format of *AIDA programs (Fig.3) is a very
good basis to solve this issue. It allows easily to introduce a few levels of access
applied for all users (a promotion level), for subscribers (a level differentiating
user’s interests), and for market players (defining exclusive rights). An example
of such levels can be recognized in deep green, green, and light green colors of
supporting grounds.

GR, PD[    ]= GR[            ]; P[    ]= node(     )
GR, PD[    ]= GR[            ]; P[    ]= node(     )

GR, PD[    ]= D[    ] + 1; P[    ]= node(     )
GR, PD[    ]= D[    ] + 1; P[    ]= node(     )

-1
-1

-1
-1

S

GR
D[    ] =  
GR[            ]; 

Main View

Algorithmic Dynamics View

Algorithmic Command View

Algorithmic Interface View

GR
D[    ] =  
GR[            ]; 

Gallery and Libraries

Template Programs

Fig. 3. *AIDA program format
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5 Types of Information Resources for Transferring
Knowledge and Experience

As we have mentioned in the previous section, the first type of information re-
source is related to the algorithm representation in *AIDA language (including
application models, methods behind them, supporting software, clarifying an-
notations, etc.) and the second type is related to the representation of a vision
of some life realities. Hereafter we focus on some details of the second type re-
sources which forms can be: questionnaires filled out, classifications developed,
observations and evidences of the best practice provided, opinions expressed,
advices recommended, overviews/tutorials implemented, essays prepared, mem-
oirs and books written, albums and gallery/library of pictures, sounds, movies
and/or other items collected, databases based on systematic sets of facts and ap-
proaches for domain-specific problem solving, methods (tools) developed to get
experience acquired from experts (adults, relatives, etc.). An exciting example
of memoirs writing activity is provided by Italian City of Diaries (Pieve Santo
Stefano) where more than 7,000 diaries, letters, autobiographies, and punctilious
notes present the lives of common people [6].

5.1 Examples of Possible Topics and Approaches

Representing materials in more compact and understandable forms
by experience persons is a possible source of a great contribution in transferring
knowledge to younger generations. Many manuals of software systems or other
products and even mathematical results can be rewritten. In addition, special
overviews or tutorial type materials can be created to speed up the processes of
studying and understanding of corresponding systems and results.

Common experience database (for applying within or between companies)
to acquire mistakes, failures, fault descriptions, etc. as well as successful trouble
shootings, modifications, pro-active maintenance planning, benchmarking, de-
sign methods, and other experience feedback from a retiring workforce.

Opinions about biases of mass-media that usually focus on hot, criminal
and other topics of extreme types (late-breaking murder, fire stories, etc.), reflect
intentions of owners, influential political groups, and rich people. Senior persons,
based on their long-term experience and possibly on confidential documents dis-
closed after 25 or 30 years, can express their opinions about negative or positive
aspects of such biases, how to take them into account in current everyday life
and how to apply the past for the future. For example, how to distinguish really
your opinion (based on a variety of facts and sources of information) and opinion
you can consider as yours because of mass-media influence.
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Personal evidences and feelings about the atomic bombing and world
war: the number of people who have got such evidences and direct involvement
is rapidly decreased. So, it is an urgent issue to collect their memories and
feelings in order to transfer them to future generations and to avoid the lost and
deformation of facts and/or their interpretation.
In a similar way, many things related to Dai-ichi nuclear plant and
2011-tsunami can be prepared.

Grandparent or senior teacher recommendations to young parents
about 1) how to influence children to control impulses, focus attention and reg-
ulate emotions (schools spend a lot of time to work with students who cannot
do these things), 2) how to organize the relations that children have outside
school (these relations shape children performance inside the school), 3) how
to establish attentive, attuned parental relationships in family (family relations
are matter more than anything else: early childhood attachments shape lifelong
learning competence, help to choose friends wisely, handle frustration better,
and be more resilient in face of setbacks).

Nurses and mature women recommendations to young mothers about
how to establish healthier attachments. They should give to young mothers the
sort of cajoling and practical wisdom that in other times would have been de-
livered by grandmothers.

Right questions in right time are an important thing to create useful informa-
tion resources. Now many questionnaires or polls are for political, administrative
or mass-media goals. They do not take into account real users’ needs, problems,
wishes, feelings, plans, etc. For example, how many people in the country have
headache every morning and how many people have feeling of unhappiness going
to bed? Such information can be extremely important for government or indus-
try organizers but it is not available now. The senior people can point to many
such important questions about evaluation of current life aspects and right time
of asking them.

No mistake first versus taking a risk is an important alternative to be un-
derstood. No mistake first is a Japanese style of activity, while taking a risk
is more popular in the USA and other western countries. Providing knowledge
and specific facts for understanding this alternative and all possible aspects of
taking a risk can be a task for the seniors.
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A Great Variety of Other Topics and Approaches Can Be Mentioned

– Conflicts with children: what is
behind?

– Bullying: now and in the past
– Preserving and developing tradi-

tions
– Reading to acquire experience
– Gaming to acquire experience
– Developing projects to acquire ex-

perience
– Writing essays on people relations

– Writing essays on businesspersons
motivation

– Writing essays on politicians spirit
– Personal observations: my travels

abroad
– My connections and partners
– Creativity and bureaucracy
– Collectivism and individualism

6 Summary and Conclusions

The center of the KET market will become a global “publisher” and data ware-
house acquiring knowledge and experience of people from all over the world. Any
person can make contribution into this “intelligence of humanity” and become
an owner of some units of information resources. Searching and reasoning on
big information resources (well-organized, reliable, and accurate units) can au-
tomatically take into account a great variety of the resource features and their
relations including space data structures, types of data, units of their measure-
ment, algorithmic scenes, high-level operations, model descriptions, results of
experiments, multiple views, etc. as well multilevel clarifying (semantic-based)
annotations including their keywords. These features will help in clustering peo-
ple, objects and processes based on patterns of similarity, difference, efficiency,
dual and emotional aspects, frequency, and scalability, positions in space/time,
personality, and satisfaction.

Discovering patterns of such types is a basis for the second level of the
big information resources analytics; this is for introducing various classifica-
tion schemes in which points of different directions of the classification space
are represented by different patterns, compound patterns, or different values of
the patterns. Clustering (in fact, meta-clustering) in this classification space,
including discovering empty spots in it, is promoted as a way to recommend or
at least to hint about new possible features and innovation decisions. They allow
specifying new forms of analytics workflow for discovering various relations and
correlations between software components, periods of their developments and
revisions, people and methods involved, successes and failures in applications,
personal reactions and behaviors, etc.

Systematic re-evaluation of the resource unit importance by market players
will positively influence on quality of application decisions. This will drastically
change the values of information resources and big data analytics, and a new in-
formation ecosystem will be established. As a result, these will speedup processes
of discovering new phenomena, creating new technologies, and introducing more
efficient educational materials and learning methods.
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of Text Analytics Dashboards
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Abstract. With the increasing importance of text analytics in all disci-
plines, e.g., science, business, and social media analytics, it has become
important to extract actionable insights from text in a timely manner.
Insights from text analytics are conventionally presented as visualiza-
tions and dashboards to the analyst. While these insights are intended
to be set up as a one-time task and observed in a passive manner, most
use cases in the real world require constant tweaking of these dashboards
in order to adapt to new data analysis settings. Current systems support-
ing such analysis have grown from simplistic chains of aggregations to
complex pipelines with a range of implicit (or latent) and explicit para-
metric knobs. The re-execution of such pipelines can be computationally
expensive, and the increased query-response time at each step may sig-
nificantly delay the analysis task. Enabling the analyst to interactively
tweak and explore the space allows the analyst to get a better hold on
the data and insights. We propose a novel interactive framework that al-
lows social media analysts to tweak the text mining dashboards not just
during its development stage, but also during the analytics process itself.
Our framework leverages opportunities unique to text pipelines to ensure
fast response times, allowing for a smooth, rich and usable exploration
of an entire analytics space.

Keywords: text analytics, interactivity, database systems, social media
analysis.

1 Introduction

Both the sciences and commercial enterprises are increasingly turning to ana-
lyzing textual data such as social media to enable them to act on intelligence
gleaned from the data. This, in turn, has led to an increasingly complex set of
analysis tools and frameworks [2, 12, 17, 33]. Given the scale of data in these
contexts (e.g., for social media, over 500 million tweets are sent each day [35]
and over 1.35 billion – almost half [15] of the adult Internet population – is on
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Fig. 1. The IntPipe System for exploratory and interactive tweaking of text pipelines:
User specifies an analytics dashboard as an explicit query, which is executed over a
social media corpus and then presented as a visualization dashboard in the user inter-
face. The user then explores and interacts with parameters triggering further queries,
which are rewritten to leverage the intermediate result cache.

Facebook [13]), it is critical to rethink the text mining process in the context of
exploratory analytics for efficiently surfacing time critical insights on text data.

An analytics task in this space is typically composed of a set of ordered and
incremental text processing components to generate insights. A typical text ana-
lytics pipeline includes multiple stages of text preprocessing, model-building and
evaluation, and aggregation. These pipelines can get fairly complex to manage
as they often involve a stack of third party tools within a massive framework.
Additionally, each step in the pipeline requires the tuning of several explicit
and/or implicit (latent) parameters. The notion of “latent” is due to the fact
that these parameters are tunable but not always exposed to the end user for ex-
ploration. For example, the normalization process of text has tunable parameters
like change case/remove punctuations. However, these components are currently
a black box to the end user and the user does not often have any grasp on
these tunable knobs through the interface. Rigid text mining pipelines, with a
plethora of these black box components, often hinder the analytics process from
being interactive.

In this work we describe IntPipe, a framework that enables exploratory analyt-
ics through the interactive tweaking of text pipelines. The goals of our framework
are orthogonal to existing analytics suites – we focus on the interactive aspects of
tweaking text pipelines. Our framework exposes the different parameters (both
latent and explicit) employed at each stage of the text pipeline to allow users
explore and tweak.
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2 Motivating Example: Twitter Analytics

Consider the problem that an analyst at a large movie theater chain might face:
what might the future sales of an upcoming movie might look like; and based on
that analysis, how should rooms and showtimes be assigned? She has access to
tweets and wants to find what genres of movies are most talked about in order
to derive insight into current trends. She first classifies the tweets to ensure they
are related to the topic (in this case movies), extracts named entities from this
subset of tweets using a fuzzy join1, followed by a join against the IMDB genre
database to look up each movie’s genre. She then aggregates the remaining subset
based on the genre of the movie. Finally, she builds a histogram representing the
number of tweets of a particular genre in order to better visualize the result.
This process can be declaratively represented by the SQL-style query:

Query 1.1. Distribution of movie genres mentioned on Twitter

SELECT COUNT(movie_tweets .id), imdb.genre

FROM CLASSIFY (tweets) AS movie_tweets

JOIN entities

ON movie_tweets .id = entities .id

JOIN imdb ON entities.title = imdb.title

GROUP BY imdb.genre;

Going forward, the analyst may notice that there is an unusual distribution
of tweets in a particular genre. She can then dive into this genre to manually
inspect a list of tweets that have been classified under this genre and reclassify
those that have been wrongly classified as movies. This reclassification will not
change the overall query above, but will involve a change in the training data
used for prediction and the resulting model is now used to reclassify the data.
This tweaked version of the prior query can be represented as follows:

Query 1.2. Retraining and reclassifying existing tweets

SELECT COUNT(movie_tweets .id), imdb.genre

FROM CLASSIFY (tweets , new training data ) AS movie_tweets

JOIN entities

ON movie_tweets .id = entities .id

JOIN imdb ON entities.title = imdb.title

GROUP BY imdb.genre;

While performing the query above, the analyst may also notice that one reason
for the unusual behavior is that in some cases tweets that have numbers (which
are also names of movie titles) are wrongly included as movies. For example, a
tweet whose text is “Let’s meet at 9” will be considered as a tweet containing
the movie title “9” since “9” is a movie title. This can be fixed by changing a
parameter in the title extraction of the stemming and preprocessing stage to
exclude numbers.

1 We use the fuzzy or approximate string join [9, 18] as a standard operation, orthog-
onal to the contributions of this paper.
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This query can be represented as follows, the is number controls whether we
need to handle the movie whose name is a number:

Query 1.3. Applying all previous queries and then handle movie titles as numbers

SELECT COUNT(movie_tweets .id), imdb.genre

FROM CLASSIFY (tweets , new_training_data ) AS movie_tweets

JOIN entities

ON movie_tweets .id = entities .id

AND NOT entities.is number()

JOIN imdb ON entities.title = imdb.title

GROUP BY imdb.genre;

By analyzing the sample tweets of a specific genre, she may discover that the
reason for the incorrect movie title is that some movie titles were reformatted
as hashtags. Hashtags, which users prefer to use to highlight words, are very
popular in Twitter. Therefore, the analyst can unwrap the movie title in order
to get the correct movie title. The query can further be modified as follows:

Query 1.4. Applying all previous functions and then unwrapping hashtags to movie
titles

SELECT COUNT(movie_tweets .id), imdb.genre

FROM CLASSIFY (tweets , new_training_data ) AS movie_tweets

JOIN entities

ON movie_tweets .id = entities .id

AND NOT entities .is_number ()

AND entities.hashtag().is title()

JOIN imdb ON entities.title = imdb.title

GROUP BY imdb.genre;

By looking at the sample tweets for a specific genre, she may realize that some
movie titles did not get extracted. This commonly happens in social media, due
to the casual writing style. In order match the movie title better, the analyst
needs to normalize both the tweets and movie titles in the IMDB (or any other
movie database).

Query 1.5. Applying all previous functions and then change tweets to lower case

SELECT COUNT(movie_tweets .id), imdb.genre

FROM CLASSIFY (tweets , new_training_data ) AS movie_tweets

JOIN lowercase(entities) as entities

ON movie_tweets .id = entities .id

AND NOT entities .is_number ()

AND entities .hashtag (). is_title ()

JOIN imdb ON entities.title = imdb.title

GROUP BY imdb.genre;

Now with these popular movie titles mentioned in tweets, the analyst may
want to look into temporal trends, filtering movies by their release dates:
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Query 1.6. Applying all previous functions and then filter movies by its release date

SELECT COUNT(movie_tweets .id), imdb.genre

FROM CLASSIFY (tweets , new_training_data ) AS movie_tweets

JOIN lowercase (entities) as entities

ON movie_tweets .id = entities .id

AND NOT entities .is_number ()

AND entities .hashtag (). is_title ()

JOIN imdb ON entities.title = imdb.title

AND year(imdb.date) = "2013"

GROUP BY imdb.genre;

Observing all of the queries listed above, we can see that each query is only a
small modification of the original query, resulting in the final query tree shown
below. Therefore, there are opportunities of reusing the results of the prior query.
For example, Query 1.2 just needs to rebuild the classifier model and relabel all
tweets, then filter the tweets that have been labeled as 1 – there is no need to
re-do the normalization, title, and feature extraction steps.

GROUPBY/COUNT

FILTER

JOIN

JOIN

ENTITY

CLASSIFY

load

load

Fig. 2. Query tree representing the final example query

Given the motivation and running example, we now envision an interactive
dashboard for text analytics. The following section describes the challenges faced
when building such a framework, and Section 4 details IntPipe, our system.
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3 Challenges

Motivated by this example, the vision of IntPipe is to provides an interactive
dashboard for text analytics which can respond to the end-user within
interactive times. To this end, we list two key issues faced with this vision.

3.1 Interactive Response Times

Empirical evaluations in human-computer interaction have demonstrated that
increased response times influence data exploration behavior [20], and that re-
sponse times in the 100-1000ms window [24, 34] allow interfaces to seem per-
ceptibly “instantaneous” with respect to end-user interaction. Pipelines, and the
following analytical steps are strictly batch operations, typically performed in a
one-time setting. After the initial pipeline creation phase, there is little support
to iteration and interaction with the text pipeline, or tweaking various parts of
the text processing, performing subtle but significant changes. For a given query,
each combination of parameters represents a unique processing of data. Given
that the interface exposed to users is expected to be interactive, each change in
query or tuning parameter should affect a change in the analytics output in low
latency. In the simple case, however, a change in the query, or any one of the
parameters triggers a re-computation of the entire analytics pipeline. Given the
possible resource requirements, complexity of each of the steps involved, and the
parameter space, analyzing data at scale by recomputing the entire pipeline is
thus untenable.

3.2 Text Operations as Blackboxes

Tools for natural language processing that form the core of the pipeline are typi-
cally black boxes. The underlying mining process is not transparent to end users.
With large scale, ad-hoc text analytics coming into play, this text mining process
can become slow and arduous. Thus, exploration of various parameter settings
will be time-consuming as the entire pipeline has to be re-executed every time
for every follow-up query involving a new parameter setting. Also, the opaque
nature of such functions makes it impossible to perform query optimizations such
as predicate pushdowns. It is thus necessary to expose the parameters of these
black boxes and make them configurable by providing a dynamic dashboard for
interactive exploration.

As a solution to these challenges, we propose to expedite this process, and
allow analysts to interactively modify large-scale text pipelines. Enabling such
interactivity has several compelling uses. End users can tweak and overhaul text
pipelines not just during the inception stage of the pipeline, but during the
analytics process itself. Further, it allows for interactive ad-hoc analysis of text
and the ability to modify the pipeline to correctly articulate the overall analytical
intent. Finally, it allows for quick “what-if” analyses of the data, testing several
hypothetical assumptions on the dataset.
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4 The IntPipe Approach

Based on the motivating example and the challenges at hand, we propose three
methods that enable the interactive tweaking of text pipelines, collectively named
IntPipe. As shown in Figure 1, IntPipe models queries as DAGs (directed acyclic
graphs) of text processing functions, and leverages an intermediate result cache
to speed up text analytics queries.

4.1 Trading Off Computation and Cache

A key observation of the analytics process is that follow-up queries are typically
a slight modification of the prior query. Thus, based on this interaction pattern,
there will likely be several opportunities for result reuse. Reusing intermediate
results allows us to drastically reduce the execution needs of each analytics
pipeline, thereby making interactive response times possible. There is however,
an important caveat: caching all the intermediate results can be prohibitively
expensive (e.g., one version of the entire corpus per function node or more, if
the function inflates the data, such as shingling).

We are thus left with an interesting problem: given a particular query pipeline,
for which of the subqueries should we cache intermediate results, and which
should we discard? Our insight into this problem is to consider all the possible
transformations of the current query, and cache subqueries which provide the
most savings of execution time for this transformed query, given the least addi-
tional space requirement. We model this problem as an optimization problem for
a query D as follows:

argmax
subqueries∈Power-Set(D.subqueries)

∑
D′∈Transforms(D)

Benefit(D′) (1)

where:

Benefit(D′) = t · Speedup(D′, subqueries)− d · Size(D′, subqueries) (2)

Here D.subqueries represents the set of subqueries in the query, and Trans-
forms(D) represents the set of queries that can be constructed by modifying
the current query D, either by changing a parameter or the structure of the
query. Speedup and Size represent the time benefit estimate and the data usage
estimate for caching the additional intermediate results at a subquery. Estima-
tors and parameters can be empirically derived by profiling the functions over
samples of the data.

4.2 Reusability

Unlike traditional result reuse, text pipelines have an interesting property that
needs elucidation. The output of certain text transformation functions can be
reusable with respect to another function, i.e., we can materialize the result
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of queries with old parameter values and reuse it to evaluate the query with
new parameter values. For example, consider DISTINCT(TO UPPER(entities)).
Should the analyst decide that the TO UPPER be changed to TO LOWER for some
reason, instead of triggering a full re-execution, it is possible to reuse the prior
result, and simply return TO LOWER(DISTINCT(TO UPPER(entities))), which
is logically equivalent since TO LOWER and TO UPPER are reusable for each other.
This optimization is particularly useful for large collections with a small number
of distinct elements. Upon recognizing such an opportunity, IntPipe can trigger
a query rewrite based on the result cache contents, drastically reducing response
time. It should be noted that not all functions are reusable – thus the pairwise
compatibility of functions will need to be considered at the query rewrite layer.

4.3 Opening Black Boxes

A key challenge mentioned in Section 3 is that some text operations are typi-
cally viewed as black boxes, not amenable to optimizations such as cache reuse.
To show that we can indeed make text operations amenable to optimizations,
we demonstrate simple modifications to one such black box – a Naive Bayes
classifier – that allow for caching and incremental use. We pick Naive Bayes as
an example since it works well in several domains, its performance and robust-
ness are well understood [5, 23, 25, 30], and since incremental variants have been
widely studied [7, 19, 26]. Other classifiers and faster methods are heavily mo-
tivated [4, 6, 8, 14, 25] and can be similarly modified to reuse the intermediate
result cache.

The probabilistic model for a Naive Bayes classifier is a conditional proba-
bilistic model:

P (C|F1, ...Fn) =
P (C)

∏
i P (Fi|C)

P (F1, ...Fn)
(3)

More formally, given P (C), the probability of two classes: movie tweet /
non-movie tweet, and P (Fi|C), the conditional probability of one feature value
given the class, we can compute the probability of P (C|F1, ...Fn), the conditional
probability of one class given the feature vector.

Initial Naive Bayes Classifier Model: We now consider caching opportunities
within the classifier, when implementing the classifier inside a relational database.
The basis of a Naive Bayes model involves maintaining a histogram of feature
occurrences in the training set, a relatively fast database aggregation operation.
The speed also allows for easy updates, in case the user supplies additional new
training data. Further, a database implementation allows for the persistence and
reusability of intermediate and final tables created for classification.

Implementing Incremental Computation in Naive Bayes: Since a Naive Bayes
Classifier is a simple probabilistic classifier based on applying Bayes theorem
with strong (naive) independence assumptions, for each new training data with
feature vector F = (F1 = 1, F2 = 0, ...Fn = 0) and C = C1, we merely need
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to update the count of P (F1 = 1, C = C1), P (F2 = 0, C = C1) and all feature
values in the feature vector. However, a small update of the count will not change
the final result. Therefore, we set a threshold to filter out the small updates of
count and only change the count in the likelihood table when the update is
larger than the threshold. Since our use case is that of social media where tweets
have a 140-character limitation, the feature vector of each tweet will be very
sparse. We expect the number of changes in the likelihood table to be small,
and thus the number of database (and cache) updates will be small. This can be
implemented by setting up a chain of database triggers that batch count updates
from the likelihood table to a hash value table to the prediction table. Changes
are propagated once the updates cross pre-fixed thresholds.

5 Related Work

Visualization-based analytics dashboards for text and social media have gathered
increased attention [1, 2] lately. The IntPipe framework explores making such
systems more interactive and tunable, by introducing parameterized exploration
of the underlying text mining stack itself. Frameworks on social media data have
investigated a variety of text-oriented functions beyond typical database process-
ing, such as location analysis [33], semantic analysis [17], topic analysis [29], and
prediction [3]. Olston et al. [27], have looked into the iterative analysis of web-
scale data using query templates, utilizing a combination of offline and online
computation given a query workload. Our framework utilizes a similar formalism
and enables the interactive exploration of such analytics by speeding up execu-
tion. Marcus et al. [22] introduce a stream-oriented query processing system
for Twitter events. Ideas from our work can significantly improve the iterative
refinement user flow of such a system.

The concept of recycling of intermediate results has also been employed in
several different aspects of databases unrelated to text analytics, such as col-
umn stores [16]. From the caching perspective, there exists a significant body of
work in query rewriting using materialized views [11, 21, 28]. Gupta and Mu-
mik [10] provide the theoretical bounds for selecting views to materialize under
a maintenance cost constraint, which we can use as a basis for our optimization:
[31] investigates a similar determination of additional views to be materialized
as an optimization problem over the space of possible view sets. Roy et al. [32]
demonstrates the practicality of heuristic-based, multi-query optimization. These
studies above are based on standard SQL functions; our framework additionally
considers user-defined functions, and leverages reuse properties specific to text
mining pipelines.

6 Conclusion and Future Work

In this paper, we introduced IntPipe – a framework motivated by the growing
use of text analytics dashboards. IntPipe allows parameterized tweaking of text
processing pipelines, by modeling them as DAGs of possibly reusable functions.
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By leveraging intermediate result reuse and query rewriting, IntPipe enables fast
and iterative processing of text pipelines.

Going forward, the vision for IntPipe can be extended in three fronts, First, it
would be useful to handle not just changing text pipelines, but also continually
changing data, in the form of streaming queries. The provision of result reuse
in this regard is challenging, given that intermediate results will need to be in-
validated as the stream of data passes. This can be made possible by efficient
use of database triggers. Second, we observe that the analyst is often faced with
too many parameters and knobs to tweak. In this light, in addition to providing
interactive access to tweaking pipelines, the system could also guide the user
to possibly ideal parameter settings. This can be done by speculating, precom-
puting, and caching parameter combinations ahead of time. Third, following the
pattern demonstrated with the Naive Bayes classifier, the framework could ex-
tend to support more complex text processing functions such as named entity
recognition, clustering and advanced classification methods, most of which are
still considered blackboxes from a data processing infrastructure perspective.
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Abstract. Online video sharing platforms such as YouTube contains
several videos and users promoting hate and extremism. Due to low bar-
rier to publication and anonymity, YouTube is misused as a platform
by some users and communities to post negative videos disseminating
hatred against a particular religion, country or person. We formulate
the problem of identification of such malicious videos as a search prob-
lem and present a focused-crawler based approach consisting of various
components performing several tasks: search strategy or algorithm, node
similarity computation metric, learning from exemplary profiles serving
as training data, stopping criterion, node classifier and queue manager.
We implement two versions of the focused crawler: best-first search and
shark search. We conduct a series of experiments by varying the seed,
number of n-grams in the language model based comparer, similarity
threshold for the classifier and present the results of the experiments
using standard Information Retrieval metrics such as precision, recall
and F-measure. The accuracy of the proposed solution on the sample
dataset is 69% and 74% for the best-first and shark search respectively.
We perform characterization study (by manual and visual inspection) of
the anti-India hate and extremism promoting videos retrieved by the fo-
cused crawler based on terms present in the title of the videos, YouTube
category, average length of videos, content focus and target audience. We
present the result of applying Social Network Analysis based measures
to extract communities and identify core and influential users.

Keywords: Mining User Generated Content, Social Media Analytics,
Information Retrieval, Focused Crawler, Social Network Analysis, Hate
and Extremism Detection, Video Sharing Website, Online Radicaliza-
tion.

1 Research Motivation and Aim

YouTube is a most popular video sharing website that allows users to watch and
upload an unlimited number of videos. It also allows users to interact with each
other by performing many social networking activities. According to YouTube
statistics1, over 6 billion hours of video are watched each month on YouTube.

1 http://www.youtube.com/yt/press/statistics.html
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100 millions of people perform social activities every week and millions of new
subscriptions are made every day. These subscriptions allow a user to connect
to other users2. The high reachability of videos among users (videos are easily
accessible to viewers for free, without the need of an account), low publication
barriers (users need only a valid YouTube account) and anonymity (their iden-
tity is unknown) has led users to misuse YouTube in many ways by uploading
malignant content that are offensive and illegal. For example, harassment and
insulting videos [19], video spam [16], pornographic content [3], hate promoting
[17] and copyright infringed videos [2].

Research shows that YouTube has become a convenient platform for many
hate and extremist groups to share information and promote their ideologies. The
reason because video is the most usable medium to share views with others [6].
Previous studies show that extremist groups put forth hateful speech, offensive
comments and messages focusing their mission [11]. Social networking allows
these users (uploading extremist videos, posting violent comments, subscribers of
these channels) to facilitate recruitment, gradually reaching world wide viewers,
connecting to other hate promoting groups, spreading extremist content and
forming their communities sharing a common agenda [7] [20].

Online radicalization and extremism have a major impact on society that con-
tributes to the crime against humanity3. The presence of such extremist content
in large amount is a major concern for YouTube moderators (to uphold the rep-
utation of the website), government and law enforcement agencies (identifying
extremist content and user communities to stop such promotion in country).
However, despite several community guidelines and administrative efforts made
by YouTube, it has become a repository of large amounts of malicious and of-
fensive videos [17]. Detecting such hate promoting videos and users is significant
and technically challenging problem. 100 hours of videos are uploaded every
minute, that makes YouTube a very dynamic website. Hence, locating such users
by keyword based search is overwhelmingly impractical. The work presented in
this paper is motivated by the need of a solution to combat and counter online
radicalization. We frame our problem as 1) identifying such videos and users,
promoting hate and extremism (Focus of this paper) on YouTube, 2) locating
virtual and hidden communities of hate promoting users sharing a common goal
or group mission and 3) identifying users with strong connections and playing
central role in a community.

The research aim of the work presented in this paper is the following

1. To investigate the application of a focused crawler (best first search and shark
search) based approach for retrieving YouTube user-profiles promoting hate
and extremism. Our aim is to examine the effectiveness of two versions of the
focused crawler (best-first search and shark search) and measure performance
by varying experimental parameters such as the size of the n-gram, similarity
threshold and seed.

2 http://www.jeffbullas.com/2012/05/23/
3 http://curiosity.discovery.com/question/how-hate-crime-impact-society

http://www.jeffbullas.com/2012/05/23/
http://curiosity.discovery.com/question/how-hate-crime-impact-society
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Table 1. Summary of Literature Survey of 14 Papers, Arranged in Reverse Chrono-
logical Order, Identifying Hate & Extremist Content on Various Platforms. VS= Video
Sharing Websites, MB= Micro-Blogging, BL- Blogging, SN= Social Networking, DF=
Discussion Forum, OW= Other Websites.

S.No. Research Study Platform Objective & Analysis
1. O’Callaghan et.

al; 2013
MB Analysis of extreme right activities on multiple platforms for

community detection.
2. I-Hsien Ting et.

al; 2013
SN Identifying extremist groups on Facebook using keywords

and social network structure.
3. G. Patil et. al;

2013
OW Identifying and blocking terrorist websites using content

analysis.
4. M. GoodWin;

2013
MB, VS, SN Analysis of various counter-jihad, Islam and Muslim com-

munities on web 2.0.
5. P. Wadhwa et.

al; 2013
MB, VS, SN Dynamic tracking of radical groups on web 2.0 by analyzing

messages and post.
6. H. Chen et. al ;

2012
DF, VS Examine several dark web forums and videos used by terror-

ist & extremist groups.
7. D. Denning et.

al; 2012
VS, SN An in-depth research on Social Media associated with jihad

and counter terrorism.
8. C. Logan, et. al ;

2012
BL, OW Finding similarities between different extremist groups using

thematic content analysis.
9. S. Mahmood;

2012
MB, VS, SN Comparing several defense mechanisms to detect terrorists

on social network websites.
10. J. Hawdon; 2012 MB, VS, SN A statement about the effect of hate groups as hate-inspired

violence on the web.
11. O’Callaghan et.

al; 2012
MB, VS,
SN, OW

Activity and links analysis of extreme right groups (local
and international) on Twitter.

12. E. Erez; 2011 DF Quantitative and qualitative assessments of the content of
communications on forums.

13. D. David et. al;
2011

MB, SN Detecting criminal groups & most visible players using the
keyword search & contacts.

14. A. Sureka et. al.;
2010

VS Locating hate promoting videos, users and their groups shar-
ing a common agenda.

2. To investigate the effectiveness of contextual features such as the title of
the videos uploaded, commented, shared, and favourited for computing the
similarity between nodes in the focused crawler traversal. To examine the
effectiveness of subscribers, featured channels and public contacts as links
between nodes.

3. To conduct a case-study by defining a specific topic (anti-India) and perform
an in-depth empirical analysis on real-world data from YouTube.

4. To conduct a characterization study of the anti-India hate and extremism
promoting videos based on terms present in the title of the videos, YouTube
category, average length of videos, content focus and target audience

5. To discover user communities and groups and apply Social Network Analysis
(SNA) based measures (such as centrality) to identify core users.

2 Related Work and Research Contributions

In this section, we discuss closely related work to the study presented in this
paper. We conduct a literature survey on the topic of hate and extremist content
detection onWeb 2.0. Table 1 shows a list of 14 papers in reverse chronological or-
der. As shown in Table 1, we characterize the papers on the basis of the social me-
dia platform and the objective of analysis. Table 1 reveals that researchers have
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conducted experiments on several social media platforms such as video-sharing
website, micro-blogging websites, online discussion forums and social networking
websites. Table 1 shows a diverse domain of study covered in existing literature:
terrorism, extremist groups, anti-black communities, US domestic,middle eastern,
jihad and anti-Islam.

1. I-Hsien Ting et. al. propose an architecture to discover hate groups on Face-
book using text mining and social network analysis. Extracted features in-
clude keywords that are frequently used in groups [18].

2. M. Goodwin analyses several hate and extremist groups coming into ex-
istence across various countries. He presents an in-depth analysis of their
activities, supporters and reasons behind the emergence of these groups [9].

3. A. Sureka et. al. propose an approach based upon the data mining and social
network analysis in order to discover hate promoting videos, users and their
hidden communities on YouTube [17].

4. H. Chen et. al present a framework to identify extremist videos on YouTube.
They extracted lexical, syntactic and content specific features from user gen-
erated data and applied different feature based classification techniques to
classify videos [4] [6] [5] [8].

5. E. Reid et. al present a hyperlink study to discover US extremist groups and
their online communities on various discussion forums and video sharing
websites. They perform web crawling and text analysis on the web content
in order to find the relevant websites [14].

6. A. Salem et. al propose a multimedia and content based analysis approach to
detect jihadi extremist videos and the characteristics to identify the message
given in the video [15].

In context to existing work, the study presented in this paper makes the
following unique contributions (the study presented in this paper is an extension
of our previous work [1]):

1. We present an application of focused or topical crawler based approach for
locating hate and extremism promoting channels on YouTube. While there
has been a lot of work in the area of topical crawling of web-pages, this paper
presents the first study on adaptation of focused crawler framework (best-
first search and shark-search) for navigating nodes and links on YouTube.

2. We conduct a series of experiments on real-world data downloaded from
YouTube to demonstrate the effectiveness of the proposed solution approach
by varying several algorithmic parameters such the size of n-gram for lan-
guage modeling based statistical model, similarity threshold for the text
classifier, starting point or seed for best-first search and shark search version
of the algorithm.

3. We perform a characterization study of the anti-India hate and extremism pro-
moting videos based on terms present in the title of the videos, YouTube cat-
egory, average length of videos, content focus and target audience. We apply
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Fig. 1. A General Research Framework For Our Proposed Solution Approach

Social Network Analysis (SNA) based techniques on the retrieved user profiles
and their connections obtained from the focused crawler traversal to under-
stand presence of communities and central users.

3 Research Framework and Methodology

Figure 1 presents a general framework for the proposed solution approach. The
proposed method is a multi-step process primarily consists of three phases, Train-
ing Profile Collection, Statistical Model Building and Focused Crawler cited as
Phase 1, 2 and 3 respectively.

We perform a manual analysis and a visual inspection on activity feeds and
contextual metadata of various YouTube channels. We collect 35 positive class
channels (promoting hate and extremism) used as training profiles. We build our
training dataset by extracting the discriminatory features (user activity feeds-
titles of videos uploaded, shared, favourited & commented by the user and profile
information) of these 35 channels using YouTube API4. In the training dataset,
we observe several terms relevant to hate and extremism and divide them into 9
main categories shown in Table 2. We build a statistical model from these train-
ing profiles by applying character n-gram based language modeling approach.

We chose character-level analysis (low-level features) as it is language indepen-
dent and does not require extensive language specific pre-processing. The other

4 https://developers.google.com/youtube/getting_started

https://developers.google.com/youtube/getting_started
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Table 2. Categorization of Sample Terms Occuring in Examplary Documents for Fo-
cused Crawler

Category Terms
Important
Dates

13th January, 26th January, 23rd March, 5th August, 14th August, 15th August, 21st
September, 9th November, 3rd December, 25th December

Region Hindustan, Pakistan, India, Kashmir, Bhindustan, Lahore, Afganistan, America,
China, Turkey, Mumbai, Khalistan, Indo-Pak, US, Jammu & Kashmir, Agartala,
Bangladesh, England, Israel, Karbala, Arabia, Argentine, Syria, Egyptian, Goa, Or-
risa, Bihar, Canadian, Arab, Sindh, Balochistan, Punjab

Religion Islam, Muslim, Hindu, Allah, Khuda, Quran, Maulana, Mosque, Kabba, Jihad, Azan,
Jewish, Burka, Prophet, Religious, Koum, Islamic, Jews Christians, Apostates, Sikh,
Buddhist, Hinduism, Muhajirs, Immigrant Muslims

People
Name

Obama, Osama, Laden, Zaid Hamid, Zakir Naik, Parvez Musharraf, Mark Glenn,
Jinnah, Saed Singh, Imran Khan, Nawaz Shareef, Quaid, Iqbal, Tahir Ashrafi, Emad
Khalid, Yousuf Ali, Shaykh Feiz, Mustafa Kamal, Khalid Yaseen, Asma Jahangir,
Chandragupt, Gandhi, Nehru, Pramod Mahajan

Negative
Emotions

Horrible, Hate, Hatred, Murder, Cheating, Ice-Blood, Honour, Loathing, Humanity,
Violence, Bloody, Blood, Revenge, Torture, Extremism, Humiliation, Abuse, Poverty,
Fear, Scoundrel, Lies, Fraud, Friendship, Hesitation, Fake, Filthy, Discrimination

CommunitiesPaki Punjabi, CIA, ISI, Takmel-E-Pakistan, Brass Tacks, Azad Kashmir, Liberate
Kashmir, Taliban, Aman Ki Asha, Flag Attack, Gang, IAF, Air Force, RAW, PMLN,
NATO, TTP, Threek-E-Taliban, SWAT, WUP, PPP, Pakistani People Party, Opera-
tion Shudhi Karan, Aryavrat

Politics
Terms

Conspiracy, Leader, Democracy, Inqalab, Awami, Strike, Khilafat, Against, Rights,
Partition, Corruption, Media, Resolution, Objective, Rule, Party, League, Protest,
Politician, Slogan, Division, Public, President, Secularism, Domestic, Congress, Elec-
tion, Witnessed, Tribal, Rallies, persecuted, Youth

War Re-
lated
Terms

LOC, Bomb, Blast, Attack, Holywar, Warfare, Tribute, Soldier, Jawan, Refugee, En-
emies, Fighting, Patriot, Assassination, Expose, Propaganda, Army, Protocol, Se-
curity, Anthem, Threat, Nukes, Border, Shaheedi, Military, Zindabad, Hijab, Dirty
War, Black Day, Terror, Mission, Operation, Jail, Prison, Open Fire, Destruction, Ha-
laal, Grave, Sectarian, Genocide, Encounter, Ghadar, Strategy, Battle Field, Nation,
Warning, Killing, Legendary, Campaign, Ghulami, Weapon, Qarz, Unsafe, Insult-
ing, Defend, Accident, Judicial, Failure, Camp, Evil, Vision, Armed Forces, Agent,
Martyred, Missing, Intentions, Defeat, Secret, Slap, Traitor, Reclaim, Tragedy, Sha-
hadat, Accusing, TAKBEER, Terrorists, War On Terror, Crime, Bloodshed, Revolu-
tion, Constitution, Vandalism, Victorious, Violation, Graves, Torture, Slaughtered,
Explodes, Struggle, War, Freedom, Jet Carrier, Police men, Slave, Honour killing

Others Pig, Monkey, Faith, Ideology, Earthquake, Thunder, Uneducated, Awareness, De-
bate, Foreign, Leaked, Press, Affair, Economic, Destiny, Flood, Endgame, Rebuttal,
Documentary, Respect, Argue, Patrol, Scandal, Survival, Rapist, Rape, Ideological,
Geographical, Sections, Sects, Government, Interview

advantage of character n-gram based approach is that it can capture sub-word
and super-word features and is suitable for noisy text found in social media.
The paper by Peng et al. lists the advantages of character-level n-gram language
models for language independent text categorization tasks [12]. In phase 3, we
build a focused crawler (best first search and shark search) which is a recur-
sive process. It takes one YouTube channel as a seed (a positive class channel)
and extract it’s contextual metadata (user activity feeds and profile informa-
tion) using YouTube API. We find the extent of textual similarity between these
metadata and training data by using statistical model (build in phase 2) and
LingPipe API5. We implement a binary classifier to classify a user channel as
relevant or irrelevant. A user channel is said to be relevant (hate and extremism
promoting channel) if the computation score is above a predicted threshold. If a
channel is relevant, then we further extend it’s frontiers (links to other YouTube

5 http://alias-i.com/lingpipe/index.html

http://alias-i.com/lingpipe/index.html
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channels) i.e. the subscribers of the channel, featured channels suggested by
the user and it’s contacts available publicly. We extract these frontiers by pars-
ing users’ YouTube homepage using jsoup HTML parser library6. We execute
focused crawler phase for each frontier recursively which results a connected
graph, where nodes represent the user channels and edges represent the links
between two users. We perform social network analysis on the output graph to
locate hidden communities of hate promoting users.

3.1 Solution Implementation

In this section, we present the methodology and solution implementation details
for the design and architecture articulated in the previous section. In focused
crawler we first classify a seed input as relevant or irrelevant which further leads
to more relevant channels. In proposed method we use focused crawler for two
different graph traversing algorithms i.e. Best First Search (BFS) Algorithm
and Shark Search Algorithm (SSA). Algorithm 1 and Algorithm 2 describe the
focused crawlers we develop to locate a group of connected hate and extremist
channels on YouTube. The result of both algorithms is turned out to be a directed
cyclic graph where each node represents a user channel and an edge represents
a link between two users. The goal of BFS and SSA is to first classify a channel
to be relevant (positive class) or irrelevant (negative class) and then exploring
the frontier channels of a relevant user (in case of BFS) and both users (in case
of SSA).

Inputs to these algorithms are a seed (a positive class user) U , width of graph
w i.e. maximum number of children of a node, size of graph s i.e. maximum
number of nodes in graph, threshold th for classification, n-gram value Ng for
similarity computation, and a lexicon of 35 positive class channels Up. Table 4
shows a list of all seed inputs we have used for different iterations. We com-
pare each training profile with all profiles and compute their similarity score for
each mode. We take an average of these 35 scores and compute the threshold
values. Both algorithms are different in their approach explained in following
subsections:

Focused Crawler- Best First Search. The proposed method (Algorithm 1)
follows the standard best first traversing to explore relevant user to seed input.
Best-First Search examines a node in the graph and finds the most promising
node among it’s children to be traversed next [13]. This priority of nodes (users)
is decided based upon the extent of similarity with the training profiles. A user
with the similarity score above a specified threshold is said to be relevant and
allowed to be extended further. If a node is relevant and has the highest priority
(similarity score) among all relevant nodes then we extend it first and explore
it’s links and discard irrelevant nodes. We process each node only once and if a
node appears again then we only include the connecting edge in the graph.

Steps 1 and 2 extract all contextual features for 35 training profiles using
Algorithm 3 and build a training data set. Algorithm SSA is a recursive function

6 http://jsoup.org/apidocs/

http://jsoup.org/apidocs/
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Algorithm 1: Focused Crawler- Best First Search

Data: Seed User U , Width of Graph w, Size of Graph s, Threshold th, N-gram Ng, Positive Class Channels Up
Result: A connected directed cyclic graph, Nodes=User u

1 for all u ∈ Up do
2 D.add(ExtractFeatures(u))

end
Algorithm BFS(U)

3 while graphsize < s do
4 userfeeds Uf ←ExtractFeatures(U)

5 score score ←LanguageModeling(D, Uf , Ng )

6 if (score <th) then
7 U.class ←Irrelevant

else
8 U.class ←Relevant
9 Hashmap Usorted.InsertionSort(U, score)

end
for i ← 1 to w do

10 Hashmap Ugraph.add(Usorted(i))

end
11 for all Ug ∈ Ugraph do

12 fr = Extract Frontiers(Ug )

13 Hashmap Ucrawler.add(fr)

end
14 for all Ufr ∈ Ucrawler do

15 BFS(Ufr)

end

end

which takes U as a seed input. Steps 4 and 5 extract all features for seed user
U and compute it’s similarity score with training profiles using character n-
gram and language modeling (using LingPipe API). Steps 6 to 8 represent the
classification procedure and labeling of users as relevant or irrelevant depending
upon the threshold measures.

BFS method has non-binary priority values assigned to each node. The pri-
ority values are the similarity score, which is computed by comparing the users’
contextual metadata (user activity feeds and profile information) with training
profiles. Steps 9 and 10 make a list of top w (maximum number of children, a
node can have) users among relevant users based upon their similarity score,
sorted in a decreasing order. Step 16 extracts frontiers of a user channel using
Algorithm 4. Steps 18 and 19 repeat steps 3 to 15 for each frontier extracted.
We execute this function till we get a graph with desired number of nodes or
there is no more node is left to extend.

Focused Crawler- Shark Search. We propose a focused crawler for Shark
Search Algorithm (Algorithm 2), an adaptive version of the same algorithm
introduced in M. Hersovici et. al. [10]. Shark Search algorithm is different from
Best First Search algorithm in a way that it explores frontiers of both relevant
and irrelevant nodes. In SSA if the parent of a node is an irrelevant node then
the inherited score of the child node is scorechild ∗d, where d is a decay factor, an
extra input for SSA which directly impacts on the priority of user. This inherited
score is dynamic because a node can have more than one parent.

Steps 1 to 5 are similar to Best First Search (Algorithm 1). Steps 6 to 9 check
if the user is a child of irrelevant node then it computes an inherited score for the
user by multiplying the original score by a decay factor d. If a node has appeared
before and has not been extended further then we update it’s similarity score by
the maximum value of old and new inherited score. Steps 10 to 12 represent the
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Algorithm 2: Focused Crawler- Shark Search

Data: Seed User U , Width of Graph w, Size of Graph s, Threshold th, N-gram Ng, Positive Class Channels Up , Decay Factor d
Result: A connected directed cyclic graph, Nodes=User u

1 for all u ∈ Up do
2 D.add(ExtractFeatures(u))

end
Algorithm SSA(U)

3 while graphsize < s do
4 userfeeds Uf ←ExtractFeatures(U)

5 score score ←LanguageModeling(D, Uf , Ng )

6 if (U is a child of Irrelevant node) then
7 score ← score ∗ d

end
8 if (U has appeared before) then
9 score ← max(new score, old score)

end
10 if (score <th) then
11 U.newclass ←Irrelevant

else
12 U.newclass ←Relevant

end
13 Hashmap Usorted.InsertionSort(U, score)

for i ← 1 to w do
14 Hashmap Ugraph.add(Usorted(i))

end
15 for all Ug ∈ Ugraph do

16 fr = Extract Frontiers(Ug )

17 Hashmap Ucrawler.add(fr)

end
18 for all Ufr ∈ Ucrawler do

19 SSA(Ufr)

end

end

classification procedure and labeling of users as relevant or irrelevant similar to
Algorithm 1.

The SSA method also uses non-binary priority values same as similarity score
of users. Steps 13 and 14 make a list of top w (maximum number of children,
a node can have) users (could be relevant or irrelevant unlike BFS) based upon
their similarity score, sorted in a decreasing order. Steps 15 to 19 extract frontiers
of a user channel using Algorithm 4 and repeats steps 3 to 19 for each linked
user.

Features Extraction. In Algorithm 3, we retrieve contextual metadata of a
YouTube user channel using YouTube API. Step 1 extracts the profile sum-
mary of the user. Steps 2 to 5 extract the titles of videos uploaded, commented,
shared and favourited by given user U . The result of the algorithm is a text file
containing all the video titles and user profile information.

Algorithm 3: Features Extraction for a YouTube User

Data: User u
Result: User Activity Feeds and Profile Information
Algorithm ExtractFeatures(U)

1 uProfile ←u.getSummary()

2 uUploads ←u.getUploadedVideo()

3 uCommented ←u.getCommentedVideo()
4 uShared ←u.getSharedVideo()
5 ufavorited ←u.getFavoritedVideo()
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Algorithm 4: Frontier Extraction for a YouTube User

Data: User u
Result: Frontiers of a channel
Algorithm Extract Frontiers(U)

1 usubs ←u.getSubscribers()
2 ufc ←u.getFeaturedChannels()

3 ucon ←u.getFriends()

Table 3. List of Few Users Ids of Hate and Extremism Promoting Videos Being Used
As Exemplary Documents For Training A Text Classifier

AabeKosar BTghazwa haider2026 IndianVictim
Ahmad12791 charbi88 issabln2011 kashafsha
amiruddinmughal GobletG GreaterPakistan khawajak
azadkashmiriboy hijazna HinduismIslam junihashmi
BrassTacksOfficial netdarvin IndiaEternal GreenEye1947
PakistanKaKhudaHafiz p4pathanp4pakistan sabeqoonwaawaloon TAKMEELEPAKISTAN

Table 4. Name of 10 Seed Inputs Used for BFS and SSA- Row-wise Ordered

TheGreaterPakistan BTghazwa GreaterPakistan PakistanRoxxx PakistanKaKhudaHafiz
BrassTacksOfficial haider2026 hiddenpakistani PakistanHeaven MujheHayHukmeAzan

Frontiers Extraction. In Algorithm 4, we extract all external links of a
YouTube channel to other YouTube channels. These links could be the sub-
scribers, featured channels (suggestions by user) and public contacts (friends).
YouTube API does not allow users to retrieve the contacts of other users which is
why we use jsoup HTML parser library to fetch all frontiers and public contacts
list. This algorithm returns a vector of all channels user U is linked with and we
make sure that there is no redundant channel in the list.

4 Empirical Analysis and Performance Evaluation

In this section we present the characterization of hate and extremist videos. We
demonstrate the experiments and analysis set up, performance results and the
effectiveness of our proposed solution approach.

4.1 Experimental Dataset

Training Dataset. A focused crawler needs to classify if a given web-page is
relevant or not with respect to a topic. The crawler requires exemplary docu-
ments or training examples to learn the specific characteristics and properties of
documents in the training dataset. A statistical model (text classifier) needs to
be built from a collection of documents pertaining to a predefined topic. Table
3 shows a list of few user ids (channel names on YouTube) used as a training
profiles. These user ids consists of 612 videos and hence the training is performed
on 612 videos. We obtain the training dataset by manually searching (keyword
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Table 5. Results of Focused Crawler for 6 Different Seeds. Modes Represent 6 Different
Thresholds (Th) & N-gram (Ng) Pairs. A: Th=-2.0, Ng=3, B: Th=-2.5, Ng=3, C: Th=-
3.0, Ng=3, D: Th=-2.0, Ng=5, E: Th=-2.5, Ng=5, F: Th=-3.0, Ng=5.

(a) Focused Crawler- Best First Search
Seed Seed 1 Seed 2 Seed 3

Mode A B C D E F A B C D E F A B C D E F
Relevant 26 19 58 21 56 60 39 57 30 26 64 67 1 1 1 1 1 1
Irrelevant 23 2 9 3 11 7 11 1 4 5 1 1 0 0 0 0 0 0
Processed 119 448 239 134 159 145 119 448 239 134 312 263 1 1 1 1 1 1
Graph 23 19 25 21 26 26 23 24 25 22 26 26 1 1 1 1 1 1
Minimum -2.13 -2.7 -6.83 -6.3 -4.75 -4.75 -9.43 -9.43 -6.83 -0.84 -8.43 -8.43 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01
Maximum -2.13 -0.97 -0.52 -0.48 -0.48 -0.48 -0.8 -0.8 -0.52 -0.46 -0.46 -0.46 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01
Median -2.13 -1.73 -1.91 -1.23 -1.23 -1.23 -2.08 -1.85 -1.72 -1.7 -1.7 -1.7 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01
Quartile 1 -2.13 -2.13 -2.21 -1.39 -1.78 -1.78 -2.26 -2.26 -2.19 -2.16 -2.08 -2.1 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01
Quartile 3 -2.13 -1.3 -1.54 -0.87 -0.87 -0.87 -1.65 -1.58 -1.5 -1.2 -1.2 -1.19 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01

Seed Seed 6 Seed 7 Seed 8
Mode A B C D E F A B C D E F A B C D E F
Relevant 5 34 27 23 32 32 0 28 25 21 31 31 1 1 1 1 1 1
Irrelevant 2 4 10 11 6 6 1 5 1 4 2 2 0 0 0 0 0 0
Processed 20 313 290 258 332 332 0 212 318 256 252 274 1 1 1 1 1 1
Graph 5 22 25 22 25 25 0 22 25 21 26 26 1 1 1 1 1 1
Minimum -2.25 -2.87 -6.83 -6.3 -2.38 -2.38 -2.04 -0.77 -6.83 -6.3 -4.75 -4.75 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72
Maximum -1.16 -0.97 -0.52 -0.46 -0.46 -0.46 -2.04 -0.97 -0.52 -0.46 -0.46 -0.46 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72
Median -1.6 -1.68 -1.78 -1.22 -1.29 -1.29 -2.04 -1.77 -1.91 -1.23 -1.33 -1.33 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72
Quartile 1 -1.94 -2.13 -2.21 -1.59 -1.91 -1.91 -2.04 -2.13 -2.24 -1.79 -2.05 -2.05 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72
Quartile 3 -1.34 -1.3 -1.46 -0.82 -0.46 -0.46 -2.04 -1.31 -0.52 -0.89 -1.12 -1.12 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72

(a) Focused Crawler- Best First Search
Seed Seed 1 Seed 2 Seed 3

Mode A B C D E F A B C D E F A B C D E F
Relevant 37 34 27 56 29 27 45 29 45 28 29 29 1 1 1 1 1 1
Irrelevant 6 2 2 3 3 2 2 3 0 2 0 0 0 0 0 0 0 0
Processed 198 167 123 177 110 110 138 129 374 122 122 122 1 1 1 1 1 1
Graph 26 26 26 26 26 26 25 26 26 26 26 26 1 1 1 1 1 1
Minimum -13.9 -13.9 -13.9 -13.2 -132 -132 -2.25 -2.70 -2.70 -2.31 -2.42 -2.42 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01
Maximum -0.11 -0.12 -0.17 -0.07 -0.15 -0.15 -0.11 -0.13 -1.05 -0.10 -0.46 -0.46 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01
Median -0.50 -1.46 -1.70 -1.20 -1.21 -1.41 -1.62 -1.47 -1.74 -0.81 -1.18 -1.18 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01
Quartile 1 -1.47 -2.04 -2.26 -1.57 -1.91 -1.97 -1.79 -1.94 -2.30 -1.22 -1.96 -1.96 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01
Quartile 3 -0.21 -0.25 -1.39 -0.85 -0.71 -0.92 -1.26 -1.08 -1.30 -0.23 -0.86 -0.86 -1.78 -1.78 -1.78 -1.01 -1.01 -1.01

Seed Seed 6 Seed 7 Seed 8
Mode A B C D E F A B C D E F A B C D E F
Relevant 23 35 27 37 23 23 22 36 26 36 23 23 1 1 1 1 1 1
Irrelevant 4 3 0 0 2 2 2 3 0 3 2 2 0 0 0 0 0 0
Processed 158 169 88 131 80 80 242 213 65 107 54 54 1 1 1 1 1 1
Graph 25 25 25 25 25 25 25 25 25 25 21 21 1 1 1 1 1 1
Minimum -2.32 -2.70 -2.70 -2.31 -3.62 -3.62 -2.32 -2.70 -2.70 -2.31 -3.62 -3.62 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72
Maximum -0.05 -0.13 -0.33 -0.07 -0.46 -0.46 -0.05 -0.12 -0.33 -0.07 -0.17 -0.17 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72
Median -0.23 -1.63 -1.63 -0.87 -1.23 -1.23 -0.20 -1.60 -1.63 -0.97 -1.23 -1.23 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72
Quartile 1 -1.40 -2.12 -2.05 -1.32 -2.05 -2.05 -0.26 -2.25 -1.97 -1.33 -2.05 -2.05 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72
Quartile 3 -0.16 -1.12 -1.60 -0.39 -0.93 -0.93 -0.16 -1.16 -1.63 -0.45 -0.78 -0.78 -1.87 -1.87 -1.87 -1.72 -1.72 -1.72

based) for anti-India hate and extremism promoting channels using YouTube
search and traversing related video links (using the heuristic that videos on sim-
ilar topic will be connected as relevant on YouTube). The training dataset profile
consists of profile information of users and the title of videos uploaded, favorited,
shared and commented by the user. We believe the title of such videos reflects
user interests and can be used for building a predictive model.

Test Dataset. We select 10 random positive class (hate and extremist) channels
for creating test dataset. Each user works as a seed input to the focused crawler.
Table 4 shows the list of all 10 seeds we select for our experiments. To evaluate
the effectiveness of our solution approach we execute our focused crawler sixty
times for both Shark Search and Best First Search. Here we use 10 different
seeds, 3 different threshold values and 2 different n-gram values for similarity
computation. We make 6 pairs of threshold and n-gram values calling them as
six different ”Modes”. For both approaches (BFS and SSA), we run our focused
crawler 60 times for 10 seeds and each seed for all 6 modes.
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(a) Best First Search (b) Shark Search

Fig. 2. Illustrating The Variance Between Number of Unique Relevant Nodes, Unique
Irrelevant Nodes, Nodes Present in The Graph and Total Number of Nodes Processed
for Six Different Modes of Seed 2

Fig. 3. Box-Plot And Descriptive Statistics For Six Different Configurations Of Best
First Search Crawler

Fig. 4. Box-Plot and Descriptive Statistics for Six Different Configurations of Shark
Search Crawler
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4.2 Experimental Results

Focused Crawler Results. As mentioned above, we execute our focused
crawler 60 times for both BFS and SSA. Table 5 (a) and (b) present the complete
picture of users statistics based upon their similarity scores in each iteration. Ta-
ble 5 (a) and (b) show the number of unique relevant users, unique irrelevant
users, total number of users present in the output graph and the total number of
users processed during execution of BFS and SSA focused crawlers respectively.
Table 5 also shows the summary of similarity scores (minimum, maximum, me-
dian, 1st quartile and 3rd quartile) of all users. Table 5 reveals that the number
of relevant and irrelevant users vary for different threshold and n-gram pairs. In
Table 5 we notice that for both BFS and SSA, five-gram performs better than
tri-gram. And for five-gram we achieve maximum number of relevant users in
mode F (threshold= -3.0, n-gram= 5). These statistics show that the number
of relevant and irrelevant nodes vary for different seeds. For example, for seed
3 and 8 we have only one relevant node. Despite being positive class channels
these users have no links to other hate and extremist users on YouTube. Table
5 (a) and (b) reveal the difference in BFS and SSA performance for same seed.
For seed 7, 9 and 10, we have an empty graph for BFS while in SSA we have
25 connected users for mode A. And similarly for other modes SSA has more
number of relevant users in comparison to BFS.

Figure 2(a) and 2(b) illustrate the variance in number of nodes (shown on
Y-axis) for different modes (shown on X-axis) for one seed. Where each node
represents a YouTube user. Figure 2(b) depicts that for each mode number of
irrelevant nodes for SSA are negligible in comparison to BFS. We also notice
that for Seed 2, the graph size is almost similar in both BFS and SSA approach.
In BFS we extract frontiers of only relevant nodes unlike SSA. Therefore, for
BFS, we see a radical change in number of processed nodes for each mode. For
SSA the number of unique relevant nodes as well as the number of processed
nodes are similar for all modes except mode C. Figure 3 and 4 show the variance
in the statistics of similarity or relevance score (shown on Y-axis) for different
modes (shown on the x-axis). These statistics are measured for one seed used
for both BFS and SSA approaches and same configuration of threshold and n-
gram values. In Figure 3 we see that the first quartile for mode A is below the
threshold value and it is smaller than third quartile unlike in Figure 4. It is an
evidence that for BFS the number of relevant nodes are lesser in comparison
to SSA. In SSA approach we are able to find users which are more relevant
(shown as outliers) to training profiles. Figure 3 and 4 show that for modes E
and F (Th=-2.5, Ng=5 and Th=3, Ng=5 respectively) all users are classified at
relevant.

We asked 3 graduate students of our department to validate our results and
they manually annotated each user. Based upon the validation we evaluate the
accuracy of our classifier by comparing the predicted class against the actual
class of each user channel. Table 6(a) shows the confusion matrix for binary
classification performed during Best First Search approach. Given the input of
10 seed users and 6 modes (pair of threshold and n-gram values) we get different
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Table 6. Confusion Matrix for Focused Crawlers

(a) Best First Search

Predicted
Relevant Irrelevant

Actual
Relevant 991 295
Irrelevant 55 29

(b) Shark Search Algorithm

Predicted
Relevant Irrelevant

Actual
Relevant 921 314
Irrelevant 125 67

Table 7. Accuracy Results for Focused Crawler- Best First Search and Shark Search.
TPR= True Positive Rate, FPR= False Positive Rate, PPV= Positive Predictive Value,
NPV= Negative Predicted Value.

TPR TNR PPV NPV F1-Score Accuracy

BFS 0.75 0.35 0.88 0.18 0.81 0.69

SSA 0.77 0.35 0.95 0.09 0.85 0.74

Table 8. Illustrating The Network Level Measurements for Focused Crawlers- Best
First Search (Left) and Shark Search Algorithm (SSA). NN= Number of Nodes, NE=
Number of Edges, SL= Number of Self Loops, Dia= Network Diameter, AD= Average
Density, ACC= Average Clustering Coefficient, IBC= In- Betweenness Centrality, CC=
In- Closeness Centrality, #W/SCC= Number of Weak/Strong Connected Components.

NN NE SL Dia AD ACC IBC ICC #WCC #SCC

BFS 23 119 3 4 0.225 0.388 0.046 0.356 1 7

SSA 24 137 8 3 0.238 0.788 0.009 0.320 1 16

number of connected users in each iteration. To measure the accuracy of our
proposed approach we collect results of all 60 iterations and classify 1046 (921
+ 125) users as relevant and 381 (314 + 67) as irrelevant users. There is a
misclassification of 25.42% and 65.10% in predicting the relevant and irrelevant
users respectively. Table 6(b) shows the confusion matrix for binary classification
during Shark Search approach. Given the input of 10 seed users and 6 n-gram
& threshold pairs, it classifies 1046 (991 + 55) users as relevant and 324 (295
+ 29) as irrelevant users. There is a misclassification of 22.93% and 65.47% in
predicting the relevant and irrelevant users respectively. This misclassification
occurs because of the noisy data such as lack of information, non-english text
and misleading information.

Table 7 shows the accuracy results (precision i.e. PPV, recall i.e. TPR, NPV,
TNR, f1-score and accuracy) of focused crawler for both Best First Search and
Shark Search approaches. Table 7 reveals that overall SSA approach (accuracy
of 74%) performs better than BFS approach (accuracy 69%). Precision and ac-
curacy of SSA are much higher than BFS and similarly recall and f1- score are
reasonably higher for SSA.
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Social Network Analysis. We perform social network analysis on the output
graph of focused crawler, where each node represents a YouTube user channel and
each edge represent a relation (friend, subscriber and featured channel) between
two users. Table 8 illustrate the network level measurements we perform on the
output graphs ofBFS and SSA focused crawlers.These values have been computed
for seed 2 in mode B (configuration of threshold=-2.5 and n-gram=3). In Table 8
we notice that in SSA approach users are strongly connected in comparison to BFS
approach because the average density of network graph is more in SSA approach.
Network diameter shows that in SSA each user is reachable in maximum 3 hops
while in BFS it takes 4 hops. In SSA, we have more number of connected compo-
nents than BFS, which helps to locate more communities. Here we see, that SSA
has higher clustering coefficient which results into a cluster of highly relevant users.

Figures 5(a) and 5(b) (generated using ORA7) show three different represen-
tations of network graph, outputs for BFS and SSA focused crawler respectively
(seed 2 and mode B- threshold=-2.5, n-gram=3). Graph in the left shows a di-
rected connected cyclic graph. Colors of nodes represent the different in-degree of
users and the width of an edge is scaled based upon the number of links between

(a) Best First Search Approach

(b) Shark Search Approach

Fig. 5. Community (Left), Betweenness Centrality (Middle) and Cluster (Right) Graph
Representation for Best First Search (Top) Shark Search Crawler (Bottom) With Con-
figuration: Th=-2.5, Ng=3 and Seed 2 (Node ’A’)

7 http://www.casos.cs.cmu.edu/projects/ora/

http://www.casos.cs.cmu.edu/projects/ora/
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two users. In community graphs we see that for BFS all nodes are connected to
each other unlike in SSA a few nodes are connected to only one user. Despite the
existence of these nodes we find many strongly connected components in SSA
which is very less in BFS because all nodes are equally connected. Graphs in
the middle of Figures 5(a) and 5(b) are different representation of the output
graph based upon the betweenness centrality. Node in the center has the highest
centrality among all users and connected to all users of outer shells. In Figures
5(a) and 5(b), graphs in the right are the cluster representation of network. As
we see in Table 8, the average clustering coefficient of network in SSA approach
is very large in comparison to BFS. Similarly in the Figure 5(a) we see that
in BFS approach network has 13 clusters, where total number of nodes is 23.
Among these 13 clusters, 6 clusters have only one user node which shows the lack
of similarity among users. In Figure 5(b) the cluster representation of network
graph (right most graph) has 7 clusters for 24 nodes. where only 2 clusters are
formed with one user. In this graph, each cluster shows the level of connectivity
to other users. We see the existence of three strong communities made by nodes
C, D, E, H, I and B, C, D, E, G, H, I, J and A, D, E, G, where G is the center
of all communities and connected to all users.

Manual Analysis of Videos. We perform a manual analysis on YouTube and
collect 274 hate and extremist videos uploaded by 35 unique users. We perform
a characterization on these 274 and divide them into 5 different sets, shown in
Table 9. We categorize these videos based upon three main parameters: 1) focus
of the content shown in the videos, 2) targeted audience of the users uploading
these videos and 3) the keywords presented in the title & description and used
or spoken in the video. We also perform a characterization of these videos based
upon the content shown in the video. Table 9 reveals that the average duration
of these videos is from 3 minutes to 45 minutes. We observe that the 43 of total
videos were small clips showing women and children harassment in India and
Pakistan. For example, child labor, prostitution, slave. We find that majority of
videos focus on islam promotion. These videos are very large in duration and
defined as education videos on YouTube. Table 9 also shows that majority of
videos fall under news and politics category and very few of them are uploaded
for entertainment purpose. These videos target those audience who are affected
by the incidents shown in the videos.

For example, 1947 partition, liberate Kashmir and hate speech videos against
Pakistan and India targeting the haters of respective nations. The keywords
shown in the Table 9 are the clear evidence of these videos to be hate promoting.
We notice that all these videos are not just public recording, but users have
used more creative ways to present their messages in front of their audiences.
We divide these 274 videos into 12 categories based upon the type of content
shown in the video. Table 10 shows that now users have used animation, cartoon,
drawings, group discussions and textual messages in their videos to promote
hate and extremism. These videos leave a negative impact on the audience and
provoke them to write hateful comments.
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Table 9. Categorisation of Videos Based Upon Keywords in Video Content & Title and
Target Domain of the Uploader, #VD= Number of Videos, YT Category= Youtube
Category, Avg Len= Average Duration of Video (in seconds)

#VD YT Category Avg Len Content Focus Target Audience Keywords
43 News

& Non-
Profit

151.68 Honor
Killing,
Harass-
ment

Women,
Refugee
Peo-
ple,
Child

Honour Killing, Child Mar-
riage, Rape, Responsibility,
Protest, Women, Asylum,
Arrested, Security, Safety,
Refugee, Minor, Brutally,
Beating, Exploit, Kidnap,
Prostitute, Slave, Indian
Police, Delhi, Child Labour.

93 News,
Auto,
Vehicle,
Politics
& Edu-
cation

2526.16 Islam
Promo-
tion

Jewish
And
Mus-
lim
Peo-
ple

Vandalism, Jews, Christians,
Apostates, Country, Shakyh
Abu Hamza, Speech, Hate,
Muslim, Fatah Domestic,
Leader, Destroy, Killing,
Rape, Taliban, Bombs, Bat-
tle, Courage, Allah, Islam,
Courage, Principle, Poli-
tics, Belief, Macca, Trouble,
Money, Hatred, Shaheed, Af-
ganistan, Enemies Of Islam,
Shame, Rape, Women, Kids,
Bad, Women Rights, Debate,
Zaid Hamid, Armed Force,
Jinnah

25 News,
Politics
& Edu-
cation

1225.56 Liberate
Kash-
mir

Kashmiri
Peo-
ple

Muslim, Army, Military, 1947,
Partition, Azad Kashmir, Lib-
erate Kashmir, Pakistan, In-
dia, Killing, Murder, Border,
Fighting, Democracy, Martyr,
Torture.

83 News &
Politics

349.28 Anti-
Muslims

Pakistan
Haters

Kashmir, Jihad, Pakistan,
India, Quran, Muslim, Hindu,
Qatil, Zakir Naik, Hate
Speech, Masjid, Pandit,
Defense, Madarsa, Tribute,
Bharat, America, Attack, Na-
pak, Holy, Kabba, Prophet,
Strike, Truth, Holy War,
Jihad, Al-Queda, Blast,
Killed, Enemies Of India,
Leftists,Separatists, Maoists,
Propaganda, Kasab.

30 Entertainment,
Travel,
News &
Politics

319.61 Anti-
India

India
Haters

Kashmir, Poverty, Mumbai,
Liberate, Hindu, Beggars, Hu-
man, Untouchable, Pundit,
Casteism, Fraud, Extremism,
Attack, Mob, Killed, Anti-
Muslim, Anti-Pakistani, Ha-
tred, Masks, Freedom.

Table 10. Categorization of Hate & Extremism Videos Based Upon the Content Shown
in the Video

Pictures With Background Music, Animated Videos
Speech, News Segments, Drawing, Interviews , Group Discussion

Lectures, Cartoon And Comics, Debate, Recorded Videos, Textual Messages
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5 Conclusions

We present a focused-crawler based approach for identification of hate and ex-
tremism promoting videos on YouTube. The accuracy for BFS and SSA ver-
sions of the algorithm is 0.69 and 0.74 respectively. Experimental results reveal
higher precision, recall and accuracy for shark-search approach in comparison
to best-first search. We conduct a series of experiments by varying various algo-
rithmic parameters such as the similarity threshold for the language modeling
based text classifier and n-grams. We conclude that by performing social net-
work analysis on network graphs, we are able to locate hidden communities. We
identify the users who play major roles in the communities and have highest
centrality among all. We reveal the communities by dividing the network graph
into clusters formed by similar users. In SSA we find more strongly connected
components (16) and communities in comparison to BFS (7).

We perform a characterization on the content and contextual information of
several hate promoting videos. The analysis reveals that hate promoting users
upload videos targeting some specific audiences. Majority of videos are very large
in the duration (3 to 45 minutes). Keywords present in the contextual informa-
tion and video content are the evidence of these videos doing hate promotion
among their viewers.
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Abstract. This paper presents design and development of Adaptive Traffic Sig-
nal using mOTes (ATSOT) system for crossroads to reduce the average waiting 
time in order to help the commuter drive smoother and faster. Motes are used in 
the proposed system to collect and store the data. This paper proposes an adap-
tive algorithm to select green light timings for crossroads in real time environ-
ment using clustering algorithm for VANETs. Clustering algorithms are used in 
VANETs to reduce message transfer, increase the connectivity and provide se-
cure communication among vehicles. Direction and position of vehicles is used 
in literature for clustering. In this paper, difference in the speed of vehicles is 
also considered along with direction, node degree, and position to create rea-
sonably stable clusters. A mechanism to check the suitability of cluster initiator 
is also proposed in the paper. The proposed ATSOT system can be used for 
hassle free movement of vehicles across the crossroads. Prototype of the system 
has been designed and developed using open source software tools: MOVE for 
the Mobility model generation, SUMO for traffic simulation, TraCI for traffic 
control Interface and Python for client scripting to initiate and control the simu-
lation. Results obtained by simulating ATSOT approach are compared with 
both OAF algorithm for adaptive traffic signal control and pre-timed approach 
to show the efficiency in terms of reduced waiting timing at the crossroads. Re-
sults are also compared with pre-timed method for single lane and multi-lane 
environment using Webster’s delay function. 

Keywords: Motes, VANETs, clustering algorithm, adaptive control, threshold, 
traffic signals. 

1 Introduction 

Traffic problem is an extremely significant issue affecting our daily life. One spends a 
lot of time waiting on the crossroads resulting in significant delay to reach the desti-
nation with more fuel consumption. Traffic signals are used to manage traffic on the 
crossroads. A traffic signal can be pre-timed, semi-actuated or fully-actuated. Pre-
timed signal consists of a programmed sequence of various signal phases which is 
repeated after completion of a cycle. A phase is defined as an assignment of  
non-conflicting and simultaneous movement of traffic into separate groups to allow 
collision free vehicle movement [1]. Congestion on crossroads is major disadvantage 



 ATSOT: Adaptive Traffic Signal Using mOTes 153 

of pre-timed signals when there is no traffic on the road with green light assignment 
and too much traffic on the road towards red signal. To solve this problem, actuated 
signals came into the scenario. Actuated signals are capable of altering the phase se-
quence with varying phase time for a signal depending on vehicle density on the road, 
which enable them to reduce traffic delays extensively. Actuated signals are further 
divided into two sub categories: semi-actuated and fully actuated.  

Semi-actuated signals use the detectors present only on the major roads, whereas in 
case of fully actuated signals, all roads (major or minor) have detectors installed on 
them [1], [2]. The signal is set to provide the green light time as per traffic require-
ment. The effectiveness of traffic flow across a crossroad varies according to the 
phases, phase sequences and the timing of the traffic signals installed. Thus, in order 
to ensure the safety and normal traffic flow at the crossroads, design of adaptive traf-
fic signals becomes essential [3]. The adaptive traffic signals are mainly used for 
adapting the timings of lights by predicting the traffic volume for smooth traffic flow 
without congestion.  

Most of the cities in the developing countries have pre-time signals, whereas actu-
ated signals are installed on the crossroads in most of the developed countries. There 
has been significant works done in the area of adaptive traffic signals for congestion 
free movement of traffic across the crossroads in the literature. There exist a variety 
of traffic light control systems implemented worldwide like Split Cycle and Offset 
Optimization Technique (SCOOT) [4], [5], Sydney Coordinated Adaptive Traffic 
System (SCATS) [6], [7], Real time Hierarchical Optimized Distributed Efficient 
System (RHODES) [8], Optimization Policies for Adaptive Control (OPAC) [9], 
Real-Time Traffic Adaptive Control Logic (RTACL) [10] etc. These systems are 
mainly based on the inductor loop detectors and video sensors installed on the inter-
sections. As per our knowledge, none of these techniques uses clustering mechanism 
to form stable clusters to adjust the green time for traffic signals.  

In this paper, motes are used to sense the traffic flow on the roads which is further 
used for clustering. Mote is a wireless sensor node, also known as smart dust, gathers 
sensory information, processes it and then communicates result to other nodes in the 
network [11]. Mote is a node but vice versa is not true always [12]. VANET is a spe-
cial type of Mobile Ad hoc Network (MANET) having its root in traffic engineering 
that permits interaction among the vehicles; vehicle & infrastructure and the infra-
structure itself [13], [14]. VANETs are supposed to integrate wireless technology as a 
type of Wi-Fi [15], Dedicated Short-Range Communication (DSRC) [16], satellite, 
cellular and WiMAX. 

The communication range allowed for VANETs is restricted to 100 m to 300 m. 
The participating vehicles are turned into routers or wireless nodes for connection and 
data collection in the allowed range of the network.  A new vehicle can join the net-
work when it comes in the range and any vehicle can be dropped out of the network 
when it goes out of range. VANET can be considered as the backbone for the Intelli-
gent Transportation System (ITS).  
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VANET is characterised by moving vehicles considered as nodes and fixed roads 
considered as edges between the nodes to form a graph like structure. There also exist 
fixed road side units (RSUs) alongside of road to enable the communication among 
the vehicles. “Fixed infrastructure belongs to the government or private network op-
erators or service providers” [17]. Some of the benefits provided by VANETs are 
accident prevention, safer roads, congestion reduction and less waiting time. In 
VANETs messages are broadcasted through a wireless medium and hence communi-
cation is at a greater risk. Moreover due to dynamic nature of the vehicles, stale en-
tries as well as congestion exist in the network.  

Clustering algorithms ensure security, increase connectivity and reduce overall 
message transfer in VANETs [18], [19]. The main concern is on finding the stable 
clusters of vehicles in vehicular network and the job of clustering algorithms is to find  
not only the minimum number of clusters, but also preserve the existing configuration 
of the clusters with the least overhead [20]. In VANETs, cluster formation is highly 
challenging due to highly mobile nodes and unavailability of global topology [21]. In 
our proposed approach data is collected through motes and is clustered with the clus-
tering approach discussed by Rawashdeh and Mahmud [22]. During the cluster for-
mation process the relative speed of the vehicles along with the position and direction 
is considered. The clustering based on the above said parameters is found to be stable 
and efficient.   

The clustering algorithm divides the network into clusters wherein highly mobile 
vehicles are positioned in one cluster and moderately low mobility vehicles are posi-
tioned in the alternative group. For the formation of stable clusters, we have devised a 
mechanism to test the suitability of the cluster initiator. It is required to minimize the 
cluster initiator transfer. Another consideration for clustering within the VANETs is 
that the algorithm has to be very fast to minimize time loss. After cluster formation, 
density is calculated and the information is fed into the proposed adaptive algorithm 
running on the RSUs. With the received information, signal time is decided according 
to the algorithm based on threshold. The main idea is to reduce the overall waiting 
time at the crossroads and ensure speedy movement of the vehicles in order to reduce 
the fuel consumption. 

Rest of the paper is organized as follows. Section 2 reviews the work done in lit-
erature in the area of Intelligent Transportation System along with the clustering algo-
rithms used in VANETs. The proposed system ATSOT is presented in section 3. Ex-
perimental setup and results are shown in section 4 followed by the conclusion in 
section 5. 

2 Literature Review 

Intelligent Transportation Systems (ITS) can be used as a proficient approach to im-
prove the operation of VANETs. Objectives of ITS include comfortable driving,  
road safety and dissemination of updated road information to the commuters [23].  
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Adaptive traffic signals have been widely studied in the literature. Examples include 
the well-known SCOOT, SCATS, RHODES, OPAC, RTACL etc. SCOOT is a cen-
tralized traffic responsive system that coordinates the traffic light in a fixed green 
light sequence as an automatic respond to traffic flow fluctuation in urban areas [4], 
[5]. SCATS is  a system which programs the traffic lights by providing the intelligent 
pre-defined traffic plans to offer vehicle delay reduction [6], [7]. It relies on loop 
detectors placed on the lane pavement before the intersection. RHODES uses three 
level hierarchies for the management of traffic signals [8]. It is designed for under 
saturated conditions. OPAC is designed for oversaturated conditions [9]. RTACL is 
designed for networks of streets [10]. RTACL did not meet expected performance 
measures. OPAC, increased delay and travel time in some instances, and RHODES 
reduced cycle lengths, but did not show any significant difference in arterial travel 
times. 

Junping Zhang et al. [24] presented a study of multifunctional data driven intelli-
gent transportation system, which can accumulate a massive sum of data collected 
from diverse resources: Vision-Driven ITS (input data collected through video sen-
sors and used recognition including pedestrian  and vehicle detection); Multisource-
Driven ITS (e.g. laser radar, inductive-loop detectors and GPS); Learning-Driven ITS 
(effective prediction of the accidents occurrence to boost the safety of pedestrians by 
decreasing the effect of vehicle collision);and Visualization-Driven ITS (to assist the 
decision makers swiftly recognize anomalous traffic patterns and consequently ac-
quire obligatory counteractive actions ). In case of complex scenario i.e. with large 
number of vehicles, there exist some obstacles for object reorganization.  

Car-to-car communication based adaptive traffic signal control system is discussed 
in [25]. The approach reduces the queue length to reduce the waiting time at the 
crossroads for the vehicles. Clustering is used for the density calculation of approach-
ing vehicles, which is used by the traffic signal controls for setting the cycle timing in 
this system. DBCV algorithm is used to gather the desired density information by 
combining cluster and opportunistic dissemination technique. The direction is com-
puted within the vehicle by engaging digital maps and Global Positioning Systems 
(GPS) in a geographical region and helps in the formation of clusters.  

An adaptive traffic light system is designed by Gradinescu et al [26] in which each 
vehicle is equipped with a short range communication device. The system is centered 
on a wireless controller node that is positioned on the intersection to determine the 
optimal values for the signals. Traffic signals can respond to the communication be-
tween vehicles to estimate the density of vehicles around it and consequently adjust 
the signal timing. In [25] and [26] adaptive traffic light systems based on wireless 
connectivity between fixed controller nodes and vehicles at crossroads are described. 
These systems are planned and developed with the objective of improving traffic 
smoothness, reducing the waiting time at crossroads and helping in the prevention of 
accidents. 

Ganesh S. Khekare et al [27] are using the traffic information to avoid accidents. Ve-
hicles themselves are providing this information without the need of extra infra-structure. 
The authors have developed an adaptive traffic control system similar to the proposal 
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given by [25], [26] in their work. The system is implementing the AODV routing algo-
rithm without considering any clustering method.  

In [22], authors have described a speed-overlapped clustering method in highways 
scenario. In their work, stable and unstable clustering neighbours are defined accord-
ing to the relative position, movement direction and speed of the vehicles. Clusters are 
created only among the stable neighbours and clustering can be started only from the 
slowest or fastest vehicle. Concept of location services is also being used in the earlier 
work by various researchers in [18], [19], [28], [20], [29]. A problem is also foreseen 
in method described in [22] if the speed of some vehicle deviates too much from the 
speed of other vehicles in the cluster, then cluster formation process becomes unsta-
ble. But as compared to other methods, this method creates comparatively stable clus-
ters and hence we have used this clustering approach in our work to propose an adap-
tive algorithm. 

Webster’s delay function [3] and HCM 2000 [27] are the main delay functions that 
exist in the literature as per our knowledge. HCM 2000 method is based on the con-
cept of lane groups. Saturation flow and delay are calculated for each lane group sepa-
rately. In Webster’s method, flow is calculated for the total approach width assuming 
the arrival rate to be random. We have considered the traffic of mixed type with poor 
lane discipline as present in many developing countries. Hence, Webster's method is 
used in our work. 

Webster’s delay model is the standard delay model with the assumption of vehicles 
arrival at a uniform pace [2], [30], [31], [32], [1], [33]. The expression given by Web-
ster for delay per cycle, d, is as follows: 

 ݀ =  ಴మቂଵି೒಴ቃమଵି ೡೄ                             (1) 

 
Where g is the effective green time, C is the cycle length, v is the critical flow for 

the phase and S is the saturation flow. This eq. (1) computes the optimal cycle length 
that minimizes the average vehicle delay. Effective green time, g, is calculated by the 
eq. (2) as follows: 

 ݃ = ܥ −  ௟                               (2)ݐ
 
Where C is the cycle length and ݐ௟ is the lost time. The study done in [34] uses a 

new job-scheduling based online OAF (oldest arrival first) algorithm in traffic signal 
control. The results obtained show that the OAF algorithm reduces the delays experi-
enced by the vehicles, as compared with Webster’s method and the pre-timed signal 
control approach.  

Literature work focuses on the clustering mechanisms that are mainly based either 
on direction, speed, position or their combinations. The presented work considers the 
parameters degree of the node and speed difference along with direction and position 
while forming the clusters. We also use motes to sense and collect the data that will 
be fed to the clustering algorithm resulting in the formation of the stable clusters. 
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Earlier researchers have focused only on the assignment of green time for signals in 
various phases. Here in this work, optimal green light assignment is done as per traf-
fic on road either by incrementing or decrementing green light timings. 

3 Proposed Adaptive Traffic Signal Using mOTes System 

The proposed Adaptive Traffic Signal using mOTes (ATSOT) system is based on 
motes, clustering algorithm and proposed adaptive algorithm. Motes help in collecting 
data and feed it to the clustering algorithm which forms stable clusters. These stable 
clusters are used to calculate average queue length which is used by the adaptive algo-
rithm to set the optimal green light timing as per traffic volume on roads for the signal 
at crossroad. 

3.1 Framework of ATSOT 

Framework for the proposed ATSOT system is shown in Fig. 1. In ATSOT system, 
traffic data is sensed and collected through the motes. This data is stored in the data-
bases located locally at RSUs and globally at the traffic centers, and consist of the 
information about the traffic (e.g. position, density etc. for the moving vehicles). The 
data collected through motes is fed to the clustering algorithm which runs locally on 
RSUs and updates the results to traffic centers. For stability of clusters, a formula to 
check the suitability for becoming cluster initiator is also proposed. From the obtained 
clusters, average queue length is calculated on that crossroad. Finally, an adaptive 
algorithm for setting the green light timing is run on the RSUs to set the green light 
timing for signals at crossroads. RSU simultaneously updates the traffic centers with 
the results obtained. The algorithm considers minimum threshold, Thmin and maxi-
mum threshold, Thmax during the computation of green light duration for providing 
congestion free path with least waiting time. Detailed working of the ATSOT system 
is shown in Fig. 2.  
 

 
Fig. 1. Framework of ATSOT 
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Fig. 2. Detailed working of ATSOT 

We assume that each road has a sensor detector installed on the road to calculate 
the total number of vehicles passing through it. These sensors will transmit the infor-
mation to the ATSOT system and calculate the cycle timing for next phase.  

In Fig. 2, a typical VANET is shown. Motes are installed near traffic lights on the 
roads. These motes sense the vehicle data and store it in the databases placed at the 
traffic centers through nearest RSUs. Motes also disseminate the data to the clustering 
algorithm resulting in formation of the stable clusters of vehicles on the road. These 
clusters help in computing the average queue length. Clustering algorithm also checks 
the suitability of the cluster initiator for the formation of stable clusters through the 
proposed formula. The average queue length is then computed at the nearest RSU and 
used to select the green time for the traffic lights at crossroads based on threshold.  

3.2 Clustering Process in ATSOT System 

Clustering algorithm is used in ATSOT system to reduce the number of messages 
transfer, increase the connectivity in the network and to simplify routing process. It 
also offers secure communication among vehicles. During the clustering process, 
nodes are divided into clusters, each with a cluster initiator (CI) node that is account-
able for all management and coordination tasks of its cluster. In the presented work, 
main concern is on finding the stable clusters of vehicles in vehicular network and the 
job of clustering algorithms is to find not only the minimum number of clusters, but 
also preserve the existing configuration of the clusters with the least overhead.  

To implement the algorithm, individual vehicle is presumed to retain the IDs of the 
stable neighbours that are updated at regular intervals. To form clusters, neighbouring 
vehicles cooperate with each other. Vehicles build their neighbourhood relationship 
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using the GPS data. Clusters are formed for the vehicles traveling in the same direc-
tion based on their position, speed and node degree. However, the speed among the 
vehicles varies and this variation might be very high; thus, all neighbouring vehicles 
are not included in one cluster. Underlying assumption is the existence of a vehicle 
with the slowest speed among its stable neighbours for initiation of the cluster  
formation process. The vehicle with slowest speed is called cluster initiating (CI) 
vehicle. 

Since in our work, slower and faster vehicles will be in different clusters, we can 
start the cluster formation process either from the slowest or fastest vehicle in each 
direction. The neighbouring vehicles whose relative speed, with respect to the slowest 
(or fastest) vehicle, is greater than (or less than) the threshold, Vth, will not be grouped 
in the same cluster. In our work, we are choosing the slowest vehicle, Vs to initiate the 
clustering process by sending a cluster formation request, and then all of its neigh-
bours with relatively similar speed will be in the first cluster. The remaining vehicles 
will then go through the same cluster formation process to create other clusters. Speed 
of the vehicle can be extracted from the GPS data. The clustering process starts with 
the explanation of cluster initiator selection parameters followed by the cluster for-
mation algorithm and cluster maintenance procedure as follows:  

Cluster Initiator Selection Parameters 
 

The mobility information (speed, position, degree, and direction) of the nodes is ex-
tracted through GPS data. Priority of a node to become a cluster initiator is calculated 
by its suitability value, u, which is computed based on the mobility information of its 
neighbourhood. 

Thus, u = f (degree, position, speed) is a function defined according to the follow-
ing criteria: 

• The suitability value of the vehicle is calculated by considering the mobility in-
formation of vehicle within radius, r and having relatively similar speed only. 

• Nodes having higher number of neighbours in their neighbourhood, maintaining 
closer distances to their neighbours, and having closer speed to the average 
speed of their stable neighbours should have higher suitability value, thus they 
are more qualified to be elected as cluster-heads. 

Cluster Formation Algorithm 
 
In order to execute the algorithm, each vehicle is assumed to access the GPS data 
continuously. There exists a vehicle with slowest speed. The algorithm is divided into 
three phases specified by each of the three algorithms given below. 

 Algorithm 1 specifies the clustering initiation process followed by the algorithm 2 
that explains the process of CI determination with competition among vehicles them-
selves. Final cluster formation process is described in algorithm 3.   
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  Input   : CI  vehicle ID with slowest speed and stable neighbours. 
Output: stable and minimum number of clusters  

 
 
Algorithm 1: Initiating clustering process 
     
     if (there is no vehicle with speed less than that of the current vehicle || vehicle with speed 

less than that of the current vehicle є other clusters) then 
 temporary CI  Current vehicle  
 send Initiate_Cluster (CI) 

     end if 
 
 

Algorithm 2: CI competition and determination 
 
 if there are vehicles with speed greater than that of the current vehicle then 
  On Receiving Initiate_Cluster (CI) 
  CI  current vehicle  

  check the suitability of the CI w.r.t its neighbouring vehicles having speed 
greater than that of the CI  

  calculate the waiting time before broadcasting admissibility of the current vehicle to 
become a CI  

  while waiting time > 0 do 
                 if Form_Cluster (CID) is received then 
   if speed of the CI is greater than that CID then 
    Quit_Competition() 
    Process Form_Cluster (CID)  
   end if 
        else 
   Decrement waiting time 
       end if 
   end while 
          current vehicle declare itself as Custer initiator with its cluster id as  CID 
          Send Form_Cluster (CID)  
 end if 
 

 

Algorithm 3: Finalizing cluster formation process 

 if there exist some vehicle with speed difference of Vth then 
  On Receiving Form_Cluster (CID) 
  if that vehicle exists within the radius, r then 
   that vehicle become a Cluster Member 
   cluster id for the vehicle is ID 
  else 
   Cluster id will be the default i.e. the vehicle’s id 
 Reconstruct the set of the vehicles with speed greater than that of current 

vehicle 
 end if 
end if 
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Cluster Maintenance 
 

VANETS are highly dynamic in nature. Thus, vehicles keep joining and leaving clus-
ters frequently, causing extra overhead on the maintenance. The maintenance proce-
dure consists of mainly three events that are described as follows: 

 

• Joining a Cluster: when a non-clustered vehicle comes within the radius, r of a 
CI, both the CI and vehicle check whether their relative speeds are within the 
threshold ±Vth or not. If the speed difference is within ±Vth, then that vehicle is 
added to the cluster members list of that CI. If there is more than one CI in the 
neighbourhood, then vehicle performs the suitability test to join the cluster.  

• Cluster Merging: when two CI come within each other’s radius r, and their rel-
ative speeds are within the predefined threshold ±Vth, the cluster merging pro-
cess takes place. The CI with less number of members gives up its CI role and 
becomes a cluster-member in the new cluster. The remaining cluster members 
may join that neighbouring cluster if they exist within the radius of another CI 
and the speed is also within the threshold. Finally, vehicles that cannot merge 
with any cluster nor can join a nearby cluster, start clustering process to form a 
new cluster.  

• Leaving a Cluster: when a vehicle moves out of the range of cluster radius, r, 
that vehicle is removed from the cluster members list maintained by the CI. The 
vehicle changes its state to a standalone if there is no nearby cluster to join or 
there is no other nearby standalone vehicle to form a new cluster. 

3.3 Adaptive Algorithm for Controlling Traffic Lights  

After cluster formation, density is calculated and the information is fed into the intel-
ligent traffic signals by the motes. With the received information, signal will be de-
cided according to the proposed adaptive algorithm based on threshold. The main idea 
is to reduce the overall waiting time at the crossroads and ensure speedy movement of 
the traffic. The adaptive algorithm is given below: 

Adaptive Traffic Control Algorithm 
 
In order to execute the algorithm, clustering process for the vehicles is assumed to be 
completed. The average queue length is calculated from the clustering information for 
each direction. Further from the statistical experimentation, the minimum and maxi-
mum values for threshold are being selected as Thmin and Thmax respectively. Output 
of the algorithm is to find the optimal green light (GL) timing for the crossroad. De-
fault GL time is assumed as 60 seconds in this algorithm which can be chosen as de-
sired.  In the proposed algorithm, we are taking Tmin and Tmax as the minimum and 
maximum time needed by the Thmin and Thmax number of vehicles to pass through the  
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crossroad in one phase respectively. For the green light reduction, we are taking GL 
equal to Tmin to pass all Thmin vehicles with loss time. Further, for green light exten-
sion, we have used an equation to allow maximum number of vehicles to pass in one 
phase with loss time given as follows: 

ܮܩ  = ௠ܶ௔௫ + ሺ௡೔ି்௛೘ೌೣሻ ೘்ೌೣ்௛೘ೌೣ                                              (3) 

 
Where GL is the optimal green time, Thmax is the maximum threshold, Tmax  is the 

time taken by Thmax vehicles to pass through crossroad in one phase and ni is the aver-
age queue length of the ith phase. The proposed algorithm is based on the following 
conditions: 

• If there are no vehicles in one of the phases that has been allotted the green sig-
nal but there are waiting vehicles in the other phase according to information 
given by detectors, green time extension is allotted to the other phase. 

• If there are number of vehicles less than that of the minimum threshold value in 
one of the phase that has been allotted green light the green light time is set to 
the minimum time required by signal for passing the crossroad. 

• If vehicles are waiting for the green signal at the crossroad on all the phases, 
then to reduce congestion check if the queued vehicles is greater than some 
threshold on a phase , green signal is allotted to that phase. 

• In the above case when there is queuing on all the phases but queuing is less 
than threshold then also consider the time that a vehicle has been waiting on the 
crossroad. If this waiting time is greater than some threshold time limit then 
change to green the signal to give way to those vehicles. 

The parameters used by the algorithm are defined as follows: 
 

 Li :     i
th phase traffic lights state. In the work, we take 0 for red traffic, 1 for 

green traffic and 2 for yellow traffic.  
Pi :      ith phase where i=1, 2, 3, 4.  
WTi :  waiting time of vehicle at ith phase.  
time_limit: maximum time that a vehicle can wait on the crossroad. This pa-

rameter is used to reduce infinite waiting of a vehicle.  
Thmax, threshold: maximum number of vehicles that are queued on each phase. 
Thmin, threshold: minimum number of vehicles that are queued on each phase. 
Tmin : maximum time taken by the Thmin vehicles to pass through the crossroad. 

This parameter can be determined through experiments.  
Tmax : maximum time taken by the Thmin vehicles to pass through the crossroad. 

This parameter can be determined through experiments 
 



 ATSOT: Adaptive Traffic Signal Using mOTes 163 

Steps of the algorithms are explained as follows: 
 
Algorithm 4: Adaptive traffic control (L, Pi, WTi) 

While (true) 
   for i = 1, 2, 3, 4 
     ni=Average Queue Length at Pi                     
      if ni==0 
        for all values of j such that i ≠ j 
          nj = Average Queue Length at Pj  
                WTi=waiting time of vehicle at phase Pi 
               if nj == 0       
                  go to Label 
              else if  WTi >time_limit || Thmin <= nj  <= Thmax)  
                     Li=1 with same GL  
                       go to Label 
              else if  nj <= Thmin 
                     Li=1 with GL =  Tmax 
                        go to Label 
                   else if nj  >= Thmax 
                      Li=1 with GL = Tmax + ((nj - Thmax)* Tmax ) / Thmax 
        Label:  continue the for loop 
                 endif 
     continue the for loop 
continue the while loop 

4 Experimental Setup and Results 

The proposed system is simulated using traffic simulators: MObility model generator 
for VEhicular networks (MOVE) [35], Simulation of Urban MObility (SUMO) [36], 
[37], [38] and network simulator: Traffic Control Interface (TraCI) [39], [40]. MOVE 
is a tool that is adopted on the top of SUMO which is open source micro-traffic simu-
lator. MOVE provides a GUI that allows the user to quickly generate real-world simu-
lation scenarios without a simulation scripts. The output of MOVE is mobility trace 
file that contains real-world vehicle information that can be used by SUMO [41].  

SUMO and MOVE are used to model the moving behavior of vehicles and produce 
traffic information. These two together are traffic simulators and work as server for 
the system. MOVE is used to simulate a realistic mobility model for VANET in the 
presented work and its output is given to SUMO which acts as TraCI server. TraCI is 
the traffic control interface that works as a client for the system and can be  
programmed using Python scripting language to initiate the communication for fur-
ther processing in the proposed system. In the simulation, there is interaction with  
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traffic control, which takes the detector information from motes and uses the proposed 
adaptive algorithm that makes use of threshold to decide the green light time for traf-
fic lights in real time.  

The objective of adaptive traffic signals is to minimize the average queue length 
for the vehicles at the crossroads. In our work we are using motes to sense and collect 
the data that is fed to the clustering algorithm. For the purpose of analysis we initially 
design the system to handle single lane traffic, and further extended the simulation for 
multi-lane traffic. The mobility of vehicles was defined by SUMO that follows the 
designed road. A random uniform distribution of the speed was specified amongst the 
vehicles between the range 3 m/s to 9 m/s for the vehicle mobility. The value of dis-
tance for the cluster formation is derived from an experimental analysis. The key 
parameters used for the simulation are summarized in the table 1 below: 

To test the accuracy of the system, simulations were run 10 times and the average 
value was taken to obtain the results. ATSOT is compared with a pre-timed signal 
system whose cycle time is set by the simulator to be 60 seconds for a phase. This 
cycle time comprises of the green time and the inter-green time. Further, the measures 
of validation also included comparison with already existing clustering algorithm. 
Under the similar simulation conditions we find that ATSOT considerably reduces 
average queue length experienced by the cars at crossroad. We start the simulation 
with single lane traffic model with one crossroad as shown below in Fig. 3 and extend 
the work with multi-lane traffic model with several crossroads as depicted below in 
Fig. 4. 

Table 1. Simulation Setup 

Simulation Scenario Values 

Simulation Time 100-4000 s 

Vehicle Speed 3 – 9 m/s 

Transmission Range 10 m 

Number of Simulations for each case 10 

Driver Reaction Time 1.5 s 

Mobility Model Car Following 

Cycle Time for Pre-timed system 60 s 

Length of Car 5 – 8 m 
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Fig. 3. Screen Shot for single lane traffic Fig. 4. Screen Shot for multi- lane traffic 

 
In single lane traffic model, we consider the straight directions only for moving 

vehicles. Then extend the simulation with multi-lanes traffic model for vehicle 
movements in left, straight and right directions. Next, we have used two phases for 
single lane traffic model as phase 1 and phase 2; and four phases as phase 1, phase 2, 
phase 3 and phase 4 shown in Fig. 5 for multi-lane traffic models for congestion free 
movement across the crossroads in the simulation.  

 

 

Fig. 5. Different phases used in ATSOT 

Fig. 6 depicts the enlarged view of one junction with traffic signals. In the underly-
ing system we developed a simulation in python for pre-timed traffic light control 
with and without Webster’s method under both single lane as well as multi-lane ap-
proach. Further we simulated ATSOT system, in which data is collected through 
motes and fed to the clustering algorithm to form stable clusters. These clusters are 
used by the adaptive traffic light control algorithm to set the optimal green time for 
the traffic signals.  We also coded the existing OAF algorithm, pre-timed model with 
and without Webster’s delay and finally compare the results in both single lane as 
well as multi-lane approaches. 
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Fig. 6. Enlarged view of a junction with traffic signal in ATSOT 

Results are tabulated in Table 2 and Table 3 shown below along with their graph-
ical representation shown in Fig. 7 and Fig. 8. Initially ATSOT system is simulated 
for single lane approach, and then existing OAF algorithm is also implemented under 
similar scenario. Further, pre-timed system is simulated under same conditions with 
and without Webster’s model. In the simulation, we gradually increase the number of 
vehicles and record the average queue length for each case. The results are recorded 
in Table 2 and their graphical representation is being shown in Fig. 7.  

Experimental results show that ATSOT approach implemented in single-lane traf-
fic model, average queue length is less as compared with both OAF and pre -timed 
approach with and without Webster’s delay with increase in vehicles on road. ATSOT 
approach outperforms all the other three methods. The OAF algorithm performs al-
most similar as that of ATSOT for less number of vehicles. However, as the number 
of vehicles increases ATSOT performs better and reduces the average queue length 
by 1 - 11% as compared with OAF. Further, ATSOT reduced the average queue 
length by 14 - 83% and 17 - 92% respectively in pre-timed approach with and without 
Webster’s approach. 

 

Table 2. Results for Average Queue Length in ATSOT, OAF algorithm and pre-timed with or 
without Webster’s method in Single lane 
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Fig. 7. Graph for Average Queue Length in ATSOT, OAF algorithm and pre-timed with or 
without Webster’s method in Single lane 

The simulation was further extended to handle heavy traffic on multi-lane roads. 
The ATSOT system is implemented for multi-lane approach. The performance of the 
system is compared with that of existing OAF algorithm under similar conditions. 
Further, pre-timed system is simulated under same environment with and without 
Webster’s model. In the simulation, we gradually increase the number of vehicles and 
record the average queue length for each case. The results are recorded in Table 3 and 
their graphical representation is being shown in Fig. 8.  

Experimental results show that ATSOT approach implemented in multi-lane ap-
proach, average queue length is less as that of existing OAF algorithm and pre-timed 
approach with or without Webster as the number of vehicles increases on the road. 
ATSOT approach outperforms all the other three methods. The ATSOT reduces the 
average queue length by 15 - 58% as compared with OAF. Further, ATSOT reduced 
the average queue length by 31 - 78% and 38 - 86% respectively in pre-timed ap-
proach with and without Webster’s approach. 

Table 3. Results for Average Queue Length in ATSOT, OAF algorithm and pre-timed with or 
without Webster’s method in Multi-lane 
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Fig. 8. Graph for Average Queue Length in ATSOT, OAF algorithm and pre-timed with or 
without Webster’s method in Multi-lane 

5 Conclusion 

Design of Adaptive Traffic Signal using mOTes (ATSOT) system is presented in this 
paper. The traffic data is sensed through motes and information is collected about the 
traffic (e.g. position, density etc.) from the moving vehicles. This information is then 
used by the clustering algorithm to calculate the average queue length. The adaptive 
algorithm proposed in this paper is based on clustering to find the average queue 
length. Clustering algorithm also checks suitability of the cluster initiator for for-
mation of stable clusters. Vehicle to vehicle, vehicle to infrastructure and within  
infrastructure communication is used in this work to set the green light time for cross-
roads in VANETs. The ATSOT system can help the commuters to get a congestion 
free path with least waiting time, resulting in overall trip reduction time, dip in the 
pollution levels, and reduction in fuel consumption. The ATSOT system has been 
simulated using open source softwares: MOVE, SUMO, TraCI and Python. The re-
sults obtained were compared with the pre-timed approach for single lane and multi-
lane traffic without and with Webster’s delay method and existing OAF algorithm for 
adaptive traffic signals. Experimental results show that, the proposed ATSOT ap-
proach reduces the average waiting time of vehicles at crossroads, as compared with 
the existing approaches.   
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Abstract. A set of 18 stocks, selected as the current components of the
Dow Jones Index, for which the historical daily closing data quoted at
the US market are available for over four decades, is studied. Within
this portfolio, we construct a market index with static weights, defined
as the relative aggregate trading amounts for each stock. This market
portfolio is studied by means of correlation and covariance analysis for
the times series of logarithmic returns. Although no measure defined at
the correlation/covariance matrices could be found as a definite precursor
of market crashes and bubbles, which thus appear as a rather sudden
phenomenon, there is an increase in the covariance measures for large
absolute values of the logarithmic return of the index. This effect is
stronger for the negative values of the log return, corresponding to the
market crash case, during which the first principal component of the
covariance matrix tends to describe larger proportion of the total market
volatility. Periods of low volatility in the market can be characterized by
rather significant spread of the relative importance of the first principal
component. This finding is common also for the case of dynamically
constructed market index, for which the weights are computed as the
coordinates of the first principal component eigenvector using short-term
covariance matrices.

1 Introduction

Diversification of assets over sectors with negative correlations represents a way
of portfolio risk reduction. Taking a financial market as an example, there is,
however, a limit that can not be overcome, the systematic risk of the market
itself. This is important at the times of turbulence, when the structure of the
temporal correlation matrix changes, and all assets exhibit a uniform, upward
or downward trend. The latter case is more common, in which the panic drives
the entire market to the crash, and the mere fact of exposure to the market,
regardless of the particular portfolio composition, ultimately results in large
losses. It is an interesting question whether these situations can be predicted
based on the market indicators alone, such as the set of all stock prices and
the trading volumes. For that purpose, we have selected a set of 18 stocks from
the Dow Jones Index and followed them back to the past for the period of
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four decades. Within this limited portfolio universe, we study the dynamics
of correlations among the stocks, focusing especially on the covariance matrix.
These data are certainly different from the Dow Jones Industrial Average Index
(DJIA), since the particular stocks were selected so that no index reconstitution
takes place. This procedure can be understood as a sort of specification of static
restrains for investment portfolio. In effect, we obtain four decades long time
series starting from 1974, which include not only the daily closing prices, but also
the daily trading volumes in the units of shares, all available at the site of Yahoo
Finance. The first question we followed was whether there exists any precursor
to the times of turbulence based on the values of the short-term correlation
and covariance matrices. Using scalar products of vectors of logarithmic returns
for individual stocks, cosine similarities among returns of shares and indices,
Frobenius norm of the covariance matrix, sum of the off-diagonal correlation
matrix coefficients, etc., resulted in no significant precursor that could be used
to predict large systematic risk, characterized by large absolute values of the
logarithmic return of the market index. In other words, the periods of market
turbulence and the correlation collapse appear practically simultaneously, as far
as the time scale of daily price changes is concerned for the present dataset. We
therefore focus on the statistics of covariance matrix features, in relation to the
distribution of the logarithmic returns of the market index.

Financial risk and turbulence effects in complex systems [1, 2] have been
thoroughly studied both in the fields of econometrics and econophysics. Cross-
correlations among assets are subject to time dynamics and exhibit a variety of
stylized facts [3]. Among the number of econometric approaches developed for
the study of multivariate time series [4], cross-correlations and their dynamics
constitute the first line of research [5–8]. For instance, Preiss et al. found an
intriguing scaling law for the relation of the sum of the off-diagonal correlation
matrix elements and the normalized returns of DJIA on the time scales between
10 and 60 trading days. Persistence of the collective trends in stock market is
studied in [9], and the general framework of cross-correlations is complemented
by a number of recent studies applied to the particular markets [10]. Although
we present the matrix of correlation coefficients for the present dataset in Fig. 1,
most of the present study is based on the covariance matrix for the logarithmic
returns of individual stock components. Because of the use of the logarithmic
returns, this matrix is also dimensionless, albeit not normalized within the range
of -1 and 1. The Principal Component Analysis (PCA [11]) is applied to the
covariance matrix. This is because the variable with the highest variance in the
logarithmic return will dominate the first principal component, which we prefer
to the standardization of pairwise correlations. In particular, we study the share
of the total variance explained by the first eigenvalue to the total variance within
the dataset, thus standardizing our analysis within the range of 0 and 1.

The rest of the paper is organized as follows. In Section 2, the basic variables
are defined and the correlation properties of the present dataset pictured. In Sec-
tion 3, we investigate the properties of the covariance matrix. This is done using
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first the sum of the off-diagonal covariance elements of the logarithmic returns
for individual stock pairs, and then by using the share of the total covariance
matrix explained by the first eigenvalue (PCA analysis). The implications of the
results on the inner market portfolio dimension are discussed in Sec. 4, and we
conclude with summarizing remarks in Sec. 5.

2 Construction of Market Index

The 18 components of the portfolio universe are listed in Table 1 by their com-
monly used trading name abbreviation. Figure 1 shows the correlation coeffi-
cients for the 18 stocks listed in Table 1. This is the standard Pearson’s correla-
tion coefficient for the time series of logarithmic returns,

(a) Correlation coefficient on daily scale (b) Correlation matrix for 60 trading days

Fig. 1. Correlation matrix image for selected portfolio of 18 stocks listed in DJIA.
Portfolio index is constructed and labeled as the component No. 19. The correlation
coefficients may vary with the time scale step size and the length of the time series
(10,290 days between 1974-01-02 and 2014-10-13).

Table 1. Stock specification by trading name abbreviation

AXP (1), BA, CAT, CVX, DD, DIS, GE, IBM, JNJ, KO,
MCD, MMM, MRK, PFE, PG, UTX, WMT, XOM (18)

Ri(t) = log
Pi(t+ 1)

Pi(t)
, i = 1, . . . , 18, t = 1, . . . T. (1)
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The label 19 in Fig. 1 is reserved for the market portfolio index, weights of which
are defined by the individual share trading amounts Mi(t) (in USD),

wi =

∑T
t=1 Mi(t)∑18

i=1

∑T
t=1 Mi(t)

, T = 10, 290. (2)

The weights are normalized and all positive. Since the matrices of the correlation
coefficients include only positive values, an implicit market index derived from
the first principal component of the correlation matrix could be used instead.
It is known that for the positive correlation matrix, all coordinates of the first
principal component vector can be selected with the positive sign. In practice,
the role of either index is sufficiently representative, and we thus work with
the one given in Eq. (3). The weights are summarized in Table 2. Figure 2

Table 2. Index weights for 18 stocks in Table 1

w[01]=0.034914, w[02]=0.026008, w[03]=0.032335, w[04]=0.041831,
w[05]=0.022976, w[06]=0.046245, w[07]=0.129413, w[08]=0.096037,
w[09]=0.059690, w[10]=0.076222, w[11]=0.035123, w[12]=0.027158,
w[13]=0.061539, w[14]=0.085853, w[15]=0.056945, w[16]=0.028327,
w[17]=0.048806, w[18]=0.090579

Fig. 2. Statistical distribution of logarithmic returns for the portfolio index constructed
from 18 stock components. The weights are static, set as the relative trading amount
for each component throughout the entire 40-year long trading period. Logarithmic
scale is applied for the relative frequencies to illustrate the normality hypothesis for
low values of R; fat tails of the distribution can be observed at both ends of the graph,
which are known to exhibit slow, power-law decay.
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shows the histogram of the dimensionless logarithmic returns for the static index
constructed as described above. The index is determined as the weighted sum,

I(t) =
N∑
i=1

wiPi(t), N = 18, t = 1, . . . T. (3)

The distribution of trading volumes in currency units for the market is shown
in Fig. 3. Since the source data from Yahoo Finance report stock volumes as the
number of shares traded, this value is multiplied by the average of the opening
and closing prices for each stock, which is accurate enough for the determination
of relative trading amounts that serve as the index weights.

Fig. 3. Histogram of index portfolio trades. Although lower volumes are more frequent,
there is a systematic bias towards higher amounts as the market prices inflate over the
40-year period.

3 Covariance Matrix Structure

The sample covariance matrix element for two time series of log returns Ri(t)
and Rj(t) is given as

Cij =
1

T − 1

T∑
t=1

(
Ri(t)− R̄i

) (
Rj(t)− R̄j

)
, (4)

where R̄i, R̄j are the sample means computed for t = 1, . . . , T . We define two
covariance measures, Coff =

∑
i>j Cij/(N(N − 1)), and C, which is the plain

sum of all elements of the covariance matrix. Figure 4 shows the relation of
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(a) Time step of 10 trading days. (b) Time step of 60 trading days.

Fig. 4. Off-diagonal aggregate covariance for the logarithmic returns of all 18 index
components. The relation to the market index volatility (as measured by the aggregate
daily logarithmic return of the index) is shown for two time scales. For Δt = 60, larger
values of logarithmic return of the index correlate to the larger covariance measure
(sum of the off-diagonal elements of the covariance matrix).

the log returns of the market index to the covariance measure Coff . Two time
scales are considered, 10 days and 60 days. In the non-overlapping intervals Ij =
〈jΔT, (j + 1)ΔT − 1〉, the covariance matrices are computed, Coff determined,
and compared to the market index return, Rj = log[I((j + 1)ΔT − 1)/I(jΔT )],
which is the same as the sum of the daily index returns log[I(t+1)/I(t)] through-
out this time interval. The off-diagonal part of the covariance, for low values of
R, clusters at the bottom of the figure, although highly correlated events can
also be seen at the upper part. These correspond to large volatility events, when
the stocks move in unison, but the rises and falls of the index compensate each
other. At larger values of R, nevertheless, the covariance measure tends to in-
crease, which is common to both time scales indicated in Fig. 4. We do not
observe, nevertheless, any stylized fact that would reduce the cluster onto a sin-
gle line. The results are similar if the second covariance measure, C, is employed
(not shown in the Figure).

4 Market Portfolio Dimension

In order to examine the structure of the covariance matrix more thoroughly, we
apply the Principal Component Analysis, PCA. Since Cij is a positive semidef-
inite matrix, the total volatility of the dataset can be decomposed using the
positive eigenvalues λi and the orthogonal eigenvectors v(i) of the covariance
matrix. Selecting the first principal component, we study the share of the dataset
variance it comprises, i.e. the relative measure

ρ =
λ1∑N
i=1 λi

, λ1 ≥ λ2 ≥ . . . , λN , (N = 18). (5)
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Fig. 5. Statistical distribution of index returns and implied market dimension as mea-
sured by the share of the first principal component in the covariance matrix on the
total variance of the entire data set. Notice that the quite uniform population for low
values of the logarithmic return changes as the return values grow. For larger absolute
values of R the first principal component explains a larger share of the market covari-
ance matrix, which corresponds to the collapse of inner market dimension and highly
correlated price movement during a period of a bubble or a crash. The trend is more
pronounced in market crash situations as shown in the left upper part of the graph.
Unlike from Fig. 4, in which the samples do not overlap, moving window on the time
series is used here to increase the size of the statistics.

For large values of ρ, near the upper bound of 1, the log returns of all the stocks
move in unison, and the intrinsic market dimension reduces as the systematic
risk prevails and the price/return movements become uniform. Figure 5 indeed
shows this regime is more common when the market index return R is large.
Similar to the case of Fig. 4, a significant data spread exists, nevertheless, for
low values of R. There is an asymmetry in Fig. 5, namely the values near ρ = 1
are more populated for large negative values of R, showing the prevalence of
correlated movements in the case of market panic as compared to the case of
market euphoria. Similar findings have been found previously in the literature
[5]. These findings roughly persist when we alter the definition of the market
index, be it an index of prices or index of returns, with the weights defined using
the coordinates of the first principal component eigenvector.

5 Concluding Remarks

We have studied a model financial portfolio universe of 18 major stock titles
for which (1) 40-year trading history is available and (2) which are at present
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the formal constituents of the DJIA. Stylized features in the dataset were ob-
served, such as the fat tails in the histogram of the log returns of market index,
clustering of the volatility, or the correlation of high covariance measures with
large negative values of the index log return. Using the covariance matrix no
precursor of market turbulence could be found. Statistical correlation between
the situations when the market moves in unison and the aggregate index returns
are high was observed, but the emergence of universal features and scaling laws
for various-length subsamples of the time series remains to be elucidated.
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Abstract. The utmost requirement of any successful application in today’s en-
vironment is to extract the desired piece of information from its Big Data with a 
very high speed. When Big Data is managed via traditional approach of rela-
tional model, accessing speed is compromised. Moreover, relational data model 
is not flexible enough to handle big data use cases that contains a mixture of 
structured, semi-structured, and unstructured data. Thus, there is a requirement 
for organizing data beyond relational model in a manner which facilitates high 
availability of any type of data instantly. Current research is a step towards 
moving relational data storage (PostgreSQL) to decentralized structured storage 
system (Cassandra), for achieving high availability demand of users for any 
type of data (structured and unstructured) with zero fault tolerance. For reduc-
ing the migration cost, the research focuses on reducing the storage requirement 
by efficiently compressing the source database before moving it to Cassandra.  

Experiment has been conducted to explore the effectiveness of migration 
from PostgreSQL database to Cassandra. A sample data set varying from 5,000 
to 50,000 records has been considered for comparing time taken during selec-
tion, insertion, deletion, and searching of records in relational database and 
Cassandra. The current study found that Cassandra proves to be a better choice 
for select, insert, and delete operations. The queries involving the join operation 
in relational database are time consuming and costly. Cassandra proves to be 
search efficient in such cases, as it stores the nodes together in alphabetical or-
der, and uses split function. 

1 Introduction 

With growing technology, data and its users are growing exponentially. This expo-
nentially growing data is termed as Big Data. It analyses both structured and unstruc-
tured data. Big Data is as important to business and society as the Internet because of 
the fact that more data leads to more accurate analysis. Thus, data needs to be man-
aged carefully for getting efficient results. Big Data is so large that it is difficult to 
process using traditional database and software techniques. In most enterprise scenar-
ios, the data is big, moves very fast, and exceeds current processing capacity.  
Big Data is characterized by five parameters, namely, Volume, Variety, Velocity, 
Variability and Complexity. ‘Volume’ refers to the size of the data which determines 
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the value and potential of the data under consideration. ‘Variety’ signifies heterogene-
ity of Big Data. Big Data consists of not only structured data but also unstructured 
data. It may constitute images, text, notes, graphs, numbers and dates. ‘Velocity’ in 
the context refers to the speed of generation of data or how fast the data is generated 
and processed to meet the demands and the challenges which lie ahead in the path of 
growth and development. ‘Variability’ mentions the inconsistency which can be 
shown by the data at times, thus hampering the process of being able to handle and 
manage the data effectively. 

Data management becomes very complex process, especially when large volumes 
of data come from multiple sources. The data needs to be linked, connected and corre-
lated for capturing the information that is conveyed. This situation is termed as the 
‘Complexity’ of Big Data.  

The choice of traditional approach (relational model) is assumed to be most prom-
ising for storing data due to its power of querying database in an efficient manner 
rapidly. This assumption proves invalid as data grows in size. Relational databases are 
not adequate to support large-scale systems due to limitations in their architecture, 
data model, scalability and performance [1]. This laid down the need for another 
model which should fulfill the requirement of high availability of data rapidly.  

Companies such as Google and Amazon were pioneers to hit problems of scalabil-
ity and came up with solutions, namely, Big Table [2] and Dynamo [3] respectively. 
Big Table and Dynamo relax the guarantees provided by the relational data model to 
achieve higher scalability. Subsequently, a new class of storage systems was proposed 
named as ‘NoSQL’ systems. The name first meant ‘do not use SQL if you want to 
scale’ and later it was redefined to ‘not only SQL’ (which means there exist other 
solutions in addition to SQL-based solutions). NoSQL database named as Cassandra 
[4] has been proposed by Facebook using the properties of Big Table and Dynamo 
DB. Cassandra is an open source database and is used to store chats in Facebook [4].  

Current research focuses on Cassandra for improving the availability of Big Data. 
It started with the aim of migrating existing data in PostgreSQL to Cassandra to 
achieve the benefits of big data analytics. To mitigate overall cost of moving from 
relational to NoSQL, authors in the current research is performing compression  
of data before migration using a well-known compression technique, i.e., Snappy 
Algorithm.  

The paper is further divided into following sections. Section 2 highlights the moti-
vation behind the current research and related work. Section 3 proposes a framework 
for migrating EAV database to Cassandra and provides its implementation details. 
Section 4 gives the details about experiment performed. Results of the framework 
implementation are shown in Section 5. Section 6 finally concludes current research 
and throws a light on future aspects of the work done. 

2 Motivation and Related Work 

The data is growing exponentially in the world, and we need a special database to 
handle it. For reducing space, data must be compressed before storage. Many compa-
nies are facing the problem of growing data and various methods have been evolved 
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and implemented to provide a commendable solution. Key motivations for the current 
research are as follows: 

• Location dependency due to master-slave behavior of traditional SQL systems. 
• Manual intervention during failover and failback situations with generally replicat-

ed SQL systems.  
• Presence of mixture of structured, semi-structured, and unstructured data. 
• Latency and transactional response time issues due to dependence on synchronous 

replication. 
• Costly JOIN operations. 
• Absence of method for obtaining sequential information in case of sorted data.  
• Low fault tolerance of SQL databases.  
• Dynamically allocation of variable length data in database. 
• Unavailability of variable schema.  

Due to master-slave behavior (centralized storage), availability of data is affected a 
lot. For improving this, we should move towards distributed storage approach. Ensu-
ing distributed approach helps in various ways as discussed below: 

• The use of distributed Database Management System (DBMS) guarantees ZERO 
downtime (as same data is replicated over multiple nodes and failure of a single 
node does not impact overall data availability). Whereas, in centralized DBMS, 
failure of an instance may bring down all the dependent downstream applications. 
The recovery of centralized DBMS is difficult task, especially when this downtime 
is not planned. 

• Distributed model of DBMS helps in better load balancing across different nodes. 
Every node is responsible for providing/processing the request for a pre-defined 
subset of data, which can be configured in central (or master) node, which decides 
which node will be responsible for providing/ processing which set of data. 
Whereas, in centralized database there is no secondary instance or replicas availa-
ble, all the requests need to be processed by central instance. Thus, on a busy day 
user queries can overwhelm the centralized system, bringing down the responsive-
ness of the server drastically.  

• One of the main advantages of using distributed database is scalability. For in-
creasing the size of database, simply adding one physical instance will work for 
enhancing the capabilities of database.  Whereas in centralized database, it is lim-
ited by memory or processing speed of the server where centralized database is 
mounted on and it cannot be expanded after a certain limit.  

• Disaster recovery is easy and reliable in distributed DBMS. Suppose an application 
is relying on a database which has been mounted on four physical instances (i.e., 
data has been replicated on four nodes). If one of the nodes fails, recovery will 
comprise of following steps: (i) Identifying the failure of a node, (ii) Letting the 
master node (responsible for allocating requests among different nodes), (iii) Re-
moving the failed node from cluster, (iv) Bringing one fresh node / repaired node 
to the cluster, and replicating the current data from other nodes to this node. 
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All this happens without impacting applications and users that are sending requests 
to database. There is no failure at any given point of time for users and external appli-
cations. This type of recovery mechanism is not possible in case of centralized 
DBMS. 

Wang G. et. al. reveals the secret of NoSQL in [5]. CAP theorem [6], BASE theo-
rem [7] and Eventual Consistency theorem [8] construct the foundation stone of 
NoSQL. It is often used to describe a class of non-relational databases that scale hori-
zontally to very large data sets, but in general do not make ACID guarantees. NoSQL 
data stores vary ideally in their offerings. Consistency means that all copies of data in 
the system appear same to the outside observer at all times. Availability means that 
the system as a whole continues to operate inspite of node failure [9]. For example, 
the hard drive in a server may fail. Partition-tolerance requires that the system contin-
ue to operate inspite of arbitrary message loss. Such an event may be caused by a 
crashed router or broken network link which prevents communication between groups 
of nodes. Depending on the intended usage, the user of Cassandra can opt for Availa-
bility + Partition tolerance or Consistency + Partition tolerance. 

To meet the needs of reliability and scalability as described above, Facebook has 
developed Cassandra [4]. It is one of NoSQL databases used by Twitter, and Face-
book. Cassandra is an open source database management system. It is a distributed 
storage system for managing very large amounts of structured data spread out across 
many commodity servers, while providing highly available service with no single 
point of failure [4]. It guarantees the availability of database with Zero downtime at 
the cost of data redundancy. It aims to run on the top of an infrastructure of hundreds 
of nodes (possibly spread across different data centers). At this scale, small and large 
components fail continuously. The way Cassandra manages the persistent state in the 
face of these failures drives the reliability and scalability of the software systems rely-
ing on this service. It resembles database in many ways and shares many design and 
implementation strategies. However, it does not support a full relational data model, 
but provides clients with a simple data model that supports dynamic control over data 
layout and format. 

DataStax Corporation examines the why’s and how’s of migrating from Oracle’s 
MySQL to Cassandra technology [1]. Database migrations in particular can be re-
source intensive. Thus, IT professionals should ensure that they are taking the right 
decision before making such a move. Because of rapid expansion of big data applica-
tions, various IT organizations are migrating away from Oracle’s MySQL or planning 
to do so. These companies either have existing systems transforming into big data 
systems, or they are planning new applications that are big data in nature and need 
something ‘more’ than MySQL for their database platform. To grasp the advantages 
of distributed environment, authors in the current research aims at providing a frame-
work for transferring data stored in Relational data storage to Decentralized structured 
storage system. 
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3 Moving from Relational Data Storage to Decentralized 
Structured Storage System  

This section gives the details of architecture of decentralized structured storage sys-
tem (Cassandra), followed by its comparison with other Relational Database Man-
agement Systems (RDBMS). It discusses moving from relational data storage 
(PostgreSQL database) to decentralized structured storage system (Cassandra). 

3.1 Architecture of Cassandra 

Cassandra is essentially a hybrid between a key-value and a column-oriented (or tabu-
lar) database. The main focus of Cassandra architecture is that the hardware failures 
exist and data integrity/durability should be ensured at all given times. Cassandra uses 
peer-to-peer distributed systems across homogenous nodes to replicate the data in all 
nodes in a cluster. Whenever there is a data change, each node has a sequence of 
commit log to execute for ensuring data consistency and all nodes have set of data at 
all the time. Cassandra is a row-oriented database and allows only author-
ized/authenticated user to connect to any node in the cluster, it uses CQL [10] (Simi-
lar to SQL) for querying data from nodes. Whenever there is a read/write request to 
any node, node acts as a master node for processing/executing that request and the 
same node decides where this request should be processed (depending on the way 
configuration is done for all nodes in cluster). Terminology used in Cassandra is as 
follows. 

1. Node: Where the data is stored, a node can be thought of as a single physical in-
stance where Cassandra database is mounted. It is the basic component of a dis-
tributed DBMS. 

2. Data Centers: Data center is a collection of nodes, many nodes group together 
based on the data they contain and form data center 

3. Cluster: A cluster is a group of one or more data centers. 
4. Table: Table is a collection of ordered columns fetched by row. A row consists of 

columns and has a primary key. The remaining columns apart from primary key 
can have separate indexes and tables can be dropped, modified or inserted without 
impacting or interrupting updates. Example of the table formed in Cassandra is 
shown in Table 1. 

Fig. 1 gives a snapshot of architecture of Cassandra. Architecture of Cassandra 
constitutes of building components, which are described as follows: 

Gossip 
It is a peer-to-peer communication protocol that shares location and other details of 
the node to other nodes in the cluster. This information is stored in each and every 
node in the cluster which can be used whenever any node powers out.  
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Table 1. Example of a table in Cassandra 

Row key 1 Name Email Work phone Mobile phone 

ABC abc@pqr.com 001-123-234 912345678 
Row Key 2 Name Email Work Phone  

DEF def@xyz.com 001-124-432  
Row Key 3 Name Email   

GHI ghi@pqr.com   

 

Fig. 1. Architecture of Cassandra 

Partitioner 
Partitioning is the ‘heart’ of Cassandra’s architecture and used to partition the data 
across different nodes. Each node is responsible for processing different subset of data 
as assigned by partitioner. Partitioner is the hash function to compute the token of 
partition key. It decides which node to look at or to direct any request to (as partition 
key is the part of primary key in each row of data). 

Replication Factor 
It defines the number of replications each cluster will have. For example, replication 
factor of ‘3’ means data will be replicated across nodes in the same cluster 3 times. 

Replication Strategy 
Replication factor determines number of copies each data will have, whereas, replica-
tion strategy determines the nodes where data has to be replicated to best suit the data 
availability and fault-tolerance. 



186 U. Saxena, S. Sachdeva, and S. Batra 

 

Snitch 
Snitch defines group of machines into data centers, which in turn is utilized by repli-
cation strategy to form the replicas and distribute them across clusters, snitch makes 
use of a dynamic snitch layer which choose the best replicas based on performance 
monitoring. 

Considering Cassandra data model, data is placed in a two dimensional space with-
in each column family. To retrieve data in a column family, users need two keys: row 
name and column name. In that sense, both the relational model and Cassandra are 
similar, although there are several crucial differences (listed below). 

1. Relational columns are homogeneous across all rows in the table. A clear vertical 
relationship usually exists between data items; which is not the case with Cassan-
dra columns. This is the reason Cassandra stores the column name with each data 
item (column).  

2. In relational model 2D data space is complete. Each point in the 2D space should 
have at least the null value stored there. This is not the case with Cassandra, and it 
can have rows containing only a few items, while other rows can have millions of 
items.  

3. In relational model the schema is predefined and cannot be changed at runtime, 
whereas in Cassandra users can change the schema at runtime.  

4. Cassandra always stores data by sorting columns based on their names. This makes 
it easier to search for data through a column using slice queries. However, it is 
harder to search for data through a row unless we use an order-preserving parti-
tioner.  

5. Another crucial difference is that column names in RDMBS represent metadata 
about data, but never data. In Cassandra, the names of columns can include data. 
Consequently, Cassandra rows can have millions of columns, while a relational 
model usually has tens of columns.  

6. Using a well-defined immutable schema, relational models support sophisticated 
queries that include JOINs, and aggregations. In relational model, users can define 
the schema without worrying about queries. Cassandra does not support JOINs and 
most SQL search methods. Therefore, schema has to be catered to the queries re-
quired by the application.  

After a rigorous survey, authors presents Table 2 which compares Cassandra data-
base, with various existing relational databases. These databases are differentiated on 
various parameters, such as architecture, data model, structure of queries, enterprise 
search, enterprise analytics, memory, security, data independence, usage and recov-
ery. The analysis highlights the importance of Cassandra. To gain the functionalities 
provided by Cassandra, the current study experimented with sample data to migrate 
from PostgreSQL database to Cassandra. 
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Table 2. Comparison of Cassandra with relational database management systems 

Product 
Capability  

DataStax Enterprise 
Cassandra  Oracle RDBMS  Oracle MySQL  

Microsoft SQL 
Server  

Core Archi-
tecture  

Masterless (no single 
point of failure)  

Master-slave (single 
points of failure)  

Master-slave (single 
points of failure)  

Master-slave (single 
points of failure)  

High Availa-
bility  

Always-on continu-
ous availability  

General replication 
with master-slave  

General read-only 
scale out replication; 
simple master-master 

SQL Server replica-
tion, clustering and 
mirroring  

Data Model  
Dynamic; structured 
and unstructured data  

Legacy RDBMS;  
Structured data  

Legacy RDBMS;  
Structured data  

Legacy RDBMS;  
Structured data  

Scalability 
Model  

Big data/Linear scale 
performance  

Oracle RAC or  
Exadata  

Manual sharding  
with MySQL  

Manual sharding,  
general partitioning 

Multi-Data 
Center Sup-
port  

Multi-directional, 
multi-cloud availabil-
ity  

Nothing specific  Nothing specific  Nothing specific  

Security  Full security support  Full security support Full security support Full security support  

Enterprise 
Search  

Full Solr integration  
Handled via Oracle 
search  

Full-text indexes  
only  

Full-text indexes only  

Enterprise 
Analytics  

Integrated analytics 
with workload isola-
tion with MapReduce, 
and Hive 

Analytic functions 
in Oracle RDBMS 
via SQL  
MapReduce  

Some analytic func-
tions, no Hadoop 
support  

Basic analytic func-
tions  

Database 
Option  

Built-in in-memory 
option  

Columnar in-memory 
option  

MySQL cluster  
Coming in-memory  
option  

Enterprise 
Management 
& Monitor-
ing  

DataStax OpsCenter 
& automated man-
agement services  

Oracle Enterprise  
Manager  

MySQL Enterprise  
Monitor  

SQL Server Enterprise 
Studio  

Operations  

No join operation, but 
use various other  
methods to show  
results similar to join 

Performs search and 
insert operation (as 
well as various other 
costly operations 
like join)  

Performs all the  
operations  

Various operations  
are performed  

Data Inde-
pendence  

Data on different data 
centers are independ-
ent and separable  

Data depends on 
data types defined in 
the schema  

Data depends on  
data types defined  
in the schema  

Data depends on data 
types defined in the 
schema  

Usage  

Users using very 
large database (where 
not possible to store 
data on a SQL data-
base)  

Users of medium  
scale business  

General users  
(where numbers of  
users are less) 

General users (where 
numbers of users are 
less)  

Recovery and 
atomicity  

Remembers deletes, 
but full recovery is 
manual- using node 
tool  

Doesn’t remember 
delete and no chance 
of recovery 

No provision of data 
recovery is present 

Data can only be  
recovered, when log 
file is maintained 
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3.2 Moving from Relational Data Storage to Decentralized Structured Storage 

Current study proposes a solution to the problem of managing growing data on  
various applications by migrating PostgreSQL database (centralized approach) to 
Cassandra (distributed approach). The whole process of migrating PostgreSQL data-
base to Cassandra is divided in three layers as shown in Fig. 2. Firstly, authors are 
applying Google Snappy algorithm on the data to reduce the size of data stored in the 
database which directly impacts the cost of migration. After the size is reduced,  
an intermediate database (MySQL) is used to transfer whole database on a NoSQL 
database (Cassandra). 
 

 

Fig. 2. Migrating from Relational data storage to Decentralized structured storage 
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3.3 Compressing Database 

Snappy (previously known as Zippy) is a fast data compression and decompression 
library written in C++ by Google based on ideas from LZ77 [1, 11]. It does not aim 
for maximum compression, or compatibility with any other compression library; in-
stead, it aims for very high speeds and reasonable compression. Compression speed is 
250 MB/s and decompression speed is 500 MB/s using a single core of a Core i7 pro-
cessor running in 64-bit mode. The compression ratio is 20–100% lower than gzip 
[12]. Snappy is widely used in Google projects like BigTable, MapReduce and in 
compression data in Google's internal RPCsystems. It can be used in open-source 
projects like Cassandra, Hadoop, LevelDB, RocksDB, Lucene[9]. Decompression is 
tested to detect any errors in the compressed stream. Snappy does not use inline as-
sembler and is portable [13]. Fig. 3 describes the complete Google Snappy algorithm 
working and is delivering a final product – Snappy test file, which will take a data-
base as an input and will compress the data to almost 80% of original data and will 
deliver a final product as a compressed database. For the implementation of Snappy 
algorithm, we need to include this ‘snappyfile.h’ file in our program, and it will com-
press the data, which is the input in the code. Snappy test file is the file used for test-
ing of Snappy algorithm, and we need it to check, whether the compressing algorithm 
is working fine or not. For delivering the end product, we need to include snappy 
public file in the code, which defines all the functions necessary to compress the data. 
Apart from this, we also need ‘snappy.h’ file and ‘snappy.cc’ file, which is the header 
file of Snappy algorithm, and is provided open source by Google. Fig. 2(a) defines the 
complete process of application of Google Snappy algorithm on data. 

3.4 PostgreSQL to Cassandra 

The data stored in PostgreSQL database is converted into its dump files. The idea 
behind this dump method is to generate a text file with SQL commands. Consequent-
ly, this is fed back to the server, which will recreate the database in the same state as 
it was at the time of the dump.  Authors used ‘pg_dump’ command to create the dump 
file of the existing database (in PostgreSQL), which we need to convert. This dump 
file is converted to a MySQL dump file, which can further be loaded into SQL data-
base. This converts PostgreSQL Database to MySQL database. Fig. 2(b) describes the 
process of conversion of data from a PostgreSQL Database to MySQL database, con-
sidering that we should not get any loss of data during transfer.  

Cassandra is a database with variable schema. It is column oriented, and gives us 
the flexibility to store data of different types on a same database. This gives us an 
advantage of storing data together. Thus, we considered moving this MySQL database 
to NoSQL database (Cassandra). Our work is implementation of the architecture de-
scribed by Phani Krishna in [14]. To move the database from a relational model to 
Cassandra, authors are using ETL tools. They firstly extract the data, and transform 
the data by cleansing and enriching it to a processed data. Then, the data is further 
parsed and converted to JSON objects. Then with the help of JSON files [15], it con-
verts the database to Cassandra. Fig. 2(c) shows the way data is moved from MySQL 
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database to Cassandra database after parsing the queries and obtaining the JSON ob-
jects from the SQL query. Fig. 4 presents a snapshot of JSON object creator from 
MySQL database. These JSON objects are further converted to Cassandra and we get 
our desired result. 

 

 
Fig. 3. File map of GOOGLE Snappy Algorithm 

 

Fig. 4. JSON objects Creator from a MySQL database 
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4 Experiments 

For experimentation authors are using datasets of standardized Electronic Healthcare 
Records (EHRs) database [16-17]. Speedy access of information is highly demanded 
by the users now a days. There are millions of health organizations and billions of 
users. In such scenario, data must be stored in such a way which guarantees instant 
access. Availability is very critical for healthcare domain as unavailability of right 
information at right time may even result in loss of patient life. Other than availabil-
ity; standardization, sparseness and volatility are also very critical for EHRs [18]. 
Several standard development organizations (openEHR, CEN, ISO and HL7) [19-23] 
are working to provide a standard which can be adopted by every heath organization 
to achieve globalization. To deal with sparseness and volatility Entity Attribute Value 
(EAV) model is preferred over relational model [18]. For implementing the frame-
work proposed in previous section, we considered the database, which contains stand-
ardized EHRs data. EHRs data was synthesized by the authors using a clinical appli-
cation named Opereffa [24].  Opereffa stands for openEHR REFerence Framework 
and Application. We explored Opereffa for our research purpose and found that it 
stores EHR data in a standard format (openEHR) in a single generic table (based on 
EAV model) using PostgreSQL. Fig. 5 provides a snapshot of the data collected 
through Opereffa by the authors. Database shown in Fig. 5 follows EAV model ap-
proach where “context_id” specifies the entity, “archetype path” resemble attribute 
column of EAV model and “value_string”, ”value_int” and “value_double” are ana-
logical to the value part of EAV model. As EAV approach is followed in Opereffa, 
the stored dataset will be free from sparse entries. The dataset stored through Opereffa 
is available at a single computer where Opereffa is running. Everyone who wants to 
access the data needs to communicate to the single point of contact. Due to this cen-
tralized storage, availability is affected a lot. To improve on availability, we should 
move towards the distributed storage approach (Cassandra) by implementing the 
framework proposed in previous section. Sample datasets varying from 5000 to 
50,000 have been used for conducting experiments for this study. 

 

Fig. 5. Snapshot of PostgreSQL database 

5 Results 

Authors have implemented Google Snappy algorithm, and have tested the data com-
pression rate of the end product to figure out the compression rate of the algorithm. 
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The results obtained are shown in Table 3. To test the difference in time execution 
different queries have been executed by authors on standard based clinical database 
and the corresponding Cassandra database. To account for scalability, varying size of 
datasets has been considered to collect comparative results. Queries are executed 
considering four main parameters of any query application (insert, delete, search and 
select). The corresponding times taken by various queries are shown graphically in 
Fig. 6. 

Table 3. Compression results after applying Google Snappy Algorithm 

Original Data Compressed Data 
149 KB 121 KB 
872 KB 536 KB 
1.3 MB 807 KB 

 

Fig. 6. Comparison of time taken in Cassandra and MySQL 

Results obtained in Fig. 6 shows the benefits achieved in terms of time taken for 
executing queries on MySQL database and Cassandra. Time is calculated in MySQL, 
using time() function and in Cassandra, using TRACE ON command [25], which ena-
bles user to trace the amount of time an operation needs, in all its steps. 
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6 Conclusions and Future Scope 

To account for the scalability, there is need of shifting to an approach different from 
relational model which can guarantee high availability with zero fault tolerance, one 
such model is Cassandra. Current research is a step towards providing an integrated 
solution for migrating data from relational data storage to decentralized structured 
storage system. The study implements a framework migrating from PostgreSQL to 
Cassandra. To minimize the cost of migration, authors in the current research imple-
ments Google snappy algorithm before migration. Table 2 is presented to give a clear 
differentiation of Cassandra from various existing RDBMS. An experimental com-
parative analysis is done to account for the benefits achieved after migrating to Cas-
sandra from PostgreSQL in terms of time taken to execute a query (insert/ delete/ 
search/ select). Experiments are performed on different sizes of datasets (considering 
the scalability of data) ranging from 1 instance to 50,000 instances of standardized 
EHRs (based on openEHR standard).  

In future, work can be done for providing security to all the data nodes and to pro-
vide Gossip Protocol complete information of all the nodes. A tool can also be built to 
change a PostgreSQL data directly to Cassandra, so that we can remove the use of 
MySQL database, and can get the desired result. This work is in an initial effort to 
move standard based clinical data to Cassandra. The researchers may apply more 
NoSQL databases such as MongoDB and Redis to perform a comparative analysis of 
all the databases. Current research can benefit other arenas related to Big Data such as 
meteorology, genomics, connectomics, complex physics simulations, biological and 
environmental research, internet search, finance and business informatics. 

References 

1. DataStax Corporation, White paper: Why Migrate from MySQl database to Cassandra and 
How? International Journal of Computer Trends and Technology 3(2) (2012) 

2. Chang, F., Dean, J., Ghemawat, S., Hsieh, W.C., Wallach, D.A., Burrows, M., Chandra, 
T., Fikes, A., Gruber, R.E.: Bigtable: A distributed storage system for structured data. In: 
Proceedings of the 7th Conference on USENIX Symposium on Operating Systems Design 
and Implementation, vol. 7, pp. 205–218 (2006) 

3. Candia, G.D., Hastorun, D., Jampani, M., Kakulapati, G., Pilchin, A., Sivasubramanian, S., 
Vosshall, P., Vogels, W.: Dynamo: amazonOs highly available key-value store. In:  
Proceedings of twenty first ACM SIGOPS symposium on Operating systems principles, 
pp. 205–220 (2007) 

4. Lakhsman, A., Malik., P.: Cassandra - A Decentralized Structured Storage System. In: In-
ternational Conference on Computing, Engineering and Information (2012) 

5. Wang, G., Tang, J.: The NoSQL Principles and Basic Application of Cassandra Model. In: 
International Conference on Computer Science & Service System, China (2012) 

6. Gilbert, S., Lynch, N.: Brewer’s conjecture and the feasibility of consistent, available, par-
tition-tolerant web services. In: vol. 33(2), pp. 51–59. Massachusetts Institute of Technol-
ogy,ACM SIGACT News Homepage archiv, Cambridge (2002) 

7. Theorem, B.: Practical Partition-Based Theorem Proving for Large Knowledge Bases. In: 
MacCartney, B., McIlraith, S., Amir, E., Uribe, T.E. (eds.) 18th Int’l Joint Conference on 
Artificial Intelligence, IJCAI 2003 (2003) 



194 U. Saxena, S. Sachdeva, and S. Batra 

 

8. Bailis, P., Ghodsi, A.: Eventual Consistency, ‘Eventual Consistency Today: Limitations, 
Extensions, and Beyond. ACM, UC Berkeley (2013), doi:1542-7730/13/0300 

9. Featherston, D.: Cassandra: Principles and Application. In: International Conference on 
Computing, Engineering and Information, University of Illinois at Urbana-Champaign 

10. CQL, https://cassandra.apache.org/doc/cql/CQL.html 
11. PostgreSQL White Paper: How to increase performance, scalability and security within a 

Session Management architecture- (2005) 
12. Network Defense- White Paper: Current open issues in NoSql database 
13. Google Code, https://code.google.com/ 
14. Phani Krishna Kollapur Gandla, Migration of Relational Data structure to Cassandra  

(No SQL) Data structure, http://www.codeproject.com/Articles/279947/ 
Migration-of-Relational-Data-structure-to-Cassandr 

15. What is JSON, http://www.json.org 
16. Beale, T., Heard, S.: The openEHR architecture: Architecture overview. In: The openEHR 

release 1.0.2, openEHR Foundation (2008) 
17. Duftschmid, G., Wrba, T., Rinner, C.: Extraction of standardized archetyped data from 

Electronic Health Record Systems based on the Entity-Attribute-Value Model. Interna-
tional Journal of Medical Informatics 79(8), 585–597 (2010) 

18. Batra, S., Sachdeva, S., Mehndiratta, P., Parashar, H.J.: Mining standardized semantic in-
teroperable electronic healthcare records. In: Pham, T.D., Ichikawa, K., Oyama-Higa, M., 
Coomans, D., Jiang, X. (eds.) ACBIT 2013. CCIS, vol. 404, pp. 179–193. Springer,  
Heidelberg (2014) 

19. OpenEHR Community (accessed 10, 2013), http://www.openehr.org/ 
20. CEN - European Committee for Standardization: Standards (accessed May, 09),  

http://www.cen.eu/CEN/Sectors/TechnicalCommitteesWorkshops/ 
CENTechnicalCommittees/Pages/Standards.aspx?param=6232& 
title=CEN/TC+251 

21. : ISO 13606-1.: Health informatics: Electronic health record communication. Part 1: RM, 
1st edn (2008) 

22. ISO 13606-2.: Health informatics: Electronic health record communication. Part 2: Arche-
type interchange specification, vol. 1 (2008) 

23. HL7. Health level 7 (First accessed 10/13), http://www.hl7.org 
24. Opereffa, http://opereffa.chime.ucl.ac.uk/introduction.jsf 
25. Cassandra, Tracing on Feature, http://www.datastax.com/documentation/ 

cql/3.0/cql/cql_reference/tracing_r.html 



 

W. Chu et al. (Eds.): DNIS 2015, LNCS 8999, pp. 195–212, 2015. 
© Springer International Publishing Switzerland 2015 

Comparing Infrastructure Monitoring with CloudStack 
Compute Services for Cloud Computing Systems 

Aparna Datt1, Anita Goel2, and Suresh Chand Gupta3 

1 Department of Computer Science, University of Delhi, India  
2 Department of Computer Science, Dyal Singh College, University of Delhi, India  

3 Visiting Faculty, Department of Computer Science and Engineering, IIT Delhi, India 
{aparna.datt,goel.anita,gupta.drsc}@gmail.com 

Abstract. CloudStack is an open source IaaS cloud that provides compute, 
network and storage services to the users. Efficient management of available 
resources in the cloud is required in order to improve resource utilization and 
offer predictable performance to the customers. To facilitate providing of better 
quality of service, high availability and good performance; a comprehensive, 
reliable, centralized and accurate monitoring system is required. For this, the 
data needs to be collected from the components of CloudStack and analyzed in 
an efficient manner. In this paper, we present a detailed list of attributes 
required for monitoring the infrastructure associated with CloudStack. We 
identify the processes related with the compute services and its associated 
parameters that need to be monitored. We categorize the infrastructure 
monitoring, and list the parameters for monitoring parameters. Further, the 
proposed list is applied to three monitoring software that are commonly used 
for monitoring resources and processes associated with CloudStack. Developers 
and system administrators can benefit from this list while selecting the 
monitoring software for their system. The list is useful during the development 
of new monitoring software for CloudStack, as the functionality to be 
monitored can be selected from the list.   

1 Introduction 

CloudStack is an open source, open standards, multi-tenant cloud orchestration 
platform. It is scalable, flexible, secure and hypervisor agnostic. A service offering is 
a set of virtual resources, like, CPU, memory and disk. Compute and storage 
resources are provisioned to the users in form of service offerings. The system 
administrator can define different type of offerings as per the user requirements. A 
compute service offering includes guest CPU, guest RAM, guest networking type 
(virtual or direct) and tags on the root disk [14]. Along with the resources, a service 
offering also involves features related to resource metering, usage and charges for 
usage. A user can select from the available offerings while creating a virtual machine 
(VM). Once provisioned, CloudStack enables users with virtual machine management 
services that include starting, stopping, restarting and destroying virtual machines. 
Management of associated resources, like, CPU, network and storage and their 
utilization is also a part of VM management. 
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Using virtual machines in an organization is a cost effective mechanism for 
management of fluctuating system workloads. With increase in demand for the 
compute services, size of the resources for enabling these services is also increasing. 
An efficient and accurate monitoring system is required to monitor resource 
utilization and status of the system. Monitoring of compute services basically includes 
monitoring the available physical infrastructure, like, CPU, memory and disk and the 
associated processes. The performance of infrastructure resources and allocation of 
these resources in form of the virtual machines needs to be measured for complete 
system performance.  

The process of infrastructure monitoring involves collecting information about the 
system, and analyzing it to understand performance levels of the systems. Data 
required for monitoring the system resources and available services is collected at 
multiple points in the CloudStack software. The monitoring software collect the data, 
analyzes it and presents it in an understandable format, like, graphs, charts etc. for the 
users. Some of the popular open-source monitoring software used with CloudStack 
are- CollectD, Nagios and Zenoss Zenpack. These software target specific aspects of 
infrastructure monitoring, like, resource usage, network statistics etc. None of the 
available monitoring software target at the comprehensive monitoring of CloudStack.  

Also, in the requirement analysis phase there is a need for designers of the system 
to have a detailed knowledge of the information to be monitored. While the system is 
running, the system administrator needs to monitor the resources and performance of 
the system. Instead of identifying the monitoring information at different levels by 
different users of the system, it would be of use if a comprehensive list of resources 
and processes to be monitored is available to the users. It would make it convenient to 
the users to select the functionality they desire to monitor from the given list.  

In this paper, the aim is to identify essential features of CloudStack compute that 
need to be measured for infrastructure monitoring. The infrastructure functionality 
that needs to be monitored for CloudStack compute can be divided under four main 
criteria. We present a categorically distributed list of attributes relevant to compute 
infrastructure in CloudStack that need to be monitored for efficient functioning of the 
system. We have listed attributes under the following headings- 

 
• Compute infrastructure 
• Compute usage data 
• OS process utilization data 
• Background processes 

 
A detailed study of CloudStack, its physical and logical components and the 

associated API’s lead to the creation of this list [15]. This list will provide the system 
administrators and system developers an insight into the data that needs to be 
collected from the system for providing exhaustive system monitoring information. 
The users can use this list and make selection of required monitoring functionality. 
Also, third party monitoring software developers can refer to the list while updating 
the existing monitoring software and also during the development of new monitoring 
solutions for CloudStack. The attribute list presented here is a comprehensive list 
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inclusive of all the main areas of compute monitoring in the current system and can be 
updated as and when new compute functionality is added to the system. Instead of 
generating their individual monitoring list, various users associated with the system 
can select the attributes from the given list.  

A case study based on three popular third party monitoring tools used with 
CloudStack is performed. We have applied our list to CollectD [17], Nagios [18] and 
Zenoss Zenpack [16] to find the extent and kind of monitoring functionality provided 
by these infrastructure monitoring software for CloudStack.  

In this paper, Section 2 provides an overview of CloudStack. Section 3 describes 
the structure of infrastructure monitoring along with the functionality lists. In section 
4, we describe the case study for identifying functionality in existing infrastructure 
monitoring software. Section 5 discuses advantages of functionality list. The related 
work is discussed in Section 6. Section 7 concludes the paper. 

2 An Overview of CloudStack  

CloudStack is an open source IaaS cloud platform governed by the Apache Software 
Foundation. It is used for building public, private and hybrid IaaS clouds. Cloud 
infrastructure basically comprises of resources required for providing compute, 
storage and network services. On-demand, elastic cloud computing services can be 
provisioned using CloudStack. Service providers can sell self-service virtual machine 
instances, storage volumes, and networking configurations over the Internet [13]. 
CloudStack is a refined platform that has in-built features, like, massive scalability, 
high availability and centralized management, which allows single point management 
of vast number of physically distributed resources. CloudStack software works with a 
variety of hypervisors, like, VMware, Oracle VM, KVM and XenServer. 

CloudStack manages its vast number of geographically distributed servers  
effectively. A centralized management server takes care of the infrastructure and the 
processes. The system is designed in a fault tolerant manner and failure of a single 
component does not cause the system to crash. Management server can be serviced 
periodically without causing any affect on the virtual machines running in the cloud. 
Customizable graphical user interface is available for administrators for provisioning 
and managing the cloud and for users for running VMs and managing VM templates. 
APIs are available that provide access to the management features in the GUI. 

The process of VM provisioning in CloudStack is a well-defined and step-wise 
process. The steps for provisioning of a VM are as follows-  

 
• Request for an instance is placed by the user. 
• Operating System (Windows, Linux), Compute Offering (CPU & RAM), 

Disk Offering (Volume Size), Network Offering are selected. 
• Instance template is copied from secondary storage to primary storage on the 

cluster in which the machine is to be provisioned . 
• Data volume is created on primary storage for the cluster. 
• An instance is created. 
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Once created, a VM can be started, stopped, restarted and destroyed. Service offerings 
of a VM can also be changed. The status of a VM for the resources it is utilizing can 
also be monitored within a CloudStack system. 

2.1 Architectural View of CloudStack  

The architectural design of CloudStack comprises of two main components, namely, 
the physical component which includes the cloud infrastructure and the logical 
component that comprises of the management Server.  

The physical infrastructure of a CloudStack implementation consists of the 
following [14]- 

 
• Host: A compute node in a cluster is called a host. The guest virtual 

machines created by the users are provisioned and run on a host. It is a single 
computer and contains resources, like, CPU, memory, storage and 
networking required to run a VM. With every host a hypervisor is associated 
for management of VMs. Multiple hosts can be interconnected via TCP/IP 
network.  

• Cluster: A combination of a set of hosts and primary storage is a cluster. 
The hosts in a cluster are of the same kind, i.e. all hosts in a cluster have 
identical hardware, run the same hypervisor, are on the same subnet, and 
access the same shared primary storage. Virtual machine instances can be 
live-migrated from one host to another within the same cluster, without 
interrupting service to the user. 

• Pod: A set of one or more clusters along with a switch form a pod. These are 
the second largest unit in the cloud infrastructure. They are invisible to users. 

• Zone: A single or multiple pods and secondary storage combine to form a 
zone. Logically a zone can be compared to a single datacenter. It is the 
largest infrastructural unit within the CloudStack setup and aims at providing 
physical isolation. An end user can see the available zones in a cloud setup 
and has to select a zone at the time of provisioning a VM. There can be 
public and private zones in a cloud. Zones specific to a particular domain are 
private and the zones where any user can create a guest VM are public. 

• Primary storage: It is associated with every cluster. The disk volumes for 
all the VMs running on hosts in a cluster are stored in the primary storage. 

• Secondary storage: It is the storage associated with a zone. It is used for 
storing templates, ISO images and disk volume snapshots. 

 
When a cloud is set up using CloudStack, storage, IP addresses and hosts are to be 

provisioned. For managing the resources, zones and hosts; a software component is 
required. Management Server is the software component of CloudStack that is used 
for management of the cloud resources. It has a user interface and a set of APIs that 
are used to configure and manage the hosted infrastructure. The management server is 
stateless and can be run on a server or a VM. The management server is used for 
managing VM provisioning, associated storage and networking on hosts. 
Management of snapshots, templates, ISO images and the storage is also handled by 
the management server. There can be a single or multiple management servers in a 
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cloud environment. Single management server can manage multiple zones having 
large number of hosts. A multiple management server deployment in form of a cluster 
is beneficial in cases where scalability and redundancy is required. 

3 Related Work 

Cloud computing with its increasing complexity and vast set of resources requires 
monitoring as an important component. Monitoring of infrastructure and services 
associated with the cloud provide an in depth information on the health and 
performance of the system under consideration. Performance monitoring in the clouds 
is a focal area of research these days. Multiple monitoring software exist for 
infrastructure monitoring of the cloud.  

There are not many monitoring systems that satisfy all the cloud administrator 
requirements which imposes that clouds need to be monitored by a set of monitoring 
systems [3].Cloud monitoring systems need to be advanced and customized to the 
diversity, scalability, and high dynamic cloud environment [1].  

Montes et al. [10] propose a unified cloud monitoring taxonomy, based on which 
they define a layered cloud monitoring architecture. They implement GMonE, a 
general-purpose cloud monitoring tool which covers all aspects of cloud monitoring 
by specifically addressing the needs of modern cloud infrastructures. Meng et al. [7] 
propose a MaaS framework that achieves significant lower monitoring cost, higher 
scalability, and better multi tenancy performance. Kai et al.[5] present SCM 
monitoring system that collects accurate metrics from both physical and virtual 
resources, including the main components of Apache CloudStack (system virtual 
machines, Secondary Storage, Primary Storage and management servers), and makes 
these data easily accessible and human readable, which is quite friendly to the 
CloudStack users. Bellavista [2] present a novel framework for Easy Monitoring and 
Management of IaaS (EMMI) solutions. McGilvary et al. [6] propose Cloudlet 
Control and Management System (C2MS); a system for monitoring and controlling 
dynamic groups of physical or virtual servers within cloud infrastructures. This 
system allows administrators to monitor group and individual server metrics on large-
scale dynamic cloud infrastructures where roles of servers may change frequently.  

Monitoring solutions based on specific characteristics are also being developed. 
Moldovan [8], in their paper introduce MELA, a customizable framework, that 
enables service providers and developers to analyze cross-layered, multi-level 
elasticity of cloud services, from the whole cloud service to service units, based on 
service structure dependencies. Morariu [11] presents the design of a monitoring 
solution that integrates several open source tools and can assure QoS for private 
clouds. He et al. [4] in their paper present a novel security monitoring framework for 
intrusion detection in IaaS cloud infrastructures. The framework uses statistical 
anomaly detection techniques over data monitored both inside and outside each 
Virtual Machine instance. Zhang [12], presents a SLA-driven state monitoring 
framework for cloud service based on the matrix factorization model that contributes 
to improving the monitoring accuracy, and also takes less overhead during the 
communication. 
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Distributed Architecture for Resource manaGement and mOnitoring in cloudS 
(DARGOS), a completely distributed and highly efficient Cloud monitoring 
architecture to disseminate resource monitoring information has been proposed by 
Molina[9]. DARGOS is flexible and adaptable in nature and ensures an accurate  
measurement of physical and virtual resources in the cloud keeping at the same time a 
low overhead and enabling cloud administrators to design better cloud provisioning 
strategies and to avoid SLA violations. 

Our study and research did not reveal any academic research study on 
infrastructure monitoring list for compute services in CloudStack. With the 
availability of this list, the designers of the system, the system administrators and the 
third party monitoring tool developers, all will gain insight about the features that 
require monitoring in CloudStack compute. The list will help them in choosing the 
functionality they need to monitor in the system. 

4 Structure of Infrastructure Monitoring 

The physical and logical infrastructure of the CloudStack setup needs to be monitored 
by the system administrator. Infrastructure monitoring of the system enables the 
system administrator to keep an updated record of the systems performance and 
resource utilization. This information is beneficial to the administrator as it helps to 
keep a check on the health and status of the system. Features, like, live migration, 
high availability, failure detection and scalability can be provided efficiently if 
complete information about total resources, resources currently under utilization and 
the quantity of free resources is available. The monitoring process can also enable the 
administrator to keep a check on resources that are running low or are underutilized. 
Usage trends can also be predicted by this information. System administrators can 
also determine information about the most preferred compute offerings by different 
kinds of users, size of storage users want to associate with specific offerings etc. 

In this paper, we define various aspects of infrastructure monitoring keeping in 
mind the system administrator’s perspective. We have defined the infrastructure 
monitoring list after studying the CloudStack architecture, infrastructure and API’s 
[9]. We provide the infrastructure monitoring list under following four main headers: 

 
• Compute infrastructure list for monitoring all attributes associated with 

compute offerings. 
• Compute infrastructure usage list for assessing resource usage. 
• Background processes list to keep track of processes running at the backend. 
• OS Process usage list to track usage of CPU, network and memory. 

4.1 Compute Infrastructure List 

Compute infrastructure of CloudStack consists of the physical resources that can be 
virtualized. Based on the varying demands of the users, the infrastructure can auto scale. 
Virtual machine provisioning is the main service provided in compute offerings. 
Infrastructure monitoring of compute resources facilitates the system administrator to 



 Comparing Infrastructure Monitoring with CloudStack Compute Services 201 

 

keep a track of resources being consumed and the change in workloads of the system. 
This information enables the system administrator in load balancing the system. Also in 
case, a host fails within or outside a cluster, when VM migration is required, the 
knowledge of current status of the system is very important. Features like high 
availability and scalability also require system information to be executed efficiently.  

At every level of CloudStack infrastructure, there are a specific set of attributes 
that provide detailed information about that particular level. Attributes at Zone level 
are identified as id, name and description of zone. For pods and clusters also similar 
kind of information is maintained.  The attribute list for the hosts contains host 
details and supported hypervisor’s details. For projects and VMs, the status, resources 
allocated, start/ stop dates and other information is maintained.    

Table 1 provides the attribute list for compute infrastructure. 

Table 1. Compute infrastructure list 

Levels Parameters Description 
Zones Id, Name, Network type, Zone 

token, Description, Display text 
Attributes required to identify a 
zone. 

 Zone dedicated /  not dedicated Zone is dedicated for a particular 
task or not. 

 Domain, Domain id, Domain 
name 

Details of domain related to a zone. 

 Local storage enabled true if local storage offering enabled, 
false otherwise 

 Security groups enabled true if security groups support is 
enabled, false otherwise 

 Pod id, Pod name Details of the pods associated with 
the zone 

 Cluster id, Cluster name Details of the clusters associated 
with the zone.  

 Resources (Account, Domain, 
Customer, key, project) , resource 
id , resource type, resource details 

Meta data associated with the zone 
(key/value pairs) 

Pods 
 

Id, Name Attributes defining the information 
required to identify a Pod. 

 IP(Start/ End), Gateway, Net 
mask 

Network information with a pod. 

 Zone id, Zone name Details of the zone related to a pod. 
 Cluster Id, Cluster name Details of the cluster related to a pod. 

Cluster Id, Name, Cluster type Details of attributes required to 
identify a Cluster. 

 Hypervisor type Type of hypervisor with a cluster. 
 Managed state Whether this cluster is managed by 

CloudStack. 
 Memory over commit ratio Memory over commit ratio of cluster 
 Pod id, Pod name Pod related to a cluster. 
 Zone id, Zone name Zone related to a cluster. 

Domain Id, name, level  Details of attributes required to 
identify a domain. 
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Table 1. (continued) 

 Has child Whether the domain has one or more 
sub-domains 

 Network domain Network information with a domain. 
 Parent domain (id, name) Details of the parent domain, in case 

the domain under consideration is a 
child domain. 

 Path Path of the domain 
Host Id, name, State ( connected/ 

disconnected), Removed, HA, 
type, version, created, capabilities 

Attributes defining the information 
required to identify a host. 
 

 Cluster (Id, name, type) Cluster information related to a host. 
 Hypervisor, Hypervisor version The host hypervisor 
 Management server id Management server ID of the host 
 Network kbs read, Network kbs 

write 
Network information of  host. 

 Os category id, Os category name The OS category ID of  host, the OS 
category name of  host 

 Pod id, Pod name Pod related to the host. 
 Zone id, zone name Details of zone related to the host. 
 Job id, Job status ID and status of latest asynchronous 

job acting on this object. 
Account Account (Id, details, type, Name, 

State) 
Attributes defining the information 
required to identify an account. 
 

 Default zone id Default zone of the account 
 Domain( name, id ) Domain related to  account. 
 Groups List of groups that account belongs 

to. 
 Project (available, limit, total)  Projects associated with an account. 
 Received bytes, Sent bytes Network traffic information of the 

account. 
 Snapshot (available/ limit/ total) The total number of snapshots 

available, can be stored and are 
currently stored for this account. 
stored by this account 

 Template (available/ limit/ total) The total number of templates 
available to be created, available for 
creation, have been created by this 
account. 

 Vm (available, limit, total, 
running, stopped) 

The total number of virtual machines 
available, can be deployed, currently 
running and stopped for this account.  

 user(id, account, account id, 
account type, created, domain, 
domain id, user details) 

List of users associated with account. 

Project Id, Display text, Name, State Attributes defining the information 
required to identify a project. 
 

 Account Account name of the project's owner 
 Domain (name, id ) Domain information of a project. 
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Table 1. (continued) 

 Snapshot (available, limit, total) The total number of snapshots 
available, stored and can be stored 
for this project. 

 Template (available, limit, total) Total number of templates available 
to be created, can be created and 
have been created by this project. 

 VM (available, limit, running, 
stopped, total) 

Total number of virtual machines 
available, can be deployed, currently 
running and stopped for this account.  

 Resource (id, type) Id and type of resource. 
VM Id, Account, Created, Details, 

display name, Display vm, state 
Details of attributes required to 
identify a virtual machine. 

 Domain, Domain id The domain information with a VM. 
 Group (name, id) The group information with a VM. 
 Guest os id Os type ID of the virtual machine 
 High availability enable, scalable True if high-availability is enabled, 

false otherwise 
 Hosted, Hostname Host information with a VM. 
 Hypervisor Hypervisor on which template runs 
 Memory, root volume Memory allocated for a VM 
 Project (name, id) Project information with a VM. 
 Service offering (id, name) Details of service offering with a 

VM. 
 Resource id, resource type Resources associated with a VM. 
 Template display text Alternate display text of the template 

for VM 
 Template (id, name) Template information with a VM. 
 Zone (id, name) Zone information with a VM. 

4.2 Compute Infrastructure Usage List 

The information regarding the usage of compute infrastructure requires consistent 
monitoring. The current state of zones, pods, clusters, status of resources (CPU, 
memory and network) currently in use on hosts, number of VMs on the host etc. need 
to be monitored. Monitoring of the data usage helps to identify the total resource 
usage, quantity of available resources and current load on the system at all different 
levels. This information provides a detail on the usage aspect of the system.  

Compute usage list contains attributes required by the administrator for monitoring 
the usage of the system. Information, like, host uptime, number of network 
read/writes, available services on each level, list of compute offerings etc. is 
maintained. This information provides the administrator with exact state of a system 
at a given point of time. Administrator can assess the utilization levels of the system, 
trending resources and need for more resources in the system. Table 2 displays the list 
for compute usage attributes. 
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Table 2. Compute infrastructure usage list 

Level Parameter Description 
Zones Capacity (total, used, 

percent) 
Total, in use and used percentage capacity of 
zone. 

 Allocation state Allocation state of the cluster. 
Pods Capacity (total, used, 

percent, type) 
Total, in use, used percentage and type of 
capacity of  Pod. 

 Allocation state Allocation state of Pod. 
Cluster Allocation state Allocation state of cluster. 

 CPU over commit 
ratio 

CPU over commit ratio of  cluster. 

 Capacity (total, used, 
percent, type) 

Total, in use, used percentage and type of 
capacity of the Pod. 

Host Average load Average CPU load on the host. 
 Events Events available for  host. 
 Enough capacity True if this host has enough CPU and RAM 

capacity to migrate a VM to it, false otherwise. 
 local storage active True if local storage is active, false otherwise. 
 Last pinged The date and time the host was last pinged. 
 Resource state Resource state of the host. 
 Suitable for migration True if this host is suitable (has enough capacity 

and satisfies all conditions) to migrate a VM to 
it, false otherwise. 

Account IP(available, limit,  
total ) 

The network information associated with the 
account. 

 Primary storage 
(available, limit, total) 
 

Total primary storage space (in GiB) available to 
be used, can be owned and is owned for this 
account. 

 Secondary storage 
(available, limit, total) 

Total secondary storage space (in GiB) 
available, can be owned and is owned for this 
account. 

 Volume (available, 
limit, total) 

Total volume available, being used and can be 
used for this account. 

Project Primary storage 
(available, limit, total) 
 

Total primary storage space (in GiB) available to 
be used, can be owned, and owned for this 
project. 

 Secondary storage 
(available, limit, total) 

Total secondary storage space (in GiB) available 
to be used, can be owned, and owned for this 
project. 

 Volume (available, 
limit, total) 

Total volume available for this project, can be 
used and currently being used by this project. 



 Comparing Infrastructure Monitoring with CloudStack Compute Services 205 

 

4.3 OS Process Utilization Data List 

Within each level of CloudStack compute, there are three standard OS processes that 
run to facilitate the smooth functioning of compute services. OS processes utilization 
data list provides the parameters that need to be monitored for measuring utilization 
for each of these. Utilization of CPU, memory and network is measured at host, 
account, project and VM level. At all levels, CPU, network and memory utilization 
data can be monitored for total, allocated and used options.   
Table 3 presents the OS processes utilization list. 

Table 3. OS process utilization list 

Level Process Details 
Host CPU utilization CPU (allocated, number, sockets, speed, used) 

 Memory utilization Memory (allocated, total, used) 
 Network utilization Network kbs (read, write) 

Account CPU utilization CPU (available, limit, total) 
 Memory utilization Memory (available, limit, total) 
 Network utilization Network (available,  domain, limit,  total) 

Project CPU utilization CPU (available, limit, total) 
 Memory utilization Memory (available, limit, total) 
 Network utilization Network (available, limit, total) 

VM CPU utilization CPU(number, speed, used)  
 Memory utilization Disk – I/O ( read/write), kbs (read/write), offering 

(id, name) 
 Network utilization Network  kbs(read, write) 

4.4 Background Process Functionality List 

For listing the functionality and the parameters to be monitored for background 
processes in CloudStack compute, we have defined the background processes 
functionality list. This list can be referred by the system administrator for monitoring 
background processes and can also be utilized at the time of developing monitoring 
component for CloudStack. 

Background processes are carried out by the management server, console proxy 
VM and secondary storage VM. Information required for monitoring running 
processes, like, resource provisioning, snapshot management, template management, 
zone management, orchestration, high availability, live migration, connection 
management and secondary storage management can be collected from the system. 
Parameters to be monitored within each process are identified and listed.  

Management of provisioning of resources, snapshot, zone and template 
management are the basic processes that run in the management server to facilitate the 
IaaS services provided by CloudStack. Orchestration is an important process that runs 
in the management server. High availability and live migration are two processes that 
make CloudStack services more efficient and reliable. 
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Connection management of a VM to display VMs console on the management 
server web interface for remote management is managed by console proxy VM.  
Secondary storage VM runs secondary storage management process to facilitate 
snapshots, templates, volumes and ISO files management in and out of the cloud 
environment in a secure manner. Table 4 provides a list of background processes that 
need to be monitored. 

Table 4. Background process list 

Process Details Component 
Resource 
provisioning 

VM allocation to host, storage devices, IP 
addresses. 

Management 
Server 

Snapshot 
management 

Full snapshots, incremental snapshots. Management 
Server 

Template 
management 

Volume templates. Management 
Server 

Zone management Management of zones. Management 
Server 

Orchestration VM starts, snapshot copies, template 
propagation. 

Management 
Server 

High Availability VMs, hosts, primary storage, secondary 
storage. 

Management 
Server 

Live Migration Migration of a running VM. Stopped VM’s 
can’t be migrated. 

Management 
Server 

Connection 
management 

Facilitates the secure connection to 
individual VM's through their respective 
hypervisor hosts to display the VMs console 
on the management server web interface for 
remote management. 

Console Proxy 
VM 

Secondary storage 
management 

Facilitates moving snapshots, templates, 
volumes and ISO files in and out of the 
cloud environment in a secure manner. 
Connects to individual hypervisors to 
instruct them on how to mount secondary 
storage as well as how to store and cleanup 
snapshots and templates. 

Secondary 
storage VM 

5 Case Study 

As a case study, we have applied these lists on three popular open source monitoring 
software generally used with CloudStack, namely, Zenoss Zenpack, CollectD and 
Nagios. This case study will enable us to identifying the kind of infrastructure 
monitoring provided by these tools for CloudStack. Comparison of our lists with the  
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information monitored by these software will also help to identify the extent of 
monitoring depth provided by the tools. Also the case study can be used to identify 
the areas of CloudStack that are not being monitored effectively.  

Zenoss ZenPack [16] is an open source cloud monitoring software that provides 
monitoring support for CloudStack. Zenoss allows system administrators to monitor 
some of the important aspects of CloudStack like availability, inventory, configuration, 
performance, and events related to the system. The key metrics provided by zenoss are 
for CPU and memory tracking. These metrics are provided within Zenoss at all the levels 
of granularity. Alerts regarding low and high thresholds of the resources are also 
available.  

CollectD [17] is a daemon which collects information about zones, pods, clusters, 
storage and hosts. Information about the available and resources being used currently 
by the system are collected by CollectD. System performance statistics are also 
gathered periodically and can be stored in a variety of ways. Information to be 
monitored is collected in form of system metrics relating to memory, CPU, secondary 
storage etc. and can be used to measure the current status of system. 

Nagios[18] is a popular open source cloud monitoring software. It monitors usage 
of available resources like CPU, memory, etc. Cloud capacity including memory, 
storage, private and public ip’s is also monitored. Information regarding state and 
status of VM’s is monitored. Checks for usage of various resources like memory, 
CPU, network and disk usage within a VM are also carried out. 

Table 5 presents the list detailing comparison of monitoring of background 
processes by the three monitoring software under consideration. Table 6 combines the 
list of comparison of three selected monitoring software for compute infrastructure 
attributes and compute usage. OS processes Utilization data of infrastructure 
monitoring is displayed in Table 7. In the tables, notation ‘√’ denotes that parameter 
is supported by the monitoring software; ‘x’ denotes parameter not supported.  

Table 5. Background process case study 

Process Zenoss CollectD Nagios 
Resource provisioning √ √ √ 
Snapshot management × × × 
Template management × × × 
Zone management × × × 
Orchestration × × × 
High Availability × × × 
Live Migration × × × 
Connection management × × × 
Secondary storage management × × × 
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Table 6. Compute infrastructure and usage case study list 

Levels 
 

 

Infrastructure 
Parameters 

Usage 
Parameter 

Zen
oss 

Zen
oss 

Col
lect
D 

Col
lect
D 

Nag
ios 

Nag
ios 

Zones 
Details  

Capacity 
(total, used) 

× × √ √ √ √ 

 Resources , 
resource id , 
resource type, 
resource details 

Percentage 
used 

× × √ √ √ √ 

 List of 
Domains 

Allocation 
state 

× × × × × × 

 List of Pods  × × × × × × 
 List of Clusters   × × × × × × 

Pods 
 

Details 
Capacity 
(total, used) 

× × √ √ √ √ 

 Network 
Details 

Percentage 
used 

× × √ × √ √ 

 
Zone Details 

Allocation 
state 

× × √ × × × 

 List of Clusters  × × √ × × × 
Cluster Details Type × × √ × × × 

 Hypervisor 
type 

Capacity 
(total, used) 

× × × √ × √ 

 
Managed state 

Percentage 
used 

× × × × × × 

 
Pod details 

Allocation 
state 

× × √ × × × 

 Zone details  × × √ × × × 
Domain Details  × × √ × √ × 

 
Host 

Id, name, State 
( connected/ 
disconnected), 
Removed, HA, 
type, version, 
created, 
capabilities 

Average 
load 

× × √ × √ × 

 
Cluster (Id, 
name, type) 

CPU(allocat
ed, number, 
used, speed) 

× × √ √ √ √ 

 Hypervisor, 
Hypervisor 
version 

Capacity 
× × × √ × × 

 Management 
server id 

Last pinged 
√ × √ × × × 
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Table 6. (continued) 

 
Network details 

Resource 
state 

× × √ √ √ √ 

 
Pod details 

Suitable for 
migration 

× × √ √ √ × 

 Zone details  × × √ × × × 
Account 

Account details 
IP(available, 
limit, total) 

× × √ √ × √ 

 
Domain details 

Memory 
(available, 
limit, total) 

× × √ √ × √ 

 

Network details 

Network 
(available,  
domain, 
limit, total) 

× × × √ × √ 

 

Project details 

Primary 
storage 
(available, 
limit, total) 

× × × √ × √ 

 
Snapshot 
details 

Secondary 
storage 
(available, 
limit, total) 

× × × √ × √ 

 
Template 
information  

Volume 
(available, 
limit, total) 

× × × √ × √ 

 VM (available, 
limit, total, 
running, 
stopped) 

 

× × ×  √  

 User 
information 

 
× × × × × × 

Project Id, Display 
text, Name, 
State 

CPU 
(available, 
limit, total) 

× × √ √ √ √ 

 
Domain (name, 
id ) 

Memory 
(available, 
limit, total) 

√ √ √ √ √ √ 

 

Snapshot 
(available, 
limit, total) 

Network 
(available, 
limit, total) 

× √ × √ × √ 

√ √ √
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Table 6. (continued) 

 
Vm (available, 
limit, running, 
stopped, total) 

Secondary 
storage 
(available, 
limit, total) 

√ √ × √ × √ 

 
Resource (id, 
type) 

Volume 
(available, 
limit, total) 

× √ × √ × √ 

 
 

Vpc 
(available, 
limit, total) 

× √ ×  × √ 

VM Details Status √ √ √ √ √ √ 
 Domain, 

Domain id 
Memory, 
root volume 

√ √ × √ × × 

 
Guest os id 

Network ( 
kbsread, 
kbswrite) 

× √ × √ × × 

 High 
availabilty 
enable, scalable 

Resource 
usage 

× √ √ √ × × 

 Hosted, 
Hostname 

 √ × × × × × 

 Hypervisor   × × × × × 
 Project (name, 

id) 
 √ × × × × × 

 Service 
offering (id, 
name) 

 √ × √ × √ × 

 Resource id, 
resource type 

 √ × × × √ × 

 Template (id, 
name) 

 × × × × × × 

 Zone (id, 
name) 

 √ × × × × × 

 
 

The case study carried out above indicates that the major aspect of monitoring 
covered by all the three monitoring software is of compute infrastructure and its 
usage. Except for resource provisioning, monitoring support for other background 
processes is not there in any of the software. Our study reveals that the maximum 
monitoring support for OS processes is provided by Zenoss Zenpack. The common 
parameters monitored by all the monitoring software are the status of total resources, 
resources currently in use, available resources and metrics about resources at different 
levels of granularity. 
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Table 7. OS processes case study list 

Level Process Zenoss CollectD Nagios 
Host Cpu utilization √ √ × 

 Memory utilization √ √ × 
 Network utilization √ √ × 

Account Cpu utilization √ × × 
 Memory utilization √ × × 
 Network utilization √ × × 

Project Cpu utilization √ × × 
 Memory utilization √ × × 
 Network utilization √ × × 

VM Cpu utilization √ √ √ 
 Memory utilization √ √ √ 
 Network utilization √ √ √ 

6 Benefits of Functionality List 

The functionality list presented in our paper is exhaustive for listing monitoring 
functionality in CloudStack. We have arrived at the functionality list after performing a 
study of CloudStack architecture and API’s. The functionality list is beneficial to the 
system administrators and the designers of the system. The list makes the task of 
monitoring easier for the system administrator as the desired features to be monitored can 
be selected form the defined list. Monitoring tools specific to monitoring of CloudStack 
compute services can also be developed by referring to this list Additions to the existing 
monitoring software can also be made to increase their monitoring support towards 
CloudStack compute. On the basis of case study presented above, it is evident that none 
of the existing monitoring tools available provide a complete monitoring coverage of all 
features of CloudStack compute. All the basic set of infrastructure, associated parameters 
and the processes that need to be monitored consistently for maintaining compute system 
efficiently are provided in this functionality list. 

7 Conclusion 

In our paper, we have presented a list defining the attributes and processes and their 
parameters of infrastructure that need to be monitored in a CloudStack compute 
system. It facilitates designers in specifying monitoring requirements during 
requirement specification phase. Also, the system administrator can use the list for 
selecting the functionality that needs to be monitored in the software. user with a list 
of all attributes that require monitoring. The process of selecting from the 
functionality list is easier than creation of a new list by different users of the system 
who require monitoring functionality. Software designers, system administrators and 
developers of monitoring systems for CloudStack can view and select the details of all 
the functionality, processes and attributes that can be monitored and features that can 
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be integrated in any new monitoring software being developed. This list can be 
extended and updated when new compute services are added to the system or the 
current ones are updated.  
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Abstract. Consider the fact, that the concepts of NoSQL databases
have been developed and recently, big Internet companies such as Google,
Amazon, Yahoo!, and Facebook are using NoSQL databases. Although
the primary focus of NoSQL databases is to deal with huge volume of het-
erogeneous data, these can also be suited for handling moderate volume
of data, especially if the data are heterogeneous and there are frequent
changes in data. Considering this we consider the development and im-
plementation of an application with moderate volume of heterogeneous
data using a NoSQL database. We perform comparative performance
analysis with a relational database system. The experimental evalua-
tions show that NoSQL databases are also often suitable for handling
moderate volume of data.

Keywords: NoSQL database, relational database, data distribution,
mobile server.

1 Introduction

To overcome the limitations of RDMS in handling large volume of data, NoSQL
systems were developed. Although NoSQL databases were developed to deal
with huge volume of data, they can also be efficient for the systems those deal
with moderate size of heterogeneous data. In addition, NoSQL databases can
be efficient for developing secure applications and applications those deal with
frequent changes of data.

In this paper, we present an application framework for the entrance exami-
nations at universities in Bangladesh using a NoSQL database and show that
NoSQL database systems are suitable and are comparable to relational database
systems for handling some applications.

The main contributions of this paper can be summarized as follows: At first,
we design the database architecture of the system using a NoSQL database.
Then, we develop a platform independent interface so that the users are able to
interact with the system using any type of devices such as PC, smart phones,
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feature phones, PDA etc. Finally, we perform several experiments to show the
effectiveness of our system over relational database systems.

The remainder of this paper is organized as follows. Section 2 provides a brief
review of related works. In section 3, we detail the framework of our developed
system. Section 4 presents the experimental results. Finally, we conclude and
sketch future research directions in Section 5. 
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Server Management Module 

Data Distribution Module 

Data Management 
Module 

Fig. 1. System architecture of the application

2 Related Works

Although many companies continued their research about efficient handling large
volume of data, Google is the pioneer in this regard by publishing the Bigtable
paper [1]. Later on Amazon published Dynamo [2] that described several tech-
nologies all of which together have come to be known as NoSQL. Based on the
concepts of NoSQL, several database systems such as MongoDB [3], Cassandra
[4], HBase [5], Neo4j [6] were developed.

Later researchers performed different types of analysis on NoSQL databases.
Harter et al. [7] presents an analysis on HBase and HDFS considering the mes-
sages of Facebook. The goal of this analysis was to find the effectiveness of HDFS
storage in HBase. In this analysis, they described multilayer storage techniques.
They argue that writing is expensive in disk level due to logging, compaction,
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0001   Mrinmoy CSE 
0002   Nazibul CSE 
0003   Raju  ME 
0004   Farhan EEE 
0005   Belal  EEE 
0006   Kishor  CE 
0007   Mahin CE 
0008   Tonoy  ME 
0009    Dipu  IPE 
0010   Shimul CSE 
0011   Emran CE 
0012   Rehan CSE 

0005   Belal  EEE 
0006   Kishor  CE 
0007   Mahin CE 
0008   Tonoy  ME 

0009    Dipu  IPE 
0010   Shimul CSE 
0011   Emran CE 
0012   Rehan CSE 

0001   Mrinmoy CSE 
0002   Nazibul CSE 
0003   Raju  ME 
0004   Farhan EEE 

Full Table

T1R1 T1R2 T1R3

T1 0009 –T1 0012 R3  RS3 

T1 0001 –T1 0004 R1  RS3 
T1 000 5–T1 008 R2  RS3 

T1 0001 –T1 0008 M1  RS2 
T1 000 9–T1 0012 M2  RS1 

.META-M2 

.META-M1

-ROOT- 

HOST 1 HOST 2 HOST 3

Fig. 2. Splitting data into multiple servers

replication, and caching. Details about HBase system is presented by Dimiduk
et al. [8]. In this paper the authors briefly described the architecture, data dis-
tribution techniques, map reduce function. Kaur et al. [9] worked on distributed
database system and described it with the concurrency control algorithms. The
also discussed distributed 2PL, wound-wait, basic timestamp ordering and dis-
tributed optimistic algorithms.

Stevic et al. [10] analysed performance on storing documents which is unstruc-
tured. They argue that RDBMS is not efficient enough for storing unstructured
documents. They also suggest to use NoSQL databases for handling large amount
of documents. Franke et al. [11] explained the techniques of semantic web data
management using HBase and MySQL Cluster. They designed a novel database
schema for HBase and generic RDF database schema for MySQL Cluster. After
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the experiment, a comparison of the two approaches was made. From the exper-
imental results, they conclude that the HBase is capable of dealing with larger
RDF datasets and are superior in both query performance and scalability.

Different types of NoSQL database systems with their relative advantages
and disadvantages are discussed in [12]. Here, the author argued that if data is
bound in one machine then relational database systems are sufficient to manage
data with scalability. However, the use of NoSQL database systems can increase
the performance significantly. To fulfil the requirements of present stage a new
trends of database is discussed by Pokorny [13]. A survey on NoSQL database
is discussed by Vogels [14] with describing different types of NoSQL databases
with their key features and implementation. The survey found the strength of
NoSQL databases due to their easy operation procedure, flexible data model,
high availability, high scalability and fault tolerance.

In this paper, we provide the implementation of an application using a NoSQL
database and show the applicability of NoSQL databases in handling moderate
data volume.

3 System Architecture and Design

The architecture of our application is a distributed architecture as shown in Fig-
ure 1. The architecture comprises three main modules: data distribution module,
data management module, and server management module. Data distribution
module is responsible for distributing data among the servers. Figure 2 shows an
example of distribution of data among three different servers. From the example
of Figure 2, we can see that the data table is divided into three tables name
T1R1, T1R2 and T1R3. Then, the tables T1R1, T1R2 and T1R3 are stored in
three servers Host1, Host2 and Host3, respectively. Data management module is
responsible for insertion, deletion and search of data from the servers. In order
to insert data, at first, we need to create table and add family. The procedure
for table creation and add family in HBase are given in Table 1 and Table 2, re-
spectively. When data insertion request is made, a key-value instance is created
and put it to a database table using table name, row key, column family and
column qualifier. Table 3 shows the insertion procedure of values in a table.

If search request is made, data is retrieved with the help of algorithms as
shown in Table 4 and Table 5. The algorithm of Table 4 is used for retrieving
a row while the algorithm in Table 5 is used to retrieve values. Figure 3 shows
an example of searching process. When it is necessary to search a particular
information say “row 0009” by a a client, the client first asks the server for the
location of -ROOT- table. Server the sends location information of the -ROOT-
file. Then, -ROOT- table is accessed for the name and location of .META file
that contains the information about the particular row. The .META file is then
accessed for the location of the particular row. From .META file, we get the
table name and table server location. Then, the table of the specified server is
accessed and read the particular row.

The algorithm for deleting a value from a table is given in Table 6, whereas
the algorithm for deleting a row from a table is given in Table 7.
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Table 1. Algorithm for creating a table

Algorithm_CreateTable(tablename){

1. create HBaseConfiguration object ‘hc’

2. create HBaseAdmin object ‘hba’ with parameter ‘hc’

3. create HTableDescriptor object ‘ht’ with parameter ‘tablename’

4. if table not exist, then call createTable() method of ‘ht’

to create table

5. return

}

Table 2. Algorithm for adding family in a table

Algorithm_AddFamily(tablename, familyname){

1. create HBaseConfiguration object ‘hc’

2. create HBaseAdmin object ‘hba’ with parameter ‘hc’

3. create HTableDescriptor object ‘ht’ with parameter ‘tablename’

4. if table exist then

4.1 call hba.disableTable(tablename) method to disable table

4.2 create HColumnDescriptor object ‘cf’ with parameter familyname

4.3 add family by method hba.addColumn(tablename, cf)

4.4 enable table by method hba.enableTable(tablename)

5. return

}

Table 3. Algorithm for adding values in a table

Algorithm_AddValue(tablename,rowkey,clmfamily,clmquantifier,value){

1. create HTablePool object ‘pool’

2. create HTableInterface object ‘userTable’ by calling method

pool.getTable(tablename)

3. create Put object ‘p’ with parameter ‘rowkey’

4. add value in the Put object by method

p.add(clmfamily, clmquantifier, value)

5. add ‘p’ in ‘userTable’ by method usersTable.put(p)

6. return

}
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Table 4. Algorithm for reading a row from a table

Algorithm_ReadRow(tablename, rowkey){

1. create HTablePool object ‘pool’

2. create HTableInterface object ‘userTable’ by calling method

pool.getTable(tablename)

3. create Get object ‘g’ with parameter ‘rowkey’

4. create Result object ‘r’ by calling method usersTable.get(g)

5. for KeyValue object ‘kv’ to r.raw() do

5.1 get the row by method kv.getRow()

5.2 get the family by method kv.getFamily()

5.3 get the qualifier by method kv.getQualifier()

5.4 get the value by method kv.getValue()

6. close ‘usertable’ by method usersTable.close()

7. return

}

Table 5. Algorithm for reading a value from a table

Algorithm_ReadValue(tablename, rowkey,clmfamily,clmquantifier){

1. create HTablePool object ‘pool’

2. create HTableInterface object ‘userTable’ by calling method

pool.getTable(tablename)

3. create Get object ‘g’ with parameter ‘rowkey’

4. create Result object ‘r’ by calling method usersTable.get(g)

5. get the value by method r.getValue(clmfamily,clmquantifier)

6. return

}

Table 6. Algorithm for deleting a value from a table

Algorithm_DeleteValue(tablename,rowkey,clmfamily,clmquantifier){

1. create HTablePool object ‘pool’

2. create HTableInterface object ‘userTable’ by calling method

pool.getTable(tablename)

3. create Delete object ‘d’ with parameter ‘rowkey’

4. add this in the Delete object by method

d.deleteColumns(clmfamily, clmquantifier)

5. delete value by the method usersTable.delete(d);

6. close ‘usertable’ by method usersTable.close()

7. return

}
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Fig. 3. Search procedure of our system

Table 7. Algorithm for deleting a row from a table

Algorithm_DeleteRow(tablename,rowkey){

1. create HTablePool object ‘pool’

2. create HTableInterface object ‘userTable’ by calling method

pool.getTable(tablename)

3. create Delete object ‘d’ with parameter ‘rowkey’

4. delete value by the method usersTable.delete(d);

5. close ‘usertable’ by method usersTable.close()

6. return

}
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The server management module deals with two different servers: web server
and mobile server. We use JAVA servlet class for activating a web server. The
process of web server is described in Table 8. We developed an algorithm for
SMS server application that is given in Table 9.

Table 8. Algorithm for activating web server

Algorithm_servlet(request, response){

1. create a class that extend HttpServlet

2. add Override method

3. receive parameter by the method request.getParameter()

4. Process the data with necessary function and logic

5. create response by the method

response.getWriter().write(msg)

6. return

}

3.1 Implementation Procedure

We implemented our cluster-wise examination system using HBase. The imple-
mentation procedure consists of two different parts: database design part and
graphical user interface design part.

As we used HBase for the implementation of our system, we used key-value
pair for every data. Data are stored considering unique row key. Columns are
divided into families. In each column family, there are several qualifier. Similar
types of qualifier are placed in the same family. For the cluster-wise examination
system, we consider the information of each student as shown Table 10. The row-
key of each student is a combination of HSC board, HSC passing year and HSC
roll number. We used table name that relates with HSC passing year of the stu-
dents. For creating tables and adding families for students of each passing year,
we call the algorithms of Table 1 and Table 2. Then, we can insert information
with the help of the algorithm of Table 3. Table 11 shows the information that
is considered for each university. Here, we consider university login name as the
the row key. For the departments within the university, we store the information
as shown in Table 12. For each university, we consider a department table. So,
the number of department tables is equal to the number of universities.

Table 13 listed all the examination categories information. Here, the row-key
is the category name. The list of departments those are within same category
are recorded in this table. Names are separated by commas. For each cate-
gory, a new table will be created where all the necessary information of that
category is recorded. The row key for this table is students row key as this
table lists the information of the students based on their application category.
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Table 9. Algorithm for SMS server application

Algorithm_SMSmanage(){

1. create a class that extend BroadcastReceiver

2. Override the method

onReceive(Context context, Intent intent)

3. if intent.getAction() ==

android.provider.Telephony.SMS_RECEIVED then

3.1 create String object ‘message’

3.2 create a Bundle object ‘bundle’ by the method

intent.getExtras()

3.3 if bundle is not null then

3.3.1 create Object array ‘pdus’ by the method

bundle.get("pdus")

3.3.2 create SmsMessage array ‘chunks’ by passing

parameter pdus.length

3.3.3 for 0 to pdus.length-1 {

chunks[i] = SmsMessage.createFromPdu((byte[]) pdus[i]);

number = chunks[i].getOriginatingAddress();

message += chunks[i].getMessageBody();

}

3.3.4 send message to server

3.3.5 receive response string

3.3.6 create SmsManager object ‘manager’

3.3.7 send message by the method

manager.sendTextMessage(number, null,

reply message, null, null);

3.4 end if

4. end if

5. return

}

The admission choice list of each students are also recorded in the category list.
This information is necessary to determine the department for the students based
on the examination results. We also consider a table for keeping the records of
administration as listed in Table 14.

In our developed system, there are the facilities for students login, univer-
sity login, and administrator login. Students can see the options for admission,
payment procedure, result, choice list after login in the system. Here, they can
modify their choice list until a certain period of time. They can also appear
at different types of MCQ and written practice tests. The system also has the
facility of automated score generation for both MCQ and written tests. For gen-
erating scores of MCQ type questions, we just compare users answers with the
answers of the database. However, for computing the scores of written type ques-
tions, we use string matching algorithm that compares the answer of a question
stored in the database with the answer of the users. The system also has the
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Table 10. Students’ information

Table Name Column Family Column Qualifier

Student Name
Father Name

Personal Information Mother Name
Gender
Birthdate
Mobile No.
Board
Roll
Registration
Group
Session
Type

HSC Information GPA
GPA without Optional
Subject 1
Subject 2
Subject 3

Student Information Subject 4
Subject 5
Subject 6
Subject Optional
Board
Roll
Registration

SSC Information Group
Session
Type
GPA
GPA without Optional
Category 1
Category 2

Applicable Category •
•
•
Category N

facility to make the students aware about any post or update in the university
information.

After login in the system by an university representative, he is able to post
or update required information in the system. Administrator of the system has
all types of rights over the system.

Our developed system is also accessible by the students via text message. For
accessing our system using text message, a student needs to enter the information
in the format “[BOARD NAME][SPACE][PASSING YEAR][SPACE][ROLL NO]
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Table 11. Universities information

Table Name Column Family Column Qualifier

University Name
Login Name

Universities General Information Password
University Address
Faculty Number
Department Number

Table 12. Department information

Table Name Column Family Column Qualifier

Department Name
General Information Faculty Name

Category Name
Each University Information Total Seat

Admission test Result
Requirements HSC result

Other Requirments

Table 13. Category information

Table Name Column Family Column Qualifier

Application No
General Information Payment

Exam Roll
Exam Seat
Total Marks
Subject 1 Mark

Result Subject 2 Mark
Each Category Name •

•
Subject N Mark
Total Choice Area Number
Choice 1

Choice List Choice 2
•
Choice N

[SPACE][APPLICATION]”. After sending these information as a text message,
the server replies with the status of the student. Figure 4 shows the implementa-
tion of SMS facility for the interaction with the system. We consider such type
of facility due to that fact that most of the students in Bangladesh live in the
rural areas where there is not good Internet access facility but there are mobile
networks in all most every rural areas of Bangladesh.
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Table 14. Administration information

Table Name Column Family Column Qualifier

Administration General Information Admin Name
Password

Fig. 4. Interaction with the system via SMS

4 Experiments

We have performed the experiment in a simulation environment of four comput-
ers running Ubuntu 64 bit operating system in each of them. The configuration
of each computer consists 4 cores, 4 GB RAM and 250 GB SATA disk. At we
setup jdk-7 and then setup Hadoop and HBase. We configure Hadoop NameN-
ode, JobTracker, HBase Master, and ZooKeeper on the same node. Here we use
Hadoop-1.1.2 and Hbase-0.94.18.

After completing the setup procedure, we create all the necessary tables and
define necessary method for accessing the tables. Then, we generate synthetic
data and evaluate the performance of our system based on the synthetic data.
We compare the performance of our system that has been implemented using
HBase with relational database system MySQl.

We first evaluate the insertion performance. Figure 5 shows the insertion per-
formance while using HBase and MySQL. From Figure 5, we can see that when
data volume is very small, the performance of HBase and MySQL are almost
similar. However, when the data volume increases there is a huge performance
degradation in MySQL but there is almost no performance degradation in HBase.
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Fig. 6. Comparative query performance

In our next experiment, we measure comparative query performance between
HBase and MySQL. The result is shown in Figure 6. From the graph of Figure 6,
we can find that for the small data MySQL shows better performance. However,
with the increase of data volume, HBase outperforms MySQL by a significant
margin.

Figure 7 shows comparative update time. Here, we can find that with the
increase of data size, there is an increase in update time in MySQL database.
However, there is almost no increase of data update time in HBase.

Our last experiment measures comparative performance of data deletion. Fig-
ure 8 shows the results. From the graph of Figure 8, we can see that as data size
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Fig. 8. Comparative deletion performance

increases, the deletion time also increases in MySQL. However, we can find that
there is almost no increase of deletion time in HBase.

5 Summary and Conclusions

In this paper, we have focused on the applicability of NoSQL databases for
handling moderate volume of data and implemented an application using HBase
for a cluster-wise entrance examination system for universities. We performed
performance analysis considering an application with synthetic data.
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We found that NoSQL databases can be a good choice for applications with
moderate load.
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Abstract. We explore the frontier of statistical computaional cosmology
using the large imaging data delivered by Subaru Hyper-Suprime-Cam
(HSC) Survey. The large sky usrvey is led by an international group
and will utilizes the 8.3-meter telescope Subaru for 300 nights during
the period of 2014 to 2019. Deep images of a large fraction of sky over
one thousand square degrees will be collected. Our objectives here are
of two folds: we analyse the images of about a half billion galaxies to
reconstruct the distribution of cosmic dark matter, and we detect a few
hundred supernovae that can be used as distance indicators. Combined
together, these two data will enable us to derive fundamental parameters,
the so-called cosmological paramaters, and to predict the evolution of the
universe to the future.

Keywords: astronomy, imaging data.

1 Introduction

Astronomy has been a strong driver of data science. The interaction with data
analysis can be traced back to the 16th century when Tycho Brahe collected an
enourmous amount of data of parallax and brightness measurement (by naked
eye!) of stars and planets. The data were later analysed by Kepler, who then
derived three fundamental laws of the motion of planets. With the advent of
bigger and bigger telescopes, the total size of data collected by the telescopes
has been also increasing dramatically. A good example is the Sloan Digital Sky
Survey, which performed a large systematic survey for over one quarter of the
sky. The total data amounts to 20TB, and of course the scientific outcome and
impact of SDSS is not comparable to any existing survey of similar kind. We are
now entering a new era of Big Data Astronomy. In several to ten years, large
sky-survey projects such as Large Synoptic Survey Telescope (LSST), Square
Kilometre Telescope, and Euclid will commence. For example, LSST is expected
to produce 15 TB per one night(!). Clearly, we will be facing to challenges in
handling the large set of data in a timely manner.
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1.1 Cosmic Dark Matter

An array of recent astronomical observations established the so-called standard
cosmological model, in which the energy content of the present-day universe
is dominated by mysterious substances called dark matter and dark energy.
According to the result, the ordinary matter contribute only 5 percent(!) to the
total, and the remaining 95 percent is something yet to be understood. Although
we do not know exactly what the two ’dark’ substances are, we know the effective
roles played by them in terms of the evolution of the universe. Dark energy, giving
about 70 percent (hence the largest) contribuion, is thought to fill the space
rather uniformly. It causes effectively repulsive force so that the expansion of
the universe is accelerated. Dark matter, giving about 25 percent contribution,
behaves literally like matter and causes gravitational force mutually and also
with the other ordinary matter. Its main role is perhaps to pull together materials
to form astronomical objects such as stars and galaxies.

According to Eistein’s theory of general relativity predicts, space-time around
a massive object is significantly curved and thus light (electromagnetic waves)
propagates straight in the curved space time; the resulting spectacular phenom-
ena is called gravitational lensing. The weak version of the phenomena appears
as weak lensing, through which images of background galaxies are slightly de-
formed and aligned to nearby galaxies. There is a rigorous mathematical formu-
lation that provides a method to reconstruct the intervening mass distribution
(including dark matter) from collective image distortions. This is exactly what
we’d like to do in the next five years using the data from HSC survey.

1.2 Supernovae as Cosmic Standard Candles

Supernovae (SNe) are explosions of stars when they end their lives. There are a
variety of types of SNe, depending on the nature of the progenitor star and the
explosion mechanism. Here we are interested in a particular type called Type Ia
SNe, because they can be used as accurate distance indicators. Distance mea-
surement has always been the central issue in astronomy, because of its intrinsic
difficulty to be applied to our vast universe. The notion remains true still in the
21st century, but precision measurement using large telescopes is now possible. It
is known since early 1990’s that there is a tight correlation between the ’stretch’
of the lightcurve of Type Ia SNe, i.e., its typical duration, and the maximum
luminosity. The relation perhaps originates from the explosion mechanism, but
the details are unknown. However, the important fact is that the intrinsic lu-
minosity of a Type Ia SN can be estimated accurately from observations of its
lightcurve. Therefore we can use Type Ia SNe as standard ’candles’ to measure
the distance to them. Our expectation is that we will detect over ten thousand
such supernovae over the next five years using HSC survey.

1.3 HSC Survey and Statistical Computational Cosmology

In 2014, a new wide field camera is installed at the prime focus of Subaru tele-
scope. The Hyper-Suprime-Cam (HSC) has 104 CCDs on the focal plane, and a
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field of view of about 1.5 square degrees. One snapshot of this camera produces
a 1 Giga pixel image. HSC utillizes five broad-band filters in optical to near-
infrared wavelength, and also a few narrow-band filters. With the expected 300
nights observation, it will collect literally big data of 25 trillion pixels in total.
Our primary goals using the big data are of the following two folds. First, we
detect slight distortion of galaxy shapes due to gravitational lensing in order to
reconstruct the matter (including dark matter) distribution. Our second purpose
is to perform time-differencing of images of the same patch of the sky. We search
brightness varitions of some objects and classify them. In fact, many of detected
signals are likely false signals, or at least they are not what we look for. There
are intrinsic difficulties in this process, as the readers may naively imagine. The
process cannot be automated easily, but the amount of data is really demand-
ing us to do automated detection and possibly classification (see, e.g. reference
[1,2]). Our team includes researchers in machine learning and we are currently
working together to this end.

Suppose we will have successfully reconstructed the large-scale matter distri-
bution and also measured distances to many Type Ia SNe. Then we can use the
combined data to accurately measure the growth of large-scale structure and
to the cosmic expansion history as a function of time. We will then be able to
determine several fundamental parameters in the so-called Friedmann equation
and the effective equation-of-state of dark energy. Ultimately, we can predict the
evolution of cosmic expansion since the Big Bang to the future.

2 Prospects

HSC survey began in 2014, and as of January 2015, it had 10 nights successful
observations. By March 2016, data of about 50 nights, which amounts to one
sixth of the expected total, will be obtained. It is still too early to perform our
statistical study, but the data over 2014-2015 can be used for transient object
detections. We are making rapid progress in developping automated transient
detection and classification.

Acknowledgments. The author is grateful for financial support by JST
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Abstract. Following its formation, a star’s metal content is one of the
few factors that can significantly alter its evolution. Measurements of
stellar metallicity ([Fe/H]) typically require a spectrum, but spectro-
scopic surveys are limited to a few×106 targets; photometric surveys,
on the other hand, have detected > 109 stars. I present a new machine-
learning method to predict [Fe/H] from photometric colors measured
by the Sloan Digital Sky Survey (SDSS). The training set consists of
∼120,000 stars with SDSS photometry and reliable [Fe/H] measurements
from the SEGUE Stellar Parameters Pipeline (SSPP). For bright stars
(g′ ≤ 18 mag), with 4500 K ≤ Teff ≤ 7000 K, corresponding to those with
the most reliable SSPP estimates, I find that the model predicts [Fe/H]
values with a root-mean-squared-error (RMSE) of ∼0.27 dex. The RMSE
from this machine-learning method is similar to the scatter in [Fe/H]
measurements from low-resolution spectra.

Keywords: photometric surveys, machine learning, random forest, stel-
lar metallicity.

1 Introduction

The Sloan Digital Sky Survey (SDSS, [13]) has cataloged more than one billion
photometric sources, while also obtaining nearly 2 million optical spectra [1].
Despite this unprecedented volume of spectra, existing and currently planned
instruments have no hope of observing each of the photometrically cataloged
stars found by SDSS. Within the next decade, the Large Survey Synoptic Tele-
scope (LSST; [7]) will dwarf SDSS, and other similar surveys, by detecting ∼20
billion photometric sources. The data volume from modern photometric surveys
is too large to be examined on a source by source basis. Instead, a prudent anal-
ysis of the full data set requires advanced algorithms, such that we can identify
the most interesting sources for spectroscopic observations, while also inferring
the properties of those for which spectra will never be obtained.
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Machine-learning methods provide a promising solution to this issue: machines
can readily identify patterns within the data, enabling a fast classification of
the billions of stars detected in modern imaging surveys. One reason machine-
learning methods are appealing is that they are data driven: the relationships
they derive between observables and the parameters of interest do not rely on
parametric physical models. Thus, in scenarios where we are partially ignorant
to the relevant stellar physics, the machines may still be able to infer the desired
stellar quantities.

Many studies have utilized machine-learning approaches to classify stellar
sources of variable brightness (e.g., [4,11,5]), but only recently have efforts been
made to infer fundamental physical properties via machine learning [10]. These
efforts build on a long history of methods designed to estimate stellar properties,
which are typically measured via spectra, from photometric observations. While
the effective temperature of a star, Teff , can be photometrically measured with
great accuracy [6], estimates of [Fe/H] prove far more challenging [3].

A star with enhanced metal content (i.e. large [Fe/H]) produces less flux in
the blue portion of its optical spectrum. Thus, imaging surveys with blue filters,
such as SDSS and LSST, can be used to estimate metallicity via the photometric
colors of a star. For samples restricted to F and G dwarf stars, broadband colors
are capable of producing a scatter ∼0.2 dex for [Fe/H] [6]. When no restrictions
are applied the best estimates from photometric methods produce a scatter of
∼0.3 dex [8].

Here, I present a new machine-learning method, which utilizes the random for-
est algorithm [2], that is capable of estimating [Fe/H] from the SDSS broadband
photometric filters (u′g′r′i′z′). I train the model using a sample of∼120,000 stars
that have reliable estimates of [Fe/H] from SDSS spectroscopic observations. The
final model enables a precise estimate of [Fe/H] with a low catastrophic error
rate.

2 Sample

The training set for the machine learning model is constructed from the sample of
stars with existing SDSS optical spectra. Every SDSS optical spectrum obtained
through the eighth data release was analyzed by the SEGUE Stellar Parameters
Pipeline (SSPP), a suite of algorithms optimized to estimate effective temper-
ature (Teff), surface gravity (log g), and metallicity ([Fe/H]) for stellar sources
[9]. Briefly, the SSPP provides estimates of these values using multiple methods
that are robustly combined to produce final adopted values of Teff , log g, and
[Fe/H], as well as their corresponding uncertainties. For high signal-to-noise ratio
(SNR) spectra with 4500 K ≤ Teff ≤ 7500 K and log g > 2, the SSPP measures
Teff , log g, and [Fe/H] with typical uncertainties of 157 K, 0.29 dex, and 0.24
dex, respectively [9]. The pipeline also flags spectra for which it cannot provide
reliable estimates of the stellar parameters.
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For the training sample, I include only stars that did not raise any flags during
SSPP processing. From this sample of 376,073 stars, I further reject sources with
flagged SDSS photometry, a single SSPP measurement of [Fe/H], Teff < 4500 K
or Teff > 7000 K, or g > 18 mag. Finally, I remove any duplicate spectroscopic
observations of the same star. These cuts are made to ensure that both the
photometric and spectroscopic uncertainties are small. I summarize the cuts, as
well as the number of stars remaining following each cut below:

(1) SSPP flag = nnnnn (376,073)
(2) No SDSS photometric flags (217,274)
(3) 4500 K ≤ Teff ≤ 7500 K (188,716)
(4) ≥2 SSPP [Fe/H] measurements (182,408)
(5) g′ ≤ 18 mag (139,176)
(6) Remove duplicates (119,596).

In sum, there are ∼120,000 stars with reliable photometry and spectroscopic
measurements of [Fe/H] that are included in the model training set.

3 Model and Results

There are four features to be utilized by the machine learning model, the SDSS
photometric colors (u′− g′, g′− r′, r′ − i′, i′− z′), which will enable the predic-
tion of [Fe/H], as measured from the SDSS spectra. To perform this supervised
machine-learning regression between photometric colors and [Fe/H], I adopt the
random forest algorithm [2]. In short, random forest regression aggregates the
results of multiple decision trees built from randomized bootstrap samples of
the training set. At each node of the individual trees, the splitting parameter is
selected from a random subset of the four features in the model to minimize the
root-mean-squared-error (RMSE) in the resulting branches from the node. After
the forest has been fully constructed, the output from each tree is averaged to
provide a robust estimate of [Fe/H].

To optimize the model, the sample of ∼120,000 sources is split into a train-
ing set containing a random subset of 80,000 stars, while the remaining 39,596
sources provide a test set. Tuning parameters for the random forest are adopted
following a grid search and 10-fold cross-validation on the training set. The cross-
validated RMSE on the training set is 0.269 dex. The results from applying the
optimized model to the test set are shown in Figure 1. The RMSE for the test set
is 0.273 dex, and the catastrophic error rate (CER), defined as the percentage
of predictions that are incorrect by more than 0.75 dex, is 2.3%. As seen in Fig-
ure 1, the model shows a tight scatter around the one-to-one regression line. As
noted above, the SSPP produces estimates of [Fe/H] with a typical uncertainty
of ∼0.24 dex. Thus, this machine learning method produces a scatter similar to
that from a low-resolution spectrum. However, with > 109 SDSS photometrically
observed sources and ∼3 orders of magnitude fewer spectroscopically observed
sources, the machine learning method can be applied to a significantly larger
swath of stars.
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Fig. 1. Final results from the optimized random forest regression model to determine
[Fe/H] from SDSS photometric colors. The spectroscopically measured values of [Fe/H]
are shown on the abscissa, while the cross-validated random forest predictions are
shown on the ordinate. Individual points show the density of sources in a given pixel, as
color-coded according to the legend on the right. The overall performance of the model
is good, with a cross-validated root-mean-square-error of ∼0.273 dex. The catastrophic
error rate is small, with only 2.4% of sources having a predicted metallicity that differs
from the spectroscopically measured value by more than 0.75 dex. The solid red line
shows the location of a perfect one-to-one regression, while the dashed grey lines show
the boundaries for catastrophic prediction errors.

4 Conclusions

Metallicity is a fundamental parameter of all stars. I have demonstrated that for
stars with 4500 K ≤ Teff ≤ 7000 K and reliable u′g′r′i′z′ photometry it is possible
to measure [Fe/H] with a typical scatter of ∼0.27 dex. In addition to being
reliable, this method is fast and can readily be applied to billions of stars. Thus,
it is possible to provide metallicity measurements for a few orders of magnitude
more stars than current spectroscopic surveys. The potential applications of the
method are numerous, including: the search for stellar structures in the Milky
Way halo (e.g., [6]) or the discovery of the rare class of extremely metal poor stars
(e.g., [12]). As additional wide-field photometric surveys come online, machine-
learning techniques, such as the one described here, promise to shed light on
several mysteries concerning the formation of the Milky Way.
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Abstract. The increasing availability of vast amount of astronomical
repositories on the cloud has enhanced the importance of query lan-
guage for the domain-specific information. The widely used keyword-
based search engines (such as Google or Yahoo), fail to suffice for the
needs of skilled/semi-skilled users due to irrelevant returns. The domain
specific astronomy query tools (such as Astroquery, CDS Portal, or XML)
provide a single entry point to search and access multiple astronomical
repositories, however these lack easy query composition tools in unit-step
or multi-stages query. Based on the previous research studies on domain-
specific query language tools, we aim to implement a query language for
obtaining the domain-specific information from the astronomical repos-
itories (such as PTF data).

Keywords: Astronomical Information, Domain-specific Information,
Multi-stage Query Language.

1 Introduction

Astronomy is now a data-intensive science. Seeking astronomical information
through queries is gaining importance in the astronomical domain. The widely
used keyword-based search engines such as Google, Yahoo fail to suffice the needs
of the astronomy workers (who are well-versed with the domain knowledge re-
quired for querying), who have precise queries and expect complete results within
time limits (almost real time). And the existing domain-specific searching tools
such as Astroquery[1], CDS Portal[2] or XML[3] have not been fully adopted
by the current popular astronomical repositories, and access is still based on
keyword based search. It is not easy to use. Thus, in this study, we introduce a
multi-stage query language for the domain-specific information from the astro-
nomical repositories, such as Palomar Transient Factory (PTF)[4] data.

The proposed multi-stage query language provides a user-level query calcula-
tor to formulate a query using domain concepts. These will simplify the querying
tasks for the expert and novice domain users. It will enable them to get the de-
sired results[5].

W. Chu et al. (Eds.): DNIS 2015, LNCS 8999, pp. 237–243, 2015.
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2 Background

Astronomy is facing a major data avalanche, from multi-terabyte sky surveys
and archives, to billions of detected sources, and hundreds of measured attributes
per source[6]. The advent of wide-field synoptic imaging has re-invigorated the
venerable field of time domain astronomy[7], which involves the study of ”how do
the astronomical object change with time”. It brings new scientific opportunities
and also fresh challenges, including handling a huge amount of data storage and
transfer, data mining techniques, classification, and heterogeneous data[8][9].

The data overload breeds query tools. The Astroquery[1] is an Astropy
(Python Library for Astronomy) affiliated package that contains a collection
of tools to access the big tables of online Astronomical data, being advanced
in web service specific interfaces. The Strasbourg astronomical Data Center
(CDS) is dedicated to the collection and worldwide distribution of astronomical
data and related information through HTML, hosting the SIMBAD astronomical
database, VizieR catalogue[10] service, and the Aladin[11] interactive software
sky atlas[2]. Meanwhile, to seamlessly utilise the highly specialised astronomical
datasets or control systems, the XML, for its rich in semantic definition[12], is
adopted for a general and highly extensive framework[3].

Our motivation of introducing easy query for the big scientific data in the
time domain astronomy was inspired by the iPTF summer school 2014[13], and
reports on the Palomar Transient Factory (PTF)[14]. The PTF is a multi-epochal
robotic survey of the northern sky that acquires data[4][15] for the scientific study
of transient and variable astrophysical phenomena.

3 Astronomical Data Objects for Query

There are variety of astronomical large data repository publicly availabe for
download, searching or query, in various formats of tables, image, HTML, XML,
or in the form of Map data.

3.1 PTF Data Archive

The PTF data archive is curated by the NASA/IPAC Infrared Science Archive
(IRSA). The PTF Level1 data is the initial release (M81, M44, M42, SDSS Stripe
82, and the Kepler Survey Field) in FITS[16] format, including the Epochal (sin-
gle exposure) Images, and calibrated Photometric Catalogs. The future releases
named Level2 data will expand coverage to the entire northern sky, and will
include access to the deep coadds (reference images), their associated catalogs,
and will include a searchable photometric catalog database. The majority of the
released data is at R-band, with a smaller subset at g-band[4].

There are two methods for retrieving PTF data through the IRSA at IPAC: one
is an interactiveGraphicalUser Interface (GUI)[17]which is particularly useful as a
data exploration tool; and the other is anAPI (namedas IBE) thatuseshttp syntax,
providing low-level, program friendly methods for query, including support for the
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IVOASimple ImageAccess protocol[18]. The query layer of the IRSA Image Server
provides the ability to perform spatial and/or relational queries on imagemetadata
tables, with output in IPAC ASCII table, comma-separated-value (CSV), or tab-
separated-value (TSV) format. Queries are performed by appending a query string
to a base URL identifying the table to query.

3.2 Astroquery

The Astroquery[1] is a set of tools for querying astronomical web forms and
databases. All Astroquery modules are supposed to follow the same API, for
instance a simplest form of query can be based on coordinates or object names.
Most of the modules have been completed using a common API, such as the
SIMBAD[19], VizieR[10], IRSA[15] . query modules. The Astroquery serves data
as catalogs, archives, simulation data or some other type data, e.g., line list and
atomic/molecular cross section and collision rate service. The Astroquery API
is as class method in Python. The methods involve query object by name, query
region around a coordinate[20].

3.3 SCP Union

The Supernova Cosmology Project (SCP) ”Union2.1”[21][22][23] SN Ia compila-
tion [24] brings together data for 833 SNe, drawn from 19 datasets. Of these, 580
SNe pass usability cuts. All SNe were fit using a single lightcurve fitter (SALT2-
1) and uniformly analyzed. The data objects in the SCP Union repository in-
volve figures , cosmology tables, lightcurve data[25]. The figure data illustrates
Ωm − Ω∧, Ωm − w, Binned w, Binned ρ obtained from CMB, BAO, and SCP
Union2.1 constraints, and also the Binned Hubble Diagram and Residuals. The
cosmology tables include the Union Compilation Magnitude vs. Redshift Table,
the Covariance Matrix, the Full Table of All SNe, and the CosmoMC Code for
Implementing Union Compilation. The Lightcurve Data consists of the SCP HST
Cluster Survey Supernova Photometry, the SCP High-z 01 Lightcurve Data and
Filters, SNe Summary Table[25].

3.4 XML Based Astronomical Data

The scientific need for a homogenous remote telescope image request system is
rapidly escalating as more remote or robotic telescopes are brought to function
and scientific programs are created or adapted to use such powerful telescopes.
To fit the need, the Remote Telescope Markup Language (RTML)[26] embeds
traditional astronomical features such as coordinates and exposure times, and
allows for prioritised queue scheduling of telescopes while protecting the tele-
scope operating system. The VOEvent[12] is an international XML standard,
defined by the IVOA[27], for transmitting information about a recent astronom-
ical transient, with a view to rapid follow-up, such as Skyalert[28].

3.5 Astronomical Linked Data

Astronomical data artifacts and publications exist in disjointed repositories. The
conceptual relationship that links data and publications is rarely made explicit.
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Seamless Astronomy Group[29][30][31] at the Harvard-Smithsonian Center for
Astrophysics tries to let the connections between literature and data grow more
seamless and invisible, so that a researcher can spend more time thinking about
science, and less about finding information.

4 Query Language Interfaces

Scientific data within the web data resources is often represented in XML or
a related form. XML serves an important role. It has been adopted as the
standard language for representing structured data for the traditional Web re-
sources. Thus, many Web-based knowledge management repositories store data
and documents in XML. Further, the semantics about the data can be rep-
resented by modeling these, with an ontology. Then, it is possible to extract
knowledge[32]. Ontologies play an important role in realizing the semantic Web,
wherein data will be more sharable because their semantics will be represented
in Web-accessible ontologies. Recent reports implement an architecture for this
ontology using de facto languages of the semantic Web including OWL and
RuleML, thus preparing the ontology for use in data sharing[32]. The users of
data resouces are often not skilled in the use of programming languages. These
users differ from the Web users and database users. Most of the existing doc-
ument repositories on the Web have alphabetical and keyword based searches.
These are not sufficient for the expert users with precise and complex queries,
who require in-depth results within time constraints. Their information needs
can be supported by providing user-level schema. Such a schema can support
database-style high-level query languages over these repositories. Seeking spe-
cialized domain-specific information through queries is gaining importance[5].

Fig. 1. Query Formation via the Proposed Muti-stage Query Language on User Level
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The aim of the is to develop a domain-specific multi-stage query language
described in [33] for the archival portals in the scientific domain. Figure 1, rep-
resents the query formulation process for astronomical queries, over astronomical
objects, through the proposed multi-stage query language. At each stage of query
formulation the user can dynamically select an object or a concept to query. As-
sign a value for it and then either execute the query or further refine the query
by adding another attribute(s) and view results. The query is executed on the
user-level schema. It provides the users with the segment-level results. Hence,
the proposed query language can allow the user to formulate complex DB-style
queries using a simple interface and understandable attributes. Figure 1, shows
the steps in a typical query formulation process.

5 Summary and Conclusions

A proposed query language for PTF is capable of performing multi-stage visual
query (simple, middle, complex, and recursive). We aim to demonstrate a proce-
dure about—how to overcome the existing shortcomings by: (1) implementing the
query language to seek diagnostic or hypothesis-directed information (followed by
a astronomical domain-expert) and (2) presenting the relevant areas (granular re-
sults) of catalog tables or web documents that match the user’s query criteria.

In order to achieve the desired query language interfaces for in depth query by
skilled and semi-skilled users, it is necessary to organise data as objects in a new
schema. Similarly, a set of user level operations, need to be supported. These
operations work in a single step at a time. These can be applied in a sequence
(by the users) to achieve programmable query language results.
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Abstract. Process mining consists of extracting knowledge and action-
able information from event-logs recorded by Process Aware Information
Systems (PAIS). PAIS are vulnerable to system failures, malfunctions,
fraudulent and undesirable executions resulting in anomalous trails and
traces. The flexibility in PAIS resulting in large number of trace vari-
ants and the large volume of event-logs makes it challenging to identify
anomalous executions and determining their root causes. We propose a
framework and a multi-step process to identify root causes of anomalous
traces in business process logs. We first transform the event-log into a
sequential dataset and apply Window-based and Markovian techniques
to identify anomalies. We then integrate the basic eventlog data consist-
ing of the Case ID, time-stamp and activity with the contextual data
and prepare a dataset consisting of two classes (anomalous and normal).
We apply Machine Learning techniques such as decision tree classifiers
to extract rules (explaining the root causes) describing anomalous trans-
actions. We use advanced visualization techniques such as parallel plots
to present the data in a format making it easy for a process analyst to
identify the characteristics of anomalous executions. We conduct a trian-
gulation study to gather multiple evidences to validate the effectiveness
and accuracy of our approach.

Keywords: Anomalous Incidents, Business Process Mining, Decision
Tree Classifier, Event Log, Markovian Based Technique, Root Cause
Analysis.

1 Research Motivation and Aim

Business Process Management Systems (BPMS), Workflow Management Sys-
tems (WMS) and Process Aware Information Systems (PAIS) log events and
activities during the execution of a process. Process Mining is a relatively young
and emerging discipline consisting of analyzing the event logs from such sys-
tems for extracting knowledge such as the discovery of runtime process model
(discovery), checking and verification of the design time process model with the
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runtime process model (conformance analysis) and improving the business pro-
cess (recommendation and extension) [1]. A process consists of cases or incidents.
A case consists of events. Each event in the event log relates to precisely one
case. Events within a case are ordered and have attributes such as activity, times-
tamp, actor and several additional information such as the cost. The incidents
and activities in event logs can be modeled as sequential and time-series data.
Anomaly detection in business process logs is an area that has attracted several
researcher’s attention [2] [8]. Anomalies are patterns in data that do not con-
form to a well defined notion of normal behavior. Anomaly detection in business
process logs has several applications such as fraud detection, identification of
malicious activity and breakdown of the system and understanding the causes
of process errors. Due to complex and numerous business processes in a large
organizations, it is difficult for any employee to monitor the whole system. As
a consequence of this anomalies occurring in a system remains undetected until
serious losses are caused by it. Therefore, Root Cause Analysis (RCA) is done
to identify root causes and sources of problems and improve or correct the given
process so that major problems can be avoided in future.

The focus of the study presented in this paper is on anomaly detection in
business process logs and identification of their root causes. We present a dif-
ferent and fresh perspective to the stated problem and our work is motivated
by the need to extend the state-of-the-art in the field of techniques for anomaly
detection and RCA in business process event logs. While there has been work
done in the area of anomaly detection and RCA in business process logs, to
the best of our knowledge, the work presented in this paper is the first focused
study on such a dataset for the application of anomaly detection and RCA. The
research aim of the work presented in this paper is the following:

1. To investigate Window based and Markovian based techniques for detecting
anomalies in business process event logs.

2. To apply machine learning techniques such as decision tree classifier to ex-
tract rules describing cause of anomalous behavior.

3. To interactively explore different patterns of data using advanced visualiza-
tion techniques such as parallel plot.

4. To investigate solutions assisting a process analyst to analyze decision tree
and parallel plot results, thus identifying root cause of anomalous incidents.

5. To demonstrate the effectiveness of our proposed approach using triangu-
lation study1. We conduct experiments on a recent, large and real-world
incident management data of an enterprise.

2 Related Work and Research Contributions

We conduct a literature review of papers closely related to the work presented in
this paper. Calderón-Ruiz et al. propose a novel technique to identify potential

1 http://en.wikipedia.org/wiki/Triangulation_(social_science)

http://en.wikipedia.org/wiki/Triangulation_(social_science)
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causes of failures in business process by extending available Process Mining tech-
niques [7]. They test their technique using several synthetic event logs and are
able to successfully find missing or unnecessary activities, and failed behavioural
patterns that differ from successful patterns either in the control flow or in the
time perspective [7]. Heravizadeh et al. propose a conceptual methodology of
root-cause analysis in business processes, based on the definition of softgoals
(nonfunctional requirements) for all process activities, as well as correlations
between these softgoals and related quality metrics [10]. Suriadi et al. propose
an approach to enrich and transform process-based logs for Root Cause Anal-
ysis based on classification algorithms [13]. They use decision trees to identify
the causes of overtime faults [13]. Vasilyev et al. develop an approach to find
the cause of delays based on the information recorded in an event log [14]. The
approach is based on a logic representation of the event log and on the applica-
tion of decision tree induction to separate process instances according to their
duration [14].

Bezerra et al. present some approaches based on incremental mining [15] for
anomaly detection, but these algorithms cannot deal with longer traces and/or
logs with various classes of traces [2]. Then, in order to deal with such constraints,
they begin to develop other solutions based on process mining algorithms avail-
able in ProM2 framework [3] [6]. Bezerra et al. propose an anomaly detection
model based on the discovery of an “appropriate process model” [6]. Bezerra et al.
apply the process discovery and conformance algorithms from ProM framework
for implementing the anomaly detection algorithms [3]. Bezerra et al. present
three new algorithms (threshold, iterative, and sampling) to detect “hard to
find” anomalies in a process log based only on the control-flow perspective of
the traces [5]. This work does not deal with anomalous executions of processes
that follow a correct execution path but deal with unusual data, or are executed
by unusual roles or users, or have unusual timings [5]. Bezerra et al. develop an
algorithm more efficient than the Sampling Algorithm [4]. They propose an ap-
proach for anomaly detection which is an extension of the Threshold Algorithm
also reported in [3] [5], which uses process mining tools for process discovery and
process analysis for supporting the detection [4].

In context to existing work, the study presented in this paper makes the
following novel contributions:

1. Detection of anomalous traces in business process event-logs using Window-
based and Markovian-based techniques (after transforming the event-log into
a sequential) dataset.

2. Root Cause Analysis (RCA) of anomalous traces using parallel coordinate
plots. Application of parallel coordinate plots for visualizing the character-
istics of anomalous and normal traces (representing the traces and their
attribute values as a polyline with vertices on the parallel axes).

3. Application of tree diagrams as a visual and analytical decision support tool
for identifying the features of anomalous traces, thereby assisting a process
analyst in problem solving and Root Cause Analysis (RCA).

2 ProM is a pluggable and open-source framework for Process Mining.
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Fig. 1. Architecture diagram and data processing pipeline for Pariket (Mining Business
Process Logs for Root Cause Analysis of Anomalous Incidents)

4. An in-depth and focused empirical analysis on a real-world dataset
(Rabobank Group3: Activity log for incidents) demonstrating the effective-
ness of the proposed approach. Application of triangulation technique to
validate the outcome of RCA through cross-verification.

3 Research Framework and Solution Approach

Figure 1 shows the high-level architecture diagram of the proposed solution
approach (called as Pariket). The proposed approach is a multi-step process pri-
marily consists of 6 phases: experimental dataset collection, sequential dataset
conversion, anomaly detection, data pre-processing, classification and visualiza-
tion. The six phases are labeled in the architecture diagram in Figure 1. In phase
1, we download large real world data from Rabobank Group (refer to Section 4
on experimental dataset). The dataset consists of event logs from interactions
records, incidents records, incident activities and change records. We choose in-
cidents from incident activities to find out anomalous incident patterns. In phase
2, for a particular incident we order the type of activities according to increasing

3 http://data.3tu.nl/repository/uuid:c3e5d162-0cfd-4bb0-bd82-af5268819c35

http://data.3tu.nl/repository/uuid:c3e5d162-0cfd-4bb0-bd82-af5268819c35
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Fig. 2. Information Technology Infrastructure Library (ITIL) process implemented in
Rabobank Group

order of DateTime Stamp. Each incident consisting of several activities is rep-
resented as a sequence of symbols (refer to Section 5.1 on experimental results).
Each unique activity is mapped to a integer symbol. There are 39 different kinds
of activities in the dataset and hence there are 39 different symbols. Some of
the example of activities are: Referred (28), Problem Closure (22), OOResponse
(18), Dial-In (10) and Contact Change (8). The sequences are of different length.
The incidents with their corresponding sequence of activities serve as input to
anomaly detection algorithms described in Section 5.2. In phase 3, we implement
Window based and Markovian based technique [8] to detect anomalous incidents
(refer to Section 5.2 on experimental results). We receive top N anomalous in-
cidents as output from anomaly detection algorithms. We apply decision tree
classifier and visualization techniques to identify root causes of anomalous inci-
dents. Input to these techniques requires data to be in a particular format and
of high quality. Hence, in phase 4 we perform data pre-processing to bring the
data in the required format (refer to Section 5.3 of experimental results). In
phase 5, we create decision tree using J48 algorithm in Waikato Environment
for Knowledge Analysis (Weka)4 (refer to Section 5.4). The J48 tree classifier
is the C4.5 implementation available in Weka. J48 handles both numeric and
nominal attribute values. In phase 6, we apply advanced visualization technique
such as parallel plot in Tibco Spotfire5 to interactively explore different regions
of data (refer to Section 5.5). Business process analyst then analyze decision tree
and parallel plot results to identify the root cause of anomalous incidents.

4 Experimental Dataset

We conduct our study on a large real world data from Rabobank Group In-
formation and Communication Technology (ICT). The data is related to the
Information Technology Infrastructure Library (ITIL) process implemented in
the Bank. The ITIL process depicted in Figure 2 starts when an internal client

4 http://www.cs.waikato.ac.nz/ml/weka/
5 http://spotfire.tibco.com/

http://www.cs.waikato.ac.nz/ml/weka/
http://spotfire.tibco.com/
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reports an issue regarding disruption of ICT service to Service Desk Agent
(SDA). SDA records the complete information about the problem in Interac-
tion Record. If the issue does not get resolved on first contact then a Incident
record is created for the corresponding Interaction else the issue is closed. There
can be many to one mapping between Interaction Record and Incident Record.
If a issue appears frequently then a request for change is initiated.

The dataset is provided in the CSV format. It contains the event logs from in-
teractions records, incidents records, incident activities and change records. The
provided dataset is of six month duration from October 2013 - March 2014. Inter-
actions that were not resolved before 31 March, were removed from the dataset.
The attributes of original .CSV files are converted to appropriate data types,
such as standardized timestamp formats, for analysis. After loading the data
on to MySQL database, we build four tables: Interaction detail, Incident detail,
Incident activity detail and Change detail.

1. Interaction detail - It has 147, 004 records, each one corresponding to an
interaction. Every record contains information like InteractionID, Priority,
Category, Open Time, Close Time, Handle Time, and First Call Resolution
(whether SDA was able to resolve the issue on first contact or not).

2. Incident detail - It has 46, 606 records, each one corresponding to an inci-
dent case. Every record has attributes like IncidentID, Related Interaction,
Priority, Open Time, Handle Time, Configuration Item Affected etc.

3. Incident activity detail - It has 466, 737 records. Each record contains an
IncidentID with the activities performed on it. It also contains information
about the Assignment Group that is responsible for a particular activity.

4. Change detail - It contains records of the activities performed on each change
case. It has information about Configuration Item Affected, Service Compo-
nent Affected, Change Type and Risk Assessment etc.

As an academic, we believe and encourage academic code or software sharing
in the interest of improving openness and research reproducibility. We release
our code and dataset in public domain so that other researchers can validate
our scientific claims and use our tool for comparison or benchmarking purposes
(and also reusability and extension). Our code and dataset is hosted on GitHub6

which is a popular web-based hosting service for software development projects.
We select GPL license (restrictive license) so that our code can never be closed-
sourced.

5 Experimental Results

We perform a series of steps to identify the root cause of anomalous incidents.
Each of the following 6 sub-sections describes the steps consisting of procedure
or approach and findings.

6 https://github.com/ashishsureka/pariket

https://github.com/ashishsureka/pariket
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5.1 Sequential Dataset Conversion

We analyze all the tables and amongst them we choose Incident activity detail
table to find out the anomalous incident patterns. This table contains a log of
activities performed by the service team(s) to resolve incidents which are not
resolved by first contact. The main reason for choosing this table is because
it has information regarding the type of activities performed on a particular
incident id and also the timestamp when this incident activity type started to
resolve the issue.

The attribute IncidentActivity Type represents the type of activity performed
on the incident. There are 39 unique activities. Some of the examples are: Assign-
ment (ASG), Status Change (STC), Update (UPD), Referred (REF), Problem
Closure (PC), OOResponse (OOR), Dial-In (DI) and Contact Change (CC). Fig-
ure 3 represents the pareto chart showing the distribution of activities and their
cumulative count. The Y-axis is in logarithmic scale. We assign integer number
starting with 0 to 38 to these activities, and then we add an extra column Inci-
dentActivity Type Number into the table Incident activity detail denoting this
activity number. For a particular incident we order the activities according to
increasing order of DateTime Stamp. This is done for all the unique incidents in
the Incident activity detail table.

We apply Window Based and Markovian Based Techniques for detecting
anomalous incidents. The input dataset to these algorithms has to be in se-
quential format. Therefore, to accomplish this we create a new table ‘Inci-
dentActivitySequence’ containing two attributes ‘IncidentID’ and ‘IncidentAc-
itvity Type Number’. Each record in this table contains all unique IncidentID’s
and sequences of IncidentActivity Type Number separated by semicolon accord-
ing to timestamp from Incident activity detail. For example, corresponding to
IncidentID ‘IM0000012’, the sequence of activities are ‘34;27;2;34;4;5;’.

5.2 Anomaly Detection

The outcome of the Section 5.1 is a list of all incident id’s with their correspond-
ing sequence of activities ordered according to timestamp. The aim of algorithms
described in this Subsection is to identify anomalous incidents based on the ob-
tained discrete sequences. There is no reference or training database available
containing only normal sequences. Hence, our task is to detect anomalous se-
quences from an unlabeled database of sequences. The problem is of unsuper-
vised anomaly detection. A formal representation of the problem is [8]: Given a
set of n sequences, S = {S1, S2, ...,Sn}, find all sequences in S that are anoma-
lous with respect to rest of S. This unsupervised problem can be solved by using
a semi-supervised approach where we treat the entire dataset as training set
and then score each sequence with respect to this training set. We assume that
majority of sequences in the unlabeled database are normal as anomalies are
generally infrequent in nature [8]. We use two algorithms, Window Based and
Markovian Based described in the following Subsections for anomaly detection.
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Algorithm 1: Window Based Algorithm (ID, S, k, λ, N)

Data: IncidentID (ID = ID1....IDn) and Sequence of activities (S = S1...Sn)
from table.

Result: Top N Anomalous IncidentID.
1 set windowSize = k, threshold = λ;

2 create a empty dictionary D, D
′

3 create an arrayList anomalousIncidents;
4 foreach IncidentID IDi in ID do
5 Si = get the sequence corresponding to IDi

6 set windowCount = Si.length - windowSize + 1
7 foreach j = 1 to windowCount do

8 read the subsequence (Wj) of length = windowSize starting from jth

position in Si

9 if Wj is not present in D then
10 add (Wj , 1) as (key, value) pair in D

11 else
12 add (Wj , value + 1) in D

13 foreach IncidentID IDi in ID do
14 Si = get the sequence corresponding to IDi

15 set windowCount = Si.length - windowSize + 1
16 set anomalyScore = 0.0
17 foreach j = 1 to windowCount do

18 read the subsequence (Wj) of length = windowSize starting from jth

position in Si

19 get the (key, value) pair from D corresponding to key = Wj

20 if value is less than threshold then
21 anomalyScore = anomalyScore + 1

22 anomalyScore = anomalyScore / windowCount

23 add IDi, anomalyScore into D
′

24 sort D
′
according to decreasing anomalyScore

25 add top N IncidentId into anomalousIncidents
26 return anomalousIncidents
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Fig. 3. Pareto chart showing the distribution of activities and their cumulative count.
Y-axis is in logarithmic scale.

Window Based Technique. The motivation behind using window based tech-
nique is to determine anomalous sequences even if the cause of anomaly is local-
ized to one or more shorter subsequences within the actual sequence [9]. Window
based technique in general operates as, first we extract overlapping windows of
fixed length (k) from a given test sequence. Then, we assign some anomaly score
to each extracted window based on a threshold value (λ). Finally, the anomaly
score of all the windows are combined to obtain an anomaly score for the test
sequence [8].

The pseudocode for Window Based anomaly detection algorithm is shown
in Algorithm 1. The input to the algorithm is data comprising of IncidentID,
sequence of activities from table IncidentActivitySequence, window size (k),
threshold (λ) and number of anomalous incidents (N). The algorithm returns
top N anomalous IncidentID as output. The main challenge was to find out the
size of window (k) and the value of threshold (λ). We analyze all the subse-
quences of window length less than 3. Our analysis reveals that they occur very
frequently. Therefore, we cannot take them as anomalous subsequences because
according to our previous assumption in Section 5.2 anomalies in our dataset
are in minority. Therefore, k has to be equal to or greater than 3.

Algorithm 1 consists of two phases: training and testing. We choose 3 experi-
mental parameters: k = 3, λ = 4 andN = 1000. The training phase is represented
by Steps 4-12. During this phase, we obtain the sequence of activities for each In-
cidentID. From the sequence we extract k length overlapping (sliding) windows.
We maintain each unique window with its frequency in normal dictionary D.
The testing phase is represented by Steps 13-25. Every sequence of the training
dataset is considered as the test sequence. During this phase, we extract slid-
ing windows of length k from the test sequence Si. A window Wj is assigned an
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anomalyScore of 1 if the frequency associated with the window Wj in dictio-
nary D is less than the threshold value (λ) else anomalyScore is 0. To calculate
the anomalyScore of a complete test sequence Si, we take summation of anoma-
lyScore of all the subsequence windows contained in it. The anomaly score of the
test sequence is proportional to the number of anomalous windows in the test
sequence [11]. The result obtained after executing Steps 14-21 is then divided
by the number of windows contained in the test sequence. This normalization is
done to take into account the varying lengths of sequences. The anomalyScore
of 1 for a test sequence denotes most anomalous and 0 as least anomalous. We
store the IncidentID and its corresponding anomalyScore in the dictionary D

′
.

Then, we sort the IncidentID’s in decreasing order of anomalyScore and return
top N anomalous IncidentID’s.

Markovian Based Technique. We apply fixed Markovian technique [8] which
is based on the property of short memory of sequences. This property states
that the conditional probability of occurrence of a symbol si is dependent on
the occurrence of previous k symbols with in a sequence Si [12]. The conditional
probability of occurrence of a symbol si in a sequence Si is given by Equation 1:

P (si|s(i−k)...s(i−1)
) =

freq(s(i−k)...si)

freq(s(i−k)...s(i−1))
(1)

where freq(s(i−k) ...si) is the frequency of occurrence of the subsequence s(i−k)

...si in the sequences in S and freq(s(i−k)...s(i−1)) is the frequency of occurrence
of the subsequence s(i−k)...s(i−1) in the sequences in S.

The pseudocode for Markovian based anomaly detection algorithm is shown
in Algorithm 2. The input to the algorithm is data comprising of IncidentID,
sequence of activities from table IncidentActivitySequence, window size (k) and
number of anomalous incidents (N). The algorithm returns top N anomalous
IncidentID as output. Algorithm 2 consists of two phases: training and testing.
Steps 4-17 represents the training phase. During this phase, we create two dictio-
naries Dk and Dk+1 of length k and k+1 respectively. The process for creation
of dictionary is similar to that described in Section 5.2. We choose k = 3 for
our experiment. It takes into account the subsequences of length 4 which are de-
pendent on previous 3 symbols. Steps 18-32 represents the testing phase. Steps
18-32 are repeated for each IncidentID in table IncidentActivitySequence. We
extract the test sequence Si corresponding to a IncidentID IDi in Step 19 and
calculate the number of subsequences of length k in Step 20. Steps 23-28 are
repeated for each each subsequence within the test sequence Si. Step 23 and 24
reads the subsequence Wj and Wj+1 of length k and K+1 respectively starting
from position j. Step 25 and 26 calculates the frequency valuej and valuej+1 of
Wj and Wj+1 from the dictionaries Dk and Dk+1. We calculate the conditional
probabilities of symbols in Step 27 by using Equation 1. We calculate the overall
probability of Si using the Equation 2:
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Algorithm 2: Markovian Based Algorithm (ID, S, k, N)

Data: IncidentID (ID= ID1....IDn) and Sequence of activities (S= S1...Sn)
from table.

Result: Top N Anomalous IncidentID.
1 create a empty dictionary Dk, Dk+1, D

′

2 create an arrayList anomalousIncidents
3 foreach IncidentID IDi in ID do
4 Si = get the sequence corresponding to IDi

5 set noOfSubsequences = Si.length - k + 1
6 foreach j = 1 to noOfSubsequences do

7 read the subsequence (Wj) of length = k starting from jth position in Si

8 read the subsequence (Wj+1) of length = k+1 starting from jth position
in Si

9 if Wj is not present in Dk then
10 add (Wj , 1) as (key, value) pair in Dk

11 else
12 add (Wj , value + 1) in Dk

13 if Wj+1 is not present in Dk+1 then
14 add (Wj+1, 1) as (key, value) pair in Dk+1

15 else
16 add (Wj+1, value + 1) in Dk+1

17 foreach IncidentID IDi in ID do
18 Si = get the sequence corresponding to IDi

19 set noOfSubsequences = Si.length - k + 1
20 set anomalyScore = 0.0, prob = 0
21 foreach j = 1 to noOfSubsequences - 1 do

22 read the subsequence (Wj) of length = k starting from jth position in Si

23 read the subsequence (Wj+1) of length= k+1 starting from jth position
in Si

24 get the (keyj , valuej) pair from Dk corresponding to key = Wj

25 get the (keyj+1, valuej+1) pair from Dk+1 corresponding to key = Wj+1

26 r = (valuej) / (valuej+1);
27 prob = prob + log (r) ;

28 prob = prob / noOfSubsequences

29 TestSequenceProbability = eprob

30 anomalyScore = 1 / TestSequenceProbabity;

31 add IDi, anomalyScore into D
′

32 sort D
′
according to decreasing anomalyScore

33 add top N IncidentID into anomalousIncidents
34 return anomalousIncidents
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P (Si) =

l∏
i=1

P (si|s1s2...si−1) (2)

where l is the length of the sequence Si and si is the symbol occurring at position
i in Si [8]. For simplification, we take log on both the sides in Equation 2, the
modified equation is used in the Step 28. We normalize the probability in Step
29 to take into account the varying length of sequences. We calculate anomaly
score for test sequence Si as the inverse of the probability of Si in Step 31.
Less probability of the test sequence means more anomaly score. We store the
IncidentID and its corresponding anomalyScore in the dictionary D

′
. Then, we

sort the IncidentID’s in decreasing order of anomalyScore and return top N
IncidentID’s.

Table 1. Name, Type and Description of Some of Attributes in Merged table of In-
teraction detail and Incident detail

Attribute Name Attribute
Type

Description

Incident CIType(Aff) Nominal There are 13 distinct types of CIs. Exam-
ple: software, storage, database, hardware,
application.

Incident CISubType(Aff) Nominal There are 64 CI Sub-types. Example : web
based, client based, server based, SAP.

Incident Priority Nominal There are 5 categories of priority i.e {1, 2,
3, 4, 5}.

Incident Category Nominal There are 4 Incident Category i.e
{Incident, Request For Information,
Complaint, Request For Change}

Incident OpenTime Date Format The Open Time of Incident is in ‘yyyy-
MM-dd HH:mm:SS’ format.We convert
into timestamp in ‘hours.

Incident HandleTime Date Format The Handle Time of Incident is in ‘yyyy-
MM-dd HH:mm:SS format.We convert
into timestampin ‘hours.

Interaction CIType(Cby) Nominal There are 13 distinct types of caused by
CIs. Example: software, storage, database,
hardware, application.

Interaction CISubType(Aff) Nominal There are 64 CI Sub-types. Example: web
based, client based, server based, SAP.

Closure Code Nominal There 15 distinct types of Closure Code.
Example: Unknown, Operator Error, En-
quiry, Hardware, Software.

Anomalous Nominal {Yes,No}.
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5.3 Data Pre-processing

We receive topN anomalous IncidentID’s as output from algorithms described in
Section 5.2. Our aim is to identify root causes of anomalous incidents. We apply
data mining techniques (machine learning) such as decision tree classifier to
extract rules describing anomalous behaviour. Input to these techniques requires
data to be in a particular format and of high quality. Hence, we apply data
pre-processing techniques to bring the data in the required format and also to
improve the quality. The data pre-processing helps in improving the accuracy
and efficiency of the subsequent mining processes. Data goes through series of
steps during pre-processing phase: integration, cleaning and transformation etc.

First, we join two tables ‘Interaction detail’ and ‘Incident detail’ (refer to
Phase 4 of architecture diagram in Figure 1). We use attribute ‘RelatedInci-
dent’ from Interaction detail table as foreign key and ‘IncidentID’ from Inci-
dent detail as primary key to perform the join. We give new name ‘Interac-
tion Incident’ to the merged table. The merged table contains all the infor-
mation for the issues that could not be resolved on first call. We create two
copies of table Interaction Incident: Interaction Incident Markovian and Inter-
action Incident Windows. We add new attribute ‘Anomalous’ to the newly cre-
ated tables. We make the value of attribute ‘Anomalous’ as ‘Yes’ for all the
top N anomalous IncidentID’s and ‘No’ for rest of the records. Table 1 repre-
sents name, type and description of some of attributes obtained after merging
Interaction detail and Incident detail. The anomalous IncidentID’s for table In-
teraction Incident Windows are obtained from the outcome of Algorithm 1. The
anomalous IncidentID’s for table Interaction Incident Markovian are obtained
from the outcome of Algorithm 2. We use J48 algorithm for classification us-
ing decision tree in Weka. The J48 algorithm handles missing values itself by
replacing them with the most frequent observed non-missing values.

Next we transform open time, close time for Interaction and open time, reopen
time, resolved time, closed time for Incident given in datetime format. We covert
the datetime format that is ‘yyyy-MM-dd HH:mm:SS’ into timestamp in ‘hours’
to be useful for classification. For this, we take reference datetime as ‘1970-01-01
17:13:01’. Handle time for both Interaction and Incident is given in seconds in
comma separated format. We transform it by removing comma because the J48
algorithm takes input in CSV or Attribute-Relation File Format (ARFF) format.
The pre-processed data serves as input to the classification and visualization
techniques.

5.4 Classification

Data mining technique such as decision tree offer a semi automated approach to
identify root causes of anomalous incidents. Choosing a data mining analysis tool
to execute decision tree algorithm can be a challenge. Popular open source data
mining packages include Weka, R, Tanagra, Yet Another Learning Environment
(YALE), and Konstanz Information Miner (KNIME)7. We choose Weka as it

7 http://www.sciencedirect.com/science/article/pii/S0272271207001114

http://www.sciencedirect.com/science/article/pii/S0272271207001114
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Fig. 4. Flow of classification using Weka

provides a flexible interface which is easy to use. Weka is open source software
issued under the GNU General Public License. Weka is a collection of machine
learning algorithms for data mining tasks like data pre-processing, classification,
clustering, association rules, visualization, etc.

Figure 4 depicts overall flow of classification using decision tree in Weka.
The pre-processed data which we obtain after data pre-processing in Section 5.3
serves as input to Weka. The input to Weka is normally in CSV or ARFF for-
mat. We use Attribute Selector to select attributes in Weka. Attribute selection
involves searching through all possible combination of attributes in the data to
find which subset attributes works best for prediction. We perform classification
using decision tree algorithm in Weka. Decision tree offers many benefits: easy to
understand by user, handles variety of input data such as nominal and numeric
and handles missing values in dataset. We apply J48 algorithm for decision tree
based classification on data. The J48 tree classifier is the C4.5 implementation
available in Weka. The J48 builds decision tree from a set of labeled training
data using the concept of information entropy. We change the default parame-
ters in J48 algorithm like binarySplits, ConfidenceFactor, minNumObj, etc. But,
there is no improvement observed in the results. Result is displayed in classifier
output window. To view tree in graphical format click on ‘visualize tree’ option
in pop menu.

We consider combination of attributes or parameters as root causes of anoma-
lous incidents which occur on the path from the root to leaf showing anomalous
as Y es. Figure 5 and 6 shows the fragments of the decision tree extracted from
Weka (due to limited space it is not possible to display the entire tree). To rep-
resent figures more clearly, Incident is written as Ic and Interaction is written
as Ir. We create decision tree in Figure 5a and 5b by applying J48 algorithm on
records from Interaction Incident Markovian in CSV format. We observe that
there are 240 anomalous incidents whose incident open time is greater than
381657 (hrs). Figure 5b shows that there are 38 anomalous incidents whose in-
teraction open time is greater than 383499 (hrs). Decision tree in Figure 6 is
for results from Interaction Incident Windows in CSV format. Figure 6 depicts
there are 67 anomalous incidents whose interaction open time is greater than
384871 (hrs) and incident open time is greater than 384822 (hrs). We obtain
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(a) (b)

Fig. 5. Fragments of decision tree using Weka based on anomalous incidents received
from Markovian based technique

Fig. 6. Fragment of decision tree using Weka based on anomalous incidents received
from Window based technique

attributes Incident OpenTime, Interaction OpenTime, Incident Priority and In-
cident Category on the path which leads to anomalous incident leaf nodes. And,
there is a path consisting of only Incident OpenTime which classifies 240 inci-
dents as anomalous. Therefore, open time of incidents alone or combination of
open time of interaction, open time of incident, priority of incident and category
of incident are causes behind anomalous incidents.

5.5 Visualization

Visualization techniques are used to facilitate user interaction with data. User
analyze data by carefully examining it and using different tools on it. Visualiza-
tion techniques help to identify usual trends and anomalies which are present in
data. To achieve this, We use the Tibco’s Spotfire platform. Tibco Spotfire is an
analytics software that helps quickly uncover sights for better decision making. It
is used to detect patterns and correlations present in the data that were hidden
in our previous approach using Decision tree. Among many features provided by
Spotfire, we use Parallel Coordinate Plot for visualization.
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Fig. 7. Parallel coordinate plot depicting the behaviour of incident CI type affected,
interaction open time, incident priority, incident open time and incident category for
anomalous and non-anomalous incidents from Markovian technique

Fig. 8. Parallel coordinate plot depicting the behaviour of incident CI type affected,
interaction open time, incident priority, incident open time and incident category for
anomalous incidents from Markovian technique

Parallel Coordinate Plot maps each row in the data table as a line. Each
attribute of a row is represented by a point on the line. The values in Parallel
Plot are normalized. It means lowest value for an attribute in the column is 0% of
entire data values in that column while the highest value is 100% unlike the line
graphs. Therefore, we cannot compare the values in one column with the values
in other column. The data fed into parallel plot is the integrated data which we
obtain after the pre-processing phase described in Section 5.3. We create parallel
plot by following four steps.

1. Load the data into the Tibco Spotfire. Data can be of type Spotfire Binary
Data Format (SBDF), TXT, XLSX, CSV. etc.

2. Choose Parallel Coordinate Plot from Insert tab.
3. Select attributes from column option of the properties section. The selected

attributes will be displayed on X-axis of plot.
4. Color the lines or profile of each data row depending on attribute value.

We create plots by taking into account different combination of attributes
along with the attribute Anomalous (Yes/No). Figure 7 represents patterns
of the attributes: Ic CITypeAff, Ir OpenTime, Ic Priority, Ic OpenTime and
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Fig. 9. Parallel coordinate plot depicting the behaviour of incident CI type affected,
interaction open time, incident priority, incident open time and incident category for
anomalous incidents from Window based technique

Fig. 10. Parallel coordinate plot depicting the behaviour of incident CI type affected,
incident CI subtype affected, incident category, interaction CI type affected and inter-
action CI subtype affected for anomalous and non-anomalous incidents from Markovian
technique

Ic Category for the complete dataset on parallel plot. The dataset consists
of records from table Interaction Incident Markovian created in Pre-processing
phase in CSV format. Due to scarcity of space, Incident is written as Ic and
Interaction is written as Ir. We show anomalous incidents with red color and
non-anomalous with yellow color. We consider only anomalous incidents in Fig-
ure 8 for better clarity. The attributes Ic CITypeAff and Ic Priority individually
do not show any useful information regarding anomalous behavior of incidents.
Anomalous Incidents are falling in all the Ic CITypeAffs and Ic Prioritys, there-
fore they alone cannot be cause of anomalies. Majority of anomalous incidents
are lying above ‘a for the attribute Ir OpenTime. According to it for all anoma-
lous incidents, Ir OpenTime is above 376305 (hrs) and majority of them have
Ir OpenTime above 381658 (hrs). Point ‘b shows that majority of anomalous
incidents Ic OpenTime above 381658 (hrs). Points ‘c and ‘d depicts that out
of 4 Ic Category : Incident, Complaint, Request for Information and Request
for Change, anomalous incidents fall into only 2 categories: Incident and Re-
quest for Information. Figure 9 shows parallel plot for the dataset obtained
from table Interaction Incident Windows. We consider only records which have
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Fig. 11. Parallel coordinate plot depicting the behaviour of incident CI type affected,
incident CI subtype affected, incident category, interaction CI type affected and inter-
action CI subtype affected for anomalous incidents from Markovian technique

Fig. 12. Parallel coordinate plot depicting the behaviour of incident CI type affected,
incident CI subtype affected, incident category, interaction CI type affected and inter-
action CI subtype affected for anomalous incidents from Window based technique

value of attribute Anomalous as ’YES’. Figure 9 shows that majority of anoma-
lous incidents are lying above ‘e for the attribute Ir OpenTime. According to
it for all anomalous incidents, Ir OpenTime is above 37082 (hrs) and majority
of them have it above 381512 (hrs). Point ‘f shows that majority of anomalous
incidents Ic OpenTime above 381512 (hrs). Points ‘g and ‘h depicts that out
of 4 Ic Category’s anomalous incidents fall into only 2 categories: Incident and
Request for Information.

We choose attributes Ic CITypeAff, Ic CISubTypeAff, Ic Category, Ir CITy-
peAff and Ir CISubTypeAff for Figure 10, 11 and 12. Figure 10 represents paral-
lel plot for complete dataset with anomalous incidents obtained from Markovian
technique. Figure 11 and 12 represents parallel plot only for anomalous incidents
obtained from Markovian and Window based technique respectively. The se-
lected attributes do not show any useful information regarding anomalous behav-
ior of incidents. Anomalous Incidents are falling in all values for Ic CITypeAff,
Ic CISubTypeAff, Ir CITypeAff and Ir CISubTypeAff. Therefore, they cannot
be the cause of anomalies. It concludes that Affected Configuration Item’s (CI)
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type and subtype do not influence cause of anomaly. The Affected Configura-
tion Item is the CI where a disruption of ICT service is noticed. The attribute
Ic Category is showing the same behavior as in Figure 7, 8 and 9.

By comparing the parallel plots for Markovian and Window based technique,
it is evident that anomalous incidents from both the techniques follow the same
patterns.

5.6 Triangulation Study

In this Subsection, we present our approach on validating the uncovered root
cause. In our experiments, we use a publicly available dataset and we do not
have facts to validate the root-cause. The real source of the problem is confi-
dential and not known to us or publicly available. We apply data triangulation
technique consisting of gathering evidences from multiple sources to validate the
root cause8. Data triangulation is a well-known technique and we believe is well-
suited for our study. We define two evaluators: outcome from parallel coordinate
plots and output of decision trees on the dataset. Our objective is to investigate
if the findings and indicators from the two different evaluators converge to the
same conclusion. Decision tree results described in Section 5.4 show that root
causes of anomalous incidents are open time of incidents alone or combination of
open time of interaction, open time of incident, priority of incident and category
of incident. Visualization using parallel plot depicts that cause of anomalies is
not dependent on Affected Configuration Item’s (CI) type and subtype which
confirms with decision tree results. The parallel plot results also show that root
cause of anomalies is dependent on open time of incident, open time of inter-
action and category of incident (refer to Section 5.5). The experimental results
from the decision tree are in agreement with the parallel plot results, thereby
validating our approach.

6 Conclusion

We present a novel approach for identification of anomalous traces and execu-
tions from event-logs generated by Process Aware Information Systems (PAIS)
and a new technique for Root Cause Analysis (RCA) of anomalous traces. The
key components of the proposed framework are: anomaly detection from sequen-
tial dataset using Window-based and Markovian-based technique, extraction of
rules and characteristics of anomalous traces using decision-tree classifiers and
application of parallel co-ordinate plots to visualize distinctions between anoma-
lous and normal traces. We conduct a series of experiments on real-world dataset
and conduct a triangulation study to demonstrate that the proposed approach is
effective. Experimental results reveal agreement in output from Window-based
and Markovian technique increasing the confidence in the classification result.
We observe that data pre-processing and transformation is needed and impacts
the outcome of parallel coordinate plot and decision tree classifier.

8 http://en.wikipedia.org/wiki/Triangulation_(social_science)

http://en.wikipedia.org/wiki/Triangulation_(social_science)
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Abstract. Immense amount of data containing information about preferences of 
users can be shared with the help of WWW and mobile devices. The pervasive-
ness of location acquisition technologies like Global Positioning System (GPS) 
has enabled the convenient logging of movement histories of users. GPS logs 
are good source to extract information about user’s preferences and interests. In 
this paper, we first aim to discover and learn individual user’s preferences for 
various locations they have visited in the past by analyzing and mining the us-
er’s GPS logs. We have used the GPS trajectory dataset of 178 users collected 
by Microsoft Research Asia’s GeoLife project collected in a period of over four 
years.  These preferences are further used to predict individual’s interest in an 
unvisited location. We have proposed a novel approach based on Genetic Algo-
rithm (GA) to model the interest of user for unvisited location. The two ap-
proaches have been implemented using Java and MATLAB and the results are 
compared for evaluation. The recommendation results of proposed approach are 
comparable with matrix factorization based approach and shows improvement 
of 4.1 % (approx.) on average root mean squared error (RMSE). 

Keywords: Location Recommender Systems; GPS Log Mining; Soft Compu-
ting; Genetic Algorithms; User Preference Discovery. 

1 Introduction 

Ease of location acquisition technologies like Global Positioning Devices (GPS) has 
generated a lot of interest amongst researchers to mine and learn patterns of human 
behavior from spatio temporal data and their movement histories (GPS trajectories). 
GPS data contains rich information about human activities and preferences. People 
share their GPS logs and other personal information on the internet. This information 
can be used to infer how people move around and extract their context, habits and 
likings. Analysis of this inferred information is an important research problem which 
can find applications in recommending interesting locations to the tourists, traffic 
planning, itinerary planning, recommending advertisement hoardings sites etc.  

One can extract popular and significant locations (places) by analyzing the  
GPS traces of multiple users [5], [17]. Incorporating semantic information about the 
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locations may further improve the ranking of popular locations [11]. Here popular 
locations are places which are frequently visited and liked by a large number of peo-
ple. Examples of such locations are historical monuments, temples, parks, restaurants, 
shopping malls etc. There has been lot of prior work on mining popular (interesting) 
locations in a geo spatial region [2], [5], [17]. In most of these approaches, a location 
which is visited by many people is considered as an interesting location. But in con-
tradiction, locations frequently visited by several users may not be popular or attrac-
tive such as a traffic signal, a busy street, offices etc. The authors proposed a semantic 
annotation based approach to address this issue in [11]. 

As explicit user ratings are not easily available for all the domains, the implicit 
elicitation of user preferences is essential for personalized applications. For such do-
main, user’s preferences are learnt from user’s behaviour pattern. For recommending 
popular location to a user we need to infer user’s interest. Our work in this paper is an 
endeavour to learn and infer the interest of individual users in already visited loca-
tions by mining individual user’s location histories (GPS logs). Application of such 
information can be found in understanding the correlation between users and loca-
tions, travel recommendation, learning travel and behaviour pattern of people, traffic 
planning, mobile tourist guide etc. 

Further, we have proposed a Genetic algorithm (GA) based approach for recom-
mendation in order to evolve the user’s interest to an unvisited location. GA being an 
optimization technique has been used for finding the best and optimized recommenda-
tion. The contribution of this paper is twofold: 

• A novel elicitation approach for mining user’s preference using his/her GPS logs. 
• GA based approach to evolve best locations for recommendation. 

The rest of the paper is organized as follows. Section 2, provides a brief description 
of related work, section 3, discusses the overall system design. Section 4, illustrates 
experimental results and discussions. Finally, section 5, concludes the paper and pre-
sents future directions.  

2 Related Work 

There has been a lot of prior work on mining, analyzing behavior history using GPS 
data and analyzing multiple users’ information to learn patterns.  Various approaches 
are also found for location recommendation and some of them are reviewed below: 

Two major contributions by mining GPS traces of multiple users for interesting lo-
cation recommendations are made in [15], [17]. These contributions include 1) 
providing the top interesting locations recommendations and travel sequences in a 
given geospatial region. Hierarchical graph based approach is used to find interesting 
locations in a geospatial region. 2) A personalized recommender system that provides 
an individual with locations matching her travel preferences.  Exploiting correlation 
between different locations, item based collaborative filtering model and users’ past 
location histories generate recommendations.  For evaluation of the system, real 
world GPS trace collected for 107 users over a period of one year has been used.  
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A framework for friend and a location recommendation based on individual user’s 
GPS traces have been proposed in [12]. The friend recommendation is made for social 
networks. Past location histories of individual users are used to measure similarity 
among those users. A hierarchical graph based similarity measure is proposed. Using 
these past location histories, the estimate of individual’s interest in unvisited places is 
predicted. GPS data collected by 75 subjects over a period of 1 year in the real world 
is used for the evaluation of the proposed framework.   

CityVoyager [10] is a recommender system which recommends shops to users 
based on their individual preferences and needs. The individual preferences are esti-
mated by analyzing past location histories of users acquired using GPS enabled de-
vices. Two shops namely, ‘A’ and ‘B’ are considered similar if there is an observed 
tendency that user who frequently visit shop ‘A’ also frequently visit shop ‘B’. Loca-
tion correlation concept is used for making recommendations. A similar work based 
on location correlation can be found in [16]. 

User preferences changes drastically with the changes in time and location. There-
fore the personal preferences should be clubbed with the location information in order 
to improve accuracy of recommendation. Understanding the user’s behaviour using 
GPS history and eliciting accurate user preferences is a non trivial task. Various data 
mining and machine learning techniques can be used for inferring the user preferences 
automatically. Zenebe et al. [13] proposed an approach to predict user preferences 
with uncertainty. Also they have considered visualization of item features, user feed-
back for discovered preferences and improve the interpretation of the discovered 
knowledge. M. F. Mokbel et al [8] user preferences and context are taken into account 
to answer user queries. They mostly have adapted existing commercially successful 
recommendation techniques to consider the spatial aspects of users and/or items when 
making its decisions. Online location based social networks have been exploited for 
inferring the implicit user ratings in [4].The frequency of check in to a spot is consid-
ered as user rating for that location. Use of matrix factorization technique for spot 
recommendation has been proposed in this work.  

Other works include mobile tourist guide systems [1], [3], [7], [9], which recom-
mend locations and/or provide navigation information based on a user’s current  
location. Other work includes detecting user behaviour based on individual location 
history represented by GPS trajectories [14], [15]. 

3 Overall System Design 

In this section we will discuss the overall design of the proposed recommendation 
system (shown in figure 1) and working of the various modules.  The proposed sys-
tem consists of five modules namely, Stay Point Generation, Popular Location Extrac-
tion, Implicit Rating Elicitation, Prediction and Recommendation. These modules are 
described as follows: 
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Fig. 1. Overall System Design 

3.1 Stay Point Generation (SPG) 

The stay point generation module computes stay points for every user. A geographical 
location where a user spent some considerable amount of time (greater than a specific 
threshold) is called a stay point. Examples of stay points include traffic signals, histor-
ical locations, restaurants, homes, offices etc. Substantial stay of a user at a particular 
point may be because of the following two situations [14]. 

1. The user remains stationary for a substantial amount (threshold τ) of time. This 
may happen due to the loss of GPS signal when a user enters inside a building 
(GPS devices loose satellite signal indoors). In this case, no GPS points are gener-
ated for a considerable amount of time. 

2. User wanders around within some spatial region (within some considerable dis-
tance, threshold δ) for a period. In this period, the device may generate several 
GPS points in a spatial region and stay point corresponding to that sub trajectory, 
can be computed by taking the average of these GPS points or some other method 
such as centroid. 

We have used the GPS trajectory dataset of 178 users collected by Microsoft Re-
search Asia’s GeoLife project collected in a period of over four years [18]. These 
trajectories were recorded by different GPS loggers and GPS phones. Most of the 
trajectories are logged in a dense representation, e.g. every 1~5 seconds or every 5~10 
meters per point. This dataset contains 17,621 trajectories with a total distance of 
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1,251,654 kilometres and a total duration of 48,203 hours. The example of sample 
data point is shown as follows. 

Example: “39.906631, 116.385564, 0, 492, 40097.5864583333, 2009-10-11, 
14:04:30” .  

Here fields 1 and 2 are the latitude and longitude in decimal degrees. Field 3 is all 
set to 0 for this dataset. Field 4 contains altitude in feet; field 5 is the number of days 
(with a fractional part) that have passed since 12/30/1899. Fields 6 and 7 are date and 
time represented as a string.   

The stay point computation algorithm is described in [11]. The inputs to the stay 
point algorithm are GPS logs of users, distance threshold and time threshold. The 
output of this algorithm is set of stay points.  

3.2 Popular Location Extraction (PLE) 

This module extracts the popular locations in a given geo spatial region. The inputs to 
this module are stay points of all the users, computed by SPG and the semantic infor-
mation from the different web sources. The detailed working of popular location ex-
traction module can be found in [11].  The brief description of the popular location 
extraction procedure is as follows: 

3. Cluster the stay points into locations (places) using DBSCAN clustering algorithm. 
4. Find the centre of each cluster and its corresponding address using reverse ge-

ocoding process.  
5. Attach semantic annotation/tags to each popular location by using the ontology 

based focused crawler.  
6. Using semantic tags classify the locations into popular and unpopular locations. 

For the extracted set of popular locations we further aim to find implicit user rating 
for locations which has been visited by these users and predict the interest of users to 
yet unvisited locations. 

3.3 Implicit Rating Elicitation Module 

In scenario when user’s explicit ratings are not available, the recommendation genera-
tion is a harder task as compared to explicit feedback/rating based systems. To ad-
dress this problem implicit ratings are learnt using user behaviour pattern such as user 
movement histories. We have proposed an approach for mining implicit user rating 
from user GPS logs. Inputs to this module are 1) stay points of individual user gener-
ated by SPG module and 2) popular locations generated by PLE module.  

For implicit rating of a user U, the number of check in (frequency of visits) to eve-
ry visited cluster (popular locations) L are counted. For this purpose we have classi-
fied the stay points of individual user into one of the clusters formed in PLE module. 
Thus we obtain the frequency for each user to all the visited locations. The frequency 
data shows that users have visited very few locations frequently. 
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Once we have obtained the frequency for each user U to every location L, we nor-
malize these values in range [0, 1]. To generate a model from the extracted infor-
mation, we represent data in the form of user location matrix as depicted in figure 2. 
Each row of the given matrix corresponds to a user, and each column corresponds to a 
location. These entries of the matrix represent a user’s interest in a location, with high 
values representing high and low values representing low interest. The entry Pij repre-
sents the interest of user i in location j. The cells containing ‘?’ in the matrix are not 
yet visited locations. Now we will use this matrix to predict values for unvisited loca-
tions. 

3.4 Prediction Module 

This module predicts the missing values in user location matrix. Example user loca-
tion matrix is shown in figure 3 which shows a part of user location matrix from our 
experiments. This matrix contains the implicit rating of users for visited popular loca-
tions. The null value in ith row and jth column represents that user i has not yet visited 
location j. 

 
L1  

Lj  
Lm 

U1 P1,1  
? 

 
P1,m 

      

Ui Pi,1  
? 

 
? 

      

Un Pn,1  
Pn,j  

Pn,m 

Fig. 2. User Location Matrix 

Genetic Algorithm (GA) is a powerful tool for solving search and optimization 
problems. The basic concept behind GA is that the strong have a tendency to adapt 
and survive whereas the inferior tend to die out (survival of fittest). In order to im-
plement GA we need to define encoding scheme, fitness function, selection, crossover 
and mutation operators. The architecture of our GA based approach is discussed as 
follows. 

Chromosome Encoding: The GA chromosome structures consist of a matrix M of 
size |u| ×|l|, where |u| is number of user and |l| is a number of popular locations. Every 
entry Mi,j in matrix(chromosome) consists of values in range [0, 1] which represents 
the interest of the user ui in location lj. shows an example of chromosomes used. 

Initial Population: Initial population consists of n matrices (similar to one shown in 
figure 4) of size |u| ×|l|, containing random values in the range [0, 1]. 
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L1 L2 L3 L4 

U1 1 0.6 ? 0.2 

U2 0.8 ? ? 0.2 

U3 0.2 0.2 ? 1 

U4 0.2 ? ? 0.8 

U5 ? 0.2 1 0.8 

Fig. 3. User Location Matrix M1 

Fitness Function: We have used root mean squared error (RMSE) as a fitness func-
tion. The fitness value for the kth candidate solution is computed as  

  (1) 

 

  L1 L2 L3 L4 

U1 0.97 0.61 0.418 0.197 

U2 0.788 0.24 0.199 0.197 

U3 0.221 0.197 0.55 0.981 

U4 0.2 0.88 0.44 0.811 

U5 0.12 0.221 1 0.788 

Fig. 4. Example Chromosome 

Here jiP ,  represents the actual rating in a user location matrix’s (similar to matrix 

M1 as shown in figure 3)   ith row and jth column and k
jiP ,  represents the corre-

sponding entry in the kth candidate solution. Only entries, containing actual ratings in 
user location matrix (as well as in corresponding candidate solutions) are considered 
in fitness evaluation so ‘?’ entries are ignored while evaluating fitness of the chromo-
some. For example, consider the candidate solution given in figure 4, the fitness value 
is computed as f=0.001662. Our objective here is to minimize the value of fitness 
function f. 

Selection: This selection is done depending on the relative fitness of the individuals 
so that best ones (with minimum fitness values) are chosen for reproduction than poor 
ones.  

Crossover: Next, after selecting two parents, offspring are bred by the selected indi-
viduals. Crossover operator is used to generate offspring. For generating new chro-
mosomes, our algorithm used block uniform crossover (exchange occurs inside a 

2
,

,
, )( k

ji
ji

ji
k PPf −=∑
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rectangular block whose size and location are determined randomly). In the block 
uniform crossover, each block (of size i x j, where i, j are chose randomly) of parent is 
interchanged randomly with the corresponding block of second parent based on pre-
assigned probability. The fitness of the new chromosomes is evaluated using eq 1. 
Next, the individuals from the old population are killed and replaced by the new ones. 

 

  L1 L2 L3 L4 

U1 0.999 0.599 0.436 0.198 

U2 0.797 0.48 0.394 0.199 

U3 0.202 0.187 1.000 0.989 

U4 0.2 0.17 0.918 0.786 

U5 0.272 0.214 0.978 0.824 

Fig. 5. Optimal solution computed for user location matrix M1 

Convergence Criteria: The algorithm is being stopped when the population con-
verges toward the optimal solution. A solution is considered optimal if the overall 
difference between already known values of original matrix (say M1given in figure 3) 
and corresponding values in solution matrix (shown in figure 5) are minimized. Con-
sider the solution given in figure 6 for the example user location matrix M1 shown in 
figure 3. Here the difference between the known values of matrix M1 at example 
location (0,0) and corresponding location in candidate chromosome (shown in figure 
5) is (1-.999=.001). Similarly the difference at all the already known (i, j)th entries is 
computed and if the overall difference is minimized then the solution is considered as 
optimal solution. 

3.5 Recommendation Module 

Input to the recommendation module is the user id (say Ux) and output is the ranked 
list of top locations for the individual user Ux. Location recommendation module 
ranks the list of location for user Ux based on the values predicted by prediction mod-
ule for Ux and recommends the top k locations to that particular user. This recom-
mendation is personalized for individual user as location histories of Ux is considered 
filling user location matrix. 

4 Experimental Results and Discussions 

The GPS trajectories generated by multiple users are mined to extract interesting loca-
tions in a given geospatial region. Quality of results is further refined by annotating 
semantics to the places and comparison of results can be found in [11].  
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In this paper, we predicted the user’s interest in an unvisited location using genetic 
algorithm and used these results to recommend locations to the users. For the evalua-
tion of the proposed approach, we have implemented the proposed GA based ap-
proach and the matrix factorization (MF) technique given in [4]. Both the results are 
compared and findings of the comparison are discussed below (refer figure 6 and 
table 2). The most important evaluation metrics for measuring the predictive accuracy 
of a recommender system are mean absolute error (MAE), mean squared error (MSE), 
root mean squared error (RMSE) and normalized mean absolute error (NMAE).  To 
measure the accuracy of prediction of our system, we have used Root Mean Squared 
Error (RMSE) metric which is commonly used in the recommender systems evalua-
tion.  

For the illustration, consider the user location matrix M1 given in figure 3. The so-
lution for this matrix using GA and matrix factorization technique [4] is shown in 
figure 6. The values predicted by both the approaches clearly show that the results are 
comparable. The RMSE value of GA based solution of M1 is 0.001662 and RMSE of 
Matrix Factorization based solution of M1 is 0.001762. An improvement of 5.68% is 
shown for this example.  

We carried out experiment to evaluate the effectiveness of our approach and its 
ability to evolve optimal/near optimal predictions (ratings), The dataset of 178 users 
and 103 popular locations (which was the output of popular location extraction tech-
nique discussed in [11]) was considered. We divided the dataset into five test sets, 
each set containing random data of 15 users for all 103 popular locations. 

 
 

  L1 L2 L3 L4 L1 L2 L3 L4 

U1 0.999 0.599 0.436 0.198 0.998 0.601 0.437 0.197 

U2 0.797 0.48 0.394 0.199 0.786 0.49 0.392 0.199 

U3 0.202 0.187 1.000 0.989 0.203 0.188 1.000 0.999 

U4 0.2 0.17 0.918 0.786 0.2 0.171 0.92 0.788 

U5 0.272 0.214 0.978 0.824 0.278 0.213 0.976 0.82 

a) b) 

Fig. 6. Solution for example illustration M1 by a) GA based Approach b) Matrix Factorization 
based Approach 

GA based and matrix factorization based approaches were applied on each set for 
five different runs. In each run, GA was terminated with less RMSE as compared to 
MF based approach.  The RMSE of Dataset1 for each run is shown in table 1 and 
plot of percentage improvement is shown in figure 7.   
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Table 1. RMSE for Dataset1 in different runs 

Runs RMSE for 
GA based 
Approach 

% Improvement 
over MF based 

Approach 

1 0.13 3.417533432 

2 0.131 2.674591382 

3 0.132 1.931649331 

4 0.129 4.160475483 

5 0.128 4.903417533 

Average 0.13 3.417533432 

 

 

 
 

Fig. 7. Plot of percentage improvement of RMSE for Dataset 1 

MATLAB was used for implementing both GA and MF based approaches and the 
performance comparison is shown in figure 8 and table 2. It is observed that an   
improvement of approx. 4.12% (average RMSE) is achieved by GA based approach 
over MF based approach. 
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Table 2. Comparison of Results for GA based and Matrix Factorization Based Approach 

Dataset RMSE 
for GA 
based 

Approach 

RMSE for 
Matrix 

Factoriza-
tion based 
Approach 

% Im-
provement 

Dataset1 0.13 0.1346 3.417533432 

Dataset2 0.169 0.175 3.428571429 

Dataset3 0.13 0.139 6.474820144 

Dataset4 0.103 0.109 5.504587156 

Dataset5 0.11 0.112 1.785714286 

 

 

Fig. 8. RSME plots of GA and MF based approaches 

Further, we have applied ten runs on each five datasets and compared the average 
RSME obtained in ten runs with average RSME obtained in 5 runs. It is clear from 
figure 9 that the average RMSE comparable even with increasing number of runs. 

 

 

Fig. 9. RSME comparisons for five and ten runs 

0.1

0.12

0.14

0.16

0.18

RMSE for 5 runs

RMSE for 10 runs



 Modeling Personalized Recommendations of Unvisited Tourist Places 275 

 

We have also performed experiments to validate the GA’s ability of correct predic-
tion for already visited locations. In initial phase of experiment the preference values 
(ratings) which are unknown are being evolved. In the second phase of experiment, to 
test prediction power of GA the evolved values of ‘?’ locations are being used as 
known ones and the values known previously are assumed to be unknown.  

Once we have evolved the optimal user-location matrix, the entry Pi,j of user loca-
tion matrix (representing the interest of user i in already visited locations j) is replaced 
by ‘?’ and considered the newly evolved entries as known entries. Now we again 
applied GA approach to evolve these ‘?’. While predicting the unknown values 
(which are known previously) we have got the correct results (ratings). The error in 
predicting already known values is only 3.2% which is fairly acceptable. 

5 Conclusion and Future Direction  

In this paper, analysis of GPS logs of multiple users is used for location recommenda-
tion. The first major contribution of this work is to generate the implicit rating for all 
visited spot for individual users.  For this purpose a user location matrix is generated 
which contains the implicit rating for the popular locations visited found for all the 
users. The second contribution of the paper is predicting the interest of user for yet 
unvisited location using genetic algorithm and finally recommending the top k loca-
tions to the user. The results of genetic algorithm based approach are compared with 
the matrix factorization approach proposed in [4] and an improvement in average 
RMSE of (approx.) 4.1% is observed for different data samples of dataset tested. The 
improvement in average RMSE shows that the proposed system has comparable pre-
diction accuracy than the matrix factorization approach. 

In future we aim to test and validate our results on more number of users. Also, 
number of check in alone does not directly reflect the preference of a user to that loca-
tion and hence we have to make use of other information like temporal information, 
user demographic information etc. as well. In future we aim to utilize user feedback 
obtained from blogs and social networks and demographic features to further refine 
the accuracy of implicitly elicited rating and predicted user ratings. We also aim to 
improve the computation efficiency by evolving values based on the preferences of 
similar users. 

Acknowledgement. We would like to acknowledge Priti Jagwani, Shivendra Tiwari 
and Sourabh Tiwari for their support. 
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Abstract. We demonstrate how certain interactive features of learning
management systems, i.e., quizzes and certain types of exercises includ-
ing evaluations and feedback, can be incorporated into LATEX-generated
pdf-documents via embedded javascript-code. The embedded computa-
tional abilities of the enhanced pdf-documents which are discussed in
this work allow for the repeated creation and presentation of exercises
(within one session of use of such the document), if the exercises are de-
signed to contain components that are randomly generated or randomly
selected from a limited family of predesigned choices stored within the
document. This enables the user/student to use the embedded exercises
in the described interactive teaching documents for drill purposes. In
addition, the use of such documents as extensions of common learning
management systems is discussed.

Keywords: interactive documents, learning management systems, math-
ematics, latex, pdf-forms, javascript.

Introduction

This work discusses the porting of certain aspects and components of interactive
teaching systems developed in [22], [12] and [20] into interactive teaching docu-
ments in pdf format, in particular, for the teaching of mathematics. The latter
teaching documents can be used in a stand-alone fashion, independent of the
internet and a central server which hosts a particular teaching system. However,
communication with a central host which registers and administers, e.g., work
done using such interactive teaching documents as part of a university course
can also be achieved (see, e.g., [18] and section 3).

The teaching documents are developed using the LATEX typesetting environ-
ment which is1, at this point in time, best suited for typesetting mathemati-
cal treatise. As output, the typesetting environment produces pdf-files in which
interactive elements such as pdf-forms [1, sec. 8.6] are embedded. Among sev-
eral types of similarly implemented interactions, the documents contain input-
windows where the reader is suppose to enter the solution to an exercise, and
output-windows where the computational engine within the documents (based

1 In the opinion of this author.

W. Chu et al. (Eds.): DNIS 2015, LNCS 8999, pp. 277–288, 2015.
c© Springer International Publishing Switzerland 2015
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upon embedded javascript-code) returns an evaluation of the reader’s input in-
cluding appropriate comment. The computational engine within the documents
can generate and present randomly generated problems repeatedly to the reader
within one session of use such that the reader can practice solving a certain type
of problem multiple times. In particular, the document presents a new or altered
set of problems, every time it is reopened.

The 1990’s saw the world-wide explosive expansion of the internet due to the
invention of the first generation of web-browsers, i.e., Netscape and Mosaic. As
part of this revolution, a multitude of learning management systems (commercial
or public-domain) were published. Examples for early-existing and presently-
existing learning management system are: Blackboard (commercial [4]), Moodle
(open source [16]), and UNEIM2 [22],[12],[20]. As most learning management
systems, Blackboard and Moodle operate from a host website which can be
accessed by students via the internet using a web-browser. In contrast to these
systems, UNEIM uses email as means of communication between students and
the learning management system.

Today, there are a vast number of learning management systems (both com-
mercial and open source) available on the market [28]. However according to [15],
Moodle (1) and Blackboard (3) are still today leading among the most popu-
lar learning management systems. We observe that Moodle’s built-in default
ability to handle and generate quizzes or exercises is described by ”calculated,
description, essay, matching, embedded answers, multiple choice, short answer,
numerical, random short answer matching, true/false” according to [29, sec. 4],
compare also [17]. According to [6], Blackboard’s ability to incorporate inter-
active quizzes and exercises into the system covers an almost identical range of
possibilities. Let us note that all these types of quizzes and exercises listed in [17]
and [6] can be implemented (and partially have been implemented) in UNEIM.

In this work, we intend to outline how quizzes and exercises with random
components similar to quizzes and exercises within Moodle, Blackboard, and
UNEIM can be ported into interactive teaching pdf-documents which offer the
same functionality as the quizzes and exercises within the latter three learning
management systems. See section 2.

Finally, let us remark at this point that all figures of this document are col-
lected in an appendix at the end of the paper.

1 The UNEIM/MAT System and Its Evolution

As described in [22] and [20], the UNEIM system is a learning management sys-
tem which was originally conceived around 1995 to assist the teaching of English
Composition to Japanese students, in particular, in the setting of The University
of Aizu where the Center for Language Research is fully embedded within the
university’s UNIX-based [13] computer network. Initially, the intended applica-
tion for the UNEIM system was to relieve the instructor of a course English

2 Unix Network English Instruction Manager.
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Composition in the field of teaching English as a Foreign Language from repeti-
tive tasks such as correcting basic grammar and vocabulary mistakes and, at the
same time, to administer such a course to a larger extent. Input to the UNEIM
system are students’ essays sent to an instructor’s account by email. Output
of the UNEIM system are various results of automated scans of the submitted
essays ranging from a simple spell-check to pattern analysis of text in order to
find typical mistakes by Japanese students such as the use of the phrase ”play
judo” [26].

Note that the UNEIM system allows for the students multiple and, hope-
fully, continuously improved submissions of their homework, and thus, provides
a greater amount of feedback than what is humanly achievable.

In order to administer a university course, the UNEIM system contains a
database related to various aspects of the administration process such as portfo-
lios of students’ contributions, combined lists of results or histories of evaluations,
and others. Due to its relatively small size, UNEIM’s database is implemented as
a family of plain files (containing essays, evaluations, flags, and lists) and folders
(pertaining to students, sessions, courses, semesters and academic years) which
are traversed by certain evaluation and administrative programs in a periodic
fashion.

Around the year 2000, this author extended the UNEIM system in such a
way that it became suitable to assist in teaching and administering a course
in mathematics. This extension, labeled MAT3, is described in detail in [20].
Initially, the mathematics-related part of the MAT system4 sends out a task-
sheet to the students of a course plus an ASCII-text-only answer-form which
the students are supposed to return to the instructor’s account via email. The
submitted answer-forms are then scanned by evaluation programs, and corrected
answers and appropriate comment (at least in regard to the first mistake of a
particular student in an exercise) are mailed back to the students to trigger
an improved (re-)submission followed by a new evaluation plus further machine
feedback.

(1.1) The following types of problems are generally checked by the MAT-system
in practice:

(1.1.1) Simple yes/no, or multiple-choice type questions.

(1.1.2) Problems which request the return of a numerical result such as the
coefficients of the inverse of a matrix, or the return of a list of successive
states of an algorithm.

(1.1.3) Problems which request the return of a formula in simplified ASCII-
character format (e.g., similar to Mathematica input-format [30]).

(1.1.4) Problems which request the return of LATEX code. For example, the
proof of limn→∞ n−1 = 0 is given, including the LATEX code (devided into
fragments representing the lines of the proof), and the student is supposed

3 Machine Assisted Teaching.
4 The English Composition related portion of UNEIM is incorporated in MAT as well.
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to return a small variation of the given LATEX code line-wise which proves
limn→∞ n−2 = 0.

(1.1.5) The carefully crafted lines of a proof of a stated proposition are
presented in a permuted order as a numbered list, and the student has to
return the proper order of the lines of the proof. This can be varied in that
the concatenated lists of lines of two proofs are presented in a permuted
order as a numbered list, and the student has to assemble two proofs of two
given propositions from that.

Note that the techniques for quizzes and exercises outlined in (1.1.1)-(1.1.5) can,
quite obviously, be used to generate quizzes and exercise for other subjects than
mathematics.

In [12], the approach listed in (1.1.1)-(1.1.5) above was ”randomised,” i.e.,
certain tasks were generated with random coefficients or randomly generated
objects, such that every student in a class’ exercises administered by the MAT
system can be served with a unique set of problems. While this author pursues
the teaching philosophy that MAT-administered exercises and quizzes are (only)
an opportunity to practice for the final exam which determines the grade, in-
dividualised tasks, obviously, provide a strong incentive for students to really
work on problems rather than copying solutions from others in order to show
participation in the class.

Note that, in principle, problem types (1.1.1)-(1.1.5) could be implemented
as Moodle quizzes according to [17], but the randomised versions of quizzes
as in [12] cannot. For example, it seems very hard to randomly create a finite
state machine which can be reduced using the machine reduction algorithm as
a problem instance in Moodle.

2 Incorporating Randomised Problems into Interactive
Documents

In view of the saturation of society with tablet computers and phablets (i.e.,
large-screen phones) as well as netbooks and laptops, it seemed desirable a few
years ago to try to port part of the UNEIM/MAT framework (including the
randomised problem generation) in such a way that the latter devices could be
used for independent study5 of (elementary6) mathematics and other subjects,
even offline. Furthermore, if such teaching documents are equipped with a free
sharing license such as the GNU-GPL [9], then the documents and associated
the educational process can propagate through society worldwide via personal

5 This being consistent with the founding motto of The University of Aizu: To Advance
Knowledge for Humanity.

6 In the experience of this author, it is very difficult, if not impossible, to formulate,
grade and manage meaningful exercises for higher level mathematics whithin the
MAT framework. This holds, in particular, when proving complicated propositions
is part of the exercise, since there are usually many ways one can find and write a
correct proof of a particular statement.
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file sharing and/or posting such a document on various dedicated servers inde-
pendently from the author’s efforts.

As a first project realising this approach to distributed teaching, mainly soft-
ware engineering work in [11] implants a collection of interactive exercises de-
signed by the author of [11] and this author into a treatise on elementary set
theory [21]. In what follows, we shall illustrate some of the types of exercises
which were implemented in [11] for elementary set theory [21]:

(2.1) Analogue to section (1.1.1) and the work in [23], [24] and [25], a yes/no
type quiz environment was implemented for some of the exercises in [21]. The
difference in regard to the work in [23], [24] and [25] is however, that comment
can be added to every question which is displayed in LATEX-quality including
formulas, after the question has been answered (correctly or not) via pressing
either a yes- or a no-button. Compare also [14]. Figure 1 shows an example in
this regard7.

(2.2) Analogue to section (1.1.1), but not static as in section (2.1) or [14],
randomly generated mathematical objects are generated, and the reader is asked
whether a certain statement for the randomly generated objects is satisfied.
Figure 2 shows an example in this regard.

(2.3) Analogue to section (1.1.1), but not static as in section (2.1), random
graphics are generated, and the reader is asked whether a certain statement for
the randomly generated objects represented in the graphics is satisfied. Figure
3 shows an example in this regard.

Note that the exercise shown in figure 3 is implemented by generating ”invis-
ible” pages in the document, one page for every position of the 4 needed arrows.
Thus a 4-element set needs 16 invisible pages. The internal javascript engine of
the pdf-document then generates a random choice of arrows which define a map
f : X → X , and makes corresponding pages ”visible” to the reader when the
problem is presented.

(2.4) Analogue to section (1.1.2), random objects are generated, and the reader
is asked to enter the result of a computation involving the randomly generated
objects (e.g., the intersection of two randomly generated sets) into an answer-
field. Figure 4 shows an example in this regard.

Observe that in this example, infinitely many correct ways to write the solu-
tion exist. Some of the javascript-code which is embedded in the pdf-document
and checks the solution of the above problem (or, e.g., the solution of a similar
problem such as the computation of the power set of a small set) is based upon
a grammar which specifies all correct solutions. The actual code which checks
the solution is then generated via jison [10] (i.e., ”javascript-bison”, compare [3];
compare also [13] in regard to the UNIX tools lex and yacc).

(2.5) Analogue to section (1.1.5), carefully crafted lines of a proof are presented
in a randomly generated, permuted order, and the reader has to return the proper
order of the lines of the proof. Figure 5 shows an example in this regard.

7 All figures of this document are collected in an appendix at the end of the paper.
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Obviously, it makes no sense to repeat this randomised exercise, once it has
been successfully completed. However, if the document is studied again after a
longer period of time, then a newly generated, random order of the lines in the
proof may require the reader to read and rethink the mathematical formulas in
the proof with greater care than in the situation of a once-fixed random order
which may be easily memorised. Furthermore (compare section 3), observe that if
such an interactive teaching document provides feedback to a central host which
registers and administers the use of such documents as described in this work,
e.g., as part of a university course, then it is desirable that different students
a presented with (most likely) different versions of the problem to suppress at
least blind copying of solutions.

Note that the exercise is implemented by generating ”invisible” pages in the
document, one page for every position of every line of the proof. Thus a 20
line proof generates 400 invisible pages. The internal javascript engine of the
pdf-document then generates a random permutation, and makes corresponding
pages ”visible” to the reader when the problem is presented.

The techniques used to implement problem types (2.1)-(2.5) have also be used to
implement multiple-choice type exercises where, e.g., the reader has to associate
a randomly selected formula (from a finite family of formulas memorised within
the pdf-document) with one of several displayed graphs in the document. This
is a variation of problem type (2.2) where one of several buttons can be pressed
to answer a question rather than only one out of two.

Altogether, the implemented interactive randomised exercises which predomi-
nately implement rather elementary mathematical problems provide nevertheless
a vivid interactive learning environment, in particular, for the novice learner of
mathematics.

This author has sought the feedback of some children, and also a few students
of The University of Aizu in regard to the manuscript [21]. Children seem to
like the elementary interactive portions of [21] and wish, e.g., to compute set-
intersections or set-unions repeatedly as if they were playing a game on the
computer screen. Students of The University of Aizu expressed a positive attitude
towards the overall concept of [21] as teaching material for fundamental content
of their studies.

3 Extending to Learning Management Systems with
Distributed Computing Load — An Outlook

We can (in future work) go beyond the scope of the documents and embedded
computational abilities described in section 2 and take advantage of the ability of
pdf-documents to communicate with dedicated machines on the internet. Thus,
the results of evaluations which an interactive document produces can also be
emailed or otherwise communicated back [8, p. 15] to an administrative server
where a learning management system (e.g., Moodle) is installed. Alternatively,
all remaining, mostly administrative features of the UNEIM/MAT system as
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outlined in section 1 could, in principle, be reimplemented to run on a dedicated
host for such a decentralised approach. What would be achieved this way (either
recreating the UNEIM/MAT system, or connecting to another established learn-
ing management system) is a distributed computational load within the overall
system8, and a reduced need for communication via the internet. In addition,
the user (i.e., student) of such a system can work offline and still use interactive
features of the overall system to a large degree.

Altogether, a decentralised, load-sharing approach to learning management
systems as outlined above seems to be significantly advantageous, in particular,
in regions where internet access is still relatively expensive (compare [19]).

Conclusion

In this work, we have explicitly shown how certain interactive features of learning
management systems, i.e., quizzes and certain types of exercises including eval-
uations and feedback, can be incorporated into LATEX-generated pdf-documents
via embedded javascript-code. Such an approach to LATEX-generated interactive
teaching documents is particularly advantageous, if the teaching of mathemat-
ics is considered. The embedded computational abilities of the enhanced pdf-
documents which are discussed in this work allow within one session of use of
the document for the repeated creation and presentation of exercises, if the latter
are designed to contain components that are randomly generated or randomly
selected from a limited family of predesigned choices stored within the document.
This enables the user/student to use the embedded exercises in the described
interactive teaching documents repeatedly for drill purposes.

Furthermore, the approach to the concept of a learning management system
where interactive teaching documents are part of the system have been shown
to balance the computational load between user side and server/administrative
side while reducing the need for communication over the internet, and allowing
the user independent offline use of larger portions of such a system.
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Appendix: Collection of Figures

Fig. 1. Excerpt from [21]. Exercise with yes/no type of questions. Answer is given by
the reader via clicking the yes- or the no-button. After such a click, an evaluation and
comment possibly including formulas appear in the document.

Fig. 2. Excerpt from [21]. Exercise with yes/no type of questions about randomly
generated objects (here sets S and X). Answer is given by the reader via clicking the
yes- or the no-button. After such a click, an evaluation appears in the document, and
a new version of the problem is displayed.
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Fig. 3. Excerpt from [21]. Exercise with yes/no type of questions about randomly
generated graphics (here representing a map f on a set X). Answer is given by the
reader via clicking the yes- or the no-button. After such a click, an evaluation appears
in the document, and a new version of the problem is displayed.

Fig. 4. Excerpt from [21]. Exercise to compute the intersection of two randomly gener-
ated sets X and Y . Answer is given by the reader via typing into an answer-field. After
the answer has been provided, the internal javascript engine of the document evaluates
the entry, and the result of this evaluation appears in the document. In addition, a
new version of the problem is displayed
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Fig. 5. Excerpt from [21]. Exercise with randomly generated order of the lines of a
proof. Answer is given by the reader via typing the proper order of lines into an
answer-field. After the answer has been provided, the first error (if existent) in the
answer is marked, and the reader can rethink and update his solution.
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