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Abstract. In this study, we propose a hybrid crime classification model
by combining artificial neural network (ANN), particle swarm optimiza-
tion (PSO) and grey relation analysis (GRA). The objective of this study
is to identify the significant features of the specific crimes and to clas-
sify the crimes into three different categories. The PSO as the feature
selection method, reduce the dimension of datasets by selecting the most
significant features. The reduction of the datasets’ dimension may re-
duce the complexity thus shorten the running time of ANN to classify
the crime datasets. The GRA is used to rank the selected features of
the specific crimes thus visualize the importance of the selected crime’s
attribute. The experiment is carried out on the Communities and Crime
dataset. The result of PSO feature selection will then compare with the
other feature selection methods such as evolutionary algorithm (EA) and
genetic algorithm (GA). The classification performance for each feature
selection method will be evaluated. From our experiments, we found that
PSO select less features compare with EA and GA. The classification per-
formance results show that the combination of PSO with ANN produce
less error and shorten the running time compare with the combination
of EA with ANN and GA with ANN.

Keywords: Crime Classification, Particle Swarm Optimization, Grey
Relation Analysis, Artificial Neural Network, Hybrid Artificial Neural
Network, Crime Prevention.

1 Introduction

The increasing volume of the crimes had brought serious problems to the
community in any country. However, the increase in realization of information
technology has open a new door for government to include crime prevention
component as a strategy to reduce crime. Classification is one of the data min-
ing technique which can be use to analyze the crime patterns. The data mining
approach can help to detect the crime patterns and speed up the process of
solving crime [17]. Due to this reasons, research on crime classification has in-
crease because of the potential and effectiveness of the classification in crime
prevention programs. Several study on crime classification have been done by
several researchers [10, 11, 16]. The crime can be divided into several types and
the most common findings at the city level are crimes against property such as
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burglary, robbery and theft and crime of aggression such as assault, homicides
and rape [9]. Each crime’s types can be classified into several categories such as
low, medium and high. Thus, the objective of this study is to propose a new
hybrid classifier to classify the crimes into given categories.

The artificial neural network (ANN) is a model inspired by the connected neu-
rons in the brain. ANN with back-propagation learning algorithm is usually use
as a benchmark model for any classifier. However, ANN is a black-box learning
approach where it cannot determine automatically the significant input features.
To overcome the limitation of ANN in choosing relevant features as input, thus
the feature selection is needed. Inspired by bird flocking or fish schooling, par-
ticle swarm optimization (PSO) is one of the popular optimization techniques
that have the capability to perform the feature selection task [19]. Grey relation
analysis (GRA) is a method of analysis proposed in Grey system theory [8]. The
GRA also can be used to rank the data according to its importance [3]. There-
fore, in this paper, we intend to combine PSO and ANN as a hybrid classifier
and using GRA to rank the crime attributes to its importance.

2 Related Works

A general framework for crime data mining has been introduced by Chen
et al. [7] as the initial idea of using data mining technique in crime’s domain. Af-
ter that, the data mining techniques in crime was applied by Adderley [2] where
in this study, self organising map (SOM) was applied to recognize burglary of-
fences. Nath [17] has proposed data mining technique such as k-means to identify
crime pattern using real crime data from a sheriff’s office. Ozgul et al. [20] have
investigated the sources of crime data mining to forms knowledge discovery that
is suitable for which methodologies. Nissan [18] has studied the application of
data mining in two forensic fields such as intelligence and investigative tasks.

Classification is one of the data mining techniques. Abu Hana et al. [1] have
proposed crime scenes classification using neural network and support vector
machine to classify violent crime into two classes which are attack from inside or
outside of the scene. Futhermore, Yang et al. [22] have used classification methods
such as decision tree, random forest, support vector machine and neural network
to predict the relationships between murder victims and the offenders. Kim et
al. [13] examine the relationship between weather and crime using decision tree
algorithm. Kamiran et al. [12] have proposed discrimination aware classification
to predict whether an individual is a crime suspect or not.

Iqbal et al. have proposed a classification methods to applied on crime dataset
to predict crime categories. The crime dataset can be downloaded from UCI
machine learning repository website [5]. The crime categories which are low,
medium and high were added based on attribute name ‘Violent Crime Per Pop’.
The crime categories need to be added as goals or classes to enable classification
algorithms to perform the prediction [10]. However, only statistical techniques
such as Naive Bayes and decision tree were considered to classify the crime
dataset. Later, the feature selection method and machine learning method have
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been applied by Anuar et al. [4] as a continuation of previous work and experi-
mental results show improvement in terms of classification accuracy. To further
improve both experiments, we proposed a crime classification model. The clas-
sification model consist of feature selection method and classification method.
PSO has been selected as feature selection method based on the encouraging
experiment result. The GRA will be used to rank the crime’s attributes in order
of importance and ANN will be used as a classification method. The next section
will discuss in detail the proposed crime classification model.

3 Proposed Crime Classification Model

3.1 Particle Swarm Optimization

A population in PSO is called a swarm. The candidate solutions are encoded as
particles in the search space. The PSO starts by randomly initialize the popu-
lation of particles. The whole swarm move in the search space to search for the
best solution by updating the position of each particle according to Eqn 1.

xt+1
id = xt

id + vt+1
id (1)

The movement of the current position of the particle i is represented by a
vector xi = (xi1, xi2, ..., xiD), where D is the dimension of the search space.
The velocity of the particle i is represented as vi = (vi1, vi2, ..., viD) which is
limited by a predefined maximum velocity, vtid ∈ [−vmax, vmax]. The equation
for velocity is given by Eqn 2

vt+1
id = w ∗ vtid + c1 ∗ r1i ∗ (Pid − xt

id) + c2 ∗ r2i ∗ (Pgd − xt
id) (2)

where t denotes the tth iteration, d ∈ D denotes the dth dimension in the
search space, w is the inertia weight, c1 and c2 are acceleration constants or
sometimes called the learning rate, r1i and r2i are the random numbers uniformly
distributed within the range of [0,1], pid represent the element of the solution for
the particle’s individual best pbest, and pgd is the element of the solution for the
particle’s global best, gbest in the dth dimension. Generally, the PSO algorithm
consists of three steps which are repeated until some stopping condition is met
[21]:

1. Evaluate the fitness of each particle.
2. Update the individual and the global best fitnesses and positions.
3. Update the velocity and the position of each particle.

For the purpose of the feature selection, the required particle number and
the initial coding alphabetic string for each particle is randomly produced. Each
particle encoded to imitate a chromosome, like in the genetic algorithm. Each
particle was coded to a binary alphabetic string S = F1, F2, ..., Fn, n = 1, 2, ...,m
wherem are the number for features. The bit value 1 represents a selected feature
and the bit value 0 represents a non-selected feature. The gbest value consider
as the fitness value.
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3.2 Grey Relation Analysis(GRA)

The grey relation analysis (GRA) is a method of analysis, proposed in the Grey
system theory. GRA is a distinct similarity measurement that use data series
to obtain grey relational order to describe the relationship between the related
series. Therefore, it is significant to use GRA to analyze the relationship between
features and the type of crimes. GRA consists of two parts which are reference
sequence and compared sequence. The following are the basic steps in the GRA
[14]:

1. The type of crimes is set as the reference sequence, X0(k), k = 1, 2, 3, ...,M
where M = number of instances in datasets and compared sequence Xi(k),
i = 1, 2, ..., N where N = number of features, is the features after feature
selection process. Fig. 1 shows the example of decision matrix for crime
dataset.

(x0, x1, ..., xN) =

⎡
⎢⎢⎢⎢⎢⎢⎣

x0(1) x1(1) ... xN(1)
x0(2) x1(2) ... xN(2)

. . . .

. . . .

. . . .
x0(M) x1(M) ... xN(M)

⎤
⎥⎥⎥⎥⎥⎥⎦

Fig. 1. M × N decision matrix [15]

2. Normalization of the sequence to dimensionless form, is calculated according
to Eqn 3:

xi(k) =
Xi(k)−Xmin(k)

Xmax(k)−Xmin(k)
(3)

3. Calculate the grey relational coefficient, ξ, between X0 and Xi is calculated
according to Eqn 4:

ξi(k) =
min

i
min
k

�i (k) + ρmax
i

max
k

�i (k)

�i(k) + ρmax
i

max
k

�i (k)
(4)

where �i(k) = |x0(k) − xi(k)| is the absolute difference of index k. ρ is
the distinguishing coefficient and in most situations takes the value of 0.5
because this value usually offers moderate distinguishing effects and good
stability [6].

4. Calculate the grey relational grade (GRG) according to Eqn 5:

ri =
1

n

n∑

i=1

ξi(k) (5)
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4 Experiment Setup

4.1 Dataset Preparation

The Communities and Crime dataset is obtained from the UCI Machine Learning
Repository. This dataset focus on the communities in United States of America
(USA). The data comprises of socio-economic data from the 90 Census, law en-
forcement data from the 1990 Law Enforcement Management and Admin Stats
survey and crime data from the 1995 FBI UCR. The dataset consists of 147
attributes and 2215 instances including missing values [5]. Data preparation is
essential for successful data classification. Poor quality data typically results in
incorrect and unreliable classification results. Thus, the following data prepara-
tion mechanisms were carried out:

– The dataset is divided to three type of crimes which are assault, burglaries
and murders.

– All the attributes with large number of missing values are remove
– Following the work done by Iqbal et al. [10], the newly added nominal at-

tribute named ‘Categories’is created from each type of crime for classification
purpose - if the value is less than 25% than the Categories is ‘Low’. If the
value is equal to or greater than 25% than the Categories is ‘Medium’. If the
value is equal to or greater than 40% than the Categories is ‘High’.

– All the data will be normalize to [0, 1] using the min-max method represented
by Eqn 3.

4.2 Parameters Setting

Table 1 shows the parameter setting for GA, EA, and PSO. The parameters
setting for all algorithms is based on the best result obtained from several self-
experiments.

Table 1. Parameters Setting

PSO EA GA

C1:2.0 Crossover rate: 0.6 Crossover rate: 0.6
C2:2.0 Mutation rate: 0.01 Mutation rate: 0.033
Number of particles: 200 Population size: 200 Population size: 200
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5 Result and Discussion

5.1 Feature Selection Results

Fig. 2 shows the result of feature selection for each method. The result shows
that PSO selects lowest features for assault, burglaries and murders. For assault,
PSO selects 4 significance features compare with EA and GA which are 7 and
15. For burglaries, PSO selects only 3 significance features compare with EA
which is 7 and GA which is 12. The PSO selects 7 significance features while EA
selected 12 and GA selected 8 significance features for the murders.

For all types of crimes, PSO has successfully selected the lowest number of
features. Hence, after the feature selection process, GRA will rank the selected
features thus visualize the importance of each feature.
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Fig. 2. Feature selection results

Table 2 shows the result of GRA after the feature selection process by PSO.
Each selected features are ranked to its importance based on GRG. Higher GRG
meaning that the features are the most important. This ranked features may
reflect the importance of the attributes of crime and can make it easier for the
police to prioritize the work force.
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5.2 Classification Results

The classification performances are evaluated using several criteria. Root Mean
Square Error (RMSE) and Mean Absolute Error (MAE) will be used to measure
the performance of ANN. Accuracy, precision, recall and f-measure will be used
to measure the classification’s performance. Table 3 shows the results of RMSE
and MAE for each crime. The results for assault indicate that PSO-ANN gives
lowest RMSE compare with EA-ANN and GA-ANN. For Burglaries, the PSO-
ANN generates lowest RMSE but ANN generate lowest MAE. For murders, the
ANN give lowest MAE value.

Table 3. Artificial neural network performance results

Type of crimes
ANN PSO-NN EA-NN GA-NN

RMSE MAE RMSE MAE RMSE MAE RMSE MAE

Assault 0.2155 0.0641 0.1792 0.0647 0.1797 0.0651 0.1830 0.0674
Burglaries 0.1296 0.0203 0.1212 0.0290 0.1222 0.0283 0.1238 0.0287
Murders 0.2025 0.0566 0.1827 0.0671 0.1852 0.0688 0.1827 0.0673

Note: The bold value indicates the lowest error.

Table 4 shows the results of classification performance and processing time for
various classification models. These results aim to demonstrate the effectiveness
of feature selection methods on various crime datasets.

Table 4. Comparison of classification result and processing time

Type of crimes Models Accuracy (%) Precision (%) Recall (%) F-measure Time(s)

Assault ANN 92.27 90.60 92.30 91.40 1480
PSO-ANN 94.99 90.20 95.00 92.50 26
EA-ANN 94.98 90.20 95.00 92.50 43
GA-ANN 94.89 90.20 94.90 92.50 108

Burglaries ANN 97.33 95.50 97.30 96.40 1661
PSO-ANN 97.74 95.50 97.70 96.60 24
EA-ANN 97.69 95.50 97.70 96.60 43
GA-ANN 97.65 95.50 97.70 96.60 74

Murders ANN 93.45 90.00 93.50 91.70 1504
PSO-ANN 94.76 89.90 94.80 92.30 44
EA-ANN 94.76 89.90 94.80 92.30 74
GA-ANN 94.80 89.90 94.80 92.30 47

The results from Table 4 indicate that PSO-ANN produce lowest running time
for each type of crimes. For assault, PSO-ANN give 26 seconds compared with
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EA-ANN which give 43 seconds. The GA-ANN give the highest running times
which are 108 seconds. The PSO-ANN give 24 seconds for burglaries compare
with EA-ANN which give 43 seconds, and the highest 74 seconds for GA-ANN.
For murders, the PSO-ANN give 44 seconds compared to EA-ANN which give
74 seconds and GA-ANN which give 47 seconds. The results prove that PSO has
produced the lowest number of features thus reduce the running time of ANN.
Although the results for accuracy, precision, recall and f-measure are so close,
the processing time for each model shows the effectiveness of feature selection.
This suggests that by using a small number of features can also produce high
accuracy in a short time.

5.3 Conclusions

This paper presents a hybrid application of PSO and GRA in crime classification
modelling. The PSOas a feature selectionmethod to identify and obtain the signif-
icant features for different type of crimes such as assault, burglaries and murders.
The GRA is used to rank the significant features of each type of crimes. The ANN
is used to classify each crime into three different categories which are low, medium
and high. The experiment result indicates that the PSO select lowest number of
features thus shortens the running time of ANN. Moreover, the GRA has ranked
the selected features of it important thus visualize the crimes dataset to be more
specific. This would help the police to prioritize the important attributes for the
specific type of crimes. Finally, the experimental results have proved that PSO-
ANN is an acceptable model to analyze crime data.
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