
Chapter 10
Hierarchical MPC-Based Control
of an Irrigation Canal

A. Sadowska, P.J. van Overloop, C. Burt, and B. De Schutter

Abstract We discuss the problem of controlling an irrigation canal to accommo-
date fast changes in the canal state in response to events such as offtakes announced
with no time lag or sudden weather changes. Our proposed approach comprises
a hierarchical controller consisting of two layers with decentralized PI controllers
in the lower layer and a centralized MPC-based event-driven controller in the
higher layer. By incorporating the hierarchical controller structure we achieve a
better performance than with the PI controllers only as currently in use in the
real world, while barely increasing the communication requirements and remaining
robust to temporary communication link breakdowns as the lower layer can work
independently of the higher layer when the links are being restored. The operation
of the higher-layer controller relies on controlling the head gate and modifying the
settings of the local controllers. This way, an acceleration of water transporting is
attained as the controller allows for rapid reactions to the need for more water or
less water at a location. Specifically, when there is a sudden need for water, the
storage in some of the pools is used to temporarily borrow water. Alternatively, when
there is too much water at a location, it can be stored for some time in upstream or
downstream pools before the PI controllers manage to remove the water.
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10.1 Introduction

10.1.1 Motivation and Contributions

One of the prominent control problems encountered in the area of water manage-
ment is to control water flows in an irrigation canal swiftly and with little resources
involved. This is prompted by the fact that with diminishing world resources of
fresh water, it is of a great importance to manage the remaining water supplies in a
way that minimizes potential water losses. In terms of control of irrigation canals,
it calls for the gates connecting canal pools being operated in an intelligent way,
so there are no spills and water is not wasted, but is used for the purpose of crop
irrigation as intended. As a matter of fact, fresh water use for agriculture amounts
to over 90 % [17] of the overall fresh water use worldwide. Such a large share is
undoubtedly partly due to the old equipment that is still widely used in agriculture
as any modernizations would need to be most likely paid by the farmers and thus
tend to be not well accepted. Consequently, the control schemes that rely on the
immoderate utilization of the vulnerable equipment are unfavorable. For instance,
as the communication links that are present in the field are often not reliable enough
to be used in a continuous control loop, control schemes that depend excessively
on communication may fail to be realizable in practice. Nevertheless, despite
such limitations, undoubtedly there is a need for efficient, accurate and resource-
conscious water management schemes to meet the aforementioned operational
criteria.

All this makes some of the existing methods proposed in the literature for con-
trolling an irrigation canal potentially problematic in reality when adverse practical
conditions are present. In that respect, the distributed control strategies introduced
in, e.g., [1, 5, 9, 15] as well as the centralized control strategies introduced in, e.g.,
[22, 27, 28] may turn out to rely too heavily on the communication links, thus being
rendered impracticable for a real-life application. This is caused by the requirement
of these controllers to communicate in every control step during their operation
either with each other in case of distributed control, or with a control center in
case of centralized control. The other extreme solution broadly used in practice is
the application of decentralized PI controllers installed at each gate along the canal
[10, 11, 16, 27]. The decentralized PI controllers, while they do not add up to the
communication burden as such controllers require only local information from a
pool, may be unable to produce a good enough overall performance. In response to
such practical restrictions while not compromising on the performance attained, we
propose in this chapter a hierarchical control algorithm. The lower control layer
is constituted by the existing local PI controllers and as such there is no need
for any additional equipment to be installed on top of the one already present in
the field. On the other hand, the higher control layer is formed by a centralized
controller, designed using principles of Model Predictive Control (MPC) [4, 12]
and activated on an event-driven basis, i.e., only when new events occur, e.g., a
water delivery request in one of the delivery points along the canal or a heavy
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rainfall. In such circumstances, the higher-layer controller is activated and modifies
the head gate settings as well as the setpoints of the local PI controllers. Therefore, in
normal operating conditions, the PI controllers take full care of the canal. However,
even when there is an event, the additional communication required is limited as
the higher-layer controller is designed to communicate to each local PI controller
only once per activation to convey all required changes. The changes take form of
stepwise setpoint changes: once each setpoint is modified from its original value and
then it is set back to the normal operating level. This makes the scheme robust to
temporary communication losses as in face of the communication links being down
temporarily, the PI controllers still autonomously control the canal.

The hierarchical controller discussed in this chapter has been analyzed earlier on
in [18] in which differences in system performance when the higher-layer controller
is invoked at every control step or in response to events only were studied. Also
[19] considers the hierarchical controller, and specifically the controller there is
adopted to fit the Central California Irrigation District Main Canal with ramp-shaped
setpoint changes ordered by the higher-layer controller as opposed to stepwise
setpoint changes discussed here. In that view, the current chapter contributes in a
threefold manner. First, we give an improved and unified account of the previous
work. Second, we extend the permissible class of the input profiles. Third, we alter
the parameters of the lower-layers controllers too, i.e., the control gains of the PI
controllers are found through an optimization routine.

10.1.2 Control Problem Description

We now state the particular control problem under consideration. The aim is to
control an irrigation canal to allow swift changes, e.g., new deliveries or flow
changes in existing offtakes with no time lag between the moments they are
announced and start. However, this has to be done ensuring a certain performance
level, i.e., not disturbing excessively the normal canal operation. This means, e.g.,
that the control actions found by the controller should not result in drying out
of the canal or water overtopping the canal embankments. If needed, also stricter
constraints may be posed with water levels maintained within a tighter range.

To fulfill the control objectives, a two-layer control strategy is introduced. The
lower layer consists of the PI controllers, and the higher layer works by altering
the head gate settings and by modifying the settings of the local controllers, and is
derived in accordance with MPC techniques.1 The local controllers are influenced

1MPC is a model-based control technique that uses predictions of the state and forecasts of the
external inputs to determine optimal future control actions for the system. At every step, the control
sequence is found through solving an optimization problem in a receding horizon manner. We refer
to [4, 12] for a detailed description of MPC.
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by the higher-layer controller by their setpoints being altered in a stepwise manner
and by the P and I gains being changed. We consider two possibilities for how the
changes are handled.

A) The proportional and integral gains are found beforehand as a first stage, and
stay fixed thereafter.

B) The algorithm starts with preexisting proportional and integral gains (chosen by
the designer). Then, whenever the higher-layer controller is activated, on top of
temporary setpoint changes, the gains are also altered pro tem and afterwards
return to their original values.

We now briefly discuss what control inputs are required to be found by the higher-
layer controller in cases A) and B) above. More details on how the control inputs
specifically influence the controllers in the lower layer will be given in Sect. 10.2.2.

In both cases, the head gate settings are altered by the higher-layer controller,
i.e., the variable Mhead gate 2 R denoting the position of the head gate is changed.
This is done with the help of an Np-element sequence

QM control
head gate D .M control

head gate.0/; : : : ; M control
head gate;.Np � 1//T ; (10.1)

where, as per the principles of MPC, Np is the length of the prediction horizon.
Also in both cases A) and B) above, the stepwise setpoint modifications of the local
PI controllers are assumed and are found using Time Instant Optimization Model
Predictive Control (TIO-MPC) [8, 18, 24, 25]. In a nutshell, while in the standard
MPC, the Np-element sequence of each control variable is to be found, in TIO-MPC
for a prespecified number of control variable changes in a given prediction window
of length Np, the optimization routine returns the time instants when the control
variable should change and to what value. In that spirit, to characterize stepwise
changes of the setpoints, three quantities are needed: the time instant ton

i 2 R when
the setpoint in pool i should diverge from its predefined level h

ref; normal
i , the altered

value h
ref; delivery
i 2 R of the setpoint, and the time instant toff

i 2 R when the setpoint
should return to the normal operating value h

ref; normal
i . For all pools i D 1; : : : ; N

we collect the three values in vectors

H ref; delivery D Œh
ref; delivery
1 ; : : : ; h

ref; delivery
N �T ;

T on D Œton
1 ; : : : ; ton

N �T ;

T off D Œtoff
1 ; : : : ; toff

N �T :

(10.2)

Note that by modifying the setpoints using TIO-MPC in the specific way that each
setpoint is changed twice, i.e., once to modify the setpoint from its normal levels
to deal with an event and the second time to return to the prespecified value,
we limit the amount of interference of the higher-layer controller with the local
controllers, which results in diminished communication requirements. As explained
earlier, in the alternative formulation of the problem using the standard MPC, direct
optimization of the setpoints href

i .j / for the whole prediction horizon could be
done. However, to impose exactly two changes of the setpoints, integer constraints
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would need to be added [2], resulting in an escalation of the computational burden.
In contrast, by using TIO-MPC, the problem is not posed as a mixed integer
programming problem but as a real-valued optimization problem and thus the
computational requirements are also reduced.

In contrast to QM control
head gate, H ref; delivery, T on and T off, the proportional and integral

gains are changed differently for the two cases. A common part is a preliminary
calibration step done by the designer to choose initial values of the gains. In case A)
these values are kept later on with no modifications. Conversely, in a steady-state
operation in case B), the predefined values are used whereas when the higher-layer
controller is activated to deal with an event, the gains are changed in a stepwise
manner similarly to the setpoint, and can be different for each event. Therefore, the
controller needs to provide modified values of the gains KP;i and KI;i , i.e., to find
K

temp
P;i and K

temp
I;i , and to determine the time instants T on;gains when to switch to the

modified values and the time instants T off;gains when to switch back to the predefined
values.

10.1.3 Outline

The outline of this chapter in as follows. In Sect. 10.2 we first describe the dynamical
model of a canal in general and for the specific case study; next the proposed
solution is discussed, i.e., the improved and extended hierarchical control approach
is introduced. Further, in Sect. 10.3 we illustrate how the control approach works
in a simulation based case study involving the Central California Irrigation District
Main Canal. In Sect. 10.4 we discuss how the proposed strategy for transport of
water can be combined with a complementary strategy for transport over water. To
finish the chapter, our conclusions together with possible future work are given in
Sect. 10.5.

10.2 Main Results

In this section we first discuss the canal dynamics assumed in the chapter. Then, we
introduce our method for accelerating transport of water in a canal.

10.2.1 Preliminaries

Canal Dynamics

The canal dynamics are modelled by the so-called Saint Venant’s equations
[6, 14, 26]
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where A is the cross-section area of the canal, qlat is the lateral unitary net
inflow, g is the gravitational acceleration, R is the hydraulic radius, and C is the
Chézy constant. Water levels h and flows Q for the whole canal can be obtained
from (10.3) when each pool is discretized longways into small section and (10.3) is
integrated numerically for each section, assuming given flows through gates along
the canal, yielding a precise model. That precise model is associated with high
computational requirements and thus is not suited for use in a real-time controller
design. Therefore, a simplified (linear) model of the canal can be obtained by a more
coarse discretization of (10.3) into a water balance of each pool and a delay time in
series [13, 20, 21, 27]:

hi .k C 1/ D hi .k/ C Tm

As;i
.ui�1.k � kdi / � ui .k/ C di .k//; (10.4)

in which hi is the water level at the downstream end of a pool, just before gate i , kdi

is the time delay (in sampling steps) before an inflow from the upstream gate i � 1

affects hi .k/, Tm is the model sampling time (equal for all pools), As;i is the average
surface area of pool i , di is the net inflow to pool i due to, e.g., an offtake (di < 0)
or rainfall (di > 0), and ui denotes the flow through gate i , with u0 D QS denoting
the inflow from the head gate. The flows ui .k/, i D 1; : : : ; N , are determined by
the PI controllers installed at each gate according to the formula

ui .k/ D max .ui .k � 1/ C KP;i .ei .k/ � ei .k � 1// C KI;i ei .k/; 0/ ; (10.5)

in which ei D hi .k/ � href
i .k/ denotes the setpoint tracking error with href

i .k/

being the value of a setpoint at sample step k, and KP;i > 0 and KI;i > 0 are
the proportional and integral gains, respectively.

Illustrative Example: Characterization of CCID Main Canal

In this section we revisit the dynamical model of a canal given in Sect. 10.2.1
specifically for the representative example used later in the chapter to illustrate the
functioning of the controller developed in the chapter. The representative example is
the Central California Irrigation District Main Canal, which is a trapezoidal, gravity-
flow channel, consisting of ten pools and ten control structures. To describe the canal
in the case study, two models are used. The first one, which is the process model,
is exactly the model (10.3) integrated using a longitudinal grid of 1 m, resulting
in a very accurate model of the process. In that model, the standard PI controller
as described earlier is enhanced to include a first-order low-pass filter as well. This
means that to evaluate formula (10.5), we calculate the setpoint tracking errors ei .k/

as ei .k/ D hfiltered
i .k/ � href

i .k/, where hfiltered
i .k/ D KF;i h

filtered
i .k � 1/ C .1 � KF;i /
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hi .k/ with KF;i 2 Œ0; 1/. The flows through consecutive gates that are used as
boundary conditions in model (10.3) obtained from formula (10.5) are further
checked against physical restrictions of a gate (e.g., the maximum opening/width
N'i such that 0 � 'i .k/ � N'i , and the maximum change rate j'i .k/ � 'i .k � 1/j �
�max;';i ), where 'i .k/ denotes the position of gate i at step k. The resulting gate
positions are given as

'i .k/ D

8̂̂
<
ˆ̂:

O'i .k/ if O'i .k/ � ��max;';i C 'i .k � 1/

and O'i .k/ � �max;';i C 'i .k � 1/;

�';i C 'i .k � 1/ if O'i .k/ > �max;';i C 'i .k � 1/;

��';i C 'i .k � 1/ if O'i .k/ < ��max;';i C 'i .k � 1/;

(10.6)

in which O'i .k/ D min .max .'i .k/; 0/ ; N'i /. Then, the flows ui follow from [3]:

ui .k/ D ci wi �i 'i .k/

q
2g.hi;up.k/ � hcrest

i � 1=2'i .k//; (10.7)

ui .k/ D ci wi �i

q
2g.hi;up.k/ � hi;down.k//; (10.8)

ui .k/ D 2

3
ci wi �i

p
2=3g

�
hi;up.k/ � 'i .k/

� 3
2 ; (10.9)

for a free-flowing undershot gate, a submerged undershot gate, and an overshot gate,
respectively, where ci denotes a calibration coefficient, wi is the gate’s width, �i is
the contraction coefficient, and hcrest

i is the crest level (see [19] for extra details).
Next to the process model, which stems immediately from (10.3), we also

consider a prediction model, which is a simplification of the process model. The
simplification is done to relax the computational requirements that would otherwise
be inordinate when the complex model (10.3) were used to derive the controller. As
explained in Sect. 10.2.1, model (10.3) is linearized and the consequent model takes
the form (10.4). This model is linear with the exception of the head gate settings
Mhead gate that nonlinearly relate to the resulting flows QS [3].

We have now presented the prerequisites that form a foundation for the content of
the further parts of the chapter. Subsequently, we give the main result communicated
in the chapter: the derivation of the hierarchical controller used to accelerate
transport of water in an irrigation channel.

10.2.2 Proposed Solution: Design of a Delivery Accelerating
Hierarchical Controller

We now discuss the hierarchical controller proposed in the chapter. As mentioned
earlier, the controller consists of two layers. The lower layer consists of local PI
controllers, which operate continuously, and the higher layer includes a centralized
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controller designed to work on an event-driven basis. This means that it is activated
when there are events that require special actions to be taken on top of the control
provided by the lower layer.

Denote by kc the control step counter associated with the higher-layer controller,
and similarly let Tc be the duration of the control cycle of the higher-layer controller,
which is an integer multiple of the sampling time of the model Tm. In other words,
Ac D Tc=Tm 2 N.

We split the derivation of the controller into two parts. First, we discuss the design
assuming that only a single activation occurs and that the higher-layer controller
may only be reactivated after the steady state is restored, see Sect. 10.2.2. Then, we
elaborate on the necessary extensions to enable multiple concurrent active periods
of the higher layer, see Sect. 10.2.2.

Concept Description: Single Activation

In this section we introduce the basic ideas regarding the hierarchical controller,
where we assume, for the sake of simplifying the message, that only a single
activation of the higher layer of the hierarchical controller takes place. At the
beginning, before the hierarchical controller is ready to work, a design step needs
to be performed, in which initial proportional and integral parameters of the PI
controllers are selected. Various methods can be used for this, e.g., a manual tuning,
Ziegler-Nichols tuning method [29], lambda tuning method [7], or optimization-
based tuning. Here, we briefly explore the last option, i.e., we propose to find
the gains through the minimization of a cost function accounting for deviations
in the water levels with respect to their setpoints and immoderate fluctuations in
water levels and flows, assuming an input consisting of a selection of representative
subscenarios with a certain number of flow changes in the pools and changes to the
head gate:

Jpre D
NX

iD1

NtotX
j D1

.weei .j / C w�h.hi .j / � hi .j � 1//

C w�u.ui .j � 1/ � ui .j � 2/// ; (10.10)

in which ui .�1/ is assumed as a given initial condition describing past flows, and
Ntot is the length of the prediction horizon in the preliminary step, which can differ
from the length of the prediction horizon Np used by the higher-layer controller in its
regular operation mode. In the preliminary step, the cost function Jpre is minimized
with respect to the proportional and integral gains of the PI controllers, which means
that the preliminary optimization problem can be stated as

.K�
P;i ; K�

I;i / D min
KP;i ;KI;i

Jpre; subject to Kmin
�;i � K�;i � Kmax

�;i ; (10.4); (10.5);

(10.11)
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where � 2 fP; Ig, Kmin
�;i > 0 are small constants ensuring all gains are strictly

positive, and Kmax
�;i > Kmin

�;i is an upper bound for the gains. After solving (10.11),
values K�

P;i and K�
I;i are used later on by the PI controllers.

Now, suppose that the activation of the higher-layer controller takes place at
sampling step kactivation. Then, the movement of the head gate for the next NpAc

steps can be found using (10.1) according to the relation

Mhead gate.kactivation C jAc C `/ D M control
head gate.j /; for ` D 0; : : : ; Ac � 1;

j D 0; : : : ; Np � 1
(10.12)

for k D kactivation; kactivation C 1; : : : ; kactivation C NpAc � 1 and

Mhead gate.k/ D M
steady state
head gate D M control

head gate.Np � 1/;

for k > kactivation C NpAc � 1. As can be seen above, after NpAc steps, the head gate
settings are set to a new steady-state level

M
steady state
head gate D M control

head gate.Np � 1/

afterwards.
In contrast to the head gate settings, which may end up with a different steady-

state value after the activation, the setpoints of the local controllers are only changed
temporarily to enable speedy flow changes and afterwards return to their predefined
levels. Specifically, after the activation, the setpoints of the local controllers change
using the triple .H ref; delivery; T on; T off/ (10.2). For each pool i D 1; : : : ; N , the
setpoints are found as

href
i .k/ D

(
h

ref; delivery
i if kon

i � k � koff
i ;

h
ref; normal
i otherwise;

(10.13)

in which kon
i D

h
ton
i

Tm

i
and koff

i D
h

toff
i

Tm

i
. Expression (10.13) ensures that stepwise

setpoint modifications are executed.
We now discuss what is different in cases A) and B).

A) In this case, the hierarchical controller is directly ready for normal operation.
For each activation of the higher-layer controller during its regular operation,
the control input that needs to be found is the quadruple

UA D
� QM control

head gate; H ref; delivery; T on; T off
�

: (10.14)

B) Now, in addition to modifying the head gate settings and the setpoints, also
the gains of the PI controllers are temporarily changed using a quadruple
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.K
temp
P ; K

temp
I ; T on;gains; T off;gains/. The gains are then changed in the system in a

stepwise manner, very much similar to how the setpoints are changed:

K�;i .k/ D
(

K
temp
�;i if k

on;gains
i � k � k

off;gains
i ;

Knormal
�;i otherwise;

(10.15)

where � 2 fP; Ig and k
on;gains
i D

�
t
on;gains
i

Tm

	
and k

off;gains
i D

�
t
off;gains
i

Tm

	
. The

overall control input to be found in case B) is denoted with UB, which is a tuple
defined as

UB D
� QM control

head gate; H ref; delivery; T on; T off; K
temp
P ; K

temp
I ; T on;gains; T off;gains

�
:

(10.16)

With the control inputs UA and UB defined for cases A) and B), respectively,
we may now move forward to defining the cost function that is to be minimized.
According to the objectives mentioned in short in Sect. 10.1.2, we define the cost
function as follows

J D ˛

AcNpX
j D1

.uN .kactivation C j � 1/ � QS; base/
2

C ˇ

NX
iD1

AcNpX
j D1

�
hi .kactivation C j / � href

i .kactivation C j /
�2

C �

NX
iD1

�
toff
i � ton

i

�2 C�

NX
iD1

�
�href

i

�2 C��

NX
iD1

�
t

off;gain
i � t

on;gain
i

�2

; (10.17)

where ˛, ˇ, 	1, 	2, � and � are positive weighting coefficients, � 2 fA; Bg, �A D 0,
�B > 0, and �href

i D h
ref; delivery
i � h

ref; normal
i . The form of the cost function is

chosen in such a specific way to capture the objectives of the controller. In particular,
the smaller the first term of J in (10.17) is, the less disruption is for the further
downstream users beyond the stretch of the canal under consideration with N

pools, as the inflow to that further part is closer to the ordained base flow QS; base.
Furthermore, the second term (10.17) penalizes the setpoint tracking errors in order
to refrain from selecting control actions resulting in undue deviations in the water
levels with respect to their respective setpoints. Thirdly, terms in (10.17) facilitate
switching the setpoints and the PI gains in case B) promptly back to their normal
levels to bring the system to the normal operating conditions after an activation
apace.
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To ensure adequate operation of the controller, the following hard constraints
need to be satisfied for all i 2 f1; : : : ; N g:

hmin
i � hi .kactivation C j / � hmax

i ; j D 1; : : : ; NpAc; (10.18)

hmin
i � href

i .kactivation C j / � hmax
i ; j D 1; : : : ; NpAc; (10.19)

toff
i � ton

i C Tm; (10.20)

ton
i � kactivationTm; (10.21)

t
off;gain
i � t

on;gain
i C Tm; (10.22)

t
on;gain
i � kactivationTm; (10.23)

M min
head gate � Mhead gate.kactivation C j / � M max

head gate; j D 0; : : : ; NpAc � 1;

(10.24)

jMhead gate.kactivation C j / � Mhead gate.kactivation C j � 1/j � �M max
head gate;

(10.25)

j D 0; : : : ; NpAc � 1;

Kmin
�;i � K�;i � Kmax

�;i ; (10.26)

toff
i � kactivationTm C TcNc; (10.27)

t
off;gains
i � kactivationTm C TcNc; (10.28)

M control
head gate.kactivation C j / D M control

head gate.Nc � 1/; j D Nc; : : : ; Np � 1; (10.29)

Mhead gate.kactivation C jAc/ D M control
head gate.Np � 1/; j > Np � 1; (10.30)

in which Nc � Np is the control horizon. Constraints (10.18) and (10.19) correspond
to the physical constraints of the depth of the canal. Constraints (10.20) and (10.21)
ensure that the first switch of the setpoint ton

i occurs after the activation moment of
the higher-layer controller and the second moment toff

i occurs at least one sampling
step after the first one. Constraints (10.22) and (10.23) work similarly but for the
PI gains. Clearly, they only apply in case B). Furthermore, constraints (10.24)
and (10.25) make sure that the movements of the head gate are compliant with
its minimum and maximum position and its maximum change rate, respectively,
and constraint (10.26) deals with the upper and lower bounds for the proportional
and integral gains. This latter constraint yet again is valid in case B) only. Next,
constraints (10.27)–(10.29) enforce all changes to be executed within the control
horizon, and, lastly, constraint (10.30) introduces new steady-state head gate settings
after the activation to be equal to the last component of QM control

head gate, i.e., M control
head gate

.Np � 1/.
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Extension: Multiple Activations

So far, we have discussed the design of the hierarchical controller for a single active
period at a time, and a re-activation only allowed after the steady-state has been
restored after a preceding activation. Here, we give a broad overview of how the
event-driven controller design needs to be extended to enable multiple concurrent
active periods.

First, we discuss how the higher-layer controller is allowed to be activated.
We introduce two options: the synchronous one and the asynchronous one. In the
synchronous case, see Fig. 10.1, the activation can only occur at a multiple of the
control step kc. If there are events in between two control steps kc and kc C 1, they
are grouped together and sent jointly to the higher-layer controller. In contrast, in
the asynchronous case, see Fig. 10.2, the activation can occur at any sample step
k. Here, we propose to introduce a short time window ı in which individual events
occurring within ı time units after a first one in a round are grouped and conveyed
to the higher-layer controller together. ı is a design parameter to be selected by the
operator of the canal enabling events happening soon after each other being rendered
as a single event and swiftly sent to the higher layer controller. We also impose a
minimal reactivation time of Tc time units so that the activations do not occur too
frequently.

Now, we analyze how the setpoints are permitted to change. Denote by s 2 Z

the activation counter, which is initiated with 0 and is incremented every time
a new activation takes place. Two options to change the setpoints are the block-
modifying strategy and the block-adding strategy. The block-modifying strategy is
illustrated in Fig. 10.3 and rely on the principle that once a setpoint block is started

time

0 Tc 2Tc 3Tc 4Tc

)4()2( (1)

Fig. 10.1 Activation of the higher-layer controller in the synchronous case. All individual events
are denoted with dotted bars. Arrows are used to indicate when the activation occurs with a label
representing how many events are dealt with during each activation

time

(1)Tc
(2) Tc

(2) (2)Tc

Fig. 10.2 Activation of the higher-layer controller in the asynchronous case. All individual events
are denoted with dotted bars. Vertical arrows are used to indicate when an activation occurs with
a label representing how many events are dealt with during each activation. Horizontal arrows
show the delays with activation of the higher-layer controller for individual requests because of
the minimum interval between activations of Tc. Horizontal bars indicate the length of the time
window ı used to accumulate events occurring soon after each other
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Fig. 10.3 Possible setpoint profiles using block-modifying formulation
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Fig. 10.4 Possible setpoint profiles using block-adding formulation

for activation s, it may only be changed in activation sC1 by changing its length, i.e.,
by modifying toff

i .s/ D toff
i .s C 1/. So the overall setpoint profiles, when the block-

modifying strategy is implemented, consist of blocks next to one another: when one
block finishes, a new one can start. Conversely, in the block-adding strategy, in every
new activation new blocks are added on top of the preexisting ones. This is depicted
in Fig. 10.4.

In a similar way also the proportional and integral gains of the local controllers
may be changed in case B) using block-adding or block-modifying formulations.
We leave out the details here for the sake of page limitations.

Next, we discuss how the head gate is controlled by the higher-layer controller
for multiple concurrent active periods of the higher-layer controller. A major factor
that determines the functioning of the head gate is that when the sth activation of the
higher-layer controller takes place at sample step kactivation;s , the profile of the head
gate found for the previous activation is to be updated and a new profile is found
and executed. In doing so, the higher-layer controller is of course also aware of the
events occurring before the present activation s and the new profile also accounts for
them. We illustrate this in Fig. 10.5, where four activations are shown and depicted
with the arrows. Observe that once an activation s takes place, the previously found
head gate profile QM control

head gate.s � 1/ is no longer valid and the new profile QM control
head gate.s/
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times = 1

˜M control
head gate(1)

˜M control
head gate(2)

s = 2 s = 3 s = 4

˜M control
head gate(3)

˜M control
head gate(4)

Fig. 10.5 Control of the head gate settings as administrated by the higher-layer controller in face
of multiple concurrent activations. Four activations are shown and indicated with the arrows and
the corresponding profiles for the head gate settings QM control

head gate.s/

is applied. This profile is executed until another activation s C 1 of the higher-layer
controller occurs, at which point the profile of the head gate settings QM control

head gate.s/ is

again updated with the newly found profile QM control
head gate.s C 1/.

The above discussion presents the implementation principles of the hierarchical
controller presented in the chapter. The main alterations that need to be accounted
for in the multiple-activation case with respect to the single activation is how to
deal with modifying setpoints and changing PI gains in case B). This needs to be
decided in a design phase, based on the performance requirements of a specific
application. The controller then works generally as follows: when there is a need
for an activation, the higher-layer controller is triggered and the changes are applied
to the system. Then, whenever Tc time units of the reactivation time has passed and
new events occur, the controller can be re-activated, and so on.

10.3 Illustrative Example: Results

In this section we discuss the application of the proposed controller on an accurate
numerical model of Central California Irrigation District Main Canal. We validate
the prediction model used in the controller design in Sect. 10.3.1. Then in
Sect. 10.3.2 we present the results obtained by applying the controller to CCID
Main Canal and analyze the performance obtained.

10.3.1 Validation of the Prediction Model

We validate pool by pool the prediction model (10.4) with for the parameters given
in Table 10.1, where kdi is given in sampling steps, As;i in m2, and Tm is 1 min. For
each pool i D 1; : : : ; N individually, we apply a step increase of 1:5 m3=s in the
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Table 10.1 Parameters of the prediction model (10.4)

i 1 2 3 4 5 6 7 8 9 10

kdi 13 26 21 25 13 11 44 57 15 36

As;i 154842 132722 121181 154842 73346 58066 163951 139358 67979 154842

Table 10.2 VAF for the responses of the process model and the prediction model

i 1 2 3 4 5 6 7 8 9 10

VAF 94% 88% 91% 88% 97% 97% 93% 87% 96% 86%

upstream inflow ui�1 with the outflow ui from the pool at the downstream end kept
constant, and with a base flow of QS; base D 7:14 m3=s. We apply the same stimuli
both for the prediction model and the precise numerical model of the canal. The
resulting water levels hi are measured and compared using the variance-accounted-
for criterion:

VAF.m; n/ D
�

1 � var.m � n/

var.m/

�
� 100 %; (10.31)

where signal n is obtained from the accurate simulator and signal m from the pre-
diction model. We give the corresponding VAF values for each pool in Table 10.2. It
is concluded that the prediction model closely matches the accurate process model
and so it is deemed to be suitable for the purpose of the derivation of the controller.

10.3.2 Control Results

We now illustrate the functioning of the proposed control approach in a simulation-
based case study. We study here a representative example of a single flow change
in pool 10 of magnitude 2:5 m3=s with a base flow of QS; base D 7:14 m3=s.
The flow change occurs at step kknown D 180 and is not announced beforehand.
The two cases A) and B) are shown and compared with each other and with a
standard method2 currently used in the field. Using the standard method in the
aforementioned circumstances introduces a big disturbance in outflow from pool 10
as in face of the increased offtake outflow from pool 10, the water levels in pool 10
start to decrease and so the PI controller in that pool decreases the outflow to
maintain the water level at its desired setpoint. As explained in Sect. 10.2.2, this is
an undesirable situation, which is accounted for in the objective function (10.17) of

2The standard method works by increasing inflow from the head gate at the time when an offtake
is announced to provide extra water needed for the additional offtake and letting the PI controllers
transport that water through subsequent pools to the offtake point. This method relies on the PI
controllers only with the higher-layer controller being absent.
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the hierarchical controller. Therefore, we expect that the situation can be improved
when employing the hierarchical controller introduced in this chapter.

To compare the performance when different control methods are applied, we
introduce an a posteriori cost function defined as

Jpost D ˛

NFX
j Dkknown

.uN .j � 1/ � QS; base/
2 C ˇ

NX
iD1

NFX
j Dkknown

e2
i .j / ; (10.32)

where NF D 780 marks the duration of the simulation and the weighting parameters
are the same as in the cost function J (10.17) used to derive the controller. These
parameters are ˛ D 5, ˇ D 10, 	 D 1, � D 1, � D 1, and �B D 1. Moreover, we
use Tm D 1 min, Ac D 15, Nc D 16 (corresponding to 240 sample steps), and Np D
36 (i.e., 540 sample steps). In addition, the upper bounds for the proportional gains
in the design stage of the hierarchical controller as well as in the normal operation
in case B) are determined through stability analysis and subsequently Kmax

P;i for i D
1; : : : ; N is 89.17, 314.16, 285.47, 363.50, 177.71, 141.57, 416.09, 336.24, 159.90,
and 363.50 respectively. The upper bounds for the integral gains are selected as
Kmax

I;i D Kmax
P;i and the lower bounds for both the proportional and integral gains are

Kmin
P;i D Kmin

I;i D 0:01.
In the design stage, the weighting parameters are chosen to be we D 0:001,

w�h D 250 and w�u D 500, and the prediction horizon is chosen to be equal to
the prediction horizon in the normal operation of the higher-layer controller, i.e.,
Ntot D Np D 540 sample steps. The scenario considered to determine the gains in
the design step consists of five changes in offtakes along the canal and five changes
to the head gate to compensate for the offtakes. The resulting gains K�

P;i and K�
I;i

used later on throughout the simulation are given in Table 10.3. Note that in the
standard method different gains are used (see Kstandard

P;i and Kstandard
I;i in Table 10.3)

and these are the gains currently implemented in the real CCID Main Canal.
The results obtained are given in Table 10.4, which lists the values of the a

posteriori cost function Jpost for the three control approaches considered: the stan-
dard method, the new hierarchical controller for case A), and the new hierarchical
controller for case B). It can be immediately seen that the standard method performs
inferiorly in comparison to the new hierarchical controller. The corresponding value

Table 10.3 Proportional and integral gains

1 2 3 4 5 6 7 8 9 10

K�

P;i 47.29 207.05 273.25 262.83 71.31 117.79 56.12 20.30 13.68 59.32

K�

I;i 8.30 2.42 2.98 4.06 4.41 20.26 5.68 0.41 0.28 14.39

K
temp
P;i 43.58 156.40 80.15 132.43 38.60 25.77 70.52 31.16 19.20 35.59

K
temp
I;i 9.36 1.38 3.64 3.56 1.39 0.69 2.74 0.47 0.24 3.18

Kstandard
P;i 186 157 143 182 190 152 208 168 165 182

Kstandard
I;i 0.5 0.6 0.6 0.7 1.0 1.1 0.9 1.0 1.8 1.8
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Table 10.4 Comparison between the values of Jpost obtained with the standard method
and with the hierarchical controller

Standard method Proposed method—case A) Proposed method—case B)

Jpost 10800.1 3457.9 1964.5

of the a posteriori cost function is Jpost D 10;800:1. When the new hierarchical
controller is applied for case A), a better performance is achieved with the value of
the a posteriori cost function being over three times smaller, i.e., Jpost D 3;457:9.
This is because the hierarchical controller explicitly takes into account the objectives
of the control design and works in a way to minimize the deviation of the system
behavior against the desired behavior described using the cost function. The best
performance, though, is obtained with the new hierarchical controller for case B),
with the a posteriori cost function Jpost D 1;964:5 equating to less than a fifth of the
cost function achieved with the standard method. The difference in performance of
the controller in cases A) and B) is due to the fact that in case A) the gains of the local
PI controllers are fixed and are not selected nor updated for the specific behavior
of the system with setpoint changes etc. Conversely, in case B) the controller has
the extra freedom to modify the proportional and integral gains on the spot for the
purpose of meeting the objectives defined in the cost function. Consequently, in
the transient time of dealing with the sudden offtake in pool 10, the PI gains are
changed (mostly lowered) to ensure a gentler reaction of the PI controllers to the
changed setpoints and thus smoother flows through gates are obtained.

10.4 Linking Transport of Water with Transport over Water

In the work presented here we explicitly work towards methods for transport of
water to be delivered to farmers through an irrigation canal. However, the proposed
solution also implicitly enhances transport over water through maintaining water
levels in waterways within a certain range so that ships can operate safely. As such
the control strategy proposed in Sect. 10.2.2 can also ensure transport over water.
To that end, a number of aspects have to taken care of. In particular, the constraints
on the maximum and minimum allowable water levels in (10.18) and (10.19) need
to be assigned accordingly.

In future work, the link between the transport-of-water component, as examined
in the chapter, and transport over water could be further explored and studied more
explicitly. One possible approach to introduce an explicit treatment of transport
over water within the presented framework could be to explore a multi-objective
approach including the objective of transport of water and the objective of transport
over water. The unified control scheme could be formulated in a centralized or
distributed fashion (cf. [23] where different objectives are associated with different
agents) so as to enable both transport of water and transport over water.
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10.5 Conclusions and Future Research

This chapter has presented a hierarchical controller for the purpose of accelerating
transport of water in an irrigation canal. The transport is accelerated in the sense
that flow changes along the canal can occur more rapidly, thus more efficient control
performance is obtained. The hierarchical controller consists of two layers. In the
lower layer, local decentralized PI controllers take care of the canal in its normal
operation. In contrast, the higher layer is invoked in response to events only and
comprises a centralized predictive controller. This controller works by providing the
head gate with an updated profile to account for the event as well as by transiently
altering the settings of the local PI controllers. This introduces extra buffer where
water can be temporarily stored or can be borrowed from for a speedy delivery
to the location where water is needed. We have given in the chapter an in-depth
description of the controller design, which includes basic operational concepts and
the necessary extensions for continuous operation with multiple events activating
the higher-layer controller. The performance of the hierarchical control approach
has been demonstrated in a simulation-based case study, which shows that the
hierarchical controller outperforms the standard method.

In addition to extending the current work by combining explicitly transport of
water with transport over water, further open topics include robustness analysis and
robust design in face of uncertainties or unmeasured disturbances. Moreover, an
analysis of computational requirements of the proposed control approach to make
sure that the scheme can be employed in a real-time operation remains to be studied.
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